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Foreword
Consciousness is the appearance of a world. In its absence there is no self, no environment, no pain, no 
joy; there is simply nothing at all. Following Thomas Nagel, without consciousness there is ‘nothing like it 
is to be’ (Nagel, 1974). Understanding the boundaries of consciousness is therefore of the highest clinical 
and ethical importance. The new enterprise of ‘coma science’ is at the very forefront of this mission, and 
the present volume — edited and in several chapters co-authored by the three pioneers of the field — 
represents an essential and timely contribution. 

Coma science is perhaps the most dynamic yet empirically grounded sub-field within the rapidly 
maturing science of consciousness. It seeks to understand not only coma itself, but also the many 
differentiated varieties of impaired conscious level following brain injury, including the vegetative state, 
the minimally conscious state and the locked-in state. Its key objectives include: (i) reliable diagnosis of 
residual consciousness in patients unable to produce verbal or behavioural reports, (ii) establishing non
verbal or even non-behavioural means of communication where residual consciousness persists and 
ultimately (iii) delivering improved prognosis and even treatment, for example via novel applications of 
deep-brain stimulation or pharmacological intervention. More broadly, coma science provides an 
invaluable window into the mechanisms of consciousness in general, by revealing which structural and 
functional brain properties are either necessary or sufficient for the appearance of a world. As has often 
been the case in the history of science, the proper understanding of a natural phenomenon may be best 
pursued by examining those situations in which it is perturbed. 

While the general goals of consciousness science carry substantial implications for our understanding of 
our place in nature, the specific objectives of coma science impose clear and present clinical and ethical 
challenges. Here are just of few of those discussed in the following pages: How is death to be defined 
(Bernat)? When should treatment be withheld, or applied more aggressively (e.g. Katz et al., Fins)? What 
is the quality of life like for patients (Azouvi et al., Lulé et al., Zasler, Lutte)? What are reliable criteria 
for residual consciousness, or for the capacity to suffer (e.g. Giacino et al., Coleman et al., Majerus et al., 
Boly et al., and others)? 

These challenges cannot be relegated to the armchair. They arise on a daily basis at the patient’s 
bedside, in the intensive care, neurology, neurosurgery or neurorehabilitation units, often with family 
members in attendance and sometimes with limited time for deliberation. Principled responses are 
urgently required, and this volume should be a primary port-of-call for their formulation. Its contents, 
collated and often co-written by Steven Laureys, Nicholas Schiff and Adrian Owen, span a remarkable 
range of issues relevant to coma science, all the while maintaining an impressive focus on the clinical and 
ethical implications they generate. A particularly worthwhile feature is the integration of novel theoretical 
approaches to consciousness. For example, both Massimini et al. and Boly et al. discuss how theories 
based on ‘information integration’ (Tononi, 2008) may be applied to clinical cases, potentially providing a 
means to assay residual consciousness without relying on indirect behavioural measures (Seth et al., 2008). 

It is indeed by combining theory and practice, by integrating insights from philosophy to pharmacology 
to functional neuroimaging, and not least by conveying the excitement of real progress, that this volume 
belongs on the shelf not only of neurologists and ethicists, but also of every scientist interested in the 
neural basis of human consciousness. 
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Foreword
This is a strange and exciting time to be interested in how brains do minds. It is an exciting time, for not a
week passes that yet another finding about how the brain works is published. There is a discernable sense
of progress here, unfortunately amplified in the continued and already stale interest that the press and
other media manifest towards anything neuroscientific.

It is a strange time too, at least for someone who’s been around for quite a while. When I first became
interested in cognitive psychology, about 25 years ago, almost nobody worked on consciousness per se.
I was not either. Instead, I was focused on the mechanisms of implicit learning — what is it that we can learn
without awareness? The first half of each of my lectures here and there about the topic was dedicated to
pre-emptive precautionary arguments: It is a complex domain, our measures are uncertain and imprecise,
some authors strongly disagree, there is ongoing controversy. Today, I hardly have to say anything at all
about the existence of learning without awareness: It goes without saying that the phenomenon exists.

So that’s a first strange turn of events: In the space of 25 years, not only does everybody agree that the
brain can process information without consciousness, but also many even believe that whatever the brain
does is better done without consciousness than with consciousness. The pendulum, however, always
swings back, and it is not too difficult to imagine which way it will go next.

A second reason why these are strange times is that it feels like we are reinventing cognitive psychology all
over again. Most imaging studies are replications of earlier behavioural findings. Likewise, most studies about
consciousness are replications of earlier studies in which the infamous C word had been carefully blotted out
in one way or another. And yet, there is also tremendous innovation in our methods, and in the way in which
traditional questions in cognitive psychology are approached anew. It is a real joy to see an entire new
generation of philosophers who know their empirical literature come up with new designs for testing out
hypotheses that are informed by deep, substantive ideas about the mind. Likewise, it is sobering to see
neuroscientists lose some of their arrogance and realise that their experiments are not, perhaps, as incisive as
they had initially thought. It is only by striving to combine subjective and objective data that the field will
make genuine progress. This is the only field in which I have witnessed genuine interdisciplinary progress.

A third reason that these are strange times is because, in what feels like an instant, we have moved from
living in the present to living in the future. Nothing illustrates this better than this excellent volume, edited
by Steven Laureys, Nicholas Schiff and Adrian Owen. How astonishing and unexpected it is that we can
now use brain imaging to obtain subjective reports! What an incredible hope do brain–computer
interfaces represent for people no longer able to control their environment! And how exciting is the
possibility that deep-brain stimulation will perhaps offer a new potent form of therapy. These
developments, at the border between clinical and fundamental neuroscience, were almost unthinkable
just a few years ago. Crucially, such developments have both clinical and fundamental import. ‘Coma
science’ is only beginning, and this volume will no doubt be remembered as its starting point.

Axel Cleeremans
Université Libre de Bruxelles

(Coordinator of the European Cooperation in the field of Scientific and
Technical Research Action on ‘Consciousness: A Transdisciplinary,

Integrated Approach’)
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Preface
Understanding consciousness is one of the major unsolved problems in science. An ever more important
method of studying consciousness is to study disorders of consciousness, such as brain damage leading to
coma, vegetative states, or minimally conscious states. Following the success of the first Coma and
Consciousness Conference held in Antwerp in 2004, satellite to the 8th Annual Meeting of the
Association for the Scientific Studies of Consciousness (ASSC8), the 2nd Coma and Consciousness
Conference, satellite to ASSC13, focused on the clinical, societal, and ethical implications of ‘‘coma
science.’’ Held at the historic Berlin School of Mind and Brain of the Humboldt University in Berlin, 4–5
June 2009, the conference was a joint meeting of the European Cooperation in Science and Technology
COST Action BM0605 ‘‘Consciousness: A transdisciplinary, integrated approach’’; the Coma and
Consciousness Consortium — McDonnell Foundation Initiative Grant ‘‘Recovery of consciousness after
severe brain injury’’; the European Union Specific Targeted Research Projects (STREP) ‘‘Measuring
consciousness: Bridging the mind-brain gap’’ (Mindbridge); and the Marie Curie Research Training
Network ‘‘Disorders & coherence of the embodied self’’ (DISCOS). The conference was endorsed by the
European Neurological Society and co-funded by the Mind Science Foundation. It brought together a
distinguished small group of neuroscientists and clinical investigators engaged in the study of coma and
consciousness and mechanisms underlying large-scale cortical integration, state-of-the-art neuroimaging
studies of sleep, anesthesia and patients with disorders of consciousness, and experts in the fields of the
neurology of consciousness and ethics who addressed the larger context in which the emerging
neuroscience will be received and integrated.

Recent studies have underscored that recovery of consciousness after severe brain injury remains
poorly understood. Many of these investigations are very much in the public eye in part because of their
relationship to controversies about end-of-life decisions in permanently unconscious patients (e.g., Terry
Schiavo in the United States and Eluana Englaro in Italy recently), and the relationship to one of the
major philosophical, sociological, political, and religious questions of humankind. The challenges are
surprisingly difficult with a degree of diagnostic uncertainty that may range at the bedside in some patients
from unconscious to fully aware, even for patients with no evidence of behavioral responsiveness. As
measurements improve, behaviorally defined states from vegetative state (wakeful unawareness),
minimally conscious state (at least some evidence of awareness), and up but not including patients in
locked-in syndrome (full consciousness with virtually no motor control) will reveal subcategories of
patients whose level of consciousness we cannot at present with confidence identify.

Although public interest is high, the broad needs for systematic research in this emerging area of
knowledge is currently unmet. This volume focuses on our current understanding of the neuroanatomical
and functional underpinnings of human consciousness by emphasizing a lesional approach offered via the
study of neurological patients. Our intended goal aims at updating and advancing knowledge of diagnostic
and prognostic methods, potential therapeutic strategies, and importantly identifying challenges for
professionals engaged in the study of these patient populations. The selected contributors are all
outstanding authors and undisputed leaders in their field.

The papers presented in this volume are likely to help form the scientific foundations for frameworks to
systematically organize information and approaches to future clinical assessments of consciousness. The
xiii



xiv
interest of this is threefold. First, the exploration of brain function in disorders of consciousness represents
a unique lesional approach to the scientific study of consciousness and adds to the worldwide effort to
identify the ‘‘neural correlate of consciousness.’’ Second, patients with coma and related disorders of
consciousness continue to represent a major clinical problem in terms of diagnosis, prognosis, and
treatment. Third, new scientific insights in this field have major ethical, societal, and medico-legal
implications, which are the topic of the last part of this book.

We thank ASSC13 organizers John-Dylan Haynes, Michael Pauen, and Patrick Wilken and our funding
agencies including the James McDonnell Foundation, the European Commission, the Medical Research
Council (UK), the National Institutes of Health, the Charles A. Dana Foundation, the Mind Science
Foundation, the Belgian National Funds for Scientific Research and the University, and University
Hospital of Liège in helping to make the conference and this book possible and hope that our joint efforts
will ultimately improve the care and understanding of patients suffering from disorders of consciousness.

Steven Laureys (Liège)
Adrian Owen (Cambridge)

Nicholas Schiff (New York)
July 2009
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CHAPTER 1

The problem of unreportable awareness

Adam Zeman�

Cognitive and Behavioural Neurology, Peninsula Medical School, Exeter, UK

Abstract: We tend to regard consciousness as a fundamentally subjective phenomenon, yet we can only
study it scientifically if it has objective, publicly visible, manifestations. This creates a central, recurring,
tension in consciousness science which remains unresolved. On one ‘objectivist’ view, consciousness is not
merely revealed but endowed by the process of reporting which makes it publicly accessible. On a
contrasting ‘subjectivist’ view, consciousness, per se, is independent of the possibility of report, and indeed
will always remain beyond the reach of direct observation. I shall explore this tension with examples
drawn from clinical neurology, cognitive neuroscience and philosophy. The underlying aim of the paper is
to open up the simple but profoundly difficult question that lurks in the background of consciousness
science: what is it that are studying?

Keywords: consciousness; subjectivity; philosophy

Introduction

This paper will explore two ways of thinking
about consciousness. The tension between them
often lies in the background of discussions about
consciousness, but is not always clearly articu-
lated. The first, objective, conception tends to be
adopted by neuroscientists with an interest in
awareness; the second, subjective, view is closer to
intuitive common-sense thinking, but is also
familiar to doctors who care for patients with
impairments of awareness. The first approach
turns on the idea that the key to consciousness lies
in complexity, especially in complex forms of
neural processing which feed forward into action;
the second holds fast to the thought that

experience can take extremely simple forms, and
need not give rise to action of any kind whatever.
The first springs partly from a sense of wonder at
the intricacies of the organ of experience, the
brain, partly from a recognition that any science of
consciousness must rely on observable manifesta-
tions of awareness, especially on forms of report;
the second answers to the possibility that elements
of experience may survive substantial damage to
the brain, including damage to precisely those
systems required for report. Reflection on these
two conceptions prompts a simple but difficult
question: do consciousness scientists know what
we are studying yet?

In the next section of this paper (‘Conscious-
ness, complexity, control’) I introduce the first of
these two conceptions, explaining how it springs
from contemporary brain research and meshes
with some philosophical approaches to aware-
ness. In ‘Consciousness, simplicity, helplessness’
I explain how the second conception arises from

�Corresponding author.
Tel.: 01392-406747; Fax: 01392-406767;
E-mail: adam.zeman@pms.ac.uk
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intuitive ways of thinking about consciousness and
comes naturally to doctors caring for patients with
states of impaired awareness. I use a thought
experiment to probe our intuitions about the
minimum conditions for awareness. ‘Which con-
cept of consciousness?’ examines some arguments
for and against the two conceptions, and the
implications of the second for the scope of a
science of consciousness.

Consciousness, complexity, control

Though it can be useful to speak of
‘coding’ and ‘decoding’y we must be
careful to avoid the conception that
there is some final stage where the
message [in the brain] is understoody
The decoding is completed only by
actiony The brain is constantly mak-
ing hypotheses that prepare for useful
actions.

J. Z. Young
Perception is basically an implicit
preparation to respond.

Roger Sperry

The property of the brain most often empha-
sised in discussions of the neural basis of
consciousness is its complexity. The brain contains
of the order of 100,000 million neurons, of
numerous varieties, and perhaps 1000 times as
many synapses, utilising an extensive range of
neurotransmitters and receptor molecules. This
vast array of diverse parts is highly organised and
widely integrated. Consider, for example the
visual system: the neurons of primary visual
cortex, like other cortical neurons, are organised
in vertical columns; racking the microscope up
from individual neurons to their functional group-
ings, ordered arrays of columns map the visual
field, and set in train the parallel analysis of visual
form, movement and colour; moving up one level
further, this analysis is then carried forward in
the 30 or so cortical visual areas which, we now
know, are themselves organised into two major
streams, an occipito-temporal stream concerned
particularly with object identification and an

occipito-parietal stream especially concerned with
the visual guidance of action. Similar kinds of
account, building from neurons, through their
local networks, to cortical areas and extended
cortical networks could be given for each of the
other ‘modules’ of mental function — the sensory
systems, language, memory, emotion, motivation,
attention, executive function, praxis.

If this undeniable complexity is relevant to
consciousness, how is it relevant? Not everything
that happens in the brain appears to give rise to
consciousness: what distinguishes the processes
which do? The main candidates, in principle, are
the amount of activity (e.g. the number of active
neurons and the duration of their activity;
Moutoussis and Zeki, 2002), its quality (e.g. the
degree of neuronal synchronisation; Singer,
2009), its localisation (e.g. cortical vs. subcortical;
Sahraie et al., 1997) and its connectivity or degree
of integration (Laureys et al., 2000). While there is
some experimental support for each of these
candidates, the final proposal has received the
widest interest. Its various versions have in
common the basic idea that while much of the
brain’s modular activity proceeds unconsciously, it
can be rendered conscious by an interaction with
other systems which broadcast the activity more
widely through the brain, organise action and
allow report. I shall give examples of this line of
thought from the work of Joseph LeDoux, Larrie
Weiskrantz, Francis Crick and Cristof Koch,
Antonio Damasio, Dan Dennett and Bernie
Baars.

In The Emotional Brain, LeDoux (1998)
reviews the brain mechanisms of emotion, espe-
cially fear. He notes that much of the brain
activity which accompanies conscious emotion can
occur unconsciously, for example stimuli pre-
sented too briefly for us to report them can bias
later responses, and we are quite often unreliable
witnesses to our own reasons for action. He
explains these observations by way of the
anatomy of emotion: there are direct subcortical
routes, for example by which visual signals can
reach the amygdala, the epicentre of fear signal-
ling in the brain, bypassing the cortical visual
areas on which conscious vision is thought to
depend. So what determines when emotional
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processing becomes conscious? LeDoux proposes
a ‘Simple Idea’: ‘a subjective emotional experi-
ence, like the feeling of being afraid, results when
we become consciously aware than an emotion
system in the brain, like a defence system, is
active’ — and this, LeDoux, suggests, occurs when
information in the emotion system enters the
working memory system based on lateral pre-
frontal cortex.

In Consciousness Lost and Found, Larry
Weiskrantz (1997) develops a similar line of
thought in the context of blindsight. Some patients
with no conscious vision in a region of the visual
field can, if pressed, make accurate guesses about
the position, shape and direction of movement of
objects of which they have no conscious percep-
tion at all. How can this be? Clearly the basic
sensory ability on which visual discrimination
depends is intact in patients with blindsight. But
they have lost, as Wesikrantz puts it, ‘the ability to
render a parallel acknowledged commentary’ —
the ability to ‘comment’ on the discrimination
they are manifestly capable of making.
Weiskrantz very helpfully distinguishes two views
of this commentary stage. The first is that it
merely enables the acknowledgment of aware-
ness, leaving open the question of how that
awareness comes about, or what it consists in.
He contrasts this ‘enabling’ view with a stronger
alternative, which he favours, that the commen-
tary ‘is actually endowing: it is what is meant by
saying that one is aware y the ability to make a
commentary is what is meant by being aware and
what gives rise to it’. Where does the commentary
stage take place in the brain? At the time
of writing of Consciousness Lost and Found
Weiskrantz regarded this as an unsettled issue, but
he suggests that the ‘fronto-limbic complex’ is likely
to play a crucial role. As an aside, the distinction
that Weiskrantz draws here between two views of
the significance of report, corresponds to the
distinction drawn by Ned Block between ‘episte-
mic’ and ‘metaphysical’ roles for ‘cognitive access’
in the detection of consciousness (Block, 2007).

The idea that much of the modular processing
occurring in the brain proceeds subconsciously,
and that consciousness requires a further interac-
tion between cognitive modules, permitting action

and report, was made starkly explicit in Crick and
Koch’s (1995) paper ‘Are we aware of activity in
primary visual cortex?’. They conclude, in this
paper, that this is unlikely. They regard this as a
testable, empirical claim, but in the course of the
discussion state a revealing assumption: ‘all we
need to postulate is that, unless a visual area has a
direct projection to at least one [frontal area], the
activity in that particular visual area will not enter
visual awareness directly, because the activity of
frontal areas is needed to allow a person to report
consciousness’. In other words, the ability to
report consciousness, dependent upon frontal
executive regions of the brain, is regarded as a
prerequisite for consciousness. This is the clearest
possible statement of Weiskrantz’ second, stron-
ger, version of this thesis: that the ‘commentary
stage’ does not merely enable the acknowledge-
ment of sensory awareness, but endows sensations
with awareness.

This thesis is in keeping with the etymology of
‘consciousness’. Its Latin root — ‘cum-scio’ —
referred to knowledge that one shared with
another or with oneself to knowledge that has
been attended to, articulated, made explicit. It has
some intuitive appeal: think of occasions when,
for example you are eating something delicious
but your attention is engaged on conversation or
your thoughts: the moment that you become
conscious of the taste is the moment that you
realise ‘goodness, this is a really dark, rich
chocolate ice cream’ — the consciousness and its
articulation almost seem to be one and the same.
The idea is echoed in information processing
theories of consciousness. In the ‘global work-
space’ theories of Bernard Baars (2002), and
Stanislas Dehaene (Dehaene and Naccache,
2003), the contents of consciousness comprise
those items that are currently being broadcast via
the ‘global workspace’ throughout the modular
sub-systems of the brain: in the words of Dan
Dennett they express the ‘cerebral celebrity’ of
the neural processes that have temporarily gained
dominance over their competitors. Although
expressed in different terms, Antonio Damasio’s
(2000) suggestion that consciousness arises when
the representation of objects and events is
married up to the representation of the organism
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that represents them contains the same central
thought: mere sensation, mere representation, is
not enough for consciousness-some further recur-
sive stage, of reflection, commentary, report,
articulation is needed. The central place of
communication — linked to report — in our
thinking about consciousness is well illustrated by
Adrian Owen’s influential study (Owen et al.,
2006) of a patient who appeared to be in the
vegetative state: his demonstration that she could
modulate her brain activity by following two
contrasting instructions was widely accepted as
proof of consciousness.

This line of thought among scientists interested
in consciousness is in keeping with some philoso-
phical approaches. David Rosenthal’s well-known
paper, Two Concepts of Consciousness
(Rosenthal, 1986), contrasts two views which he
characterises as Cartesian on the one hand,
Aristotelian on the other. The Cartesian view is
that consciousness is the mark of the mental: that
is to say, only states of which we are conscious are
mental. This view blocks any attempt to explain
conscious states by way of mental states: such an
attempt would be circular. The Aristotelian view
is that ‘the mental is somehow dependent upon
highly organised forms of life, in something like
the way in which life itself emerges in highly
organised forms of material existence’. Such a
view allows one ‘to conceive of the mental as
continuous with other natural phenomena’, and at
the same time opens up the possibility of
explaining consciousness by way of mental states.
Rosenthal’s specific proposal, in the Aristotelian
tradition, is that a conscious state is a mental state
about which one is having the ‘roughly contem-
poraneous thought that one is in that mental
state’: that thought is itself unconscious, explaining
the fact that when we are conscious, for example
that when we are looking at a red ball, we do not
normally have the conscious thought ‘I am
looking at a red ball’. Thus consciousness in
Rosenthal’s theory is a matter of having a ‘higher
order’ thought about an otherwise unconscious
mental state. This view provides a philosophical
echo of the proposals by LeDoux, Weiskrantz,
Crick and Koch, Damasio, rooted in neu-
roscience. For the neuroscientists, contentful

mental states become conscious when they gain
access to brain systems linked to action and the
possibility of report; for Rosenthal, mental states
become conscious when they are the target of a
higher-order thought.

These theories emphasising the cognitive and
neural complexity of consciousness, and its close
links with report, share some common ground
with a more radical group of philosophical ideas,
‘embodied’ or ‘enactive’ theories that identify
consciousness with skilful activity. These ideas,
exemplified by the work of O’Regan and Noe
(2001), advance on two fronts. First, focusing on
visual experience, they question whether this is as
we take it to be, arguing, on the basis of
experimental evidence from change blindness and
inattentional neglect, that our conscious visual
representation of the world is relatively sparse.
On this view, the apparent richness of our
experience has two sources: the richness of the
environment itself, and our finely honed, skilful,
ability to find the details that we need just as and
when we need them. The apparent presence of
the visual world in our experience is therefore, at
least in part, a ‘presence in absence’. Second,
developing this idea further, Noe and O’Regan
reinterpret visual representations themselves in
terms of visuomotor skills. To take an example
from Noe’s Action in Perception (Noe, 2004), he
suggests that seeing a box involves possessing and
exercising the practical knowledge which enables
you to anticipate how its appearance will change
as you move your eyes around it. The idea that
seeing is a much more skilled, and in a sense more
thoughtful, activity than we might suppose seems
right. The science of vision is packed with
illustrations of the basic truth that seeing is a
highly active process. But it is natural to respond
that while such activity and knowledge are surely
involved in seeing the box, something else, the
seeing itself, has been left out of account. Noe
disputes this, with these riddling words: ‘The
content of experience is virtual all the way iny.
Qualities are available in experience as possibi-
lities, as potentialities, but not as givens. Experi-
ence is [the] process of navigating the pathways of
these possibilities’. Subjective presence, on this
view, is always ‘presence in absence’.
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Collectively, then, these theories emphasise the
complexity of the cognitive and neural processes
that underlie consciousness, underline the need
for forms of processing that go beyond sensation
to make experience explicit, and highlight their
links with the control of action, in particular with
report. In the work of theorists like Noe and
O’Regan, the capacity for consciousness is
reduced to our skilled ability to navigate networks
of knowledge. These approaches make conscious-
ness accessible to objective study: if consciousness
has an intrinsic connection with action and report,
then it is directly amenable to science. Alva Noe’s
courage seems to falter, for a moment, at the close
of his book, when he acknowledges that perhaps,
after all, there is a need for ‘a smidgen y a spark’
of consciousness to get his theory off the ground.
The second section of this paper examines cases
of neurological impairment, real and imagined, in
some of which only ‘a smidgeny a spark’ of
consciousness remains.

Consciousness, simplicity, helplessness

How should these principles be enter-
tained, that lead us to think all the
visible beauty of creation a false
imaginary glare?

Bishop Berkeley

Neurologists often have to care for patients who
are helpless, occasionally helpless to the point of
complete or near complete paralysis. This is a
relatively rare event but it occurs every month or
so on a Neurology unit of any size, usually in the
context of two disorders: the Guillain Barre and
the locked-in syndromes. Guillain Barre syn-
drome (GBS) is an inflammatory disorder of
nerves and nerve roots outside the brain and
spinal cord. In severe cases the inflammation can
temporarily block conduction in all the nerves
which mediate voluntary action, preventing move-
ment of the limbs, the face, the eyes and, critically
for life, the muscles with which we breathe. A
patient in this state is fully and unambiguously
conscious, but in immediate need of life support.
In the locked-in syndrome, a strategically placed

stroke — or other form of injury — damages
nerve fibres in the brain stem conveying signals
from the hemispheres to areas of the brain stem
and spinal cord which control movement: in this
state, classically, vertical movements of the eyes
and movement of the eyelids are spared, and
these can be used for communication, because,
just as in the GBS, the subject is fully aware.
Occasionally patients paralysed for major surgery
with a muscle relaxant fail to receive their
anaesthetic: they lack even the tenuous channel
of communication available to patients in the
locked-in state. In each of these cases awareness
survives paralysis. But this is no surprise and
offers no really challenging counterexample to the
proposals of Weiskrantz and others. These sub-
ject’s difficulties in reporting their experiences at
the time are simply due to a problem with the
phone link to the outside world, so to speak: their
cerebral hemisphere and cognitive abilities are
perfectly intact, whatever havoc their situations
may be wreaking lower down the neuraxis. Were
Adrian Owen to interrogate them using fMRI he
could readily set up an effective line of commu-
nication, revealing their unimpaired awareness.

But consciousness often also survives damage
closer to the centre. It survives, for example the
inactivation of declarative memory which occurs
in transient global amnesia; the loss of language in
dysphasia; the profound loss of motivation in
catatonia. Laureys and Tononi (2009) in the
concluding chapter of their recent survey of the
neurology of consciousness suggest that it can also
survive the loss of introspection, attention, of
spatial frames of reference and of the sense of
body. If it can survive so many losses, what are the
minimal neurobiological foundations for con-
sciousness? What is its sine qua non? This
question is one we find ourselves asking some-
times at the bedside. Here is a patient who is
giving no evidence of consciousness at all: but can
be sure that he or she is unaware?

We do not yet know the minimum conditions
for consciousness. A thought experiment might
clarify our thinking on the subject. Its principle is
that we shall, in imagination, strip away inessen-
tial psychological capacities, one by one, from
healthy full-blown consciousness, to define the
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bare minimum capacities required for experience
of the simplest kind. If we accept that attention,
introspection, language, motivation, the ability to
form new long-term memories and a wide range
of perceptual abilities are not required, what is?
Well, at the very least, to achieve consciousness of
the simplest kind, we might posit the need for a
sensory system and an appropriate level of
arousal.

Imagine that we could, or nature somehow had
isolated the ‘colour area’ in the human visual
system. Is it plausible that such an isolated system
could have a visual experience? If it were genuinely
isolated, most bets would be against any experience
at all. For one thing it would lack the activation
from the brain stem which is normally required to
maintain the waking state; for another it would lack
the re-entrant signals from other visual areas which
may be required for conscious vision. So let’s be
generous and build these into our system. Now we
have an isolated colour area, activated just as it
would be in a normal, waking, seeing brain. And let
us allow the visual input, say of a richly coloured
abstract scene. The neurologically sophisticated
among you will be feeling very uneasy: the brain is
massively interconnected, and it is open to question
whether the results of activity in ‘isolated systems’
can be sensibly discussed. But let us follow through
the train of thought. It is plausible that one might
be able to set up the neuronal conditions which
occur in the visual system normally during the
perception of a coloured scene. If, for the sake
of argument, we could do so, in a system which,
ex hypothesi, has no means of reporting its
experience to others, or even to itself, would the
resulting activity give rise to an experience?

Intuitions differ markedly about this. I person-
ally find it plausible that the activity might give
rise to an experience — although one has to
remind oneself how limited the experience would
be. A phrase of David Chalmers’ (1996), ‘unarti-
culated flashes of experience’, comes to mind.
Consciousness of this kind would lack any self-
reference or personhood, any connection with
associations which depend on a ready exchange
with other areas of the brain, any linguistic
dimension, any capacity to give rise to action or
report. Would it be something or nothing?

If consciousness of this kind, unreportable in
principle, is a possibility, a range of implications
follows. But perhaps it is a will-o’-the-wisp, a
beguiling illusion — or simply a pack of nonsense.
Let us examine some reasonable objections to the
idea that unreportable consciousness of this kind
might occur, and then, if these objections are not
fatal, take a look at its implications for a science of
consciousness.

Which concept of consciousness?

An initial objection to the idea of ‘unarticulated
flashes of experience’ is that they could not have
evolved because they have no function. This
objection, at least as I have framed it, holds no
water. Evolution has endowed our bodies with
many capacities which have no function: the highly
evolved electrical behaviour of the heart, for
example creates the capacity for a whole range of
dysrhythmias which serve no evolutionary purpose
but result from the intricate organisation of
electrical pathways in the heart which normally
do other things. A putative flash of experience in
an isolated visual system would indeed serve no
purpose, but it would exist, if it exists at all, as a by-
product of a type of neural activity which evolved
under a straightforward selection pressure for sight.

A second objection is obliquely related to the
first. It is that these putative flashes of experience
could not matter less, even if they occurred.
Consider the analogy of our unremembered
dreams. We know that four or five times each
night, in the course of the cyclical alternation of
dream states, we enter REM sleep. Sleepers
woken in this phase of sleep reliably report dream
narratives. Yet in the morning few of us remem-
ber more than a single dream, if that. Are we
conscious of our dreams at the time, but subse-
quently amnesic for them, or unconscious of them
all unless someone or something awakens us? The
critic of our thought experiment who thinks that
unarticulated flashes of experience would not
matter even if they occurred is likely to feel that
this question about our dreams is equally empty.
Who cares whether or not we are conscious of our
unremembered dreams?
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There are two reasons why we should perhaps
care. One is that some unremembered experi-
ences are worth having — or not having — at the
time. A real life example of an experience it may
be worth not having is supplied by a study of an
anaesthetic technique which achieved amnesia for
the procedure but appeared to leave patients in
pain during surgery, to judge by their responses to
an experimenter at the time. The experimenter
concluded that the technique achieved ‘general
amnesia’ rather than ‘general anaesthesia’. Would
you be happy to undergo major surgery with the
aid of this technique, or would you prefer to be as
sure as possible that you were, strictly, uncon-
scious? Whether, to press our thought experiment
to the extreme once again, we can really make
sense of the idea of isolated pain in a system
which no longer has any resources to report or
respond to or remember the pain afterwards is
debatable — we will touch on this question below.

A second reason why we arguably should care
about whether such flashes of experience could
occur is that the practical consequences of an event
may not exhaust our interest in it. If experience
occurs in our hypothetical isolated visual system,
that strikes me as an important fact about the
universe. Another analogy may help. A practical
neurologist, standing beside me at the bedside
while I am wondering whether someone is or is not
conscious might want to say — ‘look, it doesn’t
matter, this patient’s brain is so badly damaged
that it could at best support only a glimmer of
experience — so little as makes no difference’.
I have sympathy with this view: consciousness is a
matter of degree and some minimal varieties of
awareness may not, in practice, be worth the costs
of sustaining them. But for purposes of theoretical
understanding of awareness and its mechanisms it
remains important if they occur.

A third critical thought about these ‘unarticu-
lated flashes of experience’ is that if consciousness
is not an organisational property of the brain, a
product of its supreme complexity, then where is
the rot going to stop? If we allow an isolated
colour area to be conscious, how about a single
neuronal column? Or a single neuron? Or any
isolated cell? This way panpsychism — and
madness — seem to lie. Well, panpsychism has

struck some thinkers as a plausible theory of
mind. And, less exotically, many of us admit to
uncertainties about which animals are conscious:
you and I, of course; the chimp in the zoo, sans
doute; your dog, sure; your goldfish, that spider up
in the cornery? Most of us are prepared to live
with doubt about which animals are conscious.
But this thought experiment does open up the
space of possibilities rather alarmingly. Perhaps
we should look back at our main assumptions
once again.

In doing so we are likely to encounter the
fourth and most powerful objection to our
thought experiment: that it stretches our concept
of consciousness beyond any reasonable applica-
tion. The notion of unreportable consciousness
and our thought experiment depend upon a
concept of consciousness which they confound:
they undermine their own conceptual assump-
tions. This case could be argued in the following
kind of way: we learn to ascribe consciousness to
organisms whose behaviour reveals certain kinds
of sensitivity to the environment and certain kinds
of intelligible purpose. The isolated visual system
has no means of revealing anything about its
sensitivities and no means of generating purposes:
it is therefore simply the wrong kind of thing to be
conscious. As Clark and Kilverstein (Block, 2005)
have written: ‘y we cannot make sense of the
image of free-floating experiences, of little iso-
lated islets of experience that are not even
potentially available as fodder for a creatures’
rational choices and considered actions’. Similarly,
returning to the case of pain, it might be argued
that it is the essence of pain that we strive to
escape it — pain which is isolated from every
means of response, and from the system which
plots responses, just makes no sense.

Although this objection is strong, it is not
immediately overwhelming. It would be if our
ordinary concept of consciousness were so closely
tied to the possibility of issuing a report — to
another or to oneself — that unreportable
consciousness is ruled out of consideration by
logic alone. We can, of course, under ordinary
circumstances, comment upon and report the
contents of consciousness. But the claim that it is
a logical condition of being conscious that the
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contents of consciousness must be informing the
‘enabled sweep of deliberate action and choices
available to a reasoning subject’ is open to
question — perhaps the most difficult question
raised so far.

Let me summarise the range of objections to the
idea of unreportable experience. First it would
have no function: this may be so, but is not a
conclusive argument against its existence. Lots of
things happen in our bodies which lack function.
Second if it happened, it would not matter. This is
debatable. It strikes many people that it might
matter to the subject of experience at the time, and
it would certainly matter in the sense that it would
affect our understanding of what goes on in the
universe. Third, if it can happen, it looks as if we
will have difficulty in defining the range of
conscious systems: but this is a familiar difficulty.
Fourth, and most importantly, the idea relies on a
concept that has lost its bearings and needs to be
set back on track: the natural retort to this
potentially powerful objection is that the idea of
unreportable consciousness is a natural extension
of our ordinary use of the concept of consciousness.

So much for the objections to the idea, and
some responses. If, just for the sake of argument,
we assume that the idea of unreportable con-
sciousness is plausible, what follows?

The first consequence is that the science of
consciousness is subject to an unmysterious
constraint: it must rely on reports and indications
of awareness which do not necessarily accompany
the neural processes responsible for consciousness
itself. In some cases it may be extremely difficult,
even impossible, to decide whether a neural
process is or is not associated with awareness.
Although there is no necessary entailment, this
epistemic limitation may flow from a more
fundamental one — that the true target of the
science of consciousness, awareness itself, is
unobservable, as our everyday intuitions about
consciousness suggest. These intuitions may well
mislead us, but it is worth trying to spell them out.

We tend to regard awareness is a deeply private
matter, inaccessible to observation by third parties
(Zeman, 2005). On this intuitive view, awareness
casts an ‘inner light’ on a private performance: in
a patient just regaining awareness we imagine the

light casting a faltering glimmer, which grows
steadier and stronger as a richer awareness
returns. We sometimes imagine a similar process
of illumination at the phylogenetic dawning of
awareness, when animals with simple nervous
systems first became conscious. We wonder
whether a similar light might one day come to
shine in artificial brains. But, bright or dim, the
light is either on or off: awareness is present or
absent — and only the subject of awareness
knows for sure. The light of awareness is invisible
to all but its possessor.

If so the science of consciousness must reconcile
itself to studying its object at one remove from the
phenomenon itself. This is an everyday require-
ment in some areas of science: cosmologists build
models of the first few seconds of the universe
which they have no prospect of observing. Particle
physicists famously work on a scale which defies
direct observation in practice and principle. In the
case of consciousness science it would follow that
the best we can hope for is a comprehensive stock
of correlations between the neural activity and
behaviour that we can observe and the experi-
ences that we cannot, indexed by reports.

Secondly the idea subverts some suppositions in
consciousness science. It undermines the assump-
tion, made by Crick and Koch (1995), that only
brain regions with direct connections to the
frontal lobes can mediate awareness, by under-
lining the distinction between the occurrence and
the reporting of awareness. It raises the possibility
that theories of consciousness which emphasise
the importance of modular integration may to
some extent be built on an artefact of observation,
targeting the mechanisms of report and action
rather than those of consciousness. Finally, it
highlights the tricky question that lurks in the
background of consciousness science: what do we
think we are studying and seeking to explain?

Conclusion

This paper contrasts two ways of thinking about
consciousness. They mirror the tension between
objective and subjective characterisations of consci-
ousness. One, currently popular in neuroscience,
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emphasises the complexity of the brain, and the
importance of modular integration, especially the
type of modular integration which allows self-
report, in the genesis of awareness. The strong
version of this thesis regards self-report as the step
which endows otherwise unconscious, modular,
brain activity with consciousness — the step which
creates consciousness. On this view, the study of
self-report takes us to the heart of consciousness.
The alternative view, which stems partly from
clinical neurology, partly from our everyday con-
ception of consciousness, emphasises the resilience
of awareness in the face of damage to the brain. It
raises the possibility that some types of brain
activity might give rise to unreportable awareness
and reminds us that, on our intuitive conception of
consciousness, the target of study in consciousness
science is unobservable. Resolving this tension is
likely to require conceptual advances in both
neuroscience and the philosophy of mind.
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CHAPTER 2 

How can we know if patients in coma, vegetative 
state or minimally conscious state are conscious? 

Morten Overgaard�

CNRU, Hammel Neurorehabilitation and Research Unit, Aarhus University Hospital, Hammel, Denmark

Abstract: This paper examines the claim that patients in coma, vegetative state and minimally conscious 
state may in fact be conscious. The topic is of great importance for a number of reasons — not least 
ethical. As soon as we know a given creature has any experiences at all, our ethical attitude towards it 
changes completely. A number of recent experiments looking for signs of intact or partially intact 
cognitive processing in the various stages of decreased level of consciousness are reviewed. Whether or 
not vegetative or coma patients are in fact conscious is an empirical issue that we yet do not know how to 
resolve. However, the simple fact that this is an unresolved empirical issue implies that the standard 
behavioural assessment is not sufficient to decide what it is like to be these patients. In other words, 
different and more sophisticated methods are necessary. From a theoretical position, the paper moves on 
to discuss differences in validity between reports (e.g. verbal) and signals (e.g. brain activations) in the 
study of consciousness, and whether results from experiments on the contents of consciousness may be of 
any use in the study of levels of consciousness. Finally, an integrated approach is suggested, which does 
not separate research in level and content as clearly as in current practice, and which may show a path to 
improved paradigms to determine whether patients in coma or vegetative state are conscious. 
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Introduction proof lies with the claim that there is any 
conscious experience left in coma or the vegeta-

This paper will consider the seemingly controver- tive state (VS) (Giacino and Smart, 2007). 
sial hypothesis that patients in coma, vegetative or However, since we have no certain neurophysio
minimally conscious state (MCS) may in fact have logical or behavioural markers for the absence of 
conscious experiences. It is a typical opinion in consciousness either, one could — at least for the 
current neuroscience that the absence of reports sake of the argument — take on the opposite 
or clear neurophysiological markers of conscious- stance without violating any logical imperatives; 
ness in these patient groups place the burden of that is there is no claim necessitated by the reason 

that when a given individual cannot behave in 
certain ways (or behave at all), then that 
individual can have no subjective experiences. �Corresponding author.
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considerations are specifically directed at con
scious beings. That is, we have no ethical 
problems cutting wood or kicking a football as 
we are convinced that these objects have no 
experience of pain. As soon as we know a given 
creature has any experiences at all, our ethical 
attitude towards it changes completely. 

The patients

Three distinct ‘‘stages’’ of decreased consciousness 
have been described — coma, the VS and the 
MCS. The distinction between the stages is based 
on behavioural criteria. VS patients are generally 
thought to differ from comatose patients as coma 
patients can be aroused, yet they are believed to 
be equally unconscious (Schiff, 2005). MCS 
patients, however, are believed to have ‘‘some’’ 
or ‘‘fluctuating’’ consciousness. Other patients with 
severe brain injury who, however, are not in MCS, 
are typically believed to be ‘‘more conscious’’, yet 
in some cases ‘‘less conscious’’ than healthy 
people. Consciousness is thus considered gradual 
and not necessarily stable — and measurable by 
different aspects of overt behaviour. 

Coma is generally believed to be a state of 
constant, continuous unconsciousness in which the 
eyes remain closed and the patient cannot be 
aroused. The eyes remain closed, there seems to 
be a total absence of voluntary behaviour or any 
kind of purposeful motor activity or expressive 
language ability, and no sleep/wake cycles can be 
identified. There seems to be a total absence of 
voluntary behaviour or any kind of purposeful 
motor activity or expressive language ability. The 
comatose state almost always resolves within 2–4 
weeks, leading either to the patient’s death or an 
improved level of consciousness. 

The appearance of spontaneous eye opening 
marks the onset of VS. In VS, eyes are open but 
there is no evidence of sustained or reproducible 
purposeful behaviour, responses to sensory sti
muli and no evidence of language comprehension. 
The term persistent vegetative state (PVS) refers 
to an ongoing VS lasting at least 1 month from the 
time of onset. When VS persists for one year after 
traumatic brain injury or three months following 

other types of brain injury, it is generally 
considered highly unlikely that the individual ever 
recovers there, seemingly, lost consciousness. 
Most research on patients with a reduced level 
of consciousness rests on the assumption that 
many of these patients, and certainly all of those 
in coma and VS, are fully unconscious. One 
central example is Laureys et al. (2000, see also 
Laureys, 1999) where brain activity recorded from 
a patient in VS was contrasted with that from 
healthy controls and, subsequently, with his own 
brain activity post-recovery. Analysis of cortico
subcortical coupling showed that, in contrast to 
when the patient was in VS, both healthy controls 
and the patient on recovery had a specific pattern 
of cortico-thalamic activity. This is in turn used to 
suggest that this pattern of coupling is part of the 
neural correlate of consciousness — given, of 
course, that the VS patients are in fact fully 
unconscious. 

MCS is distinguished from VS by the presence 
of one or several signs of knowledge about self or 
the environment; for example the following of 
simple commands, recognizable verbal or gestural 
yes/no-responses (accurate or not) or movements 
that seem to be beyond mere reflexes. MCS 
typically occurs as a progression from VS, but may 
also be observed during the course of progressive 
decline in neurodegenerative diseases. Although 
MCS may involve reactions to emotional stimuli 
or reaching toward objects placed in the immedi
ate visual field, the general assumption in neuro
logical wards appears to be that these patients are 
‘‘less conscious’’ than are healthy subjects. The 
assumption is not just they have decreased 
cognitive functions or, due to their impairments, 
are conscious of fewer things, but their conscious
ness itself is somehow diminished. Although one 
should think that such a claim should be 
supported by literature discussing what it is like 
to be in MCS (or, for that matter, in VS), this is 
extremely rare (see however Laureys and Boly, 
2007). Instead, MCS is discussed in terms of 
behavioural and/or neurological signs only. Emer
gence from MCS is signalled by the recovery of 
some kind of meaningful interaction with the 
environment affording the assessment of higher 
cognitive functions. 
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Such criteria for diagnosing hypothesised levels 
of consciousness do not stand without criticism. 
Taylor et al. (2007) have suggested that the 
requirements for reliable communication and 
functional object use confuse central aspects of 
the posttraumatic amnesia syndrome (PTA) with 
MCS. The loss of executive control during PTA 
may cause communicative difficulties so that an 
‘‘actual’’ emergence from MCS goes unnoticed. 
But although the clinical criteria for establishing 
these supposedly distinguishable levels of con
sciousness are quite debated (see also Giacino 
and Smart, 2007), the robustness of the levels 
themselves, curiously enough, are uncritically 
accepted from research papers to neurological 
wards. This is particularly interesting as, in the 
absence of a verifiable or merely consensual 
operationalisation of consciousness, clinical 
assessment currently relies on the strictly prag
matic principle that people can only be considered 
to be unequivocally conscious if they can report 
that this is indeed the case. Thus, the discrimina
tion between VS and MCS, and, in effect, the 
discrimination between states of conscious and 
unconscious being, depends upon such commu
nication. Quite obviously, this approach is ser
iously flawed and represents a central, if not the 
crucial, problem in the study of decreased levels 
of consciousness. 

Signs of consciousness?

A number of recent experiments have looked for 
signs of intact or partially intact cognitive proces
sing in the various stages of decreased level of 
consciousness in the absence of any behavioural 
signals or communication. This has been done by 
looking for neural signals, such as event-related 
potentials (ERPs) or patterns of functional brain 
activation, typically associated with conscious 
cognitive processing in healthy individuals. 

Some ERP studies have focussed on the P300 
response, a positive wave elicited 300 ms after a 
stimulus, which is usually seen when a subject 
detects a ‘‘surprising’’ (unpredicted) stimulus in a 
train of other stimuli, for example in an 
‘‘oddball paradigm’’ (Sutton et al., 1965). One 

sub-component of P300 is the P3b amplitude, 
which seems sensitive to the importance of the 
stimulus to the subject — for example the subject’s 
own name (Perrin et al., 1999). Thus, P300 is 
typically associated with attentional discrimina
tion, anticipation and emotional states. Signorino 
et al. (1997) used, in one experimental condition, 
a conventional auditory oddball paradigm and, in 
another, a paradigm in which the tones were 
coupled to emotional verbal stimuli. P300 
responses were obtained in 36–38% of comatose 
patients in the first condition, and in 52–56% in the 
second. Other experiments have confirmed that 
emotional stimuli evoke a larger P300 than 
do meaningless stimuli (e.g. Lew et al., 1999), 
suggesting that even comatose patients process 
auditory stimuli to a semantic level. One study 
(Perrin et al., 2006) found that the patient’s own 
name elicited stronger P3 responses in VS patients 
than do other names, and, interestingly, found no 
significant differences between VS and MCS 
patients in this regard. Obviously, this is of specific 
interest given the common conception that the 
difference between these patient groups marks 
the difference between being conscious and 
unconscious. 

Other ERP studies have focused on the N400 
potential. The N400 seems less related to focused 
attention and more related to verbal stimuli discor
dant to preceding verbal stimuli (Vanhaudenhuyse 
et al., 2008). Schoenle and Witzke (2004) pre
sented different patient groups with semantically 
congruent and incongruent sentences while record
ing ERP and found an N400 response to incon
gruent words in 12% of the vegetative population, 
77% in a population named ‘‘near-VS’’ and in 
90% of a population with ‘‘severe brain damage’’ 
(probably MCS). 

A number of brain imaging studies in VS 
patients have, in addition, shown that areas of 
the brain increase their metabolic activity in 
response to sensory stimuli — for example the 
auditory processing areas of such patients might 
be activated in response to hearing a familiar 
voice such as their name (Perrin et al., 2006). 

Owen et al. (2006) used fMRI to study visual 
imagery in a patient fulfilling all the behavioural 
criteria for a diagnosis of VS. This 23-year-old 
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woman sustained a severe brain injury in a traffic 
accident. After an initial comatose state, she 
opened her eyes and demonstrated sleep–wake 
cycles. However, even during the waking periods, 
she was unresponsive to stimuli and did not 
manifest spontaneous intentional behaviour. In 
an experiment, the patient was asked to perform 
two mental imagery tasks — either to imagine 
visiting the rooms in her home or to imagine that 
she was playing tennis. Patterns of brain activa
tion observed using fMRI during each task were 
indistinguishable from those recorded from a 
group of conscious control subjects. 

It seems impossible to explain these results 
without accepting that this patient retained the 
ability to comprehend verbal instructions, to 
remember them from the time they were given 
(before scanning began) to the appropriate time 
during the scan itself, and to act on those 
instructions, thereby wilfully producing specific 
mental, or at least neural, states. It may be tempting 
to dismiss this as a simple case of error in the 
behavioural assessment of her as vegetative, but 
examination of the exhaustive case report reveals 
this as unlikely. Indeed, at testing, the patient 
exhibited no evidence of sustained or reproducible 
purposeful behaviours consistent with the criteria 
defining the MCS. The diagnosis of VS was thus 
entirely appropriate, given current criteria. 

One way to oppose the view that this patient 
and, as a logical consequence, perhaps all other 
patients diagnosed as vegetative are in fact 
conscious, would be to argue that the neural 
activations only represent unconscious cognitive 
processes involved in the mental task. The fact 
that the healthy subjects had vivid experiences of 
their visual imageries would accordingly rely on 
other brain processes as those observed to be 
shared with the vegetative patient. 

Whether or not this patient, or all patients in 
VS, is in fact conscious is an empirical issue that 
we yet do not know how to resolve. However, 
the simple fact that this is an unresolved 
empirical issue implies that the standard beha
vioural assessment is not sufficient to decide 
what it is like to be in VS. In other words, 
different and more sophisticated methods may be 
necessary. 

Conscious states and conscious levels

There seem to be persuasive arguments indicating 
that patients with impaired consciousness are not 
merely able to passively receive external stimuli, 
but that they are able to perform distinctly 
different kinds of cognitive processing. Current 
debates about conscious and unconscious cogni
tive processing are centred on studies of conscious 
content rather than levels of consciousness. Even 
though this distinction is widespread, both in 
definitions and in actual research, it may not be 
fruitful as discussed in section below. For this 
reason, I will briefly summarise relevant discus
sions from the content approach to aid the 
ongoing debate about levels. 

Studies of conscious content seek to identify 
those specific factors that make a subject con
scious of something rather than something else 
(e.g. the taste of coffee or the visual impression of 
a tree). Typically, this is done by comparing brain 
states in conditions where a specific conscious 
content is present to conditions where it is absent. 
Studies of levels of consciousness also look for 
enabling factors (using the terminology of Koch, 
2004) making it possible to be conscious at all. 
Here, differences between different states such as 
being awake, being in dreamless sleep or in a 
coma are typically compared. 

The research strategy currently dominant in 
consciousness studies per se is the identification of 
neural correlates of consciousness (NCC). A term 
coined by David Chalmers (2000), the NCC for 
content consciousness is those minimally sufficient 
neural conditions for a specific (mostly represen
tational) content. The basic methodology was set 
out early by Baars (1988) as a contrastive analysis 
between being conscious (i.e. having specific 
conscious content) and unconscious (i.e. having 
this content in an unconscious form), thus either 
identifying (a) equal levels of performance, 
accompanied by different degrees of awareness 
(e.g. blindsight), (b) changes in performance 
unaccompanied by changes in awareness (e.g. 
implicit learning) and (c) changes in awareness 
despite stimulation remaining constant (e.g. bino
cular rivalry). A classic example of subliminal 
abilities is the phenomenon of ‘‘blindsight’’. 
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Blindsight refers to the observations that at least 
some patients with lesions to the primary visual 
cortex resulting in blindness have nevertheless 
preserved such visual functions such as perception 
of movement direction (Weiskrantz et al., 1995), 
target detection (Pö ppel et al., 1973) and spatial 
summation (Leh et al., 2006) even though they 
report to be fully blind in that part of the visual 
field corresponding to the location of the injury. 
As such, blindsight might be considered ‘‘less 
interesting’’ than subliminal perception in healthy 
subjects, as the phenomenon has so far only been 
studied in a few patients. However, in those 
patients, blindsight has proven so consistent and 
persuasive as an example of an almost unbelie
vable discrepancy between subjective report and 
behavioural reactions (such as the ability to 
discriminate) that many researchers see it as the 
primary source of evidence for subliminal proces
sing. In 1986, however, Weiskrantz and co-work
ers found evidence which argues that blindsight 
should be subdivided into two ‘‘types’’ — type 1 
and type 2. Type 1 blindsight patients are 
characterised, as above described, that is by 
preserved visual functions despite verbal reports 
of having no visual experiences. Type 2 blindsight 
patients report seeing after-images or ‘‘shadows’’ 
when presented with stimuli. 

Ramsøy and Overgaard (2004) developed a 
new approach to introspective reports of con
scious and unconscious processes. Subjects were 
here asked to create their own categories for 
subjective reports during long training sessions. 
They were asked what they were shown and how 
they experienced stimuli in terms of clarity. Here, 
stimuli were simple visual figures (triangles, circles 
or squares) presented in one of three possible 
colours (blue, green or red). In the study, subjects 
conformed to a four-point scale categorised as 
‘‘not seen’’, ‘‘weak glimpse’’ (meaning ‘‘some
thing was there but I had no idea what it was’’), 
‘‘almost clear image’’ (meaning ‘‘I think I know 
what was shown’’) and ‘‘clear image’’. When 
subjects tried to use more than four categories in 
the scale, they found it confusing and quickly 
abandoned the extra categories. In the experi
ment, after the category-generating training pro
cess, subjects found the categories easy to use, 

and in free reports, they explained that the 
categories seemed very straightforward. Ramsøy 
and Overgaard showed that in an experimental 
design where one should expect to find subliminal 
perception, there was in fact none. In a later study 
using this scale (named Perceptual Awareness 
Scale, or PAS), two different report methods were 
compared directly to investigate subliminal per
ception (Overgaard et al., 2006). Again, it was 
found that PAS fully eliminated subliminal 
perception, which was otherwise heavily present 
using binary reports. Even more problematic for 
the concept of unconscious perception is a recent 
study by Overgaard et al. (2008) presenting a 
blindsight patient, GR, who exhibits the sublim
inal capabilities associated with blindsight using a 
dichotomous report. However, when the patient 
was asked to report using PAS, there was a 
significant correlation between correctness and 
consciousness in her ‘‘blind’’ field, just as in her 
‘‘healthy’’ field. Essentially, these experiments 
indicate that subliminal perception at least in 
some cases is a methodological artefact based on 
flawed methods to study conscious states. 

As argued by Overgaard and Timmermans (in 
press), subliminal perception may not be a real 
phenomenon at all. Instead, subliminal perception 
may be an artefact of (a) the result of objective 
measures that can be reduced to other beha
vioural measures and the a priori assumption of 
congruence between sensitivity and conscious
ness, and (b) crude subjective measures (e.g. 
dichotomous or arbitrary 10-point scales) which 
claim to measure subjectively conscious experi
ences, but that presumably do not succeed. The 
notion of ‘‘unconscious cognitive processing’’ has 
had a turbulent history in psychology, and it is, to 
say the least, an open question how to interpret 
the current status of concepts like ‘‘unconscious’’ 
and ‘‘subliminal’’. 

Returning to the question of levels of con
sciousness, two things are suggested by this line of 
argument. First, the research discussed above 
indicates that we currently have no certain 
knowledge that totally unconscious cognitive 
processing exists — or, at least, how common 
unconscious processing is. This, in and of itself, 
casts further doubts on the interpretation of the 
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Owen et al. (2006) experiment that the vegetative 
patient had an ‘‘unconscious version’’ of the same 
cognitive process as the healthy subjects did. 
Secondly, it becomes evident that current meth
ods used to study conscious content are intimately 
linked to introspective reports: How we ask 
subjects what they experience is crucial. Although 
it has been argued that there can be objective 
measures of consciousness (Persaud et al., 2007) 
that do not need to involve subjective reports at 
all, these suggestions are all methodologically 
flawed (Overgaard and Timmermans, in press). 
Arguing, say, that some objective method lends a 
‘‘more direct’’ insight into the contents of con
sciousness than does a subjective report rests 
upon circularity (Overgaard, 2006). That is, 
associating a certain objective measure such as 
the ability to perform correct identifications of 
stimuli with consciousness is only possible based 
on empirical evidence, that is a correlation 
between this performance and the relevant con
scious state. Since the conscious state cannot in 
itself be observed from the outside, the use of a 
subjective report about the relevant state seems 
the only possible methodology. Accordingly, no 
other kind of response can be a more reliable 
indication of a given conscious state than the 
subjective report itself. The objective perfor
mance correlated with the subjective report, given 
this correlation is perfect, is thus exactly as valid a 
measure of consciousness as the report itself. 

Reports and signals

As argued above, the study of consciousness from 
a methodological point of view is a study of 
reports. Obviously, not all experiments are 
designed in such a way that it is practical — or 
possible — to use verbal reports with the explicit 
content ‘‘I am now conscious ofy’’. In many 
cognitive psychology experiments, subjects are 
asked to press a button or give some sort of 
behavioural gesture to report. In other situations, 
we may have to suffice with bodily or behavioural 
signals which may be interpreted as signs of 
consciousness, such as increased arousal, reflexes 
or neural activations. To make correct use of 

these different types of data, however, we need a 
closer look at their respective validity. 

There is, initially, an important distinction 
between reports and signals. A report is an intended 
communication from a conscious subject. That is, it 
involves a subject with metacognitive insight in their 
own conscious content and the intended, self-
controlled giving of information about this content. 
A signal lacks this intention and is outside the 
control of the subject. A signal may be any kind of 
information obtained from the subject that previous 
research has indicated can be correlated with 
consciousness — typically, this will be data from 
technological measurement techniques such as 
brain scanners, EEG, eye tracking, galvanic skin 
response, or, more rarely, the observation of 
uncontrolled behaviours such as reflexes. 

As already mentioned, consciousness is sub
jective. That is, we may have insight into the 
contents of our own consciousness, but no existing 
method lends such insight into the contents of the 
consciousness of other individuals. One may in 
fact argue that this will always be the case, in spite 
of any possible technological achievement, as any 
kind of representation of the experience of other 
people will always be perceived or looked at from 
one’s own point of view, thus missing the very 
essence of what it is like to be this other subject. 
For this reason, reports are indirect evidence of a 
given conscious content. Nevertheless, they get us 
as close as we may come. Signals are even more 
indirect and much more dubious. First of all, even 
if a perfect correlation is established between a 
specific signal and a report, it is not possible to test 
the correlation in all possible situations. Thus, it is 
always an open possibility that the signal in some 
cases may fail as an indicator of consciousness. 
Following this reasoning, neither signals nor 
reports may count as measures of consciousness, 
but as indicators only. 

When studying non-communicating patients, 
we only have signals. As hopefully is made clear 
from the discussion above, state of the art 
research and debate makes this a highly difficult 
yet not necessarily impossible situation. Although 
we at the present do not have a finished research 
paradigm to handle this situation, some pitfalls 
and possibilities can be identified. 
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Examining the central Owen et al. study, their 
findings are of no less interest in the light of the 
report–signal distinction, keeping in mind that the 
patient, as well as the healthy subjects, partici
pated in cognitive tasks demanding voluntary 
control and insight into the contents of one’s own 
consciousness. That is, in the experiment, the 
patient and the healthy subjects were both asked 
to sustain their visual imagery for approximately 
30 s and to stop when requested to rest. Although 
this is far from any proof, it gives us reason to 
speculate that the patient could have reported the 
contents of her conscious state, were she physi
cally able to, as insight and control are the 
essential features distinguishing reports from 
signals. 

The complexity of these issues is obviously 
difficult to handle — even for researchers 
specialising in these matters. Thus, there are 
conflations even in the foundational issues of how 
to interpret neural activations obtained from the 
patients. In the Owen et al. study, brain signals are 
used to discuss whether VS patients are conscious 
or not. This stands in clear contrast to the 
approach used in Laureys et al. (2000), where 
cortico-thalamic activations were suggested as 
parts of the NCC because VS patients are not 
conscious: Is the answer to the first question 
positive, the Laureys et al. approach is invalid. Is 
the Laureys et al. approach somehow shown valid, 
the Owen et al. study can no longer be interpreted 
to suggest that VS patients are conscious. At best, 
we may argue that Owen et al. have examined a 
very special and unique case story with no general 
implications. 

As we have no prima facie reasons, nor any 
empirical evidence, to conclude that vegetative 
patients are not conscious, we should however at 
present avoid experiments accepting this as a 
background assumption. For this reason, at least 
until we have found a way to settle the issue 
whether patients in arguably reduced states of 
consciousness are in fact conscious, the whole 
contrastive approach to finding neural correlates 
to levels of consciousness is problematic — at 
least insofar as patients are involved in the 
research. For this reason, the approach of Owen 
et al. seems of exceptional value. 

Future directions

Jakob Hohwy (2009) has recently argued that a 
specific conflation exists in those research para
digms looking for neural correlates of conscious 
contents and those looking for neural correlates of 
levels of consciousness. The content approach 
assumes that subjects are already conscious. That 
is, while the research goal seems to be finding the 
neural correlate of consciousness per se, experi
ments actually look for the neural correlate of the 
selection of specific mental content for conscious 
experience, rather than it not being selected, and, 
further, implied that the subject or animal under 
investigation is already in an overall conscious 
state. The approach assumes there are both 
conscious and unconscious contents in an other
wise conscious subject, and that something (in the 
brain) differentiates between the selection of 
content for consciousness. While these are ques
tions that research may actually answer, the 
approach does not inform us what may be the 
neural correlates of being conscious at all — as 
this is already assumed and thus not a relevant 
variable in experiments. 

With the other approach, looking specifically 
for conscious levels without studying conscious 
content, the idea is to intervene on a creature’s 
overall conscious state in conditions where there 
is no conscious content at all. For instance, the 
philosopher John Searle (2004) insists in the 
primacy of consciousness. However, very few 
would agree with Searle that this viable reasoning 
is anything but theoretical speculation. 

Justifiably, Hohwy suggests a combination of 
the two kinds of approaches, yet gives no exact 
suggestions how this could be done in real life. 
One approach that deserves special interest in this 
regard is the recent advances in neuroimaging 
attempting to decode a person’s conscious experi
ence based only on non-invasive measurements of 
their brain activity. Recent work (Haynes and 
Rees, 2006) demonstrates that pattern-based 
decoding of BOLD contrast fMRI signals 
acquired at relatively low spatial resolution can 
successfully predict the perception of low-level 
perceptual features. For example, the orientation, 
direction of motion and even perceived colour of 



18 

a visual stimulus presented to an individual can be 
predicted by decoding spatially distributed pat
terns of signals from local regions of the early 
visual cortex. Strikingly, despite the relatively low 
spatial resolution of conventional fMRI, the 
decoding of image orientation is possible with 
high accuracy and even from brief measurements 
of primary visual cortex (V1) activity. 

Perceptual fluctuations during binocular rivalry 
can be dynamically decoded from fMRI signals in 
highly specific regions of the early visual cortex. 
This was achieved by training a pattern classifier 
to distinguish between the distributed fMRI 
response patterns associated with the dominance 
of each monocular percept. The classifier was then 
applied to an independent test dataset to attempt 
dynamic prediction of any perceptual fluctuations. 
Dynamic prediction of the currently dominant 
percept during rivalry was achieved with high 
temporal precision. 

This approach holds out the promise of achiev
ing important improvements in patients with 
claimed reduced levels of consciousness. Current 
experiments using ERP or fMRI, as reviewed 
above, investigate cognitive processes that may 
exist consciously as well as unconsciously. Thus, 
one may raise the criticism that we learn nothing 
of the patients’ possible conscious contents with 
these approaches — we may in fact be studying 
cognitive processes that occur fully unconsciously. 
However, using a ‘‘decoding approach’’, one may 
decode neural patterns specific for conscious 
content (e.g. in a binocular rivalry paradigm) as 
verbally verified by healthy subjects able to 
report. If a strong report–signal correlation can 
be found, the experiment can be applied to 
comatose or VS patients looking for similar 
activations. Although such an approach, even 
with a 100% match between patients and controls, 
cannot be said to finally prove conscious experi
ence in coma or VS, it will utilise the reflections 
above to get us as far as it has here been claimed 
possible. 
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CHAPTER 3
Contemporary controversies in the
definition of death
James L. Bernat�
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Abstract: Human death is a unitary phenomenon that physicians can determine in two ways: (1) showing
the irreversible cessation of all brain clinical functions; or (2) showing the permanent cessation of
circulatory and respiratory functions. Over the last 40 years the determination of human death using
neurological tests (‘‘brain death’’) has become an accepted practice throughout the world but has
remained controversial within academic circles. Brain death has a rigorous biophilosophical basis by
defining death as the irreversible loss of the critical functions of the organism as a whole. The criterion
best fulfilling this definition is the irreversible cessation of all clinical functions of the brain. Competing
definitions, such as those within the higher brain, brain stem, and circulation formulations, all have
deficiencies in theory or practice. Among physicians, the area of greatest controversy in death
determination now is the use of circulatory–respiratory tests, particularly as applied to organ donation
after circulatory death. Circulatory–respiratory tests are valid only because they produce destruction of
the whole brain, the criterion of death. Clarifying the distinction between the permanent and irreversible
cessation of circulatory and respiratory functions is essential to understanding the use of these tests, and
explains why death determination in organ donation after circulatory death does not violate the dead
donor rule.

keywords: definition of death; criterion of death; brain death; higher brain formulation; organism as a
whole; organ donation after circulatory death
Introduction

Over the last half-century, the practice of deter-
mining death using neurological tests to show the
irreversible cessation of clinical brain functions
(known colloquially and medically as ‘‘brain
death’’) has become accepted throughout the
world. Although this practice was motivated by
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the intuitive belief that brain-dead patients were
dead and by utilitarian needs to permit with-
drawal of physiological support and multi-organ
donation (Giacomini, 1997), the concept of brain
death later was provided a biophilosophical
foundation centered on a brain-based definition
and criterion of death (Bernat, 2002).

By the turn of the 21st century, a durable
consensus had emerged that brain-dead patients
were legally and biologically dead (Capron, 2001).
This consensus has permitted physicians in the
United States and Canada, most of Europe,
Australia, and in a number of countries in Asia,
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Africa, and Central and South America to use
brain death as a legal determination of death.
Although there remain minor variations in
the performance of brain death tests among
different countries (Haupt and Rudolf, 1999),
they have become well-accepted and standard
elements of medical practice around the world
(Wijdicks, 2002). Comprehensive analyses of the
concept, legality, and medical practice of brain
death that were conducted in 1995 by the U.S.
Institute of Medicine (Youngner et al., 1999) and
during the last year by the U.S. President’s
Council on Bioethics (2009) found no justification
to alter current American laws or medical
practices.

Yet, despite this formidable medical, legal, and
societal consensus, brain death remains contro-
versial. Within academic circles, it continues to
provoke opposition from some philosophers and
other scholars who criticize it on conceptual
grounds. Tellingly, this dispute plays out only
within the pages of scholarly journals, in seminar
rooms of colleges, and at academic conferences,
and has had no impact on prevailing medical
practices. Yet, if an observer were unaware of the
global practice of brain death determination and
judged its acceptance based solely on the output
of currently published scholarly journal articles
and academic conferences, she would reach the
erroneous conclusion that the prevailing practice
of brain death was an illogical and anachronistic
activity supported by only a small minority of the
professional and lay population.

Ironically, the topic of greatest current con-
troversy in death determination has shifted from
brain death to death declaration by showing
cessation of circulation and respiration. This
change in focus has been stimulated by the
growing practice of organ donation after circula-
tory death (DCD), particularly physicians’ need to
know the precise moment the organ donor is
declared dead, to permit timely organ recovery,
and to respect the ‘‘dead donor rule.’’ DCD
protocols also have raised important medical and
social questions over how soon physicians can
declare death once circulation and respiration
have ceased permanently but before they have
ceased irreversibly.
In this article, I present the standard biophilo-
sophical analysis of death and describe the
controversial issues raised by critics that center
largely on the adequacy of the definition and
criterion of death. I show that despite some
admitted conceptual shortcomings, the formula-
tion of whole-brain death remains the best
criterion for the consensual concept of human
death in our contemporary era in which technol-
ogy can temporarily support or replace many
visceral organ functions. I conclude by discussing
the current issue of death determination using
tests showing permanent cessation of circulation
and respiration, and explain how refinements in
this more traditional death determination also
have been informed by the biophilosophical
analysis of the definition and criterion of death.
The definition and criterion of death

To better understand the need to analyze the
definition and criterion of death before physicians
can design tests to determine death, let us
consider the findings in a typical case of a brain-
dead patient. A 44-year-old man suffered a
spontaneous massive subarachnoid hemorrhage
from a ruptured cerebral aneurysm. His intracra-
nial pressure exceeded systolic blood pressure for
over 12 h. Neurological examination showed a
complete absence of all clinical brain functions.
He had apnea, absence of all brain stem reflexes,
and complete unresponsiveness to any stimuli. He
had diabetes insipidus and profound systemic
hypotension requiring vasopressor drugs to main-
tain his blood pressure. Brain MRI showed
marked cerebral edema with bilateral uncal
herniation. Intracranial blood flow was entirely
absent by intravenous radionuclide angiography.
While on the ventilator, his heart continued to
beat, blood continued to perfuse visceral organs
(but not his brain), his kidneys made urine, and
his gastrointestinal tract absorbed nutrients pro-
vided medically through a nasogastric tube. Was
he alive or dead?

He had some findings traditionally present in
dead patients: he was apneic, motionless, utterly
unresponsive, had no pupillary reflexes to light,
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and had no neuroendocrine homeostatic control
mechanisms. But he also had some findings seen
in living patients: he had heartbeat and visceral
organ circulation and functioning. But a physi-
cian’s determination of whether he should be
considered as alive or dead cannot be made until
there is conceptual agreement on what it means to
be dead when technology successfully supports
some of his vital subsystems. In the pretechnolo-
gical era, when one system vital to life stopped
(heartbeat/circulation, respiration, or brain func-
tions) the others stopped within minutes, so we
did not have to address the question of whether a
person was dead when only brain functions
stopped. Now, technology has created cases in
which brain functions can cease irreversibly but
circulation and respiration can be mechanically
supported. Now, we must analyze the nature of
death to resolve the ambiguity of whether the
‘‘brain dead’’ person described in this case is truly
dead.

In the earliest description of brain-dead
patients, Mollaret and Goulon (1959) intuited
that they were actually dead, claiming that they
were in a state beyond coma (le coma dépassé). In
the classic Harvard Medical School Ad Hoc
Committee report that publicized the concept and
established the term ‘‘brain death’’ (1968), the
authors asserted that the patients were dead and
therefore represented suitable organ donors. The
first rigorous conceptual arguments showing why
brain-dead patients should be considered dead
were not offered until a decade later (Korein,
1978; Capron and Kass, 1978) and were refined
and expanded further over the next several years
(Bernat, et al., 1981, 1982; President’s Commis-
sion, 1981). Jurisdictions within the United States
began to incorporate brain death determination
into death statutes in 1970 (Curran, 1971), even
before a firm philosophical foundation justified
doing so.

The analyses of death that have gained the
greatest acceptance by other scholars begin
conceptually with the meaning of death and
progress to tangible and measurable criteria.
Korein (1978) and Capron and Kass (1978)
pointed out that agreement on a concept of death
must precede the development of tests to
determine it. My colleagues, Charles Culver and
Bernard Gert, and I further developed their
idea of hierarchies of analysis by fashioning a
rigorous sequential analysis that incorporated
the paradigm, definition, criterion, and tests of
death (Bernat, et al., 1981, 1982). I refined this
analysis in subsequent articles that I summarize
here (Bernat, 1998, 2002, 2006a). This analysis
is frequently regarded as the standard defense
that brain death represents human death, even
among those who disagree with it (Shewmon,
2009).

The first stage of analysis is to state and defend
the preconditions of the argument or ‘‘paradigm’’
of death: that set of assumptions that frame the
analysis by clarifying the goal and boundaries of
the analysis. Agreement on these conditions is a
prerequisite for further discussion. Much of the
disagreement by other scholars with this account
results from failure to accept one or more of the
seven conditions of the paradigm.

1. The word ‘‘death’’ is a nontechnical word
that we use correctly in ordinary conversa-
tion to refer to the cessation of life of a
human being. The goal in an analysis should
not be to redefine ‘‘death’’ by contriving a
new or different meaning but to make
explicit the implicit meaning of death that
we all accept in our usage of ‘‘death’’ that has
been made ambiguous by advances in life-
support technology.

2. Death is a biological phenomenon. We all
agree that life is a biological phenomenon;
thus its cessation also is fundamentally
biological. Death is an immutable and
objective biological fact and is not a social
contrivance. The focus of analyzing the
definition and criterion of death is the
ontology of death and not its normative
aspects.

3. We restrict the analysis to the death of higher
vertebrate species for whom death is uni-
vocal. We refer to the same phenomenon of
‘‘death’’ when we say our cousin died as we
do when we say our dog died.

4. ‘‘Death’’ should be applied directly and
categorically only to organisms. All living
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organisms must die and only living organisms
can die. When we say ‘‘a person died,’’ we
refer to the death of the living organism that
embodied the person, not that their organism
continues to live but has ceased to have the
attributes of personhood.

5. A higher organism can reside in only one of
two states, alive or dead: no organism can be
in both states simultaneously or in neither.

6. Death is most accurately represented as an
event and not a process. If there are only two
mutually exclusive underlying states of an
organism (alive and dead), the transition
from one state to the other, at least in theory,
must be sudden and discontinuous, because
there is no intervening state. However,
because of technical limitations, the event
of death may be determinable only in retro-
spect. Death is conceptualized most accu-
rately as the event separating the true
biological processes of dying and bodily
disintegration.

7. Death is irreversible. If the event of death
were reversible it would not be death but
rather incipient dying that was interrupted
and reversed.

A definition of death must reflect the concept
that something fundamental and essential about
the organism has changed irreversibly. We do not
require the cessation of function of every cell,
tissue, or organ to intuit death. The life and
growth of some of a formerly living person’s cells
in a cell culture dish does not imply that she
remains alive although part of her undoubtedly
does. Similarly, the functioning of a single organ
outside the body, such as a donated kidney that is
being mechanically perfused and oxygenated
awaiting transplantation, is not indicative of life
of the organism. Respiration and circulation that
are supported technologically after the brain has
been destroyed allow many organs to continue
functioning despite the loss of the life force
driving them as well as the cessation of the overall
interrelatedness and unity of the body. Such a
preparation of mechanically functioning but non-
integrated bodily subsystems constitutes life of
part of the organism but does not represent life of
the overall organism any more than does the
isolated functioning of its individual cells, tissue,
or organs.

An adequate definition of death is the cessation
of the critical functions of the organism as a
whole. The biologist Jacques Loeb (1916)
explained the concept of the organism as a whole.
This concept does not refer to the whole organism
(the sum of its parts) but to the integrated
functioning and interrelatedness of its parts that
create the unity of the organism. Contemporary
biophilosophers use the mechanism of emergent
functions to explain this concept more precisely
(Mahner and Bunge, 1997). An emergent function
is a property of a whole that is not possessed by
any of its component parts, and that cannot be
reduced to one or more of its component parts. A
function is called an emergent function because it
emerges spontaneously from the sum of its parts
given the condition that the necessary parts
(subsystems) are in place and functioning nor-
mally. The ineffable phenomenon of human
consciousness is the most exquisite example of
an emergent function. The organism as a whole is
the set of critical emergent functions of the
organism.

The irreversible loss of the organism’s critical
emergent functions produces loss of the function-
ing of the organism as a whole and represents the
death of the organism. The organism’s individual
subsystems that remain functioning as a result of
mechanical support do not represent life of the
organism because their interrelatedness, whole-
ness, and unity have ceased forever. The cessation
of the organism as a whole is the most precise
conceptualization of death in our technological
era in which physicians are capable of providing
visceral organ support, transplantation, and
advanced critical care.

The criterion of death best satisfying this
definition is the irreversible cessation of all clinical
brain functions. This criterion is known as the
‘‘whole-brain’’ criterion of death because it
requires cessation of all clinically measurable
brain functions including those executed by the
brain stem, diencephalon, thalamus, and cerebral
hemispheres. The functions generated and orga-
nized within these structures are necessary and
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sufficient for the critical emergent functions of the
organism and thus are necessary and sufficient for
the organism as a whole. Death of the organism
requires their irreversible cessation.

In past analyses of the unity and interrelated-
ness of the subsystems of the organism, my
colleagues and I stressed that functions of the
whole brain provided the integration of the parts
that created the whole. Subsequently, critics
pointed out that the brain was not the only organ
responsible for integration, and that structures
such as the spinal cord contributed significantly to
the organism’s integration of its parts into a whole
(Shewmon, 2004). In their recent report, the
President’s Council on Bioethics (2009) accepted
the coherence of the formulation of whole brain
death but concluded that Shewmon’s integration
criticism was justified. As a result, they proposed
an alternative explanation of why brain death
satisfies the definition of death as the loss of
the organism as a whole. They concluded that the
cessation of clinical brain functions caused ‘‘the
inability of the organism to conduct its self-
preserving work.’’ This conceptualization empha-
sized the cessation of the organism’s principal
functions that made it an organism. Shewmon
recently analyzed the President’s Council’s alter-
native justification and found it wanting (Shew-
mon, 2009).

Physicians have devised tests to show that the
criterion of death has been fulfilled. Two sets of
tests for death reflect the two basic clinical
circumstances: resuscitation or no resuscitation.
If positive-pressure ventilation is not used or
planned, physicians can use the permanent cessa-
tion of circulation and respiration to declare
death because the brain will be destroyed by
ischemic infarction within a sort time once its
circulation has ceased. If positive-pressure venti-
lation is being used, physicians must directly
measure brain functions to assess death (‘‘brain
death’’). Bedside clinical and laboratory tests to
determine brain death have been standardized
and subjected to evidence-based analysis. Their
description is clinically crucial but is beyond the
scope of this article. These tests and procedures
have been critically reviewed (Wijdicks, 2001;
Bernat, 2009).
Alternative formulations of death

Critics of either the whole-brain criterion of death
or of all brain-based concepts of death have
offered alternative analyses. The earliest criticism
accepted the theory of brain death but argued that
criterion of death should not be cessation of all
clinical functions of the entire brain but only those
of the cerebral hemispheres. This argument holds
that the cerebrum imparts the characteristics that
distinguish humans from other species and the
more primitive brain structures that are shared
with other species are not relevant. Robert
Veatch claimed that death should be defined
uniquely for human beings as ‘‘the irreversible
loss of that which is considered to be essentially
significant to the nature of man.’’ He rejected the
idea that death should be related to an organism’s
loss of the capacity to integrate bodily function’’
because ‘‘man is, after all, something more than
a sophisticated computer’’ (Veatch, 1975, 1993).
A reasonable application of the higher brain
formulation would define as dead patients who
had irreversibly lost consciousness such as those in
a vegetative state. Several other scholars con-
curred with this concept that became known as the
higher brain formulation of death (Gervais, 1986).

The higher brain formulation is an inadequate
construct of death because it violates the first
principle of the paradigm by not attempting to
make explicit the ordinary concept of death.
Instead, it redefines death by declaring as dead
brain-damaged patients who are universally
regarded as alive. A clear example of a patient
satisfying the higher brain formulation would be a
patient in an irreversible vegetative state. Despite
loss of awareness and many features of person-
hood, these patients are regarded as alive
throughout the world (Bernat, 2006b). Because
many people would prefer to die if they were ever
in such a state, the proper place of the higher
brain formulation is in determining grounds to
permit cessation of life-sustaining therapy.

Another critique of the criterion of whole-brain
death is the British formulation of brain stem
death. Under the intellectual leadership of
Christopher Pallis, the practice of brain stem death
in the United Kingdom requires the cessation of
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only brain stem functions (Pallis, 1995). In these
cases, examiners cannot test cerebral hemispheric
function and cannot use confirmatory tests
showing cessation of intracranial blood flow
(Kosteljanetz et al., 1988). This circumstance
creates the possibility of retained awareness
despite other evidence of brain stem failure
(Ferbert et al., 1988). This serious flaw is uncom-
pensated for by any unique benefit of the brain
stem formulation. Yet, because most whole-brain
functions can be shown to be absent when all brain
stem functions are absent, the whole-brain and
brain stem formulations usually yield the same
results. The sole exception is the case of a primary
brain stem catastrophe in which the patient could
be declared dead in the brain stem formulation but
not in the higher brain formulation.

Several scholars have argued that no single
criterion of death can be determined because
death is not a discrete event but rather is an
ineluctable process within which it is arbitrary to
stipulate the moment that death has occurred.
Linda Emanuel (1995) made this argument and
offered a scenario of a patient gradually dying
over many months from progressive multi-organ
failure. Although this claim appears plausible in
some cases of gradual dying, it errs by confusing
the state of an underlying organism with our
technical ability to determine that state. Simply
because we may not always be able to detect the
moment the organism changes from alive to dead,
or we may be able to detect the transition only in
retrospect — as in a brain death determination —
does not necessarily mean that the point of death
does not exist or is arbitrary. Death is not a
process but is the event separating the process of
dying from the process of bodily disintegration.

Other scholars argue that alive and dead are
not always distinctly separable states and that
some organisms (such as brain-dead patients) can
reside in an in-between state that is neither alive
nor dead but has elements of both. Halevy and
Brody (1993) made this argument employing the
mathematical theory of fuzzy sets. They claimed
that physical or biological phenomena do not
always divide themselves neatly into sets and their
complements. They asserted that the event of
death is such an example and therefore it is
impossible to identify a unitary criterion of death.
However, this claim confuses our ability to
identify an organism’s biological state and the
nature of that underlying state. The paradigm
made clear that life and death are the only two
underlying states of an organism and there can be
no in-between state because the transition from
one state to the other must be sudden and
discontinuous. Using the terminology of fuzzy set
theory, it is most accurate biologically to view
alive and dead as mutually exclusive (nonoverlap-
ping) and jointly exhaustive (no other) sets
thereby permitting a unitary criterion of death.

Some scholars claim that death is not an
immutable biological event but is a social con-
trivance that varies among societies and cultures
(Miles, 1999). The most libertarian among them
go so far as to claim that because death is a
socially determined event, individuals in a free
society should be permitted to stipulate their own
criterion of death based on their personal values
(Veatch, 1999). These claims err in rejecting the
paradigm requirement that death (like life) is
fundamentally a biological, not a social, phenom-
enon. We all agree that customs surrounding
death and dying have important and cherished
social, legal, religious, and cultural aspects, which
vary among societies. But Veatch and Miles err by
failing to restrict their philosophical consideration
to the ontogeny of death rather than to its
normative issues.

A few philosophers argue that there are two
kinds of death: death of the human organism and
death of the person (McMahan, 1995; Lizza,
2005). These scholars claim that they are not
using ‘‘person’’ metaphorically and assert that
the death of a person is separate from that of the
death of the human organism embodying the
person. This nonbiological dichotomy and dualism
violates the paradigm requirement that death is
fundamentally a biological phenomenon that
refers to the demise of the human organism that
embodied a person.

A small group of scholars holds that any
definition of death is impossible. In a metaphysical
argument, Linda Emanuel (1995) claimed ‘‘there
is no state of death y to say ‘she is dead’ is
meaningless because ‘she’ is not compatible with
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‘dead.’’’ This argument exemplifies the futility of
pursuing concepts to such a metaphysical depth of
linguistic analysis that they lose all clinical and
practical reality because everyone, including
Emanuel, knows that there is a state of being
dead. Winston Chiong (2005) constructed an
argument based on Wittgenstein’s writings on the
philosophy of language to claim that defining
death is impossible linguistically. Yet despite this
limitation, he supported a whole-brain criterion of
death, a fact indicating that, despite his inability to
define death, he could still conceptualize it and
measure it. Alan Shewmon and Elisabeth
Shewmon (2004) argued that all attempts to
formally define death are futile because death is
an ‘‘ur-phenomenon’’ that is ‘‘y conceptually
fundamental in its class; no more basic concepts
exist to which it can be reduced. It can only be
intuited from our experience of ity’’ These
abstract linguistic critiques underscore the diffi-
culty in formally defining death but do not negate
the importance of the effort to make our
consensual concept of death more explicit.

Alan Shewmon (1997, 1998, 2001, 2009) has
championed a position to which several other
scholars have subscribed, completely rejecting a
brain-based concept of death in favor of one
based on the cessation of systemic circulation.
Shewmon, formerly one of the staunchest
defenders of brain death, changed his position
(Shewmon, 1997) as a result of influence of the
writings of Joseph Seifert (1993), his realization
that the brain was not the only integrating system
in the body, and his observations on several cases
of alleged brain death that troubled him (Shew-
mon, 1997). Shewmon noted that some unequi-
vocally brain-dead patients, as a consequence of
heroic technological virtuosity, were able to have
their systemic circulation and visceral organ
function continued for months, and in one
remarkable case for years, (Repertinger et al.,
2006), and that some brain-dead patients could
gestate a fetus or grow (Shewmon, 1998). He
argued that it was simply counterintuitive to any
concept of death that a dead person could do any
of these things (Shewmon, 2001). Shewmon
concluded that a brain-dead person is profoundly
disabled but that no organism is dead until its
systemic circulation ceases. This position has been
called the circulation formulation.

Shewmon and his followers demonstrated some
of the conceptual weakness of the whole-brain
formulation and offered a plausible alternative.
But the circulatory formulation is unnecessarily
conservative, and it fails for reasons opposite to
those that weaken the higher brain formulation.
The higher brain formulation provides conditions
that are necessary but not sufficient for death
whereas the circulation phenomenon provides
conditions that are sufficient but not necessary
for death. The cessation of the organism as a
whole requires only that all clinical brain func-
tions cease, not all visceral organ functions. The
proper place of the circulation formulation should
be not in requiring the cessation of systemic
circulation but only the absence of brain circula-
tion. When the brain is totally deprived of
circulation, all of its functions cease irreversibly
satisfying the criterion of death.

An early and enduring criticism of brain death
was the claim that it violated religious doctrines.
Although in the early days of the brain death
debate, Veith et al. (1977) argued that brain death
was consistent with the world’s major religious
belief systems, there remains an active contro-
versy about it within a few religions. Currently,
brain death is accepted uniformly by Protestant
denominations, it was accepted formally by
Roman Catholicism in 2000 (Furton, 2002), it is
accepted by Reform and Conservative Judaism
but remains the subject of a rabbinic debate
within Orthodox Judaism (Rosner, 1999), and is
accepted in some Islamic and Hindu countries.
I have addressed this topic in greater detail
elsewhere (Bernat, 2008b).
Determining death using
circulatory–respiratory tests

Physicians determine death using two testing
methods: (1) in the absence of respiratory support,
by showing the permanent cessation of circulation
and respiration; and (2) in the presence of
respiratory support, by showing the irreversible
cessation of clinical brain functions (‘‘brain



28
death’’). It is clear that the first and far more
common testing method is a valid procedure to
determine death only because it leads to fulfilling
the criterion of death, the irreversible cessation of
clinical brain functions. Within an hour of the total
cessation of systemic circulation, the brain is
totally destroyed from lack of circulation.

Until recently, relatively little attention has been
paid to the exact procedures for determining
permanent cessation of circulation and ventilation.
Once heartbeat and respiration ceased and the
patient had failed cardiopulmonary resuscitation
(CPR) or was not a resuscitation candidate, the
patient was simply declared dead. Now, however,
the growing practice of DCD has required
physicians to exercise greater precision in this
determination (Steinbrook, 2007). As was true for
brain death four decades ago, the technology of
organ transplantation has forced physicians to be
more precise in defining and determining death.

Protocols permitting DCD require physicians to
carefully observe patients who have been
removed from life-sustaining therapy for cessation
of respiration and circulation, and then wait an
interval of time to prove that these functions will
not restart spontaneously (‘‘auto-resuscitation’’)
before declaring death (Bernat et al., 2006). This
‘‘death watch’’ period varies among hospitals
from 2 to 10 min and must be of sufficient duration
to prevent auto-resuscitation. The elimination of
possible auto-resuscitation is essential for death
determination using circulatory–respiratory test-
ing. However, because the auto-resuscitation
database is comprised of relatively few patients
(DeVita et al., 2000), prudent physicians require a
longer interval of asystole than the longest
reported interval of auto-resuscitation.

As I have argued in detail elsewhere, the issue
of the moment when death is determined using
circulatory–respiratory tests turns on the distinc-
tion between the irreversible cessation of circula-
tory and respiratory functions and their
permanent cessation (Bernat, 2006c). An ‘‘irre-
versible’’ cessation of functions means that they
cannot be restored using known technology.
A permanent cessation of functions means that
they will not be restored because auto-resuscitation
cannot occur and CPR will not be performed.
Functions that cease permanently quickly and
inevitably cease irreversibly. Therefore, it is incon-
sequential if physicians declare death at the point
they cease permanently compared to the point they
cease irreversibly as long as no therapeutic inter-
vention (such as CPR) interferes with the process.
The process becomes irreversible once the brain
has been completely destroyed by lack of circula-
tion.

In ordinary medical practice, physicians declare
death at the point that respiration and circulation
cease permanently but before they cease irrever-
sibly (Bernat, 2006c). A physician called to the
bedside to declare death of a terminally ill,
hospitalized patient who was expected to die and
had a Do-Not-Resuscitate order determines only
that circulation and respiration have ceased
permanently. Declaration of death at this time
was reasonable because the physician knew that
patients dying in this circumstance did not auto-
resuscitate and that CPR would not be conducted.
Earlier death determination is socially desirable
so physicians and families are not required to
await complete brain destruction that is the
hallmark of irreversibility.

Statutes of death generally require the irrever-
sible cessation of circulation and respiration. Yet
the medical practice standard of death always has
been their permanent cessation. This apparent
mismatch has little significance in ordinary death
determination because the rapid and inevitable
progression from permanent to irreversible pro-
duces no difference in outcome. This perfectly
contingent relationship makes the permanent loss
of function a valid surrogate indicator for the
irreversible loss of function.

The asymmetry between the requirement for
demonstrating irreversibility of clinical brain
functions in brain death but only permanence of
cessation of circulatory and respiratory function in
circulatory–respiratory death may seem peculiar
but is simply a consequence of the timing of each
determination. Brain death determinations are
conducted in retrospect to prove that an irrever-
sible cessation of all clinical brain functions has
occurred previously. Obviously, the event of
death had occurred earlier but that fact could not
be proved until direct neurological testing had
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been performed (Lynn and Cranford, 1999). By
contrast, most circulatory–respiratory death
determinations are conducted in prospect: once
a determination is made that circulation and
respiration have ceased permanently there is
inescapable proof that all brain functions will
cease irreversibly in the immediate future.

The difference between a permanent and
irreversible loss of circulation and respiration is
inconsequential in most death determinations using
circulatory–respiratory tests not in a donation
circumstance. But it becomes a more consequential
issue in DCD because of the question of whether
the organ donation satisfies the dead donor rule
(DDR). The DDR originated in the Uniform
Anatomical Gift Act, a law that has been accepted
in every state in the United States. The DDR is the
ethical axiom of multi-organ transplantation that
requires that a multi-organ donor must first be
dead prior to organ donation so that the donation
does not kill the donor (Robertson, 1999).

Whether DCD respects or violates the DDR is
a debatable question with plausible arguments on
both sides (Bernat, 2006c). The most reasonable
position is that DCD death determination does
not violate the DDR because it is conceptually
and practically identical to physicians’ death
determinations using circulatory–respiratory tests
in circumstances not involving organ donation.
But if one held that DCD did violate the DDR, it
would constitute a justified violation because by
preventing the donation from killing the donor, it
satisfies the spirit of the DDR. Once circulation
has ceased permanently, the brain is gradually
destroyed by lack of circulation causing hypoxic-
ischemic neuronal destruction. The subsequent
recovery of organs for transplantation has no
impact whatsoever on this inevitable process so it
neither causes nor accelerates the death of the
donor. Therefore, DCD does not constitute a
violation of the DDR and, in any event, respects
the spirit of the DDR.
Future directions

Debates over the definition of death continue to
occupy scholarly attention within the academy but a
durable worldwide consensus has emerged among
physicians and societies that brain death is biologi-
cal and legal death. It therefore seems unlikely that
the eloquent, impassioned, and partially correct
arguments opposing brain death will gain sufficient
traction to change medical practices or laws. The
recent in-depth review of the arguments opposing
brain death by the President’s Council on Bioethics
(2009) rejected them and found no justification for
changing prevailing laws on or practices of brain
death. Ironically, medical attention now has moved
away from brain death to attempting to clarify and
tighten the standards for the circulatory–respiratory
tests of death.

Future efforts need to be directed toward
justifying standards and encouraging uniform
practices of the circulatory–respiratory tests for
death. The ad hoc nature of current testing in
which hospitals create their own death determina-
tion standards is not adequate. The U.S. Health
Resources and Services Administration (HRSA)
Division of Transplantation, the agency that
provides much of the funding for experimental
DCD protocols, recently convened an expert
multidisciplinary panel to address optimal DCD
death determination standards and to apply them
to innovative DCD protocols. Their report is
expected in late 2009 or early 2010.

The effort to standardize the determination of
brain death is equally important (Choi et al.,
2008), especially in light of the disturbing evidence
of wide variability of brain death determination
procedures in the United States, even among
leading neurological institutions (Greer et al.,
2008). A multi-society task force should be
impaneled to issue uniform evidence-based stan-
dards for brain death determination in adults and
children (Bernat, 2008a). These efforts to improve
the uniformity of both the circulatory–respiratory
and brain death determinations should be for-
mulated on the basis of a coherent biophilosophi-
cal analysis of the definition and criterion of death.
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CHAPTER 4 

Behavioral assessment in patients with disorders of 
consciousness: gold standard or fool’s gold?$
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Abstract: In the absence of ‘‘hard’’ neurophysiologic markers, the burden of proof for establishing 
conscious awareness in individuals who sustain severe brain injury lies in behavioral assessment. Because 
behavior represents indirect evidence of consciousness, reliance on behavioral markers presents 
significant challenges and may lead to misdiagnosis. Detection of conscious awareness is confounded 
by numerous factors including fluctuations in arousal level, difficulty differentiating reflexive or 
involuntary movement from intentional behavior, underlying sensory and motor impairments, and 
medication side effects. When an ambiguous behavior is observed, the onus falls to the clinician to 
determine where along the continuum of unconsciousness to consciousness, it lies. This paper 
(1) summarizes the current diagnostic criteria for coma, the vegetative state, and the minimally conscious 
state, (2) describes current behavioral assessment methods, (3) discusses the limitations of behavioral 
assessment techniques, (4) reviews recent applications of functional neuroimaging in the assessment of 
patients with disorders of consciousness, and (5) concludes with a case study that illustrates the disparity 
between behavioral and functional neuroimaging findings that may be encountered in this population. 

Keywords: disorders of consciousness; vegetative state; minimally conscious state; assessment scales; brain 
injury; rehabilitation 

Progress in intensive care has increased the time and pass through different stages before fully 
number of patients who survive severe acute or partially recovering consciousness. One of the 
brain injury. Most recover from coma within the most challenging problems facing clinicians is 
first 2 weeks after the insult, others require more understanding the natural history of recovery 
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function in severely brain-injured patients is 
difficult because motor responses may be impaired, 
inconsistent, or easily exhausted. For these reasons, 
diagnostic criteria and standardized behavioral 
scales have been developed to facilitate the 
assessment of consciousness in patients recovering 
from coma. Other techniques such as functional 
neuroimaging can provide additional information 
to gauge cognitive processing and aid in diagnostic 
assessment. This paper (1) summarizes the current 
diagnostic criteria for coma, the vegetative state 
(VS), and the minimally conscious state (MCS), 
(2) describes current behavioral assessment 
methods, (3) discusses the limitations of behavioral 
assessment techniques, (4) reviews recent applica
tions of functional neuroimaging in the assessment 
of patients with disorders of consciousness (DOC), 
and (5) concludes with a case study that illustrates 
the disparity between behavioral and functional 
neuroimaging findings that may be encountered in 
this population. 

Diagnostic criteria

It is essential to distinguish DOC’s such as coma, 
VS, and MCS (see Table 1) as there are important 
differences in recovery course and outcome. 
These disorders must also be distinguished from 
the locked-in syndrome (LIS) and brain death as 
these conditions have overlapping features, 
although neither represents a DOC. 

Coma

Plum and Posner (1966) defined coma as a 
pathological state marked by severe and pro
longed dysfunction of vigilance and consciousness. 
This state results from global brain dysfunction 
(most often due to diffuse axonal injury following 
traumatic brain injury), or from a lesion limited to 
brainstem structures involving the reticular acti
vating system. The distinguishing feature of coma 
is the continuous absence of eye-opening (spon
taneously or following stimulation). There is no 
evidence of visual fixation or pursuit, even after 
manual eye-opening. No voluntary motor beha
vior is observed and behavioral responses are 

limited to reflex activity only. Brain electrical 
activity is observed, albeit characterized by slow 
frequency bands (i.e., mostly delta and theta 
activity). This state must last at least 1 h to be 
differentiated from a transient DOC such as 
syncope, acute confusion, or delirium. Prolonged 
coma is rare as this condition usually resolves 
within 2–4 weeks, most often evolving into VS or 
MCS. 

Vegetative state

The term ‘‘vegetative state’’ denotes reactivation 
of autonomic functions (e.g., cardio-vascular, 
respiratory, and thermoregulation functions) with 
concomitant reemergence of the sleep–wake cycle 
(i.e., periods of spontaneous eyes opening). VS 
often results from trauma-induced bi-hemispheric 
injury involving the white matter or from bilateral 
lesions in the thalamus with sparing of the 
brainstem, hypothalamus, and basal ganglia (Plum 
and Posner, 1983). Behaviorally, there is no 
response to verbal order and, although moaning 
may occur, there is no intelligible speech (The 
Multi-Society Task Force on PVS, 1994). Infre
quently, behaviors such as inappropriate smiling, 
crying, or grimacing, and even randomly pro
duced single words have been reported in patients 
diagnosed with VS (Schiff et al., 1999; Working 
Party of the Royal College of Physicians, 2003). 
With serial multimodal assessment, the probabil
ity that these behaviors are not voluntary or goal 
directed can be further investigated, although not 
proven. When this state lasts 1 month or more, the 
term ‘‘persistent VS’’ has been applied (The 
Multi-Society Task Force on PVS, 1994). In view 
of the high rate of recovery of consciousness after 
1 month (Choi et al., 1994; Giacino and Kalmar, 
1997), and well-documented cases of late recovery 
(Childs and Mercer, 1996), the American Con
gress of Rehabilitation Medicine has recom
mended that the term ‘‘persistent VS’’ be 
abandoned in favor of documenting the cause of 
the VS (trauma, anoxia) and the length of time 
post-onset, as both carry prognostic information 
(American Congress of Rehabilitation Medicine, 
1995). When VS lasts more than 3 months after 
non-traumatic brain injury, and 1 year following 
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Table 1. Diagnostic criteria for brain death, coma, vegetative and minimally conscious states, and locked-in syndrome 

Consciousness level Diagnostic criteria Reference(s) 

Brain death No arousal/eye-opening Medical Consultants on the 
No behavioral signs of awareness Diagnosis of Death (1981) 
Apnea 
Loss of brain functions (brainstem reflexes) 

Coma No arousal/eye-opening Plum and Posner (1966) 
No behavioral signs of awareness 
Impaired spontaneous breathing 
Impaired brainstem reflexes 
No vocalizations 
W1 h  

Vegetative state Arousal/spontaneous or stimulus-induced eye opening The Multi-Society Task Force 
No behavioral signs of awareness on PVS (1994) 
Preserved spontaneous breathing 
Preserved brainstem reflexes 
No purposeful behaviors 
No language production or comprehension 
W1 month: persistent vegetative 
Compatible Working Party of the Royal 

Grimaces to pain College of Physicians (2003) 
Localization to sounds 

Atypical but compatible
Visual fixation 
Response to threat 
Inappropriate single words 

Minimally conscious state Arousal/spontaneous eye-opening Giacino et al. (2002) 
Fluctuating but reproducible behavioral signs of awareness 
Response to command 
Environmentally contingent emotional/motor responses 
Object localization and manipulation 
Sustained visual fixation and pursuit 
Intelligible verbalization 
Intentional but unreliable communication 
Emergence from MCS

Functional communication 
Functional object use 

Locked-in syndrome Arousal/spontaneous eye-opening American Congress of 
Preserved cognitive functions Rehabilitation Medicine (1995) 
Communication via eye gaze 
Anarthria 
Tetraplegia 

traumatic etiologies, VS can be considered ‘‘per
manent’’ (The Multi-Society Task Force on PVS, 
1994). 

Minimally conscious state

MCS is characterized by the presence of in
consistent but clearly discernible behavioral 
signs of consciousness (Giacino et al., 2002). 

Command-following, recognizable yes–no res
ponses, and intelligible verbalizations represent 
the clearest evidence of conscious awareness. In 
contrast to patients in VS who may display random 
episodes of crying or smiling, in MCS, these 
behaviors occur in contingent relation to appro
priate environmental triggers. Reemergence of 
visual pursuit appears to be an early behavioral 
marker of the transition from VS to MCS (Giacino 
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and Whyte, 2005). Although behavior may fluc
tuate across examinations, at least one of these 
signs must be replicated within a given examina
tion to meet the diagnostic criteria for MCS. 

Regarding prognosis, the probability of func
tional recovery at 1 year following traumatic brain 
injury is significantly more favorable relative to 
VS (50% vs. 3% attaining moderate disability). 
Some patients in MCS progress slowly while 
others remain in this condition permanently (Fins 
et al., 2007). It is also important to recognize that, 
unlike VS, clearly defined temporal parameters 
for recovery do not yet exist (Lammi et al., 2005), 
and there is wide heterogeneity in the degree of 
functional recovery ultimately attained. Emer
gence from MCS occurs when the patient is able 
to reliably communicate through verbal or ges
tural yes–no responses, or is able to demonstrate 
use of two or more objects (e.g., hairbrush, cup) in 
a functional manner (Giacino et al., 2002). 

Differential diagnosis

Two additional conditions characterized by beha
vioral unresponsiveness must be differentiated 
from VS and MCS. In the first, consciousness is 
retained, while in the second, it is permanently 
lost. 

Locked-in syndrome

LIS is marked by tetraplegia and anarthria in the 
setting of near-normal to normal cognitive func
tion (American Congress of Rehabilitation Med
icine, 1995). This state is caused by a lesion 
involving the ventral pons and, in 60% of cases, is 
due to basilar thrombosis. Because patients with 
LIS have spontaneous eyes opening, but are 
unable to speak or move the extremities, this 
state can be confused with VS because of the 
confluence of behavioral signs. On average, the 
diagnosis of LIS is not established until 2.5 
months post-onset. There is evidence that family 
members tend to detect signs of consciousness 
(55% of cases) prior to medical staff (23% 
of cases) (Laureys et al., 2005a). Classic LIS 
consists of complete paralysis of the orobuccal 

musculature and all four extremities, however, 
vertical eyes movements are spared, allowing non
verbal communication through directional gaze. 
Perceptual functions are also usually spared as 
ascending corticospinal axons remain intact 
(American Congress of Rehabilitation Medicine, 
1995). Bauer et al. (1979) have described multiple 
varieties of LIS, including the incomplete form in 
which there is residual motor activity (frequently, 
finger or head movement), and total LIS, in which 
there is complete immobility including both 
horizontal and vertical eye movements. Data on 
life expectancy suggest that some patients with 
LIS live 12 or more years post-onset. Surprisingly, 
chronic LIS patients rate their quality of life 
similarly to the healthy population (Laureys et al., 
2005a). In the absence of other structural or 
functional brain abnormalities, patients with LIS 
are generally able to make independent decisions 
and communicate their preferences (Schnakers et 
al., 2008b; Smart et al., 2008). 

Brain death

Brain death is a condition in which there is 
‘‘irreversible unconsciousness with complete loss 
of brain function.’’ It is marked by the presence of 
apnea and the lack of any behavioral response to 
the environment (Medical Consultants on the 
Diagnosis of Death, 1981). Generally, an electro
encephalogram is completed to demonstrate an 
iso-electrical signal reflecting the absence of 
electrical brain activity. Transcranial Doppler 
studies reveal the absence of cerebral blood flow. 
Finally, functional imaging, using cerebral perfu
sion tracers and single photon emission tomogra
phy (SPECT), illustrate the ‘‘empty skull’’ sign in 
which the ‘‘whole brain’’ is inactive (Facco et al., 
1998). After excluding brain dysfunction due to 
drug toxicity or hyperthermia, a final diagnosis 
can be established after 6–24 h. 

Behavioral assessment methods

Twenty-five years ago, Plum and Posner (1983) 
noted that, ‘‘the limits of consciousness are hard 
to define satisfactorily and we can only infer the 



37 

self-awareness of others by their appearance and 
their acts’’. As noted, behavioral observation 
remains the ‘‘gold standard’’ for detecting signs of 
consciousness in severely brain-injured patients. 
Preservation of arousal is a necessary but insuffi
cient condition for consciousness (see Fig. 1). The 
search for consciousness rests on the demonstra
tion of behavioral qualities that are distinct from 
simple reflexes. Behavioral assessment may not, 
however, definitively distinguish between beha
viors associated with the state of arousal and those 
linked to conscious awareness. This dilemma is 
illustrated in the difficulty clinicians often have in 
differentiating reflexive eye blinks from eye-
closure to command. Additionally, consciousness 
may not be a static phenomenon and may be better 
conceptualized as a continuum. It is possible, for 
example, for a patient in coma to rapidly evolve 
into VS, gradually transition to MCS, and subse
quently lapse back into VS (Giacino and Trott, 
2004; Majerus et al., 2005). 

Behavioral scales

Numerous behavioral rating scales have been 
developed and validated to assess level of 

BRAIN DEATH, VEGETATIVE 
COMA STATE 

consciousness and establish diagnosis (Majerus 
et al., 2005). In this section, we briefly review 
instruments commonly used in the acute and 
rehabilitation settings. 

Acute setting

The Glasgow Coma Scale (GCS) remains the 
most widely used scale in trauma and acute care 
settings. The GCS was the first validated rating 
scale developed to monitor level of consciousness 
in the intensive care unit (Teasdale and Jennett, 
1974). This scale is relatively brief and can easily 
be incorporated into routine clinical care. It 
includes three subscales that address arousal level, 
motor function, and verbal abilities. Subscales 
scores are added and yield a total score ranging 
from 3 to 15. Despite its widespread use, the GCS 
has been criticized for variable inter-rater agree
ment and problems deriving scores in patients 
with ocular trauma, tracheostomy, or ventilatory 
support (McNett, 2007). 

The Full Outline of UnResponsiveness (FOUR) 
scale was recently developed to replace the GCS 
to assess severely brain-injured patients in inten
sive care (Wijdicks, 2006; Wijdicks et al., 2005). 
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Fig. 1. Behavioral observation assesses two dimensions of consciousness: arousal and awareness. In brain death and coma, both 
dimensions are absent. In the vegetative state, arousal level is relatively preserved in the absence of signs of awareness. In the 
minimally conscious state, both dimensions are present although behavioral signs of awareness often fluctuate. In the locked-in 
syndrome, both dimensions are fully preserved despite complete loss of speech and motor functions. 
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The scale is comprised of four subscales assessing 
motor and ocular responses, brainstem reflexes, 
and breathing. The total score ranges from 0 to 16. 
Unlike the GCS, the FOUR does not assess 
verbal functions to accommodate the high number 
of intubated patients in intensive care. A score 
of 0 on the FOUR assumes the absence of 
brainstem reflexes and breathing and, therefore, 
helps to diagnose brain death. The scale also 
monitors recovery of autonomic functions and 
tracks emergence from VS. The FOUR is specifi
cally designed to detect patients with LIS as it uses 
oculomotor commands that exploit vertical eye 
movements and eye blinks, both of which are 
preserved in LIS. 

The Wessex Head Injury Matrix (WHIM) (Shiel 
et al., 2000) was developed to capture changes in 
patients in VS through emergence from post
traumatic amnesia. This tool is particularly sensi
tive to detecting changes in patients in MCS not 
captured by traditional scales such as the GCS 
(Majerus and Van der Linden, 2000). Shiel and 
collaborators longitudinally followed 97 severely 
brain-injured patients recovering from coma to 
create the WHIM. WHIM items were ordered 
according to the sequence of recovery observed in 
these patients. The 62-item WHIM’s six sections 
assess arousal level and concentration, visual 
consciousness (i.e., visual pursuit), communica
tion, cognition (i.e., memory and spatiotemporal 
orientation), and social behaviors. The WHIM 
score represents the rank of the most complex 
behavior observed. 

The Sensory Modality Assessment and Rehabili-
tation Technique (SMART) (Gill-Thwaites, 1997) 
was developed to identify signs of consciousness 
observed during ‘‘sensory stimulations programs’’ 
intended to support cerebral plasticity and improve 
level of consciousness (Wood, 1991). The SMART 
assesses eight modalities including visual, auditory, 
tactile, olfactory and gustatory sensation, motor 
functions, communication, and arousal level. The 
SMART is a hierarchical scale consisting of five 
response levels (‘‘absence of response’’ — Level 1; 
‘‘reflex response’’ — Level 2; ‘‘withdrawal 
response’’ — Level 3; ‘‘localization response’’ — 
Level 4; ‘‘discriminative response’’ — Level 5). 
The SMART has previously been shown to have 

very good validity and reliability in a population of 
60 patients diagnosed as being in a VS or in a MCS 
(Gill-Thwaites and Munday, 2004). 

The JFK Coma Recovery Scale (CRS) was 
originally developed by investigators from the JFK 
Johnson Rehabilitation Institute in 1991 (Giacino 
et al., 1991). The scale was revised and republished 
in 2004 as the JFK Coma Recovery Scale-Revised 
(CRS-R) (Giacino et al., 2004). The purpose of the 
CRS-R is to assist with differential diagnosis, 
prognostic assessment, and treatment planning in 
patients with DOC. The scale consists of 23 items 
that comprise 6 subscales addressing auditory, 
visual, motor, oromotor, communication, and 
arousal functions (see Table 2). CRS-R subscales 
are comprised of hierarchically arranged items 
associated with brain stem, subcortical, and cortical 
processes. The lowest item on each subscale 
represents reflexive activity while the highest items 
represent cognitively mediated behaviors. Scoring 
is standardized and based on the presence or 
absence of operationally defined behavioral 
responses to specific sensory stimuli. Psychometric 
studies indicate that the CRS-R meets minimal 
standards for measurement and evaluation tools 
designed for use in interdisciplinary medical 
rehabilitation. Adequate inter-rater and test–retest 
reliability have been established indicating that the 
CRS-R can be administered reliably by trained 
examiners and produces reasonably stable scores 
over repeated assessments. Validity analyses sup
port use of the scale as an index of neurobehavioral 
function and have shown that the CRS-R is capable 
of discriminating patients in MCS from those in VS 
which is of critical importance in establishing 
prognosis and formulating treatment interventions 
(Schnakers et al., 2006, 2008a; Vanhaudenhuyse 
et al., 2008). Spanish, Portuguese, Italian, German, 
French, Dutch, Norwegian, and Danish translations 
of the CRS-R are available. 

Limitations of behavioral assessment

Differentiating between MCS and VS can be 
challenging as voluntary and reflexive behaviors 
can be difficult to distinguish and subtle signs of 
consciousness may be missed (Majerus et al., 
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Table 2. Coma Recovery Scale-Revised record sheet 

Auditory Function Scale 
4 — Consistent movement to commanda 

3 — Reproducible movement to commanda 

2 — Localization to sound 
1 — Auditory startle 
0 — None 

Visual Function Scale 
5 — Object recognitiona 

4 — Object localization: Reachinga 

3 — Pursuit eye movementsa 

2 — Fixationa 

1 — Visual startle 
0 — None 

Motor Function Scale 
6 — Functional object useb 

5 — Automatic motor responsea 

4 — Object manipulationa 

3 — Localization to noxious stimulationa 

2 — Flexion withdrawal 
1 — Abnormal posturing 
0 — None/flaccid 

Oromotor/Verbal Function Scale 
3 — Intelligible verbalizationa 

2 — Vocalization/oral movement 
1 — Oral reflexive movement 
0 — None 

Communication Scale 
2 — Functional: Accurateb 

1 — Non-functional: Intentionala 

0 — None 
Arousal Scale 

3 — Attentiona 

2 — Eye opening w/o stimulation 
1 — Eye opening with stimulation 
0 — Unarousable 

aDenotes MCS.
bDenotes emergence from MCS.

2005). Prior studies have shown that 37–43% of 
patients with DOC are erroneously diagnosed 
with VS (Andrews et al., 1996; Childs et al., 1993). 
The recent development of diagnostic criteria for 
MCS (Giacino et al., 2002) would reasonably be 
expected to reduce the incidence of misdiagnosis 
relative to the rates reported before these criteria 
were established (Jennett, 2005). However, a 
recent study found that 41% of patients believed 
to be in VS were misdiagnosed. This study also 
found that the majority of cases with an uncertain 
diagnosis were in MCS (89%), not in VS. Another 
10% diagnosed with MCS had actually emerged 
from this condition (Schnakers et al., 2009). 

The high rate of misdiagnosis reported by 
Schnakers and collaborators likely reflects different 
sources of variance. Variance in diagnostic accu
racy may result from biases contributed by the 
examiner, patient, and environment. Examiner 
error may arise when the range of behaviors 
sampled is too narrow, response-time windows are 
over or under-inclusive, criteria for judging purpo
seful responses are poorly defined or not adhered 
to, and examinations are conducted too infre
quently to capture the full range of behavioral 
fluctuation. The use of standardized rating scales 
offers some protection from these errors, although 
failure to adhere to specific administration and 
scoring guidelines may jeopardize diagnostic accu
racy (Schnakers et al., 2009). The second source of 
variance concerns the patient. Fluctuations in 
arousal level, fatigue, subclinical seizure activity, 
occult illness, pain, cortical sensory deficits (e.g., 
cortical blindness/deafness), motor impairment 
(e.g., generalized hypotonus, spasticity, or paraly
sis), or cognitive (e.g., aphasia, apraxia, agnosia) 
disturbance can conspire to confound accurate 
diagnostic assessment, constitute a bias to the 
behavioral assessment, and therefore decrease the 
probability to observe signs of consciousness. 
Finally, the environment in which the patient is 
evaluated may bias assessment findings. Paralytic 
and sedating medications, restricted range of 
movement stemming from restraints and immobi
lization techniques, poor positioning and excessive 
ambient noise, heat or light can decrease or distort 
voluntary behavioral responses. 

Some sources of error can be avoided, but this 
is not always possible or within the examiner’s 
control. This is particularly troubling as clinical 
management, from treatment of pain to end-of
life decision-making, often depends on behavioral 
observations. To address this problem, neuroima
ging procedures have begun to assume an 
adjunctive role in the diagnostic assessment of 
patients with DOC. 

Functional neuroimaging

Functional neuroimaging techniques such as 
positron emission tomography (PET) and 
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functional magnetic resonance imaging (fMRI) 
can provide an objective index of brain activity 
at rest and during active cognitive processing. 
Thus, these techniques are well equipped to 
identify covert cognitive processes in patients 
who are otherwise incapable of intelligible or 
sustained behavioral expression, and offer com
plementary information to bedside examination 
findings. 

In vegetative patients, brain hypometabolism 
appears similar to individuals in coma, with a 
50–60% decreased global metabolic rate relative 
to healthy individuals. Hypometabolic activity is 
further reduced to 60–70% in patients in ‘‘perma
nent vegetative state’’ (Tommasino et al., 1995). 
In VS, the frontoparietal network, including the 
parietal, mesio-frontal, prefrontal, parieto-tem
poral, precuneus, and posterior cingular cortex 
are disproportionately disturbed (Laureys, 2004; 
Laureys et al., 2004a). In MCS, these regions 
remain relatively well preserved and their 
functional connectivity is generally retained 
(Laureys et al., 2000). Prior investigations have 
demonstrated that, in VS, auditory or nociceptive 
stimuli activate primary cortices only, sugge
sting failure to integrate this information and 
consequently, absence of conscious perception 
(Laureys, 2005). 

The metabolic pattern differs significantly for 
patients in MCS. In spite of a global hypometabo
lism measured at 20–40% of normal (Schiff 
et al., 2005), the activity in precuneus and posterior 
cingular cortex (the most activated regions during 
wakefulness and the least activated under general 
anesthesia or during deep slow sleep) was greater 
as compared to rates noted in patients diagnosed 
with VS (Laureys et al., 2005b). Similar find
ings have been noted in functional imaging studies 
employing auditory or noxious stimulation 
(Bekinschtein et al., 2004; Boly et al., 2004, 2008; 
Laureys et al., 2004b; Schiff et al., 2005). Perhaps 
most importantly, there is evidence that patients in 
MCS retain higher functional connectivity between 
the secondary auditory cortex and prefronto
temporal associative cortices (Boly et al., 2005), 
corroborating the expectation that information 
processing is more highly integrated in MCS 
relative to VS. 

Case report (AZ)

A 20-year-old right-handed college student 
(referred to here as AZ) was admitted for a 
course of acute neurorehabilitation approximately 
3 months after sustaining a severe hypoxic-
ischemic brain injury related to cardio-respiratory 
arrest caused by a drug overdose. He was found 
pulseless by at the scene by the emergency 
medical team and required cardiopulmonary 
resuscitation for 10 min before cardioversion was 
achieved. The initial CT scan was normal but a 
follow-up scan on day two showed global white 
matter ischemic changes. The acute medical 
course was complicated by central fevers and 
recurrent infections. Medical records from the 
acute care setting noted that the patient remained 
unresponsive across the 3-month course, however, 
family members reported observing episodes of 
simple command-following and occasional periods 
of appropriate laughter. 

On admission to the rehabilitation unit, flexion 
contractures were noted in all four extremities 
(upper greater than lower) and there was no 
spontaneous purposeful movement. Arousal was 
well maintained and the auditory startle reflex was 
intact but there was no evidence of auditory 
localization. On formal command-following trials 
using the CRS-R, there was questionable move
ment of the right toes, however, these responses 
could not be clearly differentiated from random 
movement, and there was no other indication of 
proximal or axial movement to command. To 
further investigate verbal comprehension in the 
setting of severe contractures, vocalization 
commands were administered (i.e., ‘‘say ah’’). 
Vocalizations were noted in association with 
increased oral movement, despite the absence 
of any spontaneous vocalizations prior to pre
sentation of the commands. No evidence of verbal 
or gestural communication was observed in 
response to simple yes/no questions. Assessment 
of visuoperceptual functions failed to reveal any 
evidence of object recognition (via eye gaze) and 
there was a single documented episode of visual 
pursuit in response to horizontal and vertical 
movement of a mirror. Noxious stimulation 
applied to the upper extremities produced facial 
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grimace and slight flexion of both lower extremi
ties only. 

Over the course of the next 10 months, AZ was 
evaluated weekly using the JFK CRS-R. Arousal 
(i.e., eye-opening) was generally well maintained 
and, despite anecdotal reports of occasional visual 
fixation, there were no documented episodes of 
either fixation or pursuit on formal examination. 
Active and passive range of movement remained 
severely compromised due to increased tone and 
spasticity involving all four extremities. The 
severity of the neuromuscular impairment placed 
significant constraints on the assessment of 
command-following. There were, however, infre
quent reports of command-following by family 
members and treating staff, although these 
behaviors could not be replicated on standardized 
assessments performed during the 10-month 
observational period. Incomprehensible vocaliza
tions and crying episodes were frequently noted, 
but there were no intelligible verbalizations or 
discernible gestural communication signs at any 
time. Examination findings were most compatible 
with VS, although diagnostic certainty was low in 
view of the occasional manifestation of behaviors 
associated with conscious awareness. Table 3 
shows AZ’s CRS-R subscale scores on admission 
and on follow-up at 3, 6, and 11 months post-
onset. 

In light of the characteristically infrequent, 
inconsistent, and qualitatively ambiguous signs of 
consciousness noted in this case, AZ was enrolled 
in an IRB-approved fMRI study designed to 
investigate neurophysiologic changes induced by 
exposure to meaningful sensory stimuli in patients 
with DOC. Specialized ‘‘passive-stimulation’’ para
digms were administered to monitor changes in 
cortical networks associated with language and 
visual processing (Hirsch et al., 2001). In the 
passive language paradigm, AZ listened to familiar 
personal stories recounted by a family member 
(e.g., vacation, wedding). Familiar voices and 
events were employed to facilitate sustained 
attention. Thereafter, he was exposed to a second 
condition in which the narratives were time-
reversed rendering them unintelligible. Results 
revealed robust language-specific activation during 
both the forward and reversed conditions, 

mirroring previously reported findings in healthy 
volunteers (Schiff et al., 2005). Extensive clusters 
of activity were observed extending bilaterally over 
the transverse temporal gyrus, the middle and 
superior temporal gyrus, and portions of the 
precentral and postcentral gyrus bilaterally. More 
importantly, there were several clusters of activity 
unique to the forward speech condition observed 
following subtraction of the reversed from the 
forward condition. Specific areas of activity tied to 
high-level language processing included the left 
superior temporal gyrus (i.e., Wernicke’s area), the 
left supramarginal and superior frontal gyri, and 
the right medial frontal gyrus. Unexpectedly, both 
conditions also elicited activity in the occipital 
cortex (cuneus and lingual gyrus), raising the 
possibility of language comprehension accompa
nied by visual imagery (see Fig. 2). 

A second ‘‘passive viewing’’ paradigm was 
presented to engage the visual processing net
work. A series of back-projected visual images 
were presented under three conditions. Condition 
1 consisted of a combination of familiar (i.e., 
family members and close friends) and unfamiliar 
faces, condition 2 was comprised of landscape 
scenes, and condition 3 utilized flashing checker
boards. AZ was exposed to these three forms of 
visual stimuli to gauge the selectivity of the 
activation as well as the degree of preservation 
of the central nodes comprising this system. Prior 
studies with healthy volunteers have demon
strated that while each of these stimuli produces 
visual network activity, faces and landscapes 
activate mutually exclusive structures (i.e., fusi
form face area and parahippocampal place area, 
respectively) (Epstein et al., 1999; Kanwisher 
et al., 1997). Findings showed strong activation 
of the primary visual cortex bilaterally across all 
three conditions. Of more importance, facial 
stimuli engaged the fusiform face area of the 
right inferior temporal gyrus as well as the lingual 
gyrus bilaterally and right precuneus, consistent 
with high-level processing of faces. The land
scapes elicited activity in the parahippocampal 
gyrus, lingual gyrus bilaterally, and bilateral 
precuneus, approximating the response observed 
in healthy volunteers exposed to landscape scenes 
(see Fig. 3). 
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Table 3. CRS-R response profile on admission to rehabilitation and 3, 6, and 11 months post-injury in patient ‘‘AZ,’’ a 20-year-old 
male with severe anoxic encephalopathy 

JFK Coma Recovery Scale – Revised (record form) 

Patient: BB Date 

ADM 3 months 6 months 11 months 

Auditory Function Scale 
4 — Consistent movement to commanda 

3 — Reproducible movement to commanda 

2 — Localization to sound + + + 
1 — Auditory startle + 
0 — None 

Visual Function Scale 
5 — Object recognitiona 

4 — Object localization: Reachinga 

3 — Pursuit eye movementsa + 
2 — Fixationa + 
1 — Visual startle 
0 — None + + 

Motor Function Scale 
6 — Functional object useb 

5 — Automatic motor responsea 

4 — Object manipulationa 

3 — Localization to noxious stimulationa 

2 — Flexion withdrawal + + + + 
1 — Abnormal posturing 
0 — None/flaccid 

Oromotor/Verbal Function Scale 
3 — Intelligible verbalizationa 

2 — Vocalization/oral movement + + + + 
1 — Oral reflexive movement 
0 — None 

Communication Scale 
2 — Functional: Accurateb 

1 — Non-functional: Intentionala 

0 — None + + + + 
Arousal Scale 

3 — Attentiona 

2 — Eye opening w/o stimulation + + + 
1 — Eye opening with stimulation + 
0 — Unarousable 

Total score 7 8 10 10 

aDenotes MCS.
bDenotes emergence from MCS.

What do these findings mean?

The results of these studies suggest that some 
commonly held notions about brain–behavior 
relationships should be revisited in this patient 
population. Perhaps most importantly, they 

clearly illustrate the wide discrepancy that may 
exist between observable behavior and the under
lying neurophysiologic processes believed to 
support cognitive processing. Such findings also 
force us to consider the unsettling possibility that 
cognitive function may be at least partially 
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Forward/Intelligible Speech 
RightLeft 

−10 −5  +0  

Reversed /Unintelligible Speech 

−10 −5  +0  

Forward – Reversed Speech 

−10 −5  +0  

Fig. 2. Regions of activation noted in patient AZ when exposed to spoken narratives. The top panel shows robust activation in left 
temporal association cortex observed during presentation of comprehensible speech. In the middle panel, regions of activation are 
well maintained during exposure to unintelligible speech. In the bottom panel, several clusters of activity unique to the forward 
condition are retained following subtraction of the reversed from forward condition, suggesting preservation of high-level language 
processing. 
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Checkerboard 
RightLeft 

Faces 

Landscapes 

−25 −20 −10 

−25 20 −10 

−25 −20 −10 

Fig. 3. Regions of activation noted in patient AZ in response to visual stimuli. The top panel shows bilateral activation in the primary 
cortex observed during exposure to flashing checkerboards. In the middle panel, activation of the fusiform face area is noted during 
exposure to familiar and unfamiliar faces. The bottom panel shows activation of the parahippocampal place area during presentation 
of landscape scenes. 
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preserved in this case, but lack a mode of 
expression as the consequence of severely dys
functional sensory and motor systems. In a sense, 
these findings may reflect a ‘‘functional’’ LIS. 
Alternatively, the selective activation of key 
nodes in the language and visual networks may 
stem from a more extensively hard-wired neural 
network than has traditionally been assumed. This 
premise is supported by recent evidence from 
electrophysiological and other fMRI activation 
studies. Employing an event-related cognitive 
evoked potential paradigm, Perrin et al. (2006) 
detected a P300 response in three of five patients 
diagnosed with VS who listened to their own 
first name versus an unfamiliar name. Similarly, 
Coleman et al. (2007) found evidence of extensive 
activation in temporal association cortices in three 
vegetative patients presented with meaningful 
speech (i.e., high and low semantically ambiguous 
sentences) versus unintelligible noise. The con
trast between intelligible speech and unintelligible 
speech sounds provided an opportunity to parse 
brain regions involved in processing acoustic as 
well as semantic components of speech from those 
responsible for processing elementary speech 
components only. These studies suggest that 
automatic speech recognition processes mediated 
by surviving cortical association areas may be 
preserved in the absence of conscious awareness. 

In an effort to circumvent the ‘‘automatic 
versus effortful’’ processing problem, investiga
tors have relinquished their reliance on passive-
stimulation paradigms in favor of adopting those 
that require active processing. Unlike their 
passive counterparts, active stimulation paradigms 
direct the subject to perform a cognitive activity 
on cue. Owen et al. (2006) devised a hierarchical 
fMRI scanning paradigm in which subjects were 
directed to imagine either playing tennis or 
walking around the rooms of their home. Results 
in normal controls indicated distinct network 
activation tied to each instructional set. When 
subjects were instructed to imagine playing tennis, 
robust activity was observed in the supplementary 
motor area. In contrast, when subjects were 
verbally prompted to navigate the rooms of the 
house, activity shifted to the posterior parietal, 
parahippocampal gyrus, and lateral premotor 

regions. Surprisingly, the same findings were 
observed in a patient whose behavioral profile 
was reportedly indicative of VS. The authors 
suggested that, despite the behaviorally unrespon
sive presentation on bedside examination, the 
shift in activation patterns coupled to the verbal 
instructions, constituted evidence that the patient 
was capable of comprehending language and 
executing goal-directed behavior. In a similar 
vein, Schnakers et al. (2008c) recorded event-
related potentials while subjects either passively 
listened to their own first name or received 
instructions to count the number of times they 
heard their name. The authors reported that 
healthy controls and patients in MCS, but not 
those in VS, demonstrated a larger P300 in 
response to their own name in both the active 
and passive conditions. The P300 differential was 
viewed as evidence of intentional compliance with 
task instructions. As active paradigms such as 
these continue to be refined, clinicians will be able 
to convincingly discern whether the capacity for 
cognitive processing is intact without relying on 
overt behavior analysis. 

Although the standard of the field is now 
moving toward active paradigms to infer con
scious processing, it is unlikely that all patients 
with DOC will benefit from these paradigms. 
Those least likely to benefit occupy opposite ends 
of the severity spectrum. Patients with very little 
residual brain activity who fail to show activation 
on passive paradigms (consistent with VS), as well 
as cases like AZ who demonstrate robust activity 
(consistent with MCS) but, for unclear reasons are 
unable to perform effortful tasks, will not be able 
to engage in active paradigms. Therefore, we 
believe that both passive and active paradigms 
will continue to play a role in capturing the full 
range of cognitive processing capacity character
izing patients with DOC. 

Conclusion

Recovery of consciousness is usually gradual, 
sometimes marked by emergence of clear beha
vioral signs, but more often by subtle improve
ments. Additionally, bedside assessment of 
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residual cognitive function is often difficult 
because of poor arousal, motor impairment, 
sedating medications, and other confounding 
factors. Nonetheless, every effort should be made 
to recognize subtle signs of consciousness as early 
as possible in the recovery course to avoid 
misdiagnosis. An accurate diagnosis is crucial not 
only for daily management (particularly, pain 
treatment) and end-of-life decisions, but also for 
prognosis as outcome from MCS is significantly 
more favorable on average, relative to VS. 
Knowledge of accepted diagnostic criteria and 
reliance on validated behavioral assessment scales 
enhance diagnostic and prognostic accuracy, and 
facilitate clinical management decisions. Contin
ued development of electrophysiological and 
functional neuroimaging paradigms designed to 
detect voluntary brain activity in patients with 
minimal behavioral output is expected to reduce 
diagnostic error, increase prognostic specificity, 
and foster the development of novel interventions 
to promote recovery. 
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The problem of aphasia in the assessment of 
consciousness in brain-damaged patients$
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3Fund for Scientific Research – FNRS, Belgium
4JFK Medical Center, Edison, NJ, USA

Abstract: The assessment of the level and content of consciousness in brain-damaged patients relies to a 
large extent on behavioral assessment techniques. The limited behavioral repertoire displayed by 
vegetative and minimally conscious states requires the use of highly sensitive and reliable behavioral 
assessment methods, allowing the detection of subtle changes in behavior and associated level of 
consciousness. This situation is further complicated when patients with such disorders of consciousness 
have underlying deficits in the domain of communication functions, such as aphasia. The present paper 
examines the consequences of receptive and/or productive aphasia on the already limited behavioral 
repertoire presented in these patients and discusses a number of behavioral and neuroimaging assessment 
procedures designed to: (1) detect the presence of aphasia in patients with disorders of consciousness, and 
(2) reliably assess the level of consciousness of brain-damaged patients while taking into account the 
existence of receptive and/or expressive language deficits. The combined use of behavioral and 
neuroimaging assessment techniques appears to be particularly promising for disentangling impaired 
consciousness and aphasia. 

Keywords: minimally conscious state; vegetative state; aphasia; dysphasia; communication; consciousness; 
responsiveness; behavioral assessment; neuroimaging 

Introduction vegetative state (VS) and minimally conscious 
state (MCS) is primarily based on the observation 

The assessment of level of cognition in patients of spontaneous behaviors and those that occur in 
with altered states of consciousness such as response to verbal, visual, or tactile stimulation. A 

number of consensus-based criteria have been 
proposed to distinguish MCS from VS. These 
criteria entail the observation of a number of$Steve Majerus and Marie-Aurélie Bruno, both authors 
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(3) intelligible verbalization, (4) localization to 
noxious stimuli (Giacino, 2004; Giacino and 
Whyte, 2005; Majerus et al., 2005; Working Party 
of the Royal College of Physicians, 2003). Many 
of these behaviors require language comprehen
sion or a response to verbal stimulation. The 
possible existence of unrecognized language dis
orders might, in some patients, prevent consistent 
behavioral responses to these verbal items, lead
ing to an underestimation of the patient’s level of 
consciousness. The present chapter examines the 
likelihood of the co-occurrence of language 
disturbance and alteration in consciousness, pre
sents specific assessment procedures for detecting 
language impairment in patients with disorders of 
consciousness and discusses a number of precau
tionary measures when determining level of 
consciousness in patients likely to have associated 
language disorders. 

A brief overview of the cognitive architecture of
language processing and underlying
neuroanatomical correlates

Before considering the likelihood of language 
disorders in patients with impaired consciousness, 
we will provide here a brief overview of the 
cognitive architecture of language processing and 
underlying neuroanatomical correlates, since this 
knowledge will be determinant when trying to 
delineate the nature of possible language dis
orders in patients with alterations in conscious
ness. 

At the receptive level, different levels have to 
be distinguished, starting with sound-based ana
lysis processes, involving acoustic and phonetic 
analysis. Acoustic processing, common to verbal 
and nonverbal sounds, involves the bilateral 
primary auditory cortex and surrounding lateral 
superior temporal cortex, with a dominance of left 
superior temporal cortex for temporal analysis, 
and right superior temporal cortex for spectral 
analysis (Formisano et al., 2003; Wessinger et al., 
2001; Zatorre and Belin, 2001). Phonetic proces
sing, that is, the extraction of temporal and 
spectral acoustic features necessary for identifying 
the basic verbal units (phonemes), involves the 

same neural substrates in the superior temporal 
lobes (Binder et al., 2000; Joanisse and Gati, 2003; 
Scott et al., 2000; Shestakova et al., 2004; Zatorre 
and Belin, 2001). The next level, phonological 
processing, involves the mapping of phonetic 
information to abstract representations of the 
speech sounds defining the phonology of a 
language (the vowels and consonants of a given 
language); this type of processing is subtended by 
the bilateral posterior superior temporal gyri and 
the superior temporal sulci (Binder et al., 2000; 
Scott et al., 2000). Finally, at the lexico-semantic 
stage, sounds are mapped to existing word forms 
and their associated semantic features, resulting in 
speech comprehension. The neural substrate 
involved in lexico-semantic stages are much more 
distributed, involving anterior temporal, middle 
and inferior temporal, medial temporal, inferior 
parietal as well as anterior inferior prefrontal 
regions (Binder et al., 2000; Longoni et al., 2005; 
Majerus et al., 2002; Martin et al., 1996). The 
precise role of these different areas involved in 
lexico-semantic processes has been proposed to 
vary as a function of semantic content, more 
abstract representations activating preferably 
the inferior prefrontal regions, animal cate
gories activating the inferior temporo-occipital 
cortex and the tool category activating premotor 
regions (Martin et al., 1996; Noppeney and Price, 
2004). 

At the level of speech production, the starting 
point will be the lexico-semantic network, fol
lowed by the activation of phonological codes in 
the superior temporal lobe which, via the arcuate 
fasciculus, will activate corresponding articulatory 
patterns for speech motor production (Hickok 
and Poeppel, 2007). Speech motor production is 
subtended by a network involving the left frontal 
operculum (Broca’s area), the left insula and 
adjacent sensori-motor cortex, subcortical nuclei 
(thalamus, putamen, pallidum) as well as the 
cerebellum (Hickok and Poeppel, 2007; Riecker 
et al., 2005). Finally, the precise neural substrate 
of sentence-level processing is less clearly under
stood. However, many studies have shown that 
Broca’s area and adjacent inferior prefrontal 
cortex is critical for syntactic processing while the 
anterior temporal pole has also been frequently 



51 

shown to be involved in sentence comprehension 
processes (e.g., Longoni et al., 2005; Vigneau 
et al., 2006). 

Language disorders as a result of brain lesion 
(i.e., aphasia) can concern any combination of 
these different language processes, depending on 
the type and extent of brain lesions. However, 
for the issue of interest here, it is important to 
note that, except for very large lesions involving 
approximately two-thirds of the left hemisphere, 
aphasic patients rarely present global aphasia for a 
prolonged time (Kirshner, 1995; Laska et al., 2001). 
Global aphasia refers to the situation where both 
expressive and receptive language processing are 
severely impaired, leading to near complete loss of 
language comprehension and production. Global 
aphasia is frequent at the acute stage (25%) but its 
incidence rapidly decreases to a few percent after 
18 months (Laska et al., 2001). The more typical 
and lasting situation is characterized by selective 
difficulties involving speech perception, lexical 
retrieval (word form access — anomia), semantic 
access (word meaning access), speech production 
(articulation — dysarthria, apraxia of speech), 
sentence comprehension and sentence production 
(agrammatism), patients presenting difficulties in 
one or several of these domains, but often retaining 
the capacity to understand high frequency and 
highly familiar words, to perceive words that are 
phonetically quite distinctive (e.g., car — bike, as 
opposed to bike — pike), to understand simple 
sentences and to utter single words. 

The likelihood of aphasia in altered states
of consciousness

The type of brain lesion causing an alteration of 
consciousness levels provides a first indication of 
the likelihood of associated language problems. 
Overall, in the light of the results presented 
above, any brain lesion involving the left superior, 
middle and/or inferior temporal lobes is likely to 
be associated with receptive aphasia, as well as 
word finding difficulties during language produc
tion; any brain lesion involving Broca’s area and 
surrounding cortical and subcortical areas is 
indicative of possible speech output difficulties. 

More specifically, lesions in these regions are most 
frequent in patients presenting a left-hemisphere 
ischemic or hemorrhagic pathology, most fre
quently due to thrombosis or aneurysms in 
the territory of the left-middle cerebral artery 
(Kirshner, 1995). Cerebral vascular pathologies are 
among the most frequent etiologies of aphasia; 
the prevalence of aphasia after an ischemic stroke 
ranges between 15 and 30% (Inatomi et al., 2008; 
Laska et al., 2001). Traumatic brain injury less 
often leads to focal brain injury that could result 
in aphasic type language disorders (15% of all 
patients presenting traumatic brain injury; 
Chapman et al., 1995; Eisenberg et al., 1990). At 
the same time, it should be noted that for focal 
lesions in severe traumatic brain injury, they tend 
to be most widely distributed in the fronto
temporal area (Chapman et al., 1995; Levin et 
al., 1988; Newton et al., 1992). Severe aphasia is 
however very rarely reported as a result of 
traumatic brain injury. The most frequent lan
guage impairment at acute stages of closed 
traumatic brain injury is anomia (Heilman et al., 
1971). Receptive language difficulties are most 
often related to sentence complexity, comprehen
sion of simple sentence structures being in general 
preserved. However, discourse level deficits are a 
very common consequence of traumatic brain 
injury (Chapman et al., 1995). Given the limited 
and simplified verbal instructions used during 
assessment of levels of consciousness, this type of 
language disturbance should however be of little 
consequence in the accurate assessment of con
sciousness in these patients. Finally, carbon 
monoxide intoxications and herpes simplex ence
phalitis are other causes leading to altered states 
of consciousness (e.g., Schnakers et al., 2008a, b). 
Given that these pathologies preferentially lead to 
brain lesions in medial temporal and hippocampal 
areas, they very rarely lead to severe aphasic 
syndromes, but semantic impairments can never
theless be a frequent consequence of these 
pathologies. 

With respect to functional brain imaging find
ings in patients with altered states of consciousness 
such as MCS and VS, Laureys et al. (2000a, b, 
2004a, b) showed that the regions that are most 
hypometabolic in patients presenting a VS or a 
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MCS involve posterior parietal areas, including 
the precuneus and posterior cingulate cortex, and 
that recovery of activation in these areas is what 
best differentiates patients in a VS and those in a 
MCS. At the same time, this does not necessarily 
imply that language-processing regions show pre
served brain metabolism in MCS patients. In order 
to investigate this question, we explored the level 
of glucose metabolism in 36 MCS patients (mini
mum inclusion criterion: patients had to show 
visual fixation; Giacino, 2004) and 40 age-matched 
healthy controls using [18F]2-fluoro-2-deoxy-D
glucose positron emission tomography (PET 
FDG) brain imaging. These patients either had 
suffered from anoxia, traumatic brain injury, 
hemorrhagic, stroke, or other lesions (see Table 1). 
The images were spatially normalized into stan
dard stereotactic space, smoothed using a smooth
ing kernel width at a half maximum of 14 mm 
owing to the severely damaged brains of the 
patients in minimally conscious state (MCS) 
(Friston, 1997). The images were then analyzed 
using an ANOVA design (SPM8b, www.fil.ion.u
cl.ac.uk/spm), with participant group as group 
factor. Global scaling by proportional scaling was 
used. We focused the analyses specifically on main 
language-processing regions. This was achieved by 
applying an inclusive mask covering major lan
guage-processing regions in the left superior, 
middle and inferior temporal gyri, and the left 
inferior frontal gyrus, as well as the right inferior 
temporal gyri, based on the coordinates published 
in the functional neuroimaging studies of language 
processing reported earlier (Binder et al., 2000; 
Joanisse and Gati, 2003; Longoni et al., 2005; 
Majerus et al., 2002; Martin et al., 1996; Noppeney 
and Price, 2004; Scott et al., 2000; Shestakova 

et al., 2004; Vigneau et al., 2006; Zatorre and 
Belin, 2001). As shown in Fig. 1, the estimated 
metabolism of regions included in this mask 
volume was significantly lower in all MCS patients 
relative to the control group, and this irrespective 
of type of insult. Furthermore, as shown by the 
individual metabolic values in Fig. 1, there was a 
remarkably comparable level of hypometabolism 
in language-processing regions, despite the fact 
that the patients within each group varied greatly 
in terms of lesion site and lesion extent (see 
Table 1). This means that reduced levels of 
metabolism in language-processing areas might 
be a common characteristic of patients in a MCS. 

In sum, the possibility of co-occurrence of 
severe aphasia and an alteration of consciousness 
should be considered especially in the context of 
left hemisphere cerebro-vascular pathologies or 
any other pathology leading to direct focal lesions 
in the left perisylvian area (e.g., focal traumatic 
brain injury). However, resting metabolic levels in 
language-processing areas cannot be used to 
directly infer the existence of possible language 
impairment given that hypometabolism in these 
regions appears to be a wide-ranging character
istic of minimally conscious patients. 

Detection of aphasia in altered states of
consciousness

Given the data presented in the previous section, 
the first important information to gather is 
structural information about the existence of focal 
brain lesions, and the extent and localization of 
these lesions, using CT or structural MRI scans. 
However, although structural brain imaging will 

Table 1. Characteristics of 36 minimally conscious patients under going PET-FDG resting state brain imaging for determining 
metabolism levels in language processing areas 

Brain injury type Focal lesion in 
left hemisphere 
language 
processing areas 

Other focal 
lesions 

Diffuse or non-
specified lesions 

Age range 
(years) 

Time post-onset 

Anoxia 
Traumatic brain injury 
Hemorrhagic lesions, stroke, other 

0 
2 
3 

1 
3 
4 

11 
12 
0 

26–64 
16–43 
45–88 

1 month-7 years 
2 months-22 years 
1 month-5 years 

http://www.fil.ion.ucl.ac.uk/spm
http://www.fil.ion.ucl.ac.uk/spm
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Fig. 1. Resting state metabolism (PET-FDG) in main fronto-temporal language-processing areas, in minimally conscious state 
patients as a result of anoxia, traumatic brain injury, or hemorrhagic, stroke, and other lesion types, and in age-matched healthy 
controls (first eigenvariate of main group effect for the volume of interest as defined by an inclusive mask covering major language-
processing areas; see text for further details). 

reveal potential lesions in temporal and inferior 
prefrontal language-processing areas, they give no 
information about the functionality of lesional and 
peri-lesional areas and their residual ability to 
support processing of language stimuli. As we 
have seen, looking at basic resting state metabo
lism in language processing will not be very 
informative given the general hypometabolism 
observed in these areas in MCS patients. The 
implementation and adaptation of specific event-
related functional neuroimaging and event-
related potential paradigms could however be of 
particular interest. Based on single case and group 
studies, it has been shown that language-proces
sing areas in the superior, middle, and inferior 
temporal lobes can be reliably activated in 
patients in a MCS. Using functional MRI or 
H2

15O-PET, Laureys et al. (2000a, 2004b; Boly 
et al., 2004) presented to their patients auditory-
verbal information such as the patient’s own 
name, as opposed to noise, and observed exten
sive activation in the superior and middle 
temporal lobes specifically for the meaningful 

linguistic stimulus. Similar results have been 
observed by a different research team when 
presenting meaningful linguistic stimuli to a lower 
bound MCS patient (e.g., Owen et al., 2006). Even 
for patients in a VS, it has been shown that 
language stimuli activate language-processing 
areas in the temporal lobe, although this activa
tion is restricted to the superior temporal lobe 
surrounding the primary auditory cortex and is 
disconnected from other temporal lobe regions 
(Laureys et al., 1999, 2000a, b). Other investiga
tors have shed further light on the integrity of the 
underlying language network in patients with 
disorders of consciousness by contrasting fMRI 
responses to intelligible and unintelligible speech. 
Schiff et al. (2005) presented fully-comprehensible 
spoken narratives to a group of healthy volunteers 
and two patients who fulfilled the diagnostic 
criteria for MCS. In a second condition, the 
narratives were digitally reversed resulting in loss 
of speech content and prosody. Both the volun
teers and patients showed robust activity in the 
superior and middle temporal gyri during 
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exposure to the comprehensible narratives. How
ever, unlike the volunteers, the MCS patients 
demonstrated marked reductions in activity dur
ing presentation of the reversed narratives. The 
investigators suggested that the MCS patients’ 
inactivity in the reversed condition reflected an 
inability to drive language structures when 
exposed to effortful processing demands. This 
hypothesis was supported by post-scan interviews 
in which volunteers reported that they recognized 
the stimuli as potential speech stimuli and initially 
increased their attempts to understand it. Given 
these results, the possibility of receptive language 
processing deficits in MCS patients should be 
considered if a patient fails to show consistent 
activation in superior middle and inferior tem
poral lobes in response to the presentation of 
meaningful verbal stimuli in an fMRI paradigm, 
relative to other MCS patients and healthy 
controls. 

It should be noted that although fMRI studies 
allow us to compare activation patterns in patients 
and control subjects, the existence of a similar 
activation profile in patients and control subjects 
does not automatically imply similar and accurate 
language processing in both populations, and 
hence language comprehension. For example, 
functional neuroimaging studies in healthy con
trols have shown that similar activation profiles 
are observed in superior, middle, and inferior 
temporal gyri when word (e.g., trailer) and non-
word stimuli (e.g., traimer) are presented (Binder 
et al., 2000; Price et al., 1996), suggesting that 
even when verbal stimuli have no defined lexical 
and semantic content, and hence cannot be 
understood, lexical and semantic-processing areas 
in the temporal lobes are activated. This also 
means that a patient showing activation in these 
temporal areas following the presentation of a 
meaningful verbal stimulus might still be unable 
to comprehend the stimulus. More generally, 
fMRI activation provides information about the 
type of regions involved in a specific cognitive 
process, but does not necessarily provide informa
tion about the result and accuracy of the ongoing 
cognitive process. At the same time, negative 
findings in response to activation paradigms do 
not rule out the possibility that the capacity for 

language processing is retained. Many other 
factors may mask or suppress cortical activity 
associated with fMRI-based language tasks 
including disturbances in the blood-brain barrier, 
cerebrovascular and structural anomalies, impair
ments in subjects’ level of arousal, attention and 
motivation, motion artifact and the field strength 
of the magnet (Brown, 2007). 

Neurophysiological paradigms, using event-
related potentials (ERP) measuring the electrical 
correlate of neural activity in response to specific 
stimuli, could provide further helpful information. 
Although this technology has a much lower spatial 
resolution, the temporal resolution is at the 
millisecond level, and, relative to fMRI which has 
a temporal resolution of 1000 ms at best, is much 
more suited to study the temporal succession of 
the different cognitive processes involved in 
online speech perception processes. In standard 
listening conditions, a spoken word is identified 
(i.e., its meaning is accessed) in less than 400 ms 
(Kotz et al., 2005; Marslen-Wilson and Welsh, 
1978). In the speech perception literature, differ
ent paradigms have been developed allowing to 
capture the functioning of perceptual, lexical, and 
semantic processes. A very interesting ERP 
component is the negative amplitude occurring 
100–200 ms after stimulus onset (mismatch nega
tivity, MMN), and this particularly when a new 
stimulus occurs within a sequence of repetitive 
stimuli (e.g., da — da — da — ba). This 
component has been used very extensively to 
study acoustic and phonological processes (e.g., 
Hisagi et al., 2006; Näätänen, 1990; Ylinen et al., 
2006). A further quality of the MMN is that it can 
be obtained in very passive conditions, where 
conscious awareness of the target stimulus is not 
necessary. In this paradigm, the participants are 
often exposed to a secondary task such as viewing 
a film, and the auditory stimuli of interest are 
presented via headphones to the participant, 
without the participant having to pay attention 
to the stimuli (Näätänen, 1990). The MMN is also 
used to reliably study speech perception processes 
in pre-conscious neonates and infants (e.g., 
Dehaene-Lambertz and Baillet, 1998). This ren
ders the paradigm particularly interesting to 
identify speech perception problems in MCS, and 
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possibly, also VS patients. This paradigm can be 
used to explore sensitivity to all phonetic contrasts 
existing in a given language at the consonant and 
vowel level (e.g., ba — ba — ba — pa or bi — 
bi — bi — bi — bu). If the patient fails to present 
an MMN response to deviant stimuli differing at 
the acoustic, phonetic or phonological level, this 
may suggest that linguistic information is not 
accurately processed at this level. Later potentials, 
such as the positive peak at 300 ms and the 
negative peak at 400 ms post-stimulus, have been 
used to study lexical and semantic processes. For 
example, in a lexical decision task, where word 
(e.g., house) and nonword stimuli (e.g., houme) 
are successively presented, an earlier P300 and an 
earlier N400 are observed if the target word 
stimulus is primed (preceded for a brief time 
period) by a semantically related word, indicating 
that the word and its semantic relationships have 
been identified (e.g., Hill et al., 2005). In a lexical 
decision task, the P300 to words shows a larger 
amplitude and a shorter latency when the words 
have been acquired early or are more frequent, 
indicating that the P300 indexes lexical recogni
tion processes (Tainturier et al., 2005; Polich and 
Donchin, 1988). The P300 response is also larger 
for words as compared to nonwords (Pulvermü ller 
et al., 2004). The later negativity at 400 ms (N400) 
has been extensively used to study higher level 
semantic processes, such as the detection of 
semantic plausibility of sentences, an N400 
component being observed when a sentence ends 
with a semantically implausible word (e.g., the cat 
chased the door; Kutas and Hillyard, 1980). 
Hence, the observation of unexpected P300 and 
N400 patterns in response to word and sentence 
stimuli is likely to indicate abnormal lexical and/or 
semantic processes, consistent with findings of 
abnormal P300 and N400 in aphasic patients with 
lexico-semantic impairment (e.g., Hagoort et al., 
1996; Pulvermü ller et al., 2004). 

Although the paradigms used for eliciting P300 
and N400 components are attentionally more 
demanding paradigms (listening to words, pseudo-
words, or sentences) than the paradigms used to 
elicit MMN components, previous research in 
MCS patients has shown that reliable P300 
components can be observed in MCS patients 

when hearing their own name as compared to an 
unfamiliar name (e.g., Laureys et al., 2004b; 
Perrin et al., 2006; Schnakers et al., 2008b). Even 
in some vegetative state (VS) patients, a P300 has 
been observed when comparing the patients’ own 
names to unfamiliar names, however, these 
responses are less consistent for this patient group 
(Glass et al., 1998; Perrin et al., 2006). N400 
components can also be reliably observed in MCS 
patients: Schoenle and Witzke (2004) showed that 
67 MCS patients (from a total of 74 patients) 
showed N400 waves for semantically incongruent 
sentences, while this was only the case in 5 out of 
46 VS patients (see also Kotchoubey et al., 2005, 
for related findings). On the other hand, early 
negative amplitudes involved in perceptual and 
phonological processes appear to be identifiable 
in the vast majority of VS patients (Perrin et al., 
2006; Schnakers et al., 2008b). 

Finally, at the behavioral level, and for patients 
in a MCS, the detection of possible signs for 
aphasia could also be attempted by using custo
mized bedside aphasia screening batteries, vary
ing the linguistic complexity (such as word 
frequency, age of acquisition, word length) of 
single word instructions and alternating the use of 
auditory-verbal, visual-verbal, and visual-nonver
bal instructions. If a patient responds to simple 
instructions using short, high frequency words 
(‘‘Raise your arm’’; ‘‘Close your eyes’’) but not to 
more complex instructions using longer and less 
frequent words (‘‘Elevate your arm and lower 
your eyelids’’), then this could be a possible 
indication of language-related, attentional or 
short-term memory difficulties. Evidence to 
support this contention is provided by a recent 
study by Nakase-Richardson et al. (2008). These 
authors found that patients who had emerged 
from MCS and were able to respond reliably 
to yes/no questions concerning situational orien
tation (e.g., ‘‘Am I pointing to the ceiling?’’), 
showed a high rate of inconsistency (34% correct) 
when responding to questions of greater sema
ntic complexity (e.g., ‘‘Will a stone sink in 
water?’’). 

The presentation modality of verbal informa
tion should also be varied and possible preserved 
capacities for processing written language should 
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not be underestimated. If a patient responds 
consistently better to a written command than to 
the same command presented auditorily, then this 
is likely to indicate specific difficulties at the level 
of auditory-verbal input processing (assuming that 
audiometric testing, using auditory evoked poten
tials, has ruled out the existence of peripheral or 
central hearing disorders). It must be noted here 
that the processing of written and spoken lan
guage share the same semantic levels of repre
sentation, but that access to these semantic 
representations from written visual input uses a 
specific network involving the left posterior 
inferior temporal gyrus (fusiform gyrus) and the 
left supramarginal gyrus (e.g., Fiez and Petersen, 
1998; McCandliss et al., 2003). Hence, in case of 
severe speech perception problems due to bilat
eral lesions at the level of the primary auditory 
cortex and superior temporal gyri, a patient might 
still be able to (partially) comprehend speech 
using the written input modality (Kirshner, 1995). 
Dissociations between written and auditory lan
guage processing have been very frequently 
reported in the aphasia literature (e.g., Caramazza 
and Hillis, 1990; Coppens et al., 1998; Majerus 
et al., 2001, 2004; Puel et al., 1982). Finally, visual-
nonverbal communication capacities should also 
be assessed by providing the patient a visual or 
gestural description of the command he/she is 
requested to perform. If the patient is able to raise 
his/her hand after the examiner has performed the 
requested movement in front of the patient and 
the examiner has pointed to the patient to invite 
him/her to do the same, but if the patient does not 
perform the same movement upon auditory and 
written verbal request, then the existence of 
language-related disorders should be considered. 
This sort of dissociation in response accuracy to 
auditory and written verbal requests is illustrated 
in a case reported by one of the current authors 
(Smart et al., 2008). A 53-year-old male who 
developed locked-in syndrome following a pon
tine hemorrhage showed significantly poorer 
response consistency and accuracy when answer
ing semantically complex questions presented 
verbally, but had little difficulty when the same 
questions were presented in written form. 
Although this pattern of findings was not 

indicative of language disturbance, auditory pro
cessing impairment was strongly suspected. Pre
sentation of a passive fMRI speech paradigm 
failed to elicit the expected activity in primary and 
secondary auditory cortices. In contrast, exposure 
to passive visual stimuli revealed activation of the 
primary visual cortex with selective activation of 
the fusiform face and hippocampal place areas in 
response to faces and landscape scenes, respec
tively. Taken together with the bedside findings, 
these results were strongly suggestive of central 
deafness. Information gathered via this type of 
multimodal aphasia assessment will likely yield 
more clues regarding the probability of unrecog
nized language and auditory processing impair
ments in nonverbal and behaviorally unresponsive 
patients. 

Implications for behavioral assessment
of level of consciousness

Despite the different techniques discussed here, 
the detection of language disorders in the context 
of altered states of consciousness remains a very 
difficult enterprise. With respect to the assessment 
of levels of consciousness, the difficulty resides in 
the detection of behaviors consistent with minimal 
voluntary and conscious control, while ruling out 
the possibility that the non-observation of these 
behaviors is due to language difficulties prevent
ing the patient from comprehending the task 
instruction and/or producing the required 
response. The aim of behavioral assessment 
should thus be to use the most appropriate 
presentation formats for items containing a verbal 
request and to avoid the situation where a 
response is entirely dependent upon the produc
tion of a verbal response. Although this general 
recommendation might conflict with the very 
precisely defined and standardized administration 
procedures guaranteeing the reliability of modern 
behavioral assessment scales such as the CRS-R 
(Giacino et al., 2004), the WHIM (Shiel et al., 
2000), or the SMART (Gill-Thwaites and 
Munday, 2004), the sensitivity and validity of 
assessment might depend upon the possibility of 
adapting the administration modes of individual 
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items to the patient’s best receptive and produc
tive abilities. In case of probable aphasic dis
orders, or simply in case of doubt, the following 
recommendations for behavioral assessment are 
proposed: 

1. An item containing an auditory or a written 
verbal instruction should be presented 
repeatedly, and the best possible response 
should be scored. 

2. If an item is designed to be administered 
through the auditory mode, and the patient 
fails to respond, a written prompt should be 
presented. Similarly, if there is no response 
to written presentation, an auditory prompt 
should be provided. 

3. In any case, any failed verbal item should be 
readministered using a gestural or graphical 
presentation mode; for example, the experi
menter performs the command in front of the 
participant, and the participant is asked (or 
requested via a gesture) to imitate the 
command. Aphasic patients should be able 
to imitate the gestural commands. However, 
examiners should be cautious in interpreting 
this type of performance as responses similar 
to the expected ones may be noted in 
patients who present with non-intentional 
imitation or utilization behavior arising from 
mesiobasal frontal lesions (Lhermitte et al., 
1986). 

4. Although the verbal instructions of most 
items are standardized, slight deviations 
should be allowed in order to allow for 
shorter formulations, to allow for reformula
tions using more frequent or familiar words. 

5. When there is no explicit formulation asso
ciated with the item (such as ‘‘patient obeys 
to a verbal command,’’ Item 15, WHIM), the 
shortest possible formulation should be used 
avoiding any unnecessary verbal additions 
(e.g., say ‘‘Raise your arm’’ or ‘‘Raise your 
arm, please’’, but do not say ‘‘May I ask you 
to raise your arm?’’ nor ‘‘Can you raise your 
arm?’’). 

These recommendations are based upon the 
findings that aphasic symptoms are rarely global 
in the case of circumscribed cerebral lesions in the 

perisylvian area, and that elementary speech 
comprehension and production processes, as 
needed during the administration of behavioral 
assessment tools for altered states of conscious
ness, are still possible in the vast majority of 
aphasic patients. Cases of global aphasia leading 
to near complete loss of language comprehension 
and production abilities are possible, but they are 
typically associated with very extensive left-hemi
sphere lesions that can be easily identified based 
on structural CT or MRI scans. 

Discussion

In this work, we proposed that a multimodal 
assessment protocol, combining specific fMRI, 
ERP and behavioral assessment protocols could 
allow to detect possible language impairment 
in patients with disorders of consciousness. 
However, the reader should keep in mind that 
results indicating possible language impairment 
obtained via these techniques will need to be 
considered with great care, and that some 
techniques and paradigms might be more infor
mative than others. 

First, with respect to functional neuroimaging 
results, the observation of resting state hypome
tabolism in language-processing areas is probably 
the most difficult-to-interpret situation. As we 
have shown, most MCS patients, irrespective of 
lesion location, will show hypometabolism in 
language-processing areas, relative to controls. 
However, this does not automatically imply that 
all MCS patients have language impairment. 
Hypometabolism in language-processing areas 
informs us about a decrease of the spontaneous 
level of activity in language-processing areas; this 
spontaneous decrease of activity could reflect the 
MCS patients’ reduction of spontaneous verbal 
behavior and inner verbal thought rather than 
impaired language processing. In other words, 
language processing is reduced but not necessarily 
impaired. A number of studies have shown that 
resting state brain activity in healthy controls 
involves the active recruitment of language-
processing areas and is related to the participants’ 
engagement in ‘‘conceptual’’ processing (e.g., 



58 

Binder et al., 1999). Hence the observation of 
hypometabolism in language-processing areas in 
MCS patients during passive, resting state condi
tions is probably not highly informative with 
respect to the detection of potential language 
impairment. On the other hand, fMRI paradigms 
trying to activate language-processing areas as a 
function of the controlled presentation of lan
guage stimuli may be a more powerful paradigm: 
if a patient activates semantic-processing areas 
following the presentation of word stimuli, then 
this indicates more clearly that language-proces
sing areas can indeed be reliably activated. 
However, this does not yet inform us about the 
accuracy of language processes subserved by 
these regions. Furthermore, an absence of stimu
lus-related activation in language-processing areas 
could signal language impairment, but could also 
be due to sensory, anatomical, statistical, and 
technical factors described earlier. ERP techni
ques will probably present the highest informative 
value, as they measure online brain responses 
signaling the actual, successful identification of 
linguistic contrasts by the language system, and 
allow the exploration of a patient’s speech 
perception abilities in a highly refined manner. 
Furthermore, as we have seen at least for 
perceptual and phonological factors, reliable ERP 
signals can be obtained even in patients with 
severely compromised consciousness levels such 
as VS patients. Finally, the power of structural 
imaging to highlight structural damage to lan
guage-processing areas should not be underesti
mated. In sum, ERP paradigms and structural 
imaging, in combination with adapted behavioral 
assessment protocols, might represent the fastest 
and most powerful techniques to explore the 
brain’s potential to process language information 
in VS and MCS patients. 

Conclusion and perspectives

Future research will be necessary to improve and 
refine multimodal assessment techniques for 
language impairment in VS and MCS patients. 
In order to reliably determine that a specific brain 
response or its absence signal potential language 

impairment, be it for fMRI or ERP paradigms, 
brain responses obtained in VS and MCS patients 
for stimulations contrasting phonological, lexical, 
and/or semantic information need to be directly 
compared with those of aphasic but conscious 
patients, and this as a function of phonological, 
lexical, and/or semantic language impairments 
that have been identified in these patients. 
A major challenge for conducting these across-
patient group studies will be to select the 
appropriate baseline or control tasks (see also 
Crosson et al., 2007, for a review of additional 
methodological concerns for language-related 
fMRI in patient groups). For example, when 
identifying semantic processes, brain activation is 
often compared to a non-semantic linguistic 
condition such as distorted, meaningless speech 
stimuli. As we have seen, patients in MCS, 
whether language impaired or not, will present 
altered activation in language-processing areas 
during these baseline conditions or even rest; 
when contrasting the condition-of-interest to this 
type of baseline condition, abnormal brain activa
tion patterns might in fact arise due to abnormal 
activation in the baseline condition, and not 
necessarily in the experimental condition. A 
possible solution is to use a nonlinguistic control 
condition, such as listening to simple environ
mental sounds and tone stimuli, for which we 
know that MCS patients present normal activa
tion levels in at least a subset of language-
processing areas (Laureys et al., 2000a), and to 
contrast activity of the language processing con
dition-of-interest with this nonlinguistic control 
condition. 

With respect to the bedside aphasia assessment 
protocols we have proposed, their feasibility and 
sensitivity need to be validated via their adminis
tration to representative groups of MCS and 
aphasic patient groups in order to determine 
what type of language complexity (phonological, 
semantic, syntactic) affects verbal communication 
modes in MCS patients and whether language 
complexity affects communication in MCS and 
aphasic patients to the same extent. Similarly, with 
respect to the adaptations we have proposed for 
the administration of consciousness assessment 
scales, existing scales such as the WHIM, the 
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CRS-R, or the SMART should be screened for 
linguistic complexity of item formulations, as well 
as for the possibility to allow for repeated prese
ntation and the use of alternative item presentation 
modalities (e.g., auditory vs. written item presenta
tion). These scales should also be administered, 
following standard administration procedures, 
to fully conscious aphasic patients, in order to 
determine: (1) the extent to which the scoring of 
existing behavioral assessment scales is affected by 
concomitant language impairment, (2) what type 
of aphasic symptom is most detrimental for the 
assessment of levels of consciousness, and (3) what 
behavioral assessment scale is most affected by the 
patient’s language impairment. 
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Abstract:
Objectives: To investigate predictors of recovery from the vegetative state (VS) and minimally conscious
state (MCS) after brain injury as measured by the widely used Disability Rating Scale (DRS) and to
explore differences in rate of recovery and predictors of recovery during inpatient rehabilitation in
patients with non-traumatic (NTBI) and traumatic brain injury (TBI).

Design: Longitudinal observational cohort design and retrospective comparison study, in which an initial
DRS score was collected at the time of study enrollment. Weekly DRS scores were recorded until discharge
from the rehabilitation center for both NTBI and TBI patients.

Setting: Seven acute inpatient rehabilitation facilities in the United States and Europe with specialized
programs for VS and MCS patients (the Consciousness Consortium).

Participants: One hundred sixty-nine patients with a non-traumatic (N ¼ 50) and a traumatic (N ¼ 119)
brain injury who were in the VS or MCS states.

Interventions: Not applicable.

Main Outcome Measures: DRS score at 13 weeks after injury; change in DRS score over 6 weeks post-
admission; and time until commands were first followed (for patients who did not show command-
following at or within 2 weeks of admission).
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Results: Both time between injury and enrollment and DRS score at enrollment were significant predictors
of DRS score at week 13 post-injury but the main effect of etiology only approached significance. Etiology
was however a significant predictor of the amount of recovery observed over the 6 weeks following
enrollment. Time between injury and enrollment was also a good predictor of this outcome, but not DRS
score at enrollment. For the time until commands were first followed, patients with better DRS scores at
enrollment, and those with faster early rates of change recovered command following sooner than those
with worse DRS scores or slower initial rates of change. The etiology was not a significant predictor for this
last outcome. None of these predictive models explained sufficient variance to allow their use in individual
clinical decision making.

Conclusions: Time post-injury and DRS score at enrollment are predictors of early recovery among
patients with disorders of consciousness, depending on the outcome measure chosen. Etiology was also a
significant predictor in some analyses, with traumatically injured patients recovering more than those with
non-traumatic injuries. However, the hypothesized interaction between etiology and time post-injury did
not reach significance in any of the analyses suggesting that, within the time frame studied, the decline in
prognosis with the passage of time was similar in the two groups.

Keywords: brain injuries; minimally conscious state; vegetative state; Disability Rating Scale; following
command; prognosis; consciousness

Introduction but when the model is being used to allocate
clinical services, one may be interested primarily

Outcome prediction is a frequent topic in the in the outcome within the time frame that those
literature on neurologic recovery and rehabilita- services will be provided.
tion. However, one may have several different Prediction of outcome among patients with
purposes in mind in outcome prediction and each disorders of consciousness (DOC) is still difficult
of these purposes places different performance to establish individually. Moreover, most prog-
requirements on the predictive model. Relatively nostic studies have begun on the day of injury
gross aggregate prediction of rates of recovery when the diagnoses of vegetative (VS) and
may suffice for the purpose of planning healthcare minimally conscious states (MCS) are not yet
services, estimating costs, or generating payment defined, and have studied the full range of injury
schemes. Similar gross aggregate models may severity. This provides little guidance to clinicians
highlight predictor variables that may have who see patients who have evolved from coma
theoretical interest as possible causal factors in into the VS or MCS, and who wish to assess the
recovery. A much more demanding use of out- likelihood of further progress, to determine the
come prediction is to assist in the healthcare appropriate level of treatment intensity, and to
decision making for individual patients. Here one provide guidance to caregivers in their decision
might wish to avoid ‘‘wasting’’ resources on making.
someone who will not show substantial recovery, It is known that among patients with DOC one
and to ensure that someone with good recovery month after injury, those who show some minimal
potential receives services that will optimize that signs of consciousness have a better chance of
recovery. In this context, even a relatively recovery than patients who are still in a VS at that
accurate aggregate model may make inaccurate time, and the earlier the return of consciousness is
predictions about substantial numbers of indivi- detected, the better is the outcome (Giacino and
dual cases. Outcome prediction may also differ in Zasler, 1997; Giacino and Whyte, 2005; Whyte
the time frame of interest. In many cases, the et al., 2005; Giacino and Kalmar, 1997). The
‘‘final outcome’’ is of greatest interest to predict, etiology is also a relevant predictor of recovery.
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Traumatic brain injury (TBI) tends to have a
better outcome than non-traumatic etiology
(NTBI) (especially anoxia) (The Multi-Society
Task Force on PVS, 1994b). Moreover, the
recovery phase lasts longer for a traumatic
etiology: it has been suggested that the term
permanent vegetative state should not be applied
until 1 year after traumatic injury whereas for a
non-traumatic injury, this diagnosis may be
applied after only 3 months (The Multi-Society
Task Force on PVS, 1994a, b). Note that the term
permanent implies zero probability of recovery
and can therefore give rise to serious decisions
about the cessation of medication and nutrition.

Potential recovery is also linked to the location,
extent, and nature of the brain damage as well as
to the condition of the brain before the injury.
Young age of the patient and the absence of
medical history (such as alcoholism, drug use, or
mental illness) lead to a better outcome (The
Multi-Society Task Force on PVS, 1994b; Laureys
et al., 2001). For patients with DOC of traumatic
origin, the Disability Rating Scale (DRS) at 16
weeks post-injury, and the time at which com-
mands were first followed, during the acute
rehabilitation hospitalization, were related to the
DRS score at rehabilitation admission, the time
between injury and admission, and rate of DRS
change during the first 2 weeks of rehabilitation
(Whyte et al., 2005). New assessment methods,
such as event-related potential (ERP) techniques,
and evaluation with functional imaging modalities
such as positron emission tomography (PET) and
functional magnetic resonance imaging (fMRI)
scanning, offer promise in improving the precision
of prognostic prediction, since they may help
distinguish among patients with different neuro-
physiologic profiles (which confer different prog-
noses) at a time when behavioral assessments are
at floor for all of them (Di et al., 2008; Owen et al.,
2006; Schnakers et al., 2008; Kotchoubey, 2007).
However, although these techniques appear to be
able to identify a subgroup of VS patients with
greater recovery potential or to identify subtle
signs of consciousness not apparent on behavioral
examination, they have not yet been used in
systematic prediction at defined time points post-
injury along with already known predictors.

Research on prediction of recovery from DOC
is particularly challenging to conduct, at least in
the United States, because intensive academically
oriented healthcare services are severely
restricted for this patient population after the first
few weeks post-onset. This is based on a general
pessimism that meaningful recovery is unlikely,
the belief that the process of rehabilitation
requires a level of voluntary participation that
such patients cannot meet, and the sense that
there is little evidence that intensive rehabilitation
services can alter the outcome. Thus, such patients
are generally dispersed to family homes or non-
specialized nursing care facilities soon after injury,
and, accordingly, lost to involvement in long-
itudinal research.

Because many of the available outcome studies
follow a sample from the time of injury, so that a
large proportion of the sample (those with milder
injury) regain consciousness quickly, predictors of
outcome in this rapidly recovering population
may not apply to the sample with prolonged
DOC. Other studies have followed patients with
DOC for longer intervals, but typically restrict
their prediction to the return of consciousness as a
dichotomous variable (e.g., Multi-Society Task
Force), shedding little light on the overall level of
functional recovery. In this context, therefore, it is
important to examine whether those patients with
DOC who are available for study show sufficient
recovery during the subacute period to suggest
greater rehabilitation potential than is currently
appreciated. In addition, if predictors of their
short-term outcome are sufficiently accurate to
guide individual service decisions, then these
could be used to help tune rehabilitation admis-
sion criteria to accept the individuals with the
greatest potential to benefit, and to avoid admit-
ting individuals who will fail to make progress,
and may present difficult placement problems. In
this context, then, a number of important outcome
questions need to be addressed. (1) As a group,
how much recovery do patients admitted with
DOC make in the subacute period? (2) Are there
variables, available at the time that admission
decisions are being made, that can help predict
the amount of functional recovery that will occur
in the time span over which rehabilitation services
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might be delivered? (3) Are there differences in
the factors that predict recovery for patients with
traumatic versus non-traumatic injuries during
this interval?

We hypothesized that substantial recovery
would be seen in a large proportion of patients
who present with DOC in the first few weeks after
brain injury. We also hypothesized, based on prior
studies and our own previous work with a pure
sample of individuals with traumatic brain inju-
ries, that the etiology of injury (in particular
traumatic vs. non-traumatic), the time post-event
at which the patient was admitted to rehabilita-
tion, and the functional level at which they were
admitted, would all predict differences in the
short-term recovery seen over the ensuing weeks.

Methods

Participants in this research were enrolled from
the Consciousness Consortium (CC), which con-
sists of a set of facilities in the United States and
Europe that have specialized programs for the
care and rehabilitation of patients with DOC, and
an interest in conducting research in this area. The
CC began a longitudinal descriptive study in 1996,
and reported the results of the traumatic sample
(n ¼ 124) in 2005 (Whyte et al., 2005) which laid
the groundwork for a randomized controlled
treatment study currently underway (Giacino and

Table 1. Outcome variables

Whyte, 2003; Whyte, 2007). Here we report the
data for the non-traumatic sample also enrolled
by CC facilities, and also analyze comparative
results for the two subsamples.

Participants

Participants were enrolled in the study between
December 1996 and June 2001 when they were
admitted to one of the seven CC-member
rehabilitation centers. Admission criteria were a
severe acquired brain injury of traumatic or non-
traumatic etiology and a DRS score on admission
greater than 15, with no more than inconsistent
command-following. These score criteria were
chosen because all patients in VS or MCS should
have DRS scores of at least 16, but lack of
consistent command following helps ensure that
those who have emerged from MCS are excluded.
One hundred forty-eight (148) traumatic and 77
non-traumatic patients diagnosed as vegetative or
minimally conscious on admission were entered
into the longitudinal database. However, because
specific variables required for the analyses were
missing from some participants, the number of
participants included in this report is smaller (see
Table 1 for details).

Note that there is a bias of selective admission
in rehabilitation centers. Indeed, acute inpatient
rehabilitation facilities tend to select, to varying
degrees, candidates who are believed to have a

Traumatic brain injury (TBI) Non-traumatic brain injury (NTBI) Definition

No. of
subjects

Mean/median/
SD

Min./max. No. of
subjects

Mean/
median/SD

Min./max.

DRS13

ChangeDRS6

TFollow

99

99

71

18.14/20/5.65

4.96/4/4.23

62.04/30/79.72

5/28

�2/11

0/473

36

36

37

19.72/20.5/4.3

2.86/2.5/2.93

42.27/27/44.73

9/26

�1/16

0/196

DRS score at week 13
post-injury
[DRS score at
enrollment]–[DRS score 6
weeks later]
[Date of command
following or date of
discharge if not following
commands]�[date of 2
weeks post-admission]



67

chance of recovery and who will benefit from
intensive therapy. Admission is therefore based,
at least informally, on various prognostic factors
that are perceived to be positive indicators of
functional improvement (e.g., recent injury, pos-
sible signs of consciousness, etc.). Thus, this is not
a population-based study, although it is relevant
to decision making in the types of facilities in
which the study was conducted.

The study was determined by the relevant
Institutional Review Boards to be exempt from
the need for individual informed consent because
it involved only anonymous recording of observa-
tional data but no changes in clinical care.

The Disability Rating Scale (DRS)

The DRS is a measure of impairment, disability
(now referred to as ‘‘activity’’), and handicap
(now referred to as ‘‘participation’’) across the
span of recovery to track an individual from coma
to community (Rappaport et al., 1982). The first
three items of the DRS (‘‘Eye Opening,’’ ‘‘Com-
munication Ability,’’ and ‘‘Motor Response’’)
reflect impairment ratings whereas cognitive
ability for ‘‘Feeding,’’ ‘‘Toileting,’’ and ‘‘Groom-
ing’’ reflect the level of disability and, finally, the
‘‘Level of Functioning’’ item reflects handicap, as
does the last item, ‘‘Employability’’. The DRS is
scored from 0 (no disability) to 29 (extreme VS).
Note that this scale does not disentangle VS from
MCS because it was constructed before the
development of the MCS criteria (Giacino et al.,
2002).

Data collection

For those patients who met the enrollment criteria
for this study, demographic information, injury
history and early complications, and admission
DRS score were recorded. DRS scoring was
repeated weekly as long as the patient remained
at the facility. Data were recorded on paper forms
and then faxed or mailed to the data center at the
Moss Rehabilitation Research Institute, where
they were entered into a computer database. For
these analyses, the database was queried for

demographic information (age, gender, ethnicity),
the cause of injury (traumatic or non-traumatic
brain injury), the time between the injury and the
admission to the rehabilitation facility, the DRS
score on admission, the weekly DRS score until
discharge, and the time between the admission
and the first command following (if not present at
admission).

Three outcomes were addressed in the ana-
lyses: the DRS score at 13 weeks after injury
(DRS13), the change in DRS score over 6 weeks
post-admission (ChangeDRS6), and the time until
commands were first followed for patients who
did not show command following at or within
2 weeks of admission (TFollow). Patients that did
not follow commands during admission were
censored at the discharge time. The operational
definition of each outcome is reported in Table 1.
DRS score at 13 weeks post-injury was chosen
because the largest sample was available at that
time and DRS score over 6 weeks post-enrollment
was selected because it is the average length of
stay in the rehabilitation facilities. For practical
relevance, TFollow would ideally be calculated
from the time of admission since a clinician
admitting a patient wants to know whether and
when he/she will begin to follow commands
thereafter. Moreover, calculating this index from
the time of injury would be problematic in this
sample, since many injured individuals would
have recovered command following much earlier,
but would not be included in the sample.
However, because the rate of functional improve-
ment in the first 2 weeks after admission was used
as one of the predictor variables (see below for
details), in fact we attempted to predict
recovery of command following from that point
forward.

Of the participants meeting the enrollment
criteria, only those who had complete data for
the outcome and predictor variables were used in
each analysis (see Tables 1 and 2). This resulted in
an effective sample of 135 (99TBI, 36NTBI) for
the DRS13 and ChangeDRS6 analyses and 108
(71TBI, 37NTBI) for the TFollow analysis. Out of
these 108 patients, 48 were censored at the time of
discharge. Seventy-four (74) participants (50TBI,
24NTBI) were included in all of the analyses.
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Table 2. Predictor variables

DRS13 and 6-week change TFollow

TBI (N ¼ 99) NTBI (N ¼ 36) TBI (N ¼ 71) NTBI (N ¼ 37)

Continuous variables Mean/median/SD Mean/median/SD Mean/median/SD Mean/median/SD
Age 31.58/28/14.09 40.78/39.5/16.33 28.79/26/12.54 36.89/35/14.85
LogTenroll 5.55/5.39/0.55 5.44/5.51/0.49 5.59/5.39/0.59 6.05/5.73/1.29
(Tenroll) (50.4/42/20.15) (45.75/45.5/14.18) (52.37/42/23.07) (115.49/53/186.19)
DRSenroll 22.85/23/2.23 23.06/23/2.57 23.84/24/2.14 23.84/24/1.72

Nominal variables No. of subjects (%) No. of subjects (%) No. of subjects (%) No. of subjects (%)
Gender

Male 67 (67) 15 (41.7) 54 (76.06) 13 (64.86)
Female 32 (32.3) 21 (58.3) 17 (23.94) 24 (35.14)

Ethnicity
White 77 (77.8) 29 (80.5) 61 (85.91) 28 (75.68)
Non-white 22 (22.2) 7 (19.4) 10 (14.09) 9 (24.32)

Abbreviations: LogTenroll: log 2 transformation of Tenroll; Tenroll: date of command following�date of enrollment; DRSenroll: DRS score at
enrollment.

The characteristics of the patients in both analyses
sets are shown in Table 2.

Data analysis

The independent variable time to enrollment
(Tenroll) was log transformed (LogTenroll), since
the assumption of linear association with the
outcome was more appropriate on the log scale.
NTBI and TBI were analyzed jointly to allow
evaluation of the difference in outcomes by
etiology. Different statistical models were used
for the different outcomes. DRS at week 13 and
the change in DRS scores 6 weeks post-admission
were analyzed on a total of 135 observations using
the robust MM regression (Yohai, 1987), since
distributions of residuals from the standard
multiple regression models exhibited heavy tails
compromising the normality assumption. Etiol-
ogy, admission DRS, and time to enroll (log base
2 transformed) as well as gender, age, and
ethnicity were considered as predictors of DRS
at week 13 and change in DRS scores 6 weeks
post-admission. The interactions between
etiology and admission DRS, etiology and time
to enroll, and admission DRS and time to enroll
were also considered in the models. The final
models included the etiology, admission DRS,
and time to enroll and controlled for potentially
important age difference. Other demographic

variables, which were not significantly associated
with outcome, were excluded from the models.

For the last outcome, the time until commands
were first followed, the analyses were performed
on a partially overlapping sample because some
patients in the previous analyses had already
followed commands before admission and
because some patients were admitted after 13
weeks post-injury. A Cox proportional hazards
model was initially fitted to the time from
admission to follow commands. Etiology, admis-
sion DRS, and time to enroll (log base 2
transformed) as well as gender, age, and ethnicity
were considered as predictors. The interactions
between etiology and admission DRS, etiology
and time to enroll, and admission DRS and time
to enroll were also considered in the model. Data
from 169 patients were available for these
analyses. Because the proportional hazards
assumptions were not satisfied, the 2-week rate
of change in DRS was also introduced into Cox
model, which improved the overall model fit. In
the earlier work (Whyte et al., 2005), the 2-week
rate of change in DRS was found to be a strong
predictor of the time to follow commands in TBI
patients. Time from 2 weeks post-admission until
commands were followed was then modeled. The
final Cox model was based on 108 patients who
also had 2-week rate of change in DRS available
and did not follow commands within the first 2
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weeks of admission. Etiology, admission DRS,
and time to enroll (log base 2 transformed) as well
as gender, age, and ethnicity were considered as
predictors. The interactions between etiology and
admission DRS, etiology and time to enroll, and
admission DRS and time to enroll were also
considered in the model.

Results

DRS score at week 13

None of the demographic variables was signifi-
cantly associated with DRS score at week 13, but
age was retained in the model because of prior
research suggesting that age may influence the
pace of neurologic recovery (Millis et al., 2001;
Ritchie et al., 2000). Both time between injury and
enrollment (LogTenroll) and DRS score at enroll-
ment (DRSenroll) were highly significant predic-
tors of DRS score at week 13 post-injury. The
main effect of etiology approached significance
(difference ¼ 1.4, 95% CI: �0.2, 3.0; p ¼ 0.083).
However, the interactions between etiology and
DRS at enrollment and time to enrollment were
not significant. Table 3 reports the slopes for the
different predictors from the final model. The
model implies that an increase of 1 point in DRS
at enrollment translates on average into a 1.2
point increase in DRS at week 13 (note that
higher DRS scores indicate worse outcomes).
Meanwhile doubling of the time to enrollment
(1 unit increase of the LogTenroll) implies a 3.7
point increase in DRS at week 13. Thus, this
analysis did not provide strong evidence for a
difference in the recovery pattern between TBI

and NTBI patients during this time frame. Finally,
the R2 is 0.355 for this robust regression model.

DRS score improvement over the 6 weeks post-
enrollment

Etiology was a significant predictor of the amount
of recovery observed over the 6 weeks following
enrollment. On average TBI patients had 2.0
points (95% CI: 0.4, 3.5; p ¼ 0.011) greater
improvement in DRS scores over the 6-week
interval than NTBI patients. In this analysis, time
until enrollment, but not DRS score at enrollment
was a significant predictor of recovery. Table 4
reports the slopes for the different predictors in
the final model. The model implies that doubling
of the time to enrollment (1 unit increase of the
log base 2 transformed time to enroll) implies
B1.9 point reduction in the DRS change over this
interval. Once again, the interaction between
etiology and DRSenroll and LogTenroll was not
significant. Thus, although NTBI patients showed
less recovery, during this interval, this lesser
degree of recovery was not accounted for by a
more prominent decline in prognosis with the
passage of time. Note that the R2 for this robust
regression model is only 0.094.

Time to follow commands

The final model was reduced to two significant
predictors plus etiology, because models incor-
porating additional non-significant covariates did
not yield adequate goodness-of-fit test results. As
noted in Table 5, with inclusion of the 2-week rate
variable, etiology was not a significant predictor
of the time until commands were followed.

Table 3. Results for the robust regression model for DRS at week 13

Slope or differencea 95% confidence limits p-value

Lower Upper

Etiologya 1.4 �0.2 3.0 0.083
LogTenroll 5.4 3.6 7.2 o0.0001
DRSenroll 1.12 0.9 1.5 o0.0001
Age 0.0 �0.1 0.0 0.565

aDifference between TBI and NTBI groups.
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Table 4. Results from the robust regression model for the change in DRS scores 6 weeks post-admission

Slope or differencea 95% confidence limits p-value

Lower Upper

Etiologya 2 0.4 3.5 0.011
LogTenroll �1.87 �3.12 �0.62 o0.003
DRSenroll �0.14 �0.42 0.15 0.358
Age 0.03 �0.01 0.08 0.184

aDifference between TBI and NTBI groups.

Table 5. Results from the Cox model for time to follow commands from 2-week admission

Hazard ratio 95% hazard ratio confidence limits p-value

Lower Upper

Etiology 1.14 0.66 1.98 0.637
DRSenroll 0.87 0.77 0.99 0.033
2-week rate 11.26 1.65 76.67 0.013

However, both DRSenroll and the 2-week rate of
change were significant predictors. Patients with
lower (better) DRS scores at enrollment, and
those with faster early rates of change recovered
command following sooner than those with higher
DRS scores or slower initial rates of change.

Discussion

These results demonstrate that considerable
recovery is possible during the typical time frame
of acute rehabilitation care, for both TBI and
NTBI patients. Overall 83.7% of patients
improved their DRS score by at least 1 point
over the 6 weeks of observation (84.8% of TBI
and 80.5% of NTBI), and 61.1% of those who
were not following commands at admission began
to follow them prior to discharge (67.6% TBI and
48.6% NTBI). How much rehabilitation services
enhance this recovery is unknown, but these
findings suggest that the majority of patients who
are admitted to acute rehabilitation will demon-
strate meaningful recovery.

These results also confirm, in a sample of TBI
and NTBI patients followed in a comparable
manner, that time between injury and enrollment
is a key predictor of recovery, with the passage of

time reducing the chances of recovery. This was
true for DRS13 and for 6-week change, but not for
the time until commands were followed. How-
ever, in the latter analysis, direct measurement of
the rate of recovery, captured by the 2-week
change variable, may have reduced the signifi-
cance of the more indirectly predictive Tenroll

variable. The DRS score at enrollment was
predictive of the DRS score at 13 weeks post-
injury, but not of the amount of recovery that
would be seen over a defined interval, suggesting
that the admission DRS score is primarily a
predictor of functional status rather than func-
tional change, whereas the time until enrollment is
particularly relevant to the probability of change.
DRS at enrollment was also predictive of the time
at which commands would be followed. This may
indicate that, at equivalent rates of change,
patients who start at a better functional level
need less improvement (and hence less time) to
reach the criterion of command following.

The effects of etiology on outcome in this study
were more complex. NTBI patients had signifi-
cantly or marginally worse outcomes in terms of
6-week change and DRS13, respectively, but
etiology was not a significant predictor of time
until commands were followed. As mentioned
above, the inclusion of the 2-week rate of change
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in the latter model, necessitated for statistical
reasons, may have reduced the significance of less
direct predictors such as time post-injury or
etiology. Even though NTBI patients had some-
what poorer outcomes than TBI patients, depend-
ing on the outcome measure chosen, the specific
prediction that the prognosis of NTBI patients
would decline more precipitously over time (i.e.,
an interaction between etiology and LogTenroll)
was not supported. This is in contrast to prior
studies suggesting that the ‘‘window of recovery’’
is shorter for NTBI than for TBI patients (The
Multi-Society Task Force on PVS, 1994b). How-
ever, the differential impact of time may be more
dramatic in the 3–12 month range, whereas these
data were collected primarily in the early weeks
post-injury.

In the aggregate, these results confirm the
importance of etiology, initial functional status,
and time since injury in determining outcome in
individuals with DOC. However, the majority of
the variance in individual outcome remains
unaccounted for. The final models described here
account for approximately 35.5% of the variance
in DRS13, and about 9% of the variance in 6-week
change. Thus, these predictors cannot be used with
confidence to predict the outcomes of individual
patients or to make admission decisions, without a
high risk of error in both directions.

This study has a number of important limita-
tions. Most importantly, it was conducted on a
select referral sample, not a population-based
sample. Thus, the large proportion of patients who
recover in hours or days after injury are not
included in the analysis. But even if one focuses on
those patients who might be considered for
rehabilitation care because they are still suffering
from DOC several weeks post-injury, this remains
a biased sample, since it involved only those
patients who were admitted to rehabilitation
services but not those who were not referred or
were referred but not admitted. The specific
clinical factors used in making those admission
decisions are unknown, but surely may have
included some subtle prognostic factors. In parti-
cular, since clinicians are generally aware of the
more negative prognosis of NTBI patients
reported in the literature, they may have had more

stringent admission screening of non-traumatic
referrals than of traumatic referrals. This, in turn,
may have led to smaller differences in outcome
based on etiology than might be seen in a less
selected sample. This implicitly assumes, however,
that some of the variance in recovery not
accounted for by the predictors used in this study,
was accounted for by unmeasured variables avail-
able to clinical decision makers, rather than simply
being altogether unexplained. There is no direct
evidence for a more stringent admission screening
of NTBI patients since, for example, their DRS
scores at enrollment were actually slightly worse
than those of the TBI patients. Finally, the
relatively short-term nature of this study, con-
strained by the current realities of acute inpatient
rehabilitation stays in the United States, meant that
a substantial number of patients were not following
commands by the time of discharge and were
censored in the Cox analysis. Longer intervals of
follow up and larger samples, particularly of those
with non-traumatic injuries might have more
clearly informed the pattern of recovery.

Conclusion

In this selected sample of patients with DOC,
referred and approved for inpatient rehabilitation
admission, significant recovery was seen over the
hospital stay, with the majority of patients with
both traumatic and non-traumatic injuries demon-
strating improvements in DRS scores and, among
vegetative patients, the development of command
following. The time between injury and rehabili-
tation admission and the DRS score at admission
were each predictive of two of the three out-
comes. Etiology was predictive of amount of
functional improvement seen over 6 weeks of
hospitalization, but less so of the DRS score at 13
weeks post-injury or the time until commands
were followed. In the one model in which early
rate of change was included, it was strongly
predictive of outcome while etiology was not,
suggesting that the clinical trajectory, itself, is
highly predictive. None of the predictive outcome
models accounted for sufficient variance to be
used in individual clinical decision making.
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Abbreviations

CC Consciousness Consortium
ChangeDRS6 change in DRS score over

6 weeks post-admission
DOC disorders of consciousness
DRS Disability Rating Scale
DRS13 Disability Rating Scale score

at 13 weeks after injury
DRSenroll Disability Rating Scale score

at enrollment
ERP event-related potential
fMRI functional magnetic resonance

imaging
LogTenroll log transformation of the time

between injury and enrollment
MCS minimally conscious state
NTBI non-traumatic brain injury
PET positron emission tomography
PVS persistent vegetative state
TBI traumatic brain injury
Tenroll time between injury and

enrollment
TFollow time until commands were first

followed for patients who did not
show command following at or
within 2 weeks of admission

VS vegetative state
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CHAPTER 7 

Natural history of recovery from brain injury after
prolonged disorders of consciousness: outcome of

patients admitted to inpatient rehabilitation
with 1–4 year follow-up
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Meliné Nichols2 and Alexis Roche2
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Abstract: The natural history of recovery from brain injury typically consists of a period of impaired 
consciousness, a subsequent period of confusion and amnesia, followed by a period of post-confusional 
recovery of function. Patients with more severe injuries may have more prolonged episodes of 
unconsciousness or minimal consciousness and may not fully evolve through this continuum of recovery. 
There is limited information on the course of recovery and long-term outcome of patients with prolonged 
unconsciousness, particularly those with extended periods in the minimally conscious state. Further, 
patients with impaired consciousness are frequently denied access to hospital-based rehabilitation services 
because of uncertain prognosis and a perceived lack of benefit from rehabilitative interventions. 

Methods: A consecutive series of 36 patients with traumatic (TBI) and non-traumatic brain injury
(nonTBI) in a vegetative state (VS) or minimally conscious state (MCS) on admission to a specialized, slow-
to-recover brain injury program in an acute rehabilitation hospital was retrospectively reviewed to evaluate
course of recovery during rehabilitation hospitalization and in follow-up, 1–4 years post-injury.
Independent variables included: time to resolution of VS, MCS and confusional state/posttraumatic
amnesia (CS/PTA), based on Aspen criteria, Coma Recovery Scale-Revised (CRS-R) and Galveston
Orientation and Amnesia Test (GOAT) scores. Outcome measures (calculated separately for TBI, nonTBI,
VS, or MCS on admission subgroups) included: proportion of patients who recover and recovery time to
MCS, CS/PTA stages, household independence, and return to school or work, as well as Disability Rating
Scale (DRS) scores at 1, 2, 3, and 4 years post-injury.

Results: The majority emerged from MCS (72%) and CS/PTA (58%) by latest follow-up. It took
significantly longer for patients admitted in VS (means: MCS, 16.43 weeks; CS/PTA, 30.1 weeks) than
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MCS (means: MCS, 7.36 weeks; CS/PTA, 11.5 weeks) to reach both milestones. Almost all who failed to
clear CS/PTA by latest follow-up were patients with nonTBI or TBI with VS lasting over 8 weeks.
Duration of MCS was a strong predictor of duration CS/PTA after emergence from MCS, accounting for
57% of the variance. Nearly half the patients followed at least 1 year achieved recovery to, at least, daytime
independence at home and 22% returned to work or school, 17% at or near pre-injury levels. Discharge
FIM score or duration of MCS, along with age, were best predictors of DRS in outcome models. DRS
scores continued to improve after 2 and 3 years post-injury.

Conclusions: Patients in VS whose transition to MCS occurred within 8 weeks of onset are likely to
continue recovering to higher levels of functioning, a substantial proportion to household independence,
and productive pursuits. Patients with TBI are more likely to progress than patients with nonTBI, though
significant improvement in the nonTBI group is still possible. Active, higher intensity, rehabilitation should
be strongly considered for patients with severely impaired consciousness after brain injury, especially for
patients with TBI who have signs of progression to the MCS.

Keywords: vegetative state; minimally conscious state; traumatic brain injury; brain injuries; disorder of 
consciousness; posttraumatic amnesia; confusional state; outcome; rehabilitation; natural history; coma 

Introduction commonly used for TBI, the Rancho Los Amigos 
(RLA) Scale of cognitive recovery (Table 1) 

Patients with traumatic brain injury (TBI) typi- (Hagen et al., 1972). The first three levels on the 
cally progress in recovery from a period of RLA Scale describe unconsciousness and emer
impaired consciousness to a posttraumatic confu- ging consciousness. The terms coma, vegetative 
sional state with amnesia, to a period of post- state (VS), and minimally conscious state (MCS) 
confusional improvement of attention, memory, largely correspond to these first three levels on 
and executive capacities (Povlishock and Katz, the RLA Scale. The posttraumatic confusional 
2005). This pattern is observed across a broad state and posttraumatic amnesia (CS/PTA) are 
range of TBI severity. Patients with non-traumatic included in the next three levels, Rancho 4–6, and 
brain injury (nonTBI) may have a similar pattern the post-confusional period corresponds to levels 
of recovery, though prognosis is usually worse 7 and 8. Another schema describes these stages 
within the same range of severity (Multi-Society using some of the more familiar neurologic 
Task Force on PVS, 1994). The natural history of nomenclature (Table 2) (Alexander, 1982; Katz, 
recovery of TBI has been further characterized by 1992; Povlishock and Katz, 2005). The transition 
a series of clinically defined conditions or stages of from coma to VS, which occurs within 2–3 weeks 
recovery that have been labeled according to in the vast majority of survivors, is marked by 
various schemas, including, the one most spontaneous eye opening. The transition from VS

to MCS, is defined by the first signs of minimal, 
inconsistent, but reproducible behavioral evi-

Table 1. Rancho Los Amigos levels of cognitive functioning dence of self or environmental awareness, as 
defined by the Aspen workgroup criteria (Giacino 

1. No response et al., 2002). The transition from the MCS to the 
2. Generalized responses 

next stage, labeled CS/PTA is marked by the 3. Localized responses 
4. Confused — agitated Aspen workgroup criteria of accurate yes/no 
5. Confused — inappropriate communication or object use. Sometimes object 
6. Confused — appropriate use and functional communication return simulta
7. Automatic — appropriate neously, and sometimes one or the other criterion 
8. Purposeful and appropriate 

returns first (Giacino and Kalmar, 2005; Taylor 
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Table 2. Braintree Scale of neurologic stages of recovery from brain injury 

1. Coma: No purposeful responses, eyes closed, no sign of wakefulness [Rancho 1] 
2. Vegetative state (VS): {spontaneous eye opening} no cognitive awareness; gross wakefulness, sleep-wake cycles begin [Rancho 2] 
3. Minimally conscious state (MCS): {CRS-R criteria for MCS (Kalmar and Giacino, 2005)} inconsistent, simple purposeful behavior, 

inconsistent response to commands begin; often mute [Rancho 3] 
4. Confusional state/post-traumatic amnesia (CS/PTA): {CRS-R criteria for emergence from MCS (Kalmar and Giacino, 2005)} 

interactive communication and appropriate object use begin; amnesic, severe basic attentional deficits, hypokinetic or agitated, 
labile behavior; later more appropriate goal-directed behavior with continuing anterograde amnesia [Rancho 4, 5, and partly 6] 

5. Post-confusional/emerging independence (PC/EI): {GOAT scoresZ75 (Levin, 1979)} marked by resolution of PTA; cognitive 
impairments in higher level attention, memory retrieval, and executive functioning; deficits in self-awareness, social awareness, 
behavioral and emotional regulation; achieving functional independence in daily self-care, improving social interaction; developing 
independence at home [Rancho 6 and partly 7] 

6. Social competence/community reentry (SC/CR): {household independence W8 h} developing independence in community, 
household management skills, and later returning to academic or vocational pursuits; recovering higher level cognitive abilities 
(divided attention, cognitive speed, executive functioning), self-awareness, social skills; developing effective adaptations and 
compensations for residual problems [Rancho 7 and 8] 

Notes: {criteria for transition to stage}; [corresponding Rancho Los Amigos Scale levels] are in brackets. 

et al., 2007). Transition to the next stage, post-
confusional/emerging independence is marked by 
clearing of PTA that can be designated using 
standardized measures such as the Galveston 
Orientation and Amnesia Test (GOAT) (Levin, 
1979). The transition to the last stage, community
reentry/social competence is defined in this 
schema by achievement of daytime independence 
at home, the ability to be left alone for an 8-h 
period. 

Patients with TBI may progress through these 
stages of recovery at different rates, largely 
depending on injury severity; not all stages will 
be clinically recognized in every patient. Patients 
with more severe injuries may have more pro
longed episodes of coma, VS, MCS or CS/PTA 
and may not fully evolve through this continuum 
of recovery. There is some information about the 
probability of recovery beyond the VS if it lasts a 
month or more; but there is more limited 
information on the probability of recovery beyond 
a MCS that extends a month or more. 

For patients in a prolonged VS, the evolution 
and probability of recovery for survivors has been 
described in a meta-analysis of persistent vegeta-
tive state (defined by the Multi-Society Task Force 
on PVS as those fully unconscious for a month or 
more) (Multi-Society Task Force on PVS, 1994). 
Prognosis for recovery was substantially better for 
victims of TBI than those with nonTBI. The 
report described functional outcome using the 

Glasgow Outcome Scale (Jennett and Bond, 
1975). Of adults with TBI who were unconscious 
at least 1 month, 33% recovered consciousness by 
3 months post-injury, 46% by 6 month, and 52% 
by 1 year. If patients with TBI were still 
unconsciousness at 3 months, 35% regained 
consciousness by 1 year; if still unconscious for 6 
months, 16% regained consciousness by 1 year. 
Of those adults with nonTBI who were uncon
scious for 1 month, only 11% recovered con
sciousness by 3 months, and 15% by 6 months. No 
person with nonTBI regained consciousness after 
6 months post-injury. Functional outcomes at 12 
months for patients with TBI who regained 
consciousness were as follows: more than 1/2 
were severely disabled, nearly 1/3 were moderately
disabled, and about 13% reached a good recovery
level. Functional outcome was worse after non-
TBI. Nearly 3/4 of those who regained conscious
ness were severely disabled at 12 months, though 
1/5 were moderately disabled, and 1/15 achieved 
good recovery (Multi-Society Task Force on PVS, 
1994). 

There is less information available for patients 
in a prolonged MCS. One study (Giacino and 
Kalmar, 1997) compared outcomes of patients in 
VS versus MCS admitted to a rehabilitation 
facility. In this study 55 patients in a VS were 
compared to 49 patients in a MCS when initially 
evaluated a mean of 9.6 weeks post-injury. Causes 
of injury were TBI (n ¼ 70) and nonTBI (n ¼ 34) 
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(mostly anoxic brain injury and stroke). Using 
the Disability Rating Scale (DRS) (Rappaport 
et al., 1982) as the outcome measure at 1, 3, 6, and 
12 months post-injury, they reported that the 
probability for the most favorable outcomes 
(moderate or no disability) by 1 year was much 
greater for the MCS group (38%) than the VS 
group (2%) and only occurred in those patients 
with TBI. Of the MCS group, 43% remained 
severely disabled or worse (1/10 of the nonTBI, 
MCS group was vegetative and 2/10 died) at 12 
months. 

Another study of 18 patients with TBI admitted 
to rehabilitation in a MCS of at least 27 days 
duration (median 56 days), followed them for 2–5 
years (Lammi et al., 2005). Two patients persisted 
in a MCS at follow-up, 4 or more years after 
injury. On the DRS, 1 was mildly disabled 
(DRS ¼ 1), 2 partially disabled (DRS ¼ 2), 11 
moderate to moderate/severe (DRS 4–11), and 4 
extremely severe or vegetative (DRS 25–30). 
There was no significant correlation between the 
duration of MCS and outcome on the DRS or the 
FIM but there was a correlation with level of 
cognitive impairment on the Dementia Rating 
Scale (Schmidt et al., 2005). Of 14 working full-
time prior to injury, four returned to part-time 
work at latest follow-up. Overall, the authors 
concluded that outcome after prolonged MCS 
following TBI was heterogeneous and difficult to 
predict. 

Although the previous study fell short of 
developing a prognostic model, a study of 124 
patients admitted among several rehabilitation 
facilities in either VS or MCS, at least 4 weeks 
post-injury, did demonstrate significant outcome 
prediction models for outcome over a shorter 
interval (Whyte et al., 2005). Level of initial 
disability (on the DRS), rate of early DRS change 
and time from injury to initial assessment were the 
best predictors of the level of disability at 4 
months post-injury and time to begin following 
commands, for those who were not following 
commands at the initial assessment. 

Most of these outcome studies were performed 
with patients admitted to hospital-level rehabilita
tion facilities with specialized programs for 
patients with prolonged impairments of 

consciousness. It remains unclear what proportion 
of surviving patients with extended periods of 
impaired consciousness are treated in such spe
cialized facilities, as opposed to long-term care 
nursing facilities, home care or rehabilitation 
facilities without specific expertise in treating this 
population. In the United States, public and 
private payers for health services have tradition
ally considered persons with prolonged impair
ments of consciousness inappropriate candidates 
for active rehabilitation assessment and treatment 
and they are often denied admission to hospital-
level rehabilitation facilities. This is in part 
because traditional admission criteria require 
active engagement of the individual for a mini
mum of 3 h/day. Some consider it costly and 
wasteful to admit patients, who cannot actively 
interact with therapists, to hospital-level rehabili
tation programs. Further, when considering 
patients who are unconscious or minimally con
scious for several weeks after injury, decisions for 
care are often based on the conclusion that 
prognosis is uncertain and that the prospect for 
meaningful recovery is highly unlikely. As a 
result, once medical problems are stabilized in 
acute or chronic hospital-level treatment, many 
patients in VS or MCS remain in long-term 
nursing facilities, without specialized assessment 
and rehabilitative care. More cost-effective, inter
mediate levels of rehabilitative care facilities 
(subacute rehabilitation, transitional medical reha
bilitation) have been proposed (Walker et al., 
1996) but few such facilities exist for this popula
tion. Once admitted to skilled nursing facilities, 
patients are unlikely to be transferred to hospital-
level rehabilitation facilities. In a large sample of 
patients with very severe TBI at a low level of 
functioning, only 3% of those admitted to hospital-
level rehabilitation were in a long-term care facility 
between the acute hospital and hospital-level 
rehabilitation (Whitlock and Hamilton, 1995). 
There is very little information on what proportion 
of patients with severe disorders of consciousness 
are admitted to hospital-level rehabilitation facility 
versus a skilled nursing facility after discharge from 
the acute hospital. There are a variety of clinical 
and non-clinical factors that influence these admis
sion decisions (Buntin, 2007; Ottenbacher and 
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Graham, 2007). Health insurance was a factor in 
one study that found that patients with moderate-
to-severe TBI were more likely to be admitted to 
skilled nursing facilities if they had Medicaid or an 
HMO, as opposed to a fee-for-service plan (Chan 
et al., 2001). 

It remains uncertain what effect treatment at 
different levels of care or in dedicated programs 
for patient with impaired consciousness may have 
on outcome in this population of patients. 
Although they did not separately evaluate 
patients with severe impairments of conscious
ness, a survey of 1059 patients with TBI in 
Colorado, tracked for their pathway of rehabili
tative treatment (inpatient rehabilitation vs. 
long-term care vs. community-based care) and 
outcome, found that those who were treated in 
long-term care facilities had worse outcome at 1 
year post-injury at any severity of injury (Mellick 
et al., 2003). Nevertheless, it is difficult to draw 
conclusions from such studies with regard to 
whether placement in a particular level of care is 
the cause or effect of the level of disability. It is 
still a realistic concern that a lack of rehabili
tation services or inability of less experienced 
clinicians to recognize subtle or inconsistent 
manifestations of emerging consciousness may 
significantly and permanently reduce the potential 
for recovery of patients with severely impaired 
consciousness. Indeed, the chance of misdiagnos
ing patients who are in a MCS as being in a VS 
is as high as 40% in non-specialized centers 
(Andrews et al., 1996; Childs et al., 1993). If small 
signs of emerging consciousness are missed, 
patients are much less likely to receive active 
rehabilitation services aimed at promoting 
further recovery by engaging patients with limited 
capacities. As more time passes, the chance that 
payers would approve active rehabilitation ser
vices in specialized programs becomes more 
remote. 

Included in this report is an observational study 
of a cohort of patients who were evaluated in a 
specialized, inpatient brain injury rehabilitation 
program, for patients with prolonged disorders of 
consciousness. Almost all continued to receive 
some rehabilitation services in other institutions, 
at home or in outpatient facilities after discharge 

from the program. The purpose of this study is to 
better characterize the natural history of recovery 
and outcome from prolonged disorders of con
sciousness after brain injury by examining the 
path of recovery through the stages described 
above and assessing predictors of long-term 
functional outcome. Patients with TBI or nonTBI 
were either in a VS or MCS at the time of 
admission to this inpatient rehabilitation program. 
Although this study is not designed to assess the 
individual contributions of such specialized reha
bilitation programs to recovery, it aims to further 
enlighten awareness of the range of possible 
outcomes for patients with prolonged disorders 
of consciousness who are provided active rehabi
litation services. 

Materials and methods

Participants

We retrospectively reviewed records and program 
data of patients who were consecutively admitted 
to an inpatient rehabilitation TBI unit and 
enrolled in a program for patients with impaired 
consciousness, fitting diagnostic criteria for VS or 
MCS, over a 4 year period between September, 
2003 and November, 2007. As an observational 
investigation of deidentified, existing clinical data, 
the study was exempt from institutional review 
board monitoring but was approved by the 
hospital ethics committee. 

There were 36 patients included. Inclusion 
criterion was admission to inpatient rehabilitation 
at a VS or MCS level. All but one patient was in a 
VS or MCS for at least 4 weeks. See Table 3 for 
patient characteristics. 

All patients received a program of physical, 
occupational and speech therapies totaling at least 
3 h/day. The treatment program included manage
ment of tone problems, autonomic disturbances, 
and other problems that are common in this 
population. Additionally, a specialized protocol 
assisted in the evaluation and treatment of those 
with impairments of consciousness, utilizing 
recognized tools such as the Coma Recovery 
Scale-Revised (CRS-R) (Giacino et al., 2004; 
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Table 3. Patient characteristics (n ¼ 36) 

Characteristics All patients nonTBI TBI P-value 
(nonTBI vs. TBI) 

Total 36 14 22 
Male 22 (61%) 6 16 
Female 14 (39%) 8 6 

Admitted in VS 11 (31%) 3 8 
Admitted in MCS 25 (69%) 11 14 
Mean age (7SD) 38 (721) 50 (718) 29 (718) P ¼ .002 
Mean lag — days from onset to rehab. admission 35 (725.9) 33 (719.0) 37 (729.9) ns 
Mean admission FIM score 18 (70) 18 (70) 18 (70) ns 
Mean discharge FIM score 55 (731) 43 (732) 63 (728) P ¼ .06 
Mean inpatient rehab. length of stay (days) 162 (7165) 143 (7175) 173 (7157) ns 
Discharge destination 

Skilled nursing facility 17 (8 VS, 9 MCS) 10 7 
Home 18 (2 VS, 16 MCS) 4 14 P ¼ .03 
Acute hospital 1 (1 VS, 0 MCS) 0 1 
NonTBI diagnoses Anoxia 5 

Vascular 6 
Other 3 

Kalmar and Giacino, 2005) and a quantitative 
assessment protocol, similar to that described by 
Whyte et al. (1999) to identify and track visual 
discrimination, command following or yes/no 
communication in patients with infrequent and 
ambiguous responsiveness. Once identified, the 
rehabilitation team developed treatments aimed 
at promoting more consistent purposeful interac
tions and functional communication. All patients 
were treated with dopamine agonist or stimulant 
medications during some portion of their inpatient 
admission. Almost all patients were treated with 
amantadine for some part of their inpatient 
admission and nine patients were enrolled in an 
ongoing multicenter, randomized, placebo-con
trolled, 6-week trial of amantadine during their 
rehabilitation admission that will be reported 
separately in the future. Most of those in the trial 
received open label treatment with amantadine 
after completing the 6 week placebo-controlled 
trial. A few patients were also treated with 
methylphenidate, bromocriptine, carbidopa/l
dopa, modafanil, or other CNS active medications 
aimed at improving alertness and responsiveness. 
The specific types, dosages or durations of 
treatment with these medications were not calcu
lated for the purposes of this analysis. 

Measures

Patients were divided into TBI (N ¼ 22) and 
nonTBI (n ¼ 14) categories of injury. The non-
TBI group was significantly older than the TBI 
group (means: nonTBI 50; TBI 29; P ¼ .002). 
NonTBI diagnoses included anoxic brain injury, 
vascular diagnoses (ischemic and hemorrhagic 
stroke, aneurysm rupture) and other category 
(viral encephalitis and acute disseminated ence
phalomyelitis). Admission level of consciousness 
was either VS (N ¼ 11) or MCS (N ¼ 25). 
Patients were tracked through their course of 
recovery by time to transition through stages of 
the Braintree Scale (Table 2), from VS to MCS to 
CS/PTA, to the two higher, post-confusional, 
stages. Patients in VS or MCS were followed with 
the CRS-R, at least 1–2 times/week and patients 
in CS/PTA were tracked with an attention and 
memory screening battery that included the 
GOAT (Levin, 1979). Emergence from VS was 
marked by first clinical observations of cognitive 
awareness according to Aspen Consensus criteria 
and confirmed by achieving subscale scores on the 
CRS-R that indicate behavioral responses consis
tent with MCS. Emergence from MCS was 
marked by functional communication or proper 
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object use on two separate occasions, as described 
in the Aspen criteria (Giacino et al., 2002) and  
based on CRS-R subscale scores confirming these 
capacities. Duration of CS/PTA was marked by 
first of consecutive GOAT scores Z75. 

Outcome measures included FIM score at 
discharge from inpatient rehabilitation and yearly 
DRS scores at 1 through 4 years post-injury, if 
available. The FIM is an 18-item, 7 level ordinal 
scale that is widely used to measure physical (13 
items) and cognitive (5 items) functioning and 
dependency (Keith et al., 1987). The DRS was 
scored by 2 of 3 clinicians (neurologist, speech 
therapist, physical therapist) based on structured 
interviews during half-yearly follow-up examina
tions; disagreements were resolved by consensus. 
Other outcome measures included transition from 
post-confusional/emerging independence to the 
community reentry/social competence stage (inde
pendence at home Z8 h), and return to work or 
school at a full, partial, or supported level at latest 
follow-up. 

Data analysis

Descriptive statistics were used to characterize 
proportions of patients who achieved various 
milestones, transitioning to subsequent stages of 
recovery and achieving particular outcomes of 
interest (return to work or school; household 
independence). Fisher’s Exact Test was used to 
test differences in proportions achieving mile
stones, between subgroups, such as patients with 
TBI versus nonTBI, or patients who were in VS 
versus MCS at admission. T-tests and analysis of 
variance (ANOVA) were used to evaluate differ
ences in means of durations to emerge from 
different stages of recovery and to test for 
differences in selected independent variables 
among patients, such as age and discharge FIM 
scores, between selected subgroups (brain injury 
type, level of consciousness at admission, extent of 
follow-up). Simple regression was used to test 
predictive relationships in duration of recovery 
stages, such as duration of MCS to predict 
duration of CS/PTA after emergence from MCS. 
Bivariate correlation was used to assess relation
ships between variables, especially significant 

predictors of DRS outcome scores. Finally, 
stepwise multiple regression analysis was used 
to determine the best models to predict outcome 
on the DRS for all patients and for patients 
with TBI. 

Results

Patients progressed through the stages of recovery 
at varying rates, a minority stalling a one or 
another stage. Figure 1 illustrates the proportion 
of patients at each stage of recovery, at monthly 
time intervals over the first year post-injury, and 
at 2, 3, and 4 years post-injury, for those with 
available follow-up information. 

Emergence from VS to MCS

Of the 36 patients, 11 were admitted in VS and 8 
of the 11 transitioned to MCS during rehabilita
tion admission. Seven of eight with TBI emerged 
from VS and one of three with nonTBI emerged 
from VS. For those who emerged from VS, the 
mean duration of VS was 8.07 weeks (SD 2.65), 
8.41 weeks (SD 2.68) for patients with TBI, and 
5.71 weeks for the patient with nonTBI. Late 
emergence from VS could not be ruled out for the 
three patients who did not emerge from VS by 
rehabilitation discharge. However they were 
followed for an extended period of time, beyond 
the 3-month duration (20.9 and 22.4 weeks) 
deemed ‘‘permanent’’ for patients with nonTBI 
(Multi-Society Task Force on PVS, 1994). The 
patient with TBI was followed 43.3 weeks, 2 
months short of the 12-month period beyond 
which recovery from VS is considered very 
unlikely for TBI (Multi-Society Task Force on 
PVS, 1994). 

All patients admitted in MCS were observed to 
transition from VS to MCS prior to rehabilitation 
admission. Although estimates were available for 
most of these patients based on family and 
clinician observations, these estimates could not 
be accurately confirmed and were not used for 
any of these analyses. 
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Fig. 1. Proportion of patients evolving to each of the Braintree Scale stages of recovery at various intervals post-injury. (Number of 
patient observations at each time interval varies depending on availability of evaluation information.) 

Emergence from MCS to CS/PTA

Of the 36 patients admitted at the VS or MCS 
level of recovery, 25 patients (69%) emerged from 
MCS to the CS/PTA level of recovery during 
rehabilitation admission. One additional patient 
(TBI, MCS at admission) emerged from MCS 
after rehabilitation hospitalization, between 5½ 
and 10 months post-injury (72%) (see Table 4 and 
Fig. 1). Of 23 patients with long-term follow-up, at 
least 1 year, 5 failed to emerge from MCS. All 
were patients with either nonTBI or TBI, with a 
VS of over 8 weeks. All patients with TBI, 
admitted in a MCS, or with a VS of less than 8 
weeks, eventually emerged from MCS. 

Although a greater percentage of those with 
TBI (77%) than those with nonTBI (57%) 
emerged from MCS, the difference was not 
significant (Fisher’s Exact Test, P ¼ .273), per
haps due to small sample sizes. The mean time 
from injury to emergence from MCS was 9.18 
weeks (SD 5.47). There was no significant 
difference in the time to emerge from MCS 
between those with TBI (mean 9.62 weeks, SD 
6.09) and those with nonTBI (mean 8.23 weeks, 
SD 4.04) (Table 4). 

Patients admitted in VS were less likely to 
emerge from MCS than patients admitted in MCS 
(45% admitted in VS and 80% admitted in MCS 
emerged from MCS). The difference was nearly 
significant (Fisher’s Exact Test, P ¼ .056). Of the 
patients admitted in a VS, the ones who emerged 
from MCS all had emerged from VS in less than 8 
weeks. The time to emerge from MCS was 
significantly longer for those admitted in VS 
(16.43 weeks, SD 5.39) that those admitted in 
MCS (7.36 weeks, SD 3.79) (Po.05). 

Emergence from CS/PTA to post-confusional
levels

Of all patients admitted, 58% emerged from CS/ 
PTA by latest follow-up; of those followed up at 
least 1 year, 65% emerged from CS/PTA (see 
Table 4). 

Confining the analysis to the 25 patients who 
emerged from MCS, at least, 84% cleared CS/ 
PTA by 1-year follow-up. Of those who emerged 
from MCS after 2 months post-injury (n ¼ 10), 
70% cleared CS/PTA by 1-year post-injury and of 
those who took longer than 3 months to emerge 
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Table 4. Emergence from minimally conscious state (MCS), confusional state/PTA (CS/PTA), and post-confusional/emerging independence (PC/EI) stages of recovery 

All patients 
(n ¼ 36) 

nonTBI 
(n ¼ 14) 

TBI 
(n ¼ 22) 

VS on admission 
(n ¼ 11) 

MCS on adm. 
(n ¼ 25) 

% 
emerged 

Time to 
emerge 
(wks) 

SD % 
emerged 

Time to 
emerge 
(wks) 

SD % 
emerged 

Time to 
emerge 
(wks) 

SD P� % 
emerged 

Time to 
emerge 
(wks) 

SD % 
emerged 

Time to 
emerge 
(wks) 

SD P��

MCS 
CS/PTA 
PC/EI 

72 
58 
28 

9.18 
15.80 
32-88 

5.47 
9.28 
NA 

57 
29 
7 

8.23 
11.50 
32 

4.04 
7.69 
NA 

77 
77 
41 

9.62 
17.71 
36–88 

6.09 
9.68 
NA 

ns 
ns 
NA 

45 
36 
9 

16.43 
30.1 
88 

5.39 
3.83 
NA 

80 
68 
36 

7.36 
11.5 
32–88 

3.79 
4.80 
NA 

o.05 
o.0001 
NA 

�Significance between nonTBI and TBI groups — time to emerge. 
��Significance between VS and MCS on admission groups — time to emerge. 
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from MCS (n ¼ 8), 62.5% cleared CS/PTA by 
1-year post-injury. 

Of 23 patients followed between 1 and 4 years 
post-injury, 8 (34.8%) failed to clear CS/PTA by 
GOAT criteria; 7 of 8 patients who failed to clear 
CS/PTA were patients with nonTBI or patients 
admitted in a VS that lasted more than 8 weeks. 

Mean time from injury to emergence from CS/ 
PTA was 15.8 weeks (SD 9.3). The duration of 
CS/PTA was significantly longer for those 
admitted in VS (30.1 weeks; SD 3.83) than those 
admitted in MCS (11.5 weeks; SD 4.80), even 
when patients with TBI were considered sepa
rately (Po.0001) (Table 4). 

Relationship of duration VS, duration MCS,
and duration CS/PTA

The duration of VS did not predict the duration of 
MCS in the small number of patients for whom 
the relationship could be tested (n ¼ 8). However, 
the duration of MCS did have a significant 
relationship with the duration of CS/PTA after 
emergence from MCS (r ¼ .754; Po.005, n ¼ 13) 
as represented by the following linear regression 
model: duration of CS/PTA following resolution 
MCS (weeks) ¼ .44 (duration MCS [weeks]) + 
1.74. 

Discharge setting

Half of the 36 patients were discharged directly to 
home and 47% were discharged to a skilled 
nursing facility after inpatient rehabilitation hos
pital admission (see Table 3). One patient was 
discharged to an acute hospital. There was a 
significant difference in discharge destination 
depending on injury type (P ¼ .03). The majority 
of those with TBI (64%) were discharged home 
and most of those with nonTBI (71%) were 
discharged to a skilled nursing facility. 

Outcome 1–4 years post-injury (DRS scores)

DRS scores were available for 61% of patients 
overall and 77% of patients with TBI at 1 year 
post-injury. Comparing the groups with and with
out long-term follow-up data, there was no 

significant difference in discharge FIM scores 
between the group that had long-term follow-up 
(mean discharge FIM: 58/126) and those that did 
not have long-term follow-up (mean discharge 
FIM: 51/126), suggesting that they were compar
able in severity and level of functioning at 
inpatient rehabilitation discharge. 

Mean DRS score was 9.8 (SD 6.79) for the 22 
patients with 1 year DRS scores (see Fig. 2). Mean 
DRS score was greater (12.0, SD 6.41, n ¼ 5) for 
those with nonTBI (severe level of disability), 
compared to those with TBI (7.9, SD 6.30, n ¼ 17) 
(moderately severe level of disability) but the 
difference was not significant (P ¼ .3). Although 
the level of disability on the DRS at 1 year was 
greater for patients admitted in VS (mean 12.1, 
SD 6.6, n ¼ 7) than those admitted in MCS (mean 
7.3, SD 6.4, n ¼ 15), the difference was also not 
significant (P ¼ .15). The sample sizes of some of 
the groups were small which may account for the 
lack of statistical significance. 

Of 22 patients with follow-up between 1 and 4 
years post-injury, 6 patients (27%) improved to a 
DRS score of 3 or less (partial, mild, or  no
disability) by latest follow-up and 7 patients 
(32%) had a score between 12 and 21 (severe or 
extremely severe disability) at latest follow-up. The 
rest (41%) were at a moderate to moderately
severe level of disability at latest follow-up 
(Table 5). 

Of 16 patients who had 2 or more years follow-
up, DRS scores continued to improve between 
year 1 and 2 in 56% (9/16) of the patients, and in 
38% (3/8) between years 2 and 4. 

Return to household independence

Of 23 patients followed 1–4 years, 10 (43%) 
patients achieved household independence (abil
ity to be left alone for 8 h — consistent with 
transition from post-confusional/emerging inde-
pendence to a community reentry/social compe-
tence level of recovery) (see Fig. 1). Return to 
independence at home was more likely for 
patients with TBI (53%, n ¼ 17) than patients 
with nonTBI (16.7%, n ¼ 6), although the differ
ence did not reach significance, likely because of 
small sample size (P ¼ .13). 
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Fig. 2. Mean DRS scores at 1 year post-injury for all patients with DRS at follow-up (n ¼ 22) with comparisons of patients 
subgroups: nonTBI (n ¼ 5) versus TBI (n ¼ 17); VS level at admission (n ¼ 7) versus MCS level at admission (n ¼ 15) (Error 
bars ¼ SD). 

Table 5. DRS scores 1–4 years post onset 

1 year (n ¼ 22) (%) 2 years 3–4 years Latest follow-up 
(n ¼ 16) (%) (n ¼ 8) (%) (n ¼ 22) (%) 

DRS score range 
12–21 (severe to extremely 32 25 12 27 
severe disability) 
4–11 (moderate to 41 44 38 41 
moderately severe 
disability) 
0–3 (partial to no disability) 27 31 38 32 

Return to work and school

Of 23 patients followed at least 1 year, 5 (22%) 
were able to return to work or school, 4 (17%) at 
a full level, or close to their premorbid level of 
functioning (DRS score 0 or 1). Three of the four 
were students who successfully returned to full-
time college matriculation, between 1 and 2 years 
post-TBI. None of them required major program 
modification, although they all reported that they 
used some personal compensatory strategies, 

including taking greater time and effort to 
maintain successful academic achievement. All 
were able to maintain grades above a B average. 
The fourth patient, age 57, had a nonTBI 
(complications of aneurysm rupture), and 
returned to full-time employment at a previous 
level of responsibility in a middle level managerial 
position, within 1–2 years post-onset; although she 
also noted greater effort and the need to use 
personal compensatory strategies to maintain 
expected level of performance, she has 
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maintained employment at the same job for over 3 
years since returning. 

Best outcome prediction variables and models

According to the bivariate correlation analysis, 
the predictor variables with the strongest bivariate 
correlation with DRS scores at 1 year were: lag
time from brain injury onset to rehabilitation 
admission (r ¼ .630, n ¼ 22, P ¼ .002); FIM at
discharge from inpatient rehabilitation 
(r ¼ �.895, n ¼ 22, Po.0001); time from onset to
clear CS/PTA (r ¼ .785, n ¼ 7, Po.05). Age, type 
of brain injury, admission level of consciousness, 
duration of VS, duration of MCS were not 
significantly correlated with 1 year outcome on 
the bivariate correlation analysis. 

When the outcome variable was DRS score 3 or 
less versus over 3, to distinguish patients with 
partial to no disability from those with greater 
disability, the significant predictor variables were 
FIM at discharge (r ¼ .596, n ¼ 22, P ¼ .003) and 
lag from onset to rehabilitation admission
(r ¼ �.467, n ¼ 21, P ¼ .029). There were vari
ables at a nearly significant level: duration of CS/
PTA (r ¼ .681, n ¼ 7, P ¼ .092) and admission
level of consciousness (r ¼ .455, n ¼ 16, P ¼ .077). 

When the outcome was DRS score of 12 or 
more versus less than 12, to distinguish those with 
severe and extremely severe disability from those 
with less disability, the significant predictor vari
ables were also FIM at discharge (r ¼ �.730, 
n ¼ 22, P ¼ .000), and lag from onset to rehabili-
tation admission (r ¼ .464, n ¼ 22, P ¼ .030). 

The stepwise regression model predicting DRS 
outcome at 1 year and the model to predict DRS 
at latest follow-up between 1 and 4 years both 
included 2 predictor variables: FIM at discharge
from inpatient rehabilitation and age. Better FIM 
discharge score and younger age predicted lower 
disability on the DRS in long-term follow-up 
(DRS 1year: R2 

¼ .742, F(2,13) ¼ 18.667, 
P ¼ .000; DRS latest score: R2 

¼ .707, 
F(2,13) ¼ 19.125, P ¼ .000). When just the 
patients with TBI were included in a stepwise 
analysis, the model included the predictor vari
ables time to emerge from MCS and age (DRS 1 
year: R2 

¼ .720, F(2,10) ¼ 12.875, P ¼ .002). 

Discussion

The majority in this consecutive series of patients 
with prolonged disorders of consciousness, 
admitted to inpatient rehabilitation at a VS or 
MCS level of recovery, emerged from MCS, 
cleared the post-injury confusional state and PTA, 
and progressed to post-confusional levels of 
recovery. Even the majority of those patients 
with MCS of 3 months or longer recovered 
beyond the CS/PTA stage of recovery. In fact, if 
patients emerged from MCS, it was highly 
probable (84%) they would eventually recover 
to post-confusional levels of recovery. The few 
who remained in MCS were patients with nonTBI 
or those remaining in a VS over 8 weeks. 
Likewise, 7 out of 8 of those who did not clear 
CS/PTA by latest follow-up were either patients 
with nonTBI or admitted in a VS that lasted over 
8 weeks. Nearly half of the patients with long-
term follow-up achieved recovery to safe, daytime 
independence at home and 22% returned to work 
or school within 2 years after injury. A note
worthy proportion (17%) returned to productive 
pursuits at or near their previous level of 
functioning. Overall, there was a favorable prog
nosis for continued evolution of recovery to post-
confusional levels for patients with prolonged, 
severe disorders of consciousness. The data in this 
series support that once patients recover to the 
MCS level of recovery, especially if they make the 
transition within 8 weeks of onset, they have good 
prospects to continue recovering to a level of, at 
least, partially independent functioning. 

Other studies have reported significant improve
ment in patients with extended periods of impaired 
consciousness, especially for those with TBI who 
make it to the MCS level of recovery. A study of 
104 patients admitted to rehabilitation in a VS or 
MCS similarly reported that 50% of patient with 
TBI, who were admitted in MCS, recovered to an 
independent range of functioning (moderate level
of disability or better on the DRS) (Giacino and 
Kalmar, 1997). As in the present study, they found 
that outcome was better for those with TBI than 
nonTBI and for those admitted in a MCS than 
those admitted in a VS (Giacino and Kalmar, 
1997). The level of disability on the DRS at 1 year 
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in that study was similar, though slightly worse, 
than outcomes in this report. The average outcome 
at 1 year for those with TBI admitted in a MCS was 
a moderate level of disability in the series reported 
here, compared to a moderately severe level in the 
Giacino and Kalmar report. Average 1-year out
come for those with TBI admitted in a VS was at a 
severe level in this report, compared to an 
extremely severe level in the Giacino and Kalmar 
series. Both studies found that patients with 
nonTBI, admitted in a MCS averaged a severe
level of disability at 1 year. Those with nonTBI 
admitted in a VS averaged an extremely severe to 
VS range of outcome in the Giacino and Kalmar 
study; the only patient in the present study in this 
category with long-term follow-up was also at the 
extremely severe disability level at 1 year and was 
deceased by year 2 post-injury. 

Another small series of 23 patients with TBI, 
admitted to rehabilitation at a ‘‘low level’’ with an 
average Glasgow Coma Score of 8.7, demon
strated substantial functional improvement in all 
but 3 patients and improvement in 35% to a 
moderate disability or good recovery level on the 
Glasgow Outcome Scale by 6 months post-injury 
(Whitlock, 1992). A larger series of 328 patients 
admitted to rehabilitation with very severe TBI, 
reported by the same investigator, also demon
strated substantial functional recovery in a major
ity of patients (Whitlock and Hamilton, 1995). 
Although the study did not specify admission level 
of consciousness, the inclusion criteria included 
those with the lowest FIM score of 18/126, 
suggesting that the vast majority had a disorder 
of consciousness, since they had no functional 
communicative or physical capacity. Seventy-five 
percent improved functional status to an average 
FIM score of 53 at discharge and 79 at follow-up 
(mean of 99 days post discharge). The discharge 
FIM in the series in this report was in a 
comparable range at 55 for all patients and 63 
for patients with TBI, though average length of 
rehabilitation admission was 49 days longer (173 
days). The evidence from all of these studies 
support prospects for substantial functional recov
ery for the larger proportion of patients who 
present to rehabilitation with severe disorders of 
consciousness, especially those in a MCS. 

Although this study reports a relatively small 
sample of patients, the data provided some other 
prognostic information. The duration of time to 
emerge from MCS was a strong predictor of the 
duration of the CS/PTA stage of recovery, 
accounting for nearly 60% of the variance. A 
relationship was similarly reported for predicting 
PTA using the duration of unconsciousness (time 
to follow commands) in a larger series of 243 
patients across a broad range of severity after TBI 
(Katz and Alexander, 1994). The ability to 
prognosticate clearing of confusion and PTA can 
be useful for rehabilitation and other treatment 
planning in patients with severe brain injury, such 
as managing agitation, setting goals, and planning 
discharge. 

Important correlates for long-term outcome 
according to the DRS at 1 year or at latest 
follow-up included the lag time from brain injury 
onset to rehabilitation admission, FIM at dis
charge and duration of CS/PTA. Lag time to 
admission was a key variable in predicting out
come in prolonged posttraumatic disorders of 
consciousness in other studies (Pape et al., 2006; 
Whyte et al., 2005). FIM scores and PTA duration 
are well known as predictors of outcome after TBI 
over a wider range of severity (Asikainen et al., 
1999; Cifu et al., 1997; Haslam et al., 1994; Katz 
and Alexander, 1994; Keyser-Marcus et al., 2002; 
Sherer et al., 2002). The best predictors of 
disability level on the DRS in the regression 
models were the FIM at inpatient rehabilitation 
hospital discharge, with a significant influence of 
age on this relationship. These predictors 
accounted for over 70% of the variance in these 
models. If only patients with TBI were consid
ered, the duration of time to emerge from MCS, 
along with age, were the predictor variables 
in the model, accounting for 72% of the variance. 
Although another study of patients with pro
longed disorders of consciousness after TBI 
had a similar range of outcomes on the DRS, it 
did not show a relationship between MCS 
duration or FIM and outcome on the DRS 
(Lammi et al., 2005). This study included an even 
smaller sample of patients (n ¼ 18) and statistical 
relationships may have been lost because of small 
sample size. 
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Neither this study nor the other studies that 
demonstrate substantial recovery of patients with 
prolonged disorders of consciousness can make 
any definitive claims regarding the effects of 
rehabilitation or specialized programming on 
recovery. Nevertheless, the implication is that 
rehabilitation played some role in recovery and 
that the same level of improvement would not 
have occurred entirely passively and sponta
neously. Some qualities, particular to this popula
tion, suggest that the role of proper, expert 
assessment and effective rehabilitation is even 
more critical than in less severe injuries. The 
difficulties recognizing emerging consciousness 
that may be exploited to develop early rehabili
tative interactions and the vulnerability of this 
population to secondary neurologic, medical, and 
chronic maladaptive complications are just some 
of these critical issues. 

There is some evidence to support the role of 
more intensive, early rehabilitation in this popula
tion. A number of reports have supported the 
benefit of rehabilitation, even later interventions, in 
promoting functional improvement in slow-to
recover patients with brain injury (Gray, 2000). 
Several studies with comparison groups have 
demonstrated beneficial effects of specialized, 
coordinated, multidisciplinary rehabilitation pro
grams, and programs of greater intensity in 
comparison to less specialized and less intense 
programs for patients with moderate-to-severe TBI 
(Semlyen et al., 1998; Shiel et al., 2001; Turner-
Stokes et al., 2005; Zhu et al., 2001, 2007). There is 
less information on rehabilitative treatment for 
nonTBI populations but one study comparing 
patients with TBI and nonTBI admitted to a 
hospital-level brain injury rehabilitation program 
claimed equivalent functional gains for both 
populations (Shah et al., 2004). Data on low level 
patients treated in less intense rehabilitation facil
ities are lacking. One study described benefits of a 
long-term rehabilitation program in Canada for 
patients with TBI and nonTBI who were low 
functioning and not considered candidates for a 
short-term, comprehensive rehabilitation program 
(Gray and Burnham, 2000). However, services and 
medical treatment intensity were more consistent 
with chronic hospital-level care than skilled nursing 

facility care in the United States. More research is 
needed on several important treatment questions 
including: the relative benefits of different levels of 
care and varying expertise of rehabilitative care for 
this population; how benefits of more intensive 
rehabilitation vary at different stages in the natural 
history of recovery; the injury and non-injury 
predictors that will suggest the best candidates for 
active rehabilitation; and specific intervention 
techniques that are effective for particular sub
populations. 

This study has several limitations including a 
small sample size and incomplete long-term 
follow-up. Nevertheless, there were some clear 
patterns of recovery and prognostic trends that 
should be confirmed with larger cohorts of 
patients studied longitudinally, over several years 
time. One important, unanswered question is 
what the prognosis for recovery is after even 
longer durations of MCS than are reported here. 
The role of type of rehabilitation facility, treat
ment intensity, program specialization, and exper
tise in promoting recovery will require larger 
observational studies or experimental studies of 
specific treatments in defined populations, aimed 
at determining who will best benefit from more 
intensive treatment and what are the beneficial 
elements of rehabilitation for this population. 
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Cognitive deficits after traumatic coma
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Abstract: Survivors from a coma due to severe traumatic brain injury (TBI) frequently suffer from long-
lasting disability, which is mainly related to cognitive deficits. Such deficits include slowed information
processing, deficits of learning and memory, of attention, of working memory, and of executive functions,
associated with behavioral and personality modifications.
This review presents a survey of the main neuropsychological studies of patients with remote severe TBI,

with special emphasis on recent studies on working memory, divided attention (dual-task processing), and
mental fatigue. These studies found that patients have difficulties in dealing with two simultaneous tasks, or
with tasks requiring both storage and processing of information, at least if these tasks require some degree
of controlled processing (i.e., if they cannot be carried out automatically). However, strategic aspects of
attention (such as allocation of attentional resources, task switching) seem to be relatively well preserved.
These data suggest that severe TBI is associated with a reduction of resources within the central executive
of working memory. Working memory limitations are probably related to impaired (i.e., disorganized and
augmented) activation of brain executive networks, due to diffuse axonal injury. These deficits have
disabling consequences in everyday life.

Keywords: traumatic brain injury; cognition; memory; attention; working memory; executive functions

Introduction disability in survivors from a severe traumatic brain
injury (TBI). These deficits are a complex combi-

Survivors from a traumatic coma frequently suffer nation of slowed information processing, of deficits
from lifelong disability. For example, in a popula- of long-term memory, of working memory and
tion-based study, Masson et al. (1996) found that, attention, of executive functions, and of personality
five years post-injury, 44.4% of survivors had a and behavioral changes. They are mainly the
moderate disability, and 14.4% a severe disability, consequences of diffuse axonal injury. They have
according to the Glasgow Outcome Scale (GCS). a profound impact on family interactions (Brooks,
Cognitive deficits are the main cause of long-lasting 1984), social and recreational life (Oddy et al.,

1985; Tate et al., 1989), vocational reintegration
(Dikmen et al., 1994; Ponsford et al., 1995b), and
quality of life (Mailhan et al., 2005; Webb et al.,�Corresponding author.
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coma due to a severe TBI, with special emphasis
on recent findings of limitations of central execu-
tive functions after TBI. Severe TBI is usually
defined by a score of 8 or less on the GCS, and/or
by a post-traumatic amnesia (PTA) duration of
seven days or more. However, a few studies
covered in the present review also included
patients with moderate TBI, as defined by a GCS
score 9–12, and a PTA of 1–7 days. Mild TBI (GCS
13–15, PTAo24 h) will not be addressed in this
review, as it is usually associated with a very brief
loss of consciousness and raises quite different
methodological and scientific issues. An Appendix
Table A1 at the end of the paper summarizes the
main results of cognitive testing after TBI that are
presented in this review

Long-term memory

After emerging from coma and vegetative state,
TBI patients usually pass through a phase of
global cognitive disturbance, generally termed
post-traumatic amnesia (Russel and Smith,
1961). Patients with PTA have regained con-
sciousness, but remain confused, disoriented for
time and place, unable to store and retrieve new
information; some degree of retrograde amnesia
is usually present as well. Recovery is usually
gradual, beginning with orientation for the person
(name, age), followed in 70% of cases by
orientation for place, then ultimately for time
(High et al., 1990). The consistent return to
continuous memory indicates clearing of PTA.

However, memory problems frequently persist
after the period of PTA. Memory impairment is
one of the most frequent complaints from patients
and their relatives after a severe TBI (Brooks et al.,
1986; Oddy et al., 1985; Van Zomeren and Van den
Burg, 1985). Brooks et al. (1987) reported that
memory deficit was significantly correlated with the
inability to return to work seven years post-injury.
However, memory is not a unitary system. Long-
term memory is usually considered as composed of
different cognitive subsystems, which will be
addressed in the following sections. Short-term
memory will be considered separately, as it is
closely related to executive and attention functions.

Anterograde episodic memory

Anterograde long-term episodic memory has
been one of the most extensively studied domain
(for a recent review see Vakil, 2005). This term
refers to the ability to acquire new information.
Patients with severe TBI perform poorer than
controls on all types of memory tasks, such as
paired-associates (learning of pairs of words), free
recall (either immediate or delayed), cued recall
(recall after providing a cue, such as the semantic
category), and recognition (Baddeley et al., 1987;
Bennett-Levy, 1984; Brooks, 1975, 1976).
Although visual memory has been less investi-
gated, it seems to be impaired to a comparable
extent with verbal memory (Brooks, 1974, 1976;
Hannay et al., 1979). Zec et al. (2001) investigated
the very long term effect of severe TBI (at an
average of 10 years post-injury) with standardized
index scores from the Wechsler memory scale-
revised (WMS-R) that allows a comparison with
well-established norms. The mean scores after
very severe TBI were below 1 SD of the norms for
all long-term memory indexes (verbal memory,
visual memory, general memory, and delayed
recall). Patients also tend to produce more
intrusions (words not belonging to the list they
had learned) than controls (Crosson et al., 1993).

There are at least three stages of information
processing in episodic memory: encoding (acquisi-
tion of new information), consolidation (main-
taining a memory trace), and retrieval (recovery
of stored information either through recall or
recognition processes). Whether these different
processes could be selectively impaired after TBI
is a matter of debate (Vakil, 2005).

Learning rate can be assessed with multiple
repeated trials of information presentation. Most
studies found that the learning rate (i.e., increase
in the number of items correctly recalled across
successive trials) of patients with severe TBI was
slower compared to that of controls (Crosson
et al., 1988; DeLuca et al., 2000; Haut and Shutty,
1992; Levin et al., 1979; Novack et al., 1995; Shum
et al., 2000; Zec et al., 2001), although a few
studies reported opposite results (Shum et al.,
2000; Vanderploeg et al., 2001). Patients with
severe TBI required more learning trials than
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controls in order to reach the same level of
performance (DeLuca et al., 2000). TBI patients
also showed inconsistent and disorganized learn-
ing with a greater turnover of words from one trial
to the other, as compared to controls (Levin et al.,
1979; Paniak et al., 1989).

Semantic encoding can be assessed by different
methods. Vakil et al. (1992) found that the recall
of a short story after a long delay (until one day)
was not significantly influenced in patients with
TBI, by the relative importance of the information
in the story: contrary to controls, patients did not
show a better retention of the most important
items. When lists of words belonging to different
semantic categories were presented in a random,
nonclustered order, patients exhibited less seman-
tic clustering than controls (Crosson et al., 1988;
Levin and Goldstein, 1986). In contrast, if the
words were presented in a clustered order (i.e.,
grouped according to their semantic category),
their performance improved like that of controls.
Patients were able to benefit from semantic
encoding, but to a lesser extent than controls
(Goldstein et al., 1990). These results suggest that
patients with TBI have a reduced ability to
spontaneously use active or effortful semantic
encoding to improve learning efficiency, but that
they are able to benefit from externally provided
semantic organization (Levin, 1989; Perri et al.,
2000; Vakil, 2005).

Patients with TBI are able to benefit from
memory aids such as cued recall or recognition.
Under the cued recall condition, patients are
given a cue (usually the semantic category) that is
assumed to facilitate memory retrieval. Recall of
patients with severe TBI has been found to be
significantly improved by semantic cues (Crosson
et al., 1988; Vakil and Oded, 2003). Vanderploeg
et al. (2001) found that TBI patients demon-
strated comparable benefit from semantic and
recognition retrieval cues as compared to controls
(Vanderploeg et al., 2001).

The generation of mental images is an efficient
method to improve learning. Richardson and collea-
gues (Richardson and Barry, 1985; Richardson,
1979) found that patients with minor head
injury were impaired as compared to controls
in the recall of concrete but not abstract words.

This difference disappeared when subjects were
instructed to use mental imagery for improving
encoding efficiency, a finding also reported by
others (Twum and Parente, 1994). This finding
was interpreted as a failure to construct sponta-
neously interactive images for improving encod-
ing efficiency.

TBI has been found associated with an accel-
erated forgetting rate, and with a most profound
deficit for delayed as compared to early memory
indexes, suggesting a consolidation deficit
(Carlesimo et al., 1997; Crosson et al., 1988; Hart,
1994; Haut and Shutty, 1992; Haut et al., 1990;
Vanderploeg et al., 2001; Zec et al., 2001). This
seems to be true even after equating baseline
initial acquisition of information (Hart, 1994;
Vanderploeg et al., 2001).

A few studies assessed sensitivity to interfer-
ence after TBI. The basic principle is to present
successively two lists of words (A and B), and to
assess whether the first list interferes with learning
of the second (proactive interference) or whether
the second list interferes with later recall of the
first list (retroactive interference). Patients with
TBI were found to be more vulnerable than
controls to retroactive interference but not to
proactive interference (Crosson et al., 1988;
Goldstein et al., 1989; Shum et al., 2000).

The degree of impairment may vary quantita-
tively from one patient to the other (Haut and
Shutty, 1992). A minority of patients suffer from a
dense amnesic syndrome, comparable to that
observed after diencephalic amnesia (Levin,
1989; Levin et al., 1988a). The majority of patients
present less severe impairments. But qualitative
differences may also exist. Subgroups of patients
characterized by different learning strategies have
been identified by means of cluster analysis with
subscores from the California Verbal Learning
Test (CVLT) (Deshpande et al., 1996; Millis and
Ricker, 1994): active (impaired unassisted retrie-
val but with active encoding strategies and
preserved ability to store novel information),
passive (over-reliance on serial position of words
in the list), disorganized (inconsistent, haphazard
learning style), and deficient (the most impaired,
with a slow acquisition rate, passive learning style,
and rapid forgetting). Cluster analysis with CVLT
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has also been used to determine whether memory
disorder subtypes within TBI correspond to
deficits in underlying conceptualizations of mem-
ory constructs (Curtiss et al., 2001). Three
subgroups were identified, corresponding to spe-
cific disorders in consolidation, retention, and
retrieval processes. No cluster was identified
corresponding to encoding problems (Curtiss
et al., 2001).

Retrograde memory

Retrograde amnesia is the loss of memory of
events experienced prior to injury, involving the
individual’s experiences (autobiographical mem-
ory), memory for public events, and semantic
knowledge. Although such disorders may affect
social adjustment and the resumption to normal
life, they have received little attention. Individual
case reports of disproportionate impairment
of retrograde memory has been reported
(Markowitsch et al., 1993; Mattioli et al., 1996).
A high prevalence of retrograde memory deficits
has been reported after TBI, encompassing both
the domains of autobiographical and public events
memories, and also early acquired basic and
cultural knowledge (Carlesimo et al., 1998). Levin
et al. (1985) found evidence of partial retrograde
amnesia for episodic memories of no personal
salience (titles of television programmes) during
and shortly after the resolution of PTA, without
any temporal gradient (i.e., earliest memories
were not selectively preserved). In a recent study,
chronic (W1 year) TBI patients were found
significantly impaired in recalling autobiographi-
cal episodes and spatio-temporal details, without
any temporal gradient (Piolino et al., 2007).
Interestingly, deficits involved not only the
ability to recall memories, but also the ability to
mentally travel back through subjective time and
to re-experience or relive the past (autonoetic
consciousness). In addition, patients also had
impaired ability to use a mentally generated
image with a subjective point of view similar to
that of the original episode (self-perspective).
These disorders were significantly correlated with
tests of executive functions, suggesting that they

might be related to frontal dysfunction (Piolino
et al., 2007).

Prospective memory

Prospective memory involves remembering to
perform a previously planned action at a given
time (time-based), or after a predetermined event
has occurred (event-based prospective memory).
Although little research has been carried out in
this field, all studies found evidence of deficits of
both time-based and event-based prospective
memory after TBI (Groot et al., 2002; Kinsella
et al., 1996; Shum et al., 1999). The mechanisms of
prospective memory deficits after TBI remain to
be elucidated. A relationship with episodic
memory has been reported (Kinsella et al.,
1996), while another study found that poor
performance was related to impaired executive
functions (Kliegel et al., 2004).

Other aspects of memory

Implicit memory refers to the unconscious expres-
sion of memories. Implicit memory is inferred
from changes in the efficiency or the accuracy with
which an item is processed when it is repeated,
independently of conscious (explicit) memory of
this item (Moscovitch et al., 1994). It is oper-
ationally assessed by priming effects. Procedural
memory refers to acquisition of a general cogni-
tive or sensorimotor skill. Data on implicit
memory and procedural learning after TBI are
contradictory (for a review, see Vakil, 2005).
Implicit memory could be relatively preserved
after TBI, but only for tasks that can be processed
relatively automatically.

Additional difficulties have been reported after
TBI in recalling the temporal sequence of the
information (Vakil et al., 1994) and the frequency
of occurrence of items in a series (Levin et al.,
1988b) and in attributing proper source to a
familiar event (source memory) (Dywan et al.,
1993).

In summary, although it is clear that survivors
from a traumatic coma suffer from long-lasting
deficits of long-term episodic memory, the
mechanisms underlying such deficit remain
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debated. Also, it is not clear whether other aspects
of memory (implicit memory, procedural learn-
ing) are impaired. In many aspects, memory
impairments after TBI seem closely related to
attentional and executive impairments, and
resemble the kind of memory disorders found
after frontal lobe lesion. For example, difficulty in
applying active or effortful strategy in learning,
the deficient use of semantic encoding, suscept-
ibility to interference, and poor temporal and
contextual memory have been reported both after
TBI and with other focal prefrontal lesions
(Shimamura et al., 1991).

Working memory

Theoretical aspects

The concept of working memory has replaced
the older concept of ‘‘short-term memory’’
(Baddeley, 1986). Working memory is as a system
used for both storage and manipulation of
information, hence playing a central role in
complex cognitive abilities such as problem
solving, planning, language, and more globally in
nonroutine tasks (Baddeley, 1986). According to
the Baddeley and Hitch model, working memory
is assumed to be divided into three subsystems
(Baddeley and Hitch, 1974; Baddeley, 1986). The
central executive is an attentional control system,
while the phonological loop and the visuo-spatial
sketchpad are two modality-specific slave systems
responsible for storage and rehearsal of verbal
and visuo-spatial information, respectively. The
central executive functions to coordinate and
schedule mental operations. It has a limited
capacity and also serves as an interface between
the two slave systems. The central executive is
assumed to be a control system, very close
conceptually from executive functions.

Case studies

A few individual case reports of TBI patients
suffering from a selective impairment of the
central executive have been reported. Van der
Linden et al. (1992) reported the case of a 29-year

old man examined one year after a severe TBI
with left prefrontal contusion. This patient com-
plained of difficulties in his work, particularly for
reading and understanding complex technical
texts. Neuropsychological assessment showed
preserved long-term memory and executive func-
tions. He was found however to suffer from a
selective deficit of the central executive of work-
ing memory, as indicated by low verbal and
nonverbal spans, and an impairment of short-
term memory tasks with interference. In these
latter tasks, known as the Brown–Peterson para-
digm (Brown, 1958; Peterson and Peterson, 1959),
patients are required to recall trigrams of items
(usually consonants, but visual stimuli can also be
used) after short delays (ranging from 3 to 20 s).
During the delay, different interfering tasks can
be used to prevent subvocal rehearsal of informa-
tion (either simple articulatory suppression by
repeating aloud phonemes such as ‘‘ba-ba,’’ or
more complex tasks such as backward counting
and mental calculation). This patient was pro-
foundly impaired in Brown–Peterson tasks, parti-
cularly when complex interfering tasks were used.
Two case studies of patients with remote (more
than 30 months post-injury) severe TBI and
relatively isolated deficit of the central executive
of working memory have also been reported
recently (Vallat-Azouvi et al., 2009).

Experimental studies

There have been only few studies that system-
atically addressed the different subcomponents of
working memory in survivors of a severe TBI.
Brooks (1975) used the digit span task. Subjects
were required to recall a series of digits, either
forwards or backwards. He found that severe TBI
patients did not differ from controls on forward
digit span, but performed significantly poorer on
backward digit span. Stuss et al. (1985) assessed a
group of 20 patients with various degrees of injury
severity, which had an apparent good recovery
but yet continued to have persistent complaints
more than two years after the injury. Patients
received a comprehensive battery of neuropsy-
chological tests. On multivariate analysis, the test
that best discriminated patients from controls was



94

the Brown–Peterson paradigm of short-term
memory with interference, described earlier
(Stuss et al., 1985).

The Paced Auditory Serial Addition Test
(PASAT) has been widely used to assess speed
of information processing and working memory
after TBI (Gronwall and Wrightson, 1981;
Gronwall, 1977). This task requires the subject
to add pairs of digits presented at a predetermined
rate. After each digit, the subject has to give the
sum of that and the immediately preceding digit.
This task is assumed to tap different cognitive
functions, such as sustained attention and working
memory, but also to be strongly related to speed
of processing. Information processing speed, as
assessed with the PASAT, was significantly
reduced one year after a severe TBI (Levin
et al., 1990). However, patients’ performance
did not decrease significantly more than that of
controls when increasing stimuli presentation rate
(Ponsford and Kinsella, 1992; Spikman et al.,
1996). This suggests that performance in the
PASAT may be more dependent on processing
speed than on working memory.

In the n-back task, subjects are presented at a
regular rate string of stimuli (letters, digits, figures
etc.), either visually or auditory, and are required
to decide whether each stimulus matches a
predetermined target (Asloun et al., 2008). The
0-back (control) condition has a minimal working
memory load: individuals are asked to decide
whether the current stimulus matches a single
predetermined target, which is always the same
throughout the task. During the 1-back condition,
individuals are asked to decide whether the
current stimulus matches the previous one.
The 2-back condition requires a comparison of
the current stimulus with the one that had been
presented 2-back in the sequence. The n-back task
allows the opportunity to assess the effect of
parametrically increasing working memory load
without any other modification in task structure.
Perlstein et al. (2004) used a visually presented
letter n-back task. They found that patients with
moderate and severe TBI were impaired, in terms
of performance accuracy, but not in terms of
speed of responding only in the more demanding
2- and 3- back conditions. We also used a letter

n-back task in patients with remote severe TBI.
We found a load-dependent deficit, with a
decrement of accuracy (percentage hits) under
the 2-back condition (Fig. 1) (Asloun et al., 2008).
Similar findings were reported in children with
severe TBI (Levin et al., 2004; Newsome et al.,
2007).

Random item generation requires individuals to
spell out a sequence of items (letters or numbers)
as close as possible as a random series (i.e., like
drawing numbers or letters from a hat, one at a
time, calling them out, then replacing them,
so that on any draw any of the stimuli was
equally likely to be selected). It has been shown
(Baddeley, 1966, 1986) that the ability to
generate pseudo-random series depends on a
limited-capacity response selection mechanism,
similar to the central executive system. Random
generation requires the constant inhibition of
routine procedures, the ability to generate new
retrieval plans, and the rapid shifting from one
strategy to another. We used random generation
in a series of studies (Azouvi et al., 1996, 2004;
Leclercq et al., 2000). In a first study (Azouvi
et al., 1996), patients had to generate 100 letters at
an externally paced rate (every 1, 2, or 4 s). As
compared to controls, patients’ randomness
indexes were poorer and deteriorated more
with increasing generation rate (Fig. 2). In
two subsequent studies on patients, at a
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Fig. 1. n-back task. Data are the percentage of hits (targets
successfully identified) under 0-, 1-, and 2-back condition. TBI
patients’ performance decreased disproportionately under the
higher-load condition. Adapted with permission from Asloun
et al. (2008).



95

Fig. 2. Random letter generation. The figure presents an index
of randomness (the Turning Point Index (TPI) which measures
the ability to alternate ascending and descending order in
random generation) according to the generation rate (one
letter every 1, 2, or 4 s). Patients with severe TBI obtained a
significantly lower TPI than controls. Adapted with permission
from Azouvi et al. (1996).

subacute/chronic stage after a severe TBI, we
used random number (1–10) generation, at a self-
paced rate to avoid any effect due to slowed
processing (Azouvi et al., 2004; Leclercq et al.,
2000). Compared to controls, patients used a
slower generation rate and obtained a lower score
on a composite index of randomness (Azouvi
et al., 2004; Leclercq et al., 2000).

More recently, we conducted a systematic study
of the three components of working memory.
Thirty patients with severe chronic TBI and 28
controls were assessed (Vallat-Azouvi et al.,
2007). The tasks were designed in order to tap,
as selectively as possible, the main functions of
working memory, according to the Baddeley
model (Baddeley, 1986). Regarding the two slave
systems, a marginally significant impairment was
found in the patient group for digit span (both
forward and backward), while there was no
significant deficit of visual spans. The main group
differences were found with central executive
tasks. The Brown–Peterson paradigm of short-
term memory with interference, described earlier
in this section, was used to assess the ability to
simultaneously store and process information,
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Fig. 3. Short-term memory with interference: Brown–Peterson
task, verbal modality. Subjects were asked to recall three letters
after 5, 10, or 20 s, with or without an interfering task of
increasing complexity. Data are mean (71 SE) percentage
correct responses for the three recall delays and for each
experimental condition. The figure shows the greater propor-
tional decrease of performance of patients with severe TBI, as
compared to controls, when faced with a complex interfering
task. Adapted with permission from Vallat-Azouvi et al. (2007).

both in verbal and visual modalities. Results
showed a dramatic decrease of performance of
patients with TBI under interference. In the
verbal Brown–Peterson task, three interfering
tasks of increasing complexity were used. A
significant triple group by interfering task by
recall delay interaction was found, due to a poorer
performance of TBI patients under the more
demanding interfering task, and for longer recall
delays (Fig. 3). Other central executive tasks,
requiring either simultaneous storage and proces-
sing of information, or the ability to update and
monitor information in short-term memory, were
also performed significantly poorer by patients as
compared to controls.

In summary, the results of the different studies
reviewed above suggest that the slave systems of
working memory, responsible for passive storage
of verbal or visual information, are relatively well
preserved after a severe TBI. However, central
executive aspects of working memory (particu-
larly the ability to simultaneously store and
process complex information, or to monitor and
update information) seem to be impaired. This
could be due to impaired activation of executive
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networks, as suggested by recent functional neuro-
imaging studies (Cazalis et al., 2006; Christodoulou
et al., 2001; Fontaine et al., 1999; McAllister et al.,
1999, 2001; Perlstein et al., 2004). Another
important aspect of working memory functioning,
dual-task processing, will be addressed in the
section on divided attention.

Speed of processing and attention

Theoretical aspects

Van Zomeren and Brouwer (1994) proposed a
clinically-oriented model of attention, based on
the assumption that attention can be divided into
four cognitive modules under two broad dimen-
sions, intensity and selectivity, both under the
supervision of an attentional executive super-
visory system. Intensity refers to the quantitative
variations in the amount of mental activity
required on a given task. Phasic alertness is the
sudden increase of mental activity, resulting for
example from a warning signal. Sustained atten-
tion refers to slower and longer tonic changes of
mental activity, corresponding to the ability to
maintain attention continuously over long periods
of time during which the subject has to detect
and respond to small and/or infrequent changes.
Selectivity refers to the limited amount of
information that can be dealt with, and is in turn
divided into two components: focused and divided
attention. Focused attention refers to the ability to
attend to one particular stimulus, and to discard
irrelevant stimuli (or distractors). Divided atten-
tion refers to the ability to share attentional
resources between two simultaneous stimuli.

Behavioral aspects

Attentional disorders are among the most fre-
quent complaints of survivors of a TBI, and of
their close relatives. In a group of 57 severe TBI
patients two years after the injury, 33% com-
plained of mental slowness, 33% of poor concen-
tration, and 21% of inability in doing two things
simultaneously (Van Zomeren and Van den Burg,
1985). Brooks et al. (1986) found that 67% of

relatives reported mental slowness five years post-
injury. Difficulty in concentrating was reported by
50% of the relatives seven years after the injury
(Oddy et al., 1985). Therapists using the Rating
Scale of Attentional Behaviour reported that the
most severe problems (out of 14) of severe TBI
patients were: ‘‘performed slowly on mental
tasks,’’ ‘‘been unable to pay attention to more
than one thing at once,’’ ‘‘made mistakes because
he/she wasn’t paying attention properly,’’ and
‘‘missed important details in what he/she is doing’’
(Ponsford and Kinsella, 1991).

Mental slowness

Slowed information processing has been one of
the most robust findings across all neuropsycho-
logical studies after TBI (Miller, 1970; Ponsford
and Kinsella, 1992; Van Zomeren, 1981). How-
ever, although TBI patients perform slower, they
do not make more errors than controls, at least in
self-paced tasks where they are able to sacrifice
speed to achieve greater accuracy (Ponsford and
Kinsella, 1992). This has been called the speed–
accuracy tradeoff.

Speed of processing was found significantly
inversely correlated with severity of injury
(Van Zomeren and Deelman, 1976), and was one
of the best neuropsychological predictors of
the ability to return to work, seven years after
the injury (Brooks et al., 1987).

Mental slowness is dependent on task complex-
ity and is related to prolonged decision times rather
than to prolonged movement times (Norrman
and Svahn, 1961; Ponsford and Kinsella, 1992;
Van Zomeren, 1981; Van Zomeren and Deelman,
1976). Van Zomeren and Brouwer (1994) carried
out a meta-analysis of seven RT studies in subacute
TBI patients. They found a remarkably constant
ratio (about 1.4) between the RTs of patients and
controls. The ratio appeared slightly larger in more
complex tasks, producing RTs of 700 ms or more in
control subjects.

Phasic alertness

Most neuropsychological studies agree on the fact
that phasic alertness, as assessed by the shortening
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of RT when the targets are preceded by a warning
signal, is preserved after TBI (Ponsford and
Kinsella, 1992; Whyte et al., 1997; Zoccolotti
et al., 2000).

Sustained attention

Sustained attention is addressed by measuring the
stability of task performance over relatively long
periods of time. Although the level of vigilance is
reduced in patients with TBI, the existence of a
deficit of sustained attention remains debated.
Most studies found that patients’ performance
did not decrease more than controls’ with time
(Ponsford and Kinsella, 1992; Spikman et al.,
1996; Stuss et al., 1989; Van Zomeren and
Brouwer, 1994; Whyte et al., 2006; Zoccolotti
et al., 2000). But greater variability of perfor-
mance has been evident in other studies using
continuous tasks requiring an active processing
of a rapid flow of information or the inhibition
of highly automatized responses (Dockree et al.,
2006; McAvinue et al., 2005; Stuss et al., 1989;
Whyte et al., 1995).

Focused attention

Distractibility and difficulty in concentrating are
frequent complaints after TBI, suggesting a
decrease of response selectivity. However, con-
trary to expectations, a behavioral study in a
naturalistic setting showed that the number and
duration of off-task behaviors of TBI patients
were not particularly influenced by the presence
of distractors (Whyte et al., 1996, 2000). Accord-
ingly, most experimental studies failed to demon-
strate disproportionate distraction and sensitivity
to interference. In the Stroop paradigm (Stroop,
1935), subjects are asked to name the ink color of
color names in incongruent conditions, for exam-
ple, the word ‘‘green’’ written with red ink. Color
naming requires the inhibition of the strong
automatic reading tendency. TBI patients per-
formed the task slower than controls, but without
being more distracted by the interference condi-
tion (Chadwick et al., 1981; Ponsford and
Kinsella, 1992; Stuss et al., 1989). Similar negative
findings were found with experimental paradigms

based on response interference, in which distrac-
tors strongly elicit response tendencies competing
with those of the target stimuli (Spikman et al.,
1996; Stablum et al., 1994; Van Zomeren and
Brouwer, 1994; Veltman et al., 1996).

However, one study found that distractors
irrelevant to the task (a brightly colored moving
stimulus appearing above the target location),
occurring simultaneously or shortly after the
target, produced slowing of RT that was signifi-
cantly greater for TBI patients than controls
(Whyte et al., 1998). These data were interpreted
as reflecting a greater distractibility. Also, TBI
participants were found to have more difficulty
than controls to ignore irrelevant information
only in a condition with high target-distractor
similarity (Schmitter-Edgecombe and Kibby,
1998). This suggests that the presence of a deficit
of focused attention may depend on the manner in
which relevant information is made distinct from
irrelevant information.

Divided attention

Clinicians frequently report difficulties in doing
two things simultaneously after TBI. Such diffi-
culties may interfere with daily-life demands, and
with return to work. Divided attention is deter-
mined by at least two factors (Van Zomeren and
Brouwer, 1994). The first one is the speed of
processing, and the second corresponds to control
mechanisms involved in sharing resources and
switching between tasks. Divided attention is
closely related to the concept of working memory,
since the ability to carry out two tasks at the same
time is considered as one of the key functions of
the central executive (Baddeley, 1986). However,
the relationships between divided attention and
working memory are complex and debated
(Asloun et al., 2008; Miyake et al., 2000).

Brouwer et al. (1989) and Veltman et al. (1996)
used a dual task combining a visual choice RT and
a driving simulator task in which the difficulty of
each single task was adjusted to the individuals’
performance level. Such adjustment permitted to
control for differences in speed. TBI patients did
not show any disproportionate dual-task decre-
ment as compared with controls (Brouwer et al.,
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1989; Veltman et al., 1996). However, a significant
correlation was found within the patient group
between injury severity and divided attention
cost (Brouwer et al., 1989; Veltman et al., 1996).
Indeed, the performance of patients with a PTA
of more than two weeks was poorer, compared
with less severely injured participants. Veltman
et al. (1996) suggested that less severely injured
patients use a compensatory strategy character-
ized by cautiousness and increased mental effort,
while such strategies would not be available to
more severely injured patients.

Several other studies tended to confirm this
hypothesis and suggested the existence of deficits
of dual-task processing after severe TBI at least in
complex tasks performed under time pressure
(McDowell et al., 1997; Park et al., 1999; Stablum
et al., 1994; Vilkki et al., 1996). McDowell et al.
(1997) used a simple visual RT performed
concurrently with articulation or digit span tasks.
To control for the effect of slowed processing, an
analysis was performed by pairing a subsample
of TBI patients with control subjects matched
for single-task reaction time. The dual-task
decrement assessed in this way was significantly
higher for TBI patients than controls. Park et al.
(1999) reported a meta-analysis on divided
attention after TBI. They found that the effect
size of the divided attention deficit varied
considerably from one study to another (range:
0.03–1.28). TBI patients did not differ from
controls when the divided attention tasks could
be performed relatively automatically, while they
were impaired relative to controls on tasks
including substantial working memory load (Park
et al., 1999).

In our department, we conducted a series of
studies on divided attention that also lead to the
conclusion that deficits were strongly determined
by tasks characteristics. In a first study, severe
subacute TBI patients were given two different
dual tasks (Azouvi et al., 1996). The first task was
performed without time pressure and associated a
modified Stroop paradigm and a random genera-
tion task. No disproportionate dual-task impair-
ment was found in the TBI group. The second
task included a higher time pressure. Patients
were asked to perform a card sorting task of

variable difficulty level combined with random
generation of letters at an imposed rate (Baddeley,
1966). A disproportionate decrease in perfor-
mance occurred under dual-task condition in the
TBI group, even after statistical control for slowed
information processing. These results again sug-
gest that the presence of divided attention deficits
in TBI depends on the attentional demands of
the task, and that in complex resource-demanding
conditions, slowness is not sufficient to explain
such deficit. In two subsequent studies, we used a
dual task combining self-paced random number
generation with a choice visual RT (Azouvi et al.,
2004; Leclercq et al., 2000). Comparatively to
controls, severe TBI patients showed a dispropor-
tionate dual-task decrement of performance.
In the second study (Azouvi et al., 2004), two
additional conditions were given, in which sub-
jects were instructed to emphasize alternatively
one of each task. We found that TBI patients
were able to allocate their resources according to
task instructions as efficiently as controls, while
they had difficulties in managing the two tasks
simultaneously (Fig. 4). This suggests that the
divided attention deficit could be related to a
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Fig. 4. Dual-task performance. The figure shows the mean
(71 SE) RT of patients and controls in a selective attention
task (go–no go) performed under four conditions: single task,
dual task without any instruction regarding the task to
emphasize, dual task with emphasis on random generation,
and dual task with emphasis on go–no go. Adapted with
permission from Azouvi et al. (2004).
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reduction of available central executive resources
rather than to a deficient strategic control
(Leclercq and Azouvi, 2002).

In summary, mental slowness is one of the most
robust findings after severe TBI. Whether atten-
tional functions are additionally impaired remains
debated. The presence of specific impairments of
attentional functions (particularly of divided
attention) may depend on the nature and com-
plexity of the task.

Mental fatigue

Mental fatigue is a highly frequent complaint
after TBI, reported by 30–70% of patients
(Brooks et al., 1986; Dijkers and Bushnik, 2008;
Ponsford et al., 1995a; Ziino and Ponsford, 2005).
Olver et al. (1996) compared patients with
predominantly severe TBI at two and five years
post-injury and found a high prevalence of fatigue
at both time points (respectively 68% and 73%).
Bushnik et al. (2008a, b) found that self-reported
fatigue improved during the first year, and then
did not change significantly up to two years
after TBI. Several studies found no significant
relationships between fatigue and injury severity
(Borgaro et al., 2004; Cantor et al., 2008; Ziino
and Ponsford, 2005). In a population-based study,
five years post-injury, fatigue was reported more
frequently by individuals with severe TBI (58%),
as compared to minor or moderate TBI (35% and
32%), but the difference was not statistically
significant (Masson et al., 1996).

The mechanisms of fatigue after TBI remain
debated. It has been found associated with
depression, pain, disturbed sleep, or neuroendo-
crine abnormalities (Bushnik et al., 2007; Chaumet
et al., 2008; Clinchot et al., 1998; Kreutzer et al.,
2001). Van Zomeren et al. (1984) argued that
fatigue after TBI could be due to the constant
compensatory effort required to reach an adequate
level of performance in everyday life, despite
cognitive deficits and slowed processing. This is
known as the ‘‘coping hypothesis.’’

The coping hypothesis has received support
from experimental studies. Riese et al. (1999)
assessed the performance of eight very severe TBI
patients in a continuous dual task lasting 50 min.

They found that, although sustained task perfor-
mance did not significantly differ between TBI
and control subjects, TBI patients showed more
subjective and physiological distress than controls.
They reported higher levels of task load and more
visual complaints. Moreover, while controls’
systolic blood pressure decreased from pre- to
post-test, it showed the reverse pattern in the TBI
group, suggesting higher psychophysiological
costs to sustain task performance. Azouvi et al.
(2004) found that TBI patients, as compared to
controls, reported higher levels of subjective
mental effort during completion of a complex
divided attention task. Ziino and Ponsford
(2006a, b) studied in two parallel studies the
relationships between self-reported fatigue and
cognitive deficits (vigilance and selective atten-
tion). In a group of patients with TBI of various
severities, fatigue was significantly correlated
with performance on the vigilance task and on
the complex selective attention test, but not with
more simple attentional tasks.

We assessed the relationships between subjec-
tive mental fatigue, mental effort, attention
deficits, and mood in 27 patients with subacute/
chronic severe TBI (Belmont et al., in press).
Subjects first rated their baseline subjective
fatigue on the Fatigue Severity Scale (FSS) and
on the Visual Analog Scale for Fatigue (VAS-F).
Then, they performed a long-duration selective
attention task, separated in two parts. Fatigue on
the VAS-F was assessed again between the two
parts, and at the end of the attention task.
Subjects were also asked to rate on a visual
analog scale the level of subjective mental effort
devoted to the task. Patients reported a higher
baseline fatigue than controls. They performed
significantly poorer on the selective attention
task. Significant correlations were found in the
group with TBI between attention performance,
mental effort, and subjective fatigue. In contrast,
fatigue did not significantly correlate with
mood (depression and anxiety). These findings
suggest that patients with more severe attention
deficits have to produce higher levels of mental
effort to manage a complex task, which may
increase subjective fatigue, in line with the coping
hypothesis.
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Executive functions

Theoretical aspects

Executive functions are the cognitive abilities
involved in programming, regulation, and verifi-
cation of goal-directed behavior. The model
proposed by Shallice (1988) is one of the most
widely used in clinical neuropsychology. This
model proposes two different control levels.
Automatic overlearned motor programs (or sche-
mata) can be executed without conscious control.
Because some of these schemata may conflict with
each other, the model proposes the intervention
of a semiautomatic processor, or ‘‘contention
scheduler,’’ that gives precedence to one of the
conflicting schemata on the basis of internal or
external contingencies. In certain situations, a
subject might need to override automatic actions
and consciously focus its attention elsewhere. The
model proposes a supervisory system to serve this
function. This system is assumed to have limited
capacity. Its main function is to coordinate and
control information processing, particularly in
novel or complex situations. It is generally agreed
that the functions of the supervisory system
depend on multiple separable control processes
located within the frontal lobes (Shallice and
Burgess, 1996).

Behavioral aspects

Survivors from a traumatic coma frequently show
dramatic personality and behavioral changes.
These changes may be related to lack of control
(disinhibition, impulsivity, irritability, hyperactiv-
ity, aggressiveness) or lack of drive (apathy,
reduced initiative, poor motivation).These mod-
ifications are frequently associated with lack of
awareness (anosognosia). The prevalence of such
disorders after a severe TBI is high. For example,
Brooks et al. (1986) asked the relatives of 55
severe TBI patients to state whether the brain
injured was ‘‘the same person as before the
accident.’’ Three months after the accident, 49%
of relatives answered that the patient was ‘‘not the
same as before,’’ but this proportion increased to

60% at one year and 74% at five years. Five years
post-injury, the most frequent behavioral changes
reported by the relatives were irritability (64%);
bad temper (64%); tiredness (62%); depression
(57%); rapid mood changes (57%); tension and
anxiety (57%); and threats of violence (54%).
Personality change was associated with a high
subjective burden on the relative. In another
study conducted two years after a severe TBI,
irritability was also one of the most frequent
problem, but lack of initiative was reported in
44% of cases, and socially inappropriate behavior
in 26% of cases (Ponsford et al., 1995a).

TBI patients also demonstrate a loss of com-
munication skills, even when basic language
abilities are preserved (McDonald and Flanagan,
2004). Their conversational discourse is disorga-
nized. Some patients are overtalkative but ineffi-
cient, often drifting from topic to topic, and
making tangential and irrelevant comments.
Other patients have impoverished communica-
tion, with slow and incomplete responses and
numerous pauses. Patients often fail to follow
social conversational rules.

Objective assessment of behavioral modifica-
tions is difficult. The Dysexecutive Questionnaire
(DEX) includes 20 items addressing a range of
problems commonly associated with the dysex-
ecutive syndrome (Burgess et al., 1998; Wilson
et al., 1998). It has been found nearly as sensitive
to brain injury as more formal neuropsychological
tests (Bennett et al., 2005). Wilson et al. (1998)
documented with the DEX the five items that
obtained the highest rankings in a group of 16
severely brain-injured patients in a rehabilitation
department: poor planning, poor self-appraisal,
trouble in decision-making, distractibility, and
apathy. The same five items also obtained the
highest ranking (mean score higher than 2/4) in a
study conducted in our department with the same
scale (Cazalis et al., 2001).

Conceptualization and set-shifting

Sorting tasks require subjects to classify items
(cards, tokens) according to varying sorting
criteria (such as color, shape, number of stimuli,
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etc.) to adapt their responses to cues given by the
examiner, and to shift criteria when required to.
The Wisconsin Card Sorting Test (WCST) is the
most widely sorting test used in clinical neurop-
sychology. It may show a reduction in number of
sorting criteria found by the subject and, more
importantly, shifting difficulties, defined by perse-
verative errors. The sensitivity of this test in TBI
subjects has been questioned, and seems to
depend on the version of the test used. A number
of studies found a higher number of perseverative
errors after TBI, at least when using the original,
longer, and more difficult version (Ferland et al.,
1998; Stuss et al., 1985), while a modified, easier
version (Nelson, 1976) seems to be less sensitive,
except at the early stage post-injury (Levin et al.,
1990; Spikman et al., 2000). Interestingly, Stuss
et al. (1985) found that the WCST (original
version) was one of the two neuropsychological
tests that best discriminated from controls a
group of brain-injured subjects with apparent good
recovery, but with persisting complaints. Vilkki
(1992) designed a categorization and sorting test
with tokens of different color, size, and shape. TBI
patients performed poorer on that task as com-
pared to healthy controls or to patients with lesions
of the posterior part of brain of different nature.

Planning

The ‘‘Tower of London’’ task addresses the
planning component of the supervisory system
(Shallice, 1982). The test apparatus consists of
three beads of different colors, on three sticks of
different length in a row. Subjects are presented
with two possible arrangements of the beads, the
starting position and the goal position. They are
asked to reach the goal position with as few moves
as possible, but they are not allowed to move
more than one bead at a time, to leave a bead out,
or to put more beads on a stick than possible. TBI
patients performed the Tower of London as
accurately as controls but more slowly (Cockburn,
1995; Ponsford and Kinsella, 1992; Spikman et al.,
2000; Veltman et al., 1996). However, it seems
that at least some patients, with more severe
injuries, may perform poorly on the Tower of

London (Cicerone and Wood, 1987; Levin et al.,
1994; Veltman et al., 1996). Accordingly, we
found a high interindividual variability in a study
with a modified computerized version of the task
(Cazalis et al., 2006). Four severe TBI patients out
of ten obtained a good performance, within the
upper range of healthy controls, in terms of both
speed and accuracy, while six patients (60%)
demonstrated a very poor performance, far below
the range of controls. This variability in perfor-
mance was accompanied by variability in brain
activation patterns in fMRI, with good performers
showing a brain activation comparable to that of
controls, while poor performers had a reduced
activation of prefrontal and cingulate areas
(Cazalis et al., 2006). Vilkki (1992) designed
another mental planning task, requiring to learn
a spatial configuration by self-set goals. Patients
with TBI performed poorer than controls or than
patients with posterior surgical lesions of the brain
(Vilkki, 1992). However, opposite results were
found by Spikman et al. (2000) in patients at a
later post-injury stage.

Mental flexibility

The Trail Making Test (Reitan, 1958) requires
patients to alternate between two sets of
responses (letters and numbers). Subjects must
first draw lines to connect consecutively num-
bered circles on one work sheet (part A) and then
connect the same number of consecutively num-
bered and lettered circles on another work sheet
by alternating between the two sequences
(part B). Patients with TBI performed the task
slower than controls (Dikmen et al., 1990; Levin
et al., 1990). However, it seems that speed of
processing was not significantly more affected by
the more difficult (B) condition as compared to
the easiest (A) condition, suggesting that patients
had no deficit of mental flexibility, in addition to
slowed processing (Spikman et al., 2000).

Generation of new information

Tasks of verbal or design fluency are of common
use in clinical practice. These tasks require the



102

ability to generate in a limited time the maximal
number of items pertaining to a given category
(e.g., animals, words beginning with an F,
designs). Impaired performance in TBI patients
is usually characterized by a low number of items
generated per minute, and in some cases, by a
tendency to use repetitive or stereotyped response
patterns (Levin et al., 1990, 1991). As previously
mentioned, TBI patients also have an impaired
ability to generate random series (Azouvi et al.,
1996, 2004).

Inhibition of dominant responses

The Stroop test is usually used to assess inhibition.
Data obtained with this test have been presented
in the section ‘Focused attention’.

Executive functions in a naturalistic setting

Executive functions are by nature mainly involved
in novel, open-ended, and unstructured situations
that are different from most structured neuropsy-
chological tasks or from routine life in a rehabi-
litation setting. Patients who seem to behave
appropriately while in a stable, quiet, nondemand-
ing environment may show important difficulties
in adapting to more complex situations (Eslinger
and Damasio, 1985; Shallice and Burgess, 1991).
Shallice and Burgess (1991) reported three cases
of frontally-injured patients who had a nearly
normal performance on standard tests, but were
dramatically impaired in two open-ended tests.
The six-element test required patients to carry out
six simple open-ended tasks in 15 min. They had
to judge how much time to devote to each task so
as to optimize their performance given some
simple rules. The second task, the multiple
errands test, involves scheduling a set of simple
shopping activities in real time in a street.

Script generation is another way to assess
everyday life disorders. Cazalis et al. (2001) asked
severe TBI patients to generate scripts, that is, to
spell out in the proper order the successive actions
that were necessary to reach a given goal. Three
scripts of increasing difficulty were given: a
routine (preparing to go to work in the morning),

a nonroutine (taking a trip to Mexico), and a
novel script (opening a beauty salon). The results
showed that TBI patients, in opposition with
patients with focal prefrontal lesions, were able to
generate proper actions, in the correct order, and
to state which actions were the more important
to reach the goal, just as efficiently as controls.
However, when asked to reorganize actions
belonging to different scripts that were presented
in a mixed array, they were less able than controls
to discriminate actions, and tended to make
sorting errors. This was attributed to a difficulty
in dealing with multiple sources of information,
rather than to a deficient access to script knowl-
edge (Cazalis et al., 2001).

Chevignard et al. (2000, 2008) also used a script
generation task in patients with prefrontal lesions.
Patients were required to generate the actions
necessary to prepare two simple meals. Then, in
a second time, they were asked to perform the
task in a real kitchen. In comparison to controls,
patients produced a disproportionate number of
errors in the execution compared to the genera-
tion condition.

In the route finding task, patients are required
to reach a previously unknown location in the
hospital (Boyd and Sautter, 1993). Using this task
in a sample of patients with severe TBI, we found
that patients performed poorer than controls
(Cazalis et al., 2001). While they were able to
understand task instructions like controls, they
were less able than controls to set an appropriate
search strategy, to detect and correct errors, and
to memorize information. They also showed more
inappropriate on-task behavior and needed more
prompting from the examiner than controls.
Spikman et al. (2000) found that the route finding
test significantly discriminated patients with
chronic TBI from healthy controls, while all the
other executive tests in this study did not.

Heterogeneity of executive disorders after TBI

Executive functions are not a unitary construct.
Inter-test correlations of measures of executive
functions within a group of 90 patients with TBI
have been found to be weak, and not stronger
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than correlations with nonexecutive tests (Duncan
et al., 1997). A factorial analysis has been con-
ducted on a battery of tests of executive functions
in a sample of 104 TBI patients (Busch et al.,
2005). The results revealed three weakly inter-
correlated factors: higher-level executive func-
tions (self-generated behavior and flexibility/
shifting); mental control on information in work-
ing memory; and intrusions or perseverations in
long-term memory.

Anosognosia and Lack of Insight

Severe TBI patients have repeatedly been found
to underestimate their difficulties in comparison
to relatives’ and/or therapists’ reports (Prigatano
and Altman, 1990). This lack of awareness mainly
concerns cognitive and behavioral problems,
whereas physical or sensory impairments are
usually acknowledged. Oddy et al. (1985) found
that 40% of TBI patients did not admit memory
difficulties that were reported by family members
seven years post-injury. Sunderland et al. (1983)
found that self-assessment of memory was poorly
correlated with actual memory tests by TBI
patients, in contrast with relatives’ judgment. It
was also found that 33% of severe TBI patients
reported that memory was not a problem at all in
their everyday life, an amount that was similar to
that of patients with mild TBI. Patients with TBI
also underestimate their behavioral modifications,
and overestimate their social skills and emotional
control, in comparison with their relatives’
reports (Fordyce and Roueche, 1986; Prigatano
and Altman, 1990; Prigatano et al., 1990). Lack
of insight is a complex phenomenon and may
reflect (organic) anosognosia and/or psychological
adjustment to neurological impairments (i.e.,
denial). The relationship between lack of

awareness and injury severity is debated.
Prigatano & Altman (1990) did not find any
significant correlation with injury severity, while
Leathem et al. (1998) found that only severe TBI
patients overestimated their skills, in contrast with
individuals with mild and moderate TBI whose
judgment did not differ from that of relatives.

Conclusion

Cognitive deficits after a traumatic coma are
complex, and often difficult to detect and to
measure. Some patients may perform well on
standardized cognitive tests, while showing sig-
nificant difficulties in everyday life. Moreover,
patients frequently have poor awareness of their
difficulties. For these reasons, assessment of
cognitive deficits should rely on careful examina-
tion, including specific psychometric tests, but also
questionnaires for family members, and ecological
measures, in situations close to real life. A
comprehensive assessment and understanding
of cognitive difficulties is important, as there is
now a large agreement on the fact that cognitive
rehabilitation is effective, particularly for deficits
of executive functions, attention and working
memory (Cicerone et al., 2000; Kennedy et al.,
2008).
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Appendix
Table A1. Summary of studies of cognitive testing after TBI

Cognitive domain/functions Testing procedure Performance (vs. controls)

Long-term memory
Anterograde episodic memory Verbal/visual learning of new information Impaired (below 1 SD/norms)
Learning rate Multiple repeated trials of information Slower, inconsistent, and

presentation disorganized learning
Semantic encoding Influence of the relative importance of the Impaired

information; spontaneous use of semantic
clustering

Benefit from semantic memory Comparison of free recall vs. cued recall Preserved
aids

Ability to use mental imagery to Comparison of concrete vs. abstract words; Impaired
improve encoding efficiency benefit from imagery instructions

Forgetting rate Comparison of delayed vs. early recall Accelerated forgetting rate
Sensitivity to interference Presentation of two successive lists of words Impaired retroactive interference

(A and B) (effect of list B on list A) but
preserved proactive
interference

Retrograde memory: Questionnaires on different personal life Impaired without temporal
autobiographical memory, periods; general knowledge gradient
public events, semantic
knowledge

Prospective memory Remembering to perform a previously planned Impaired
action, either time-based (performance of
action at a given time point) or event-based
(after a predetermined event has occurred)

Implicit and procedural memory Priming effect; skill learning Debated (seems preserved only
for automatic tasks)

Working memory
Short-term storage Digit or visual spans Mildly impaired
Storage and processing of PASAT; n-back; updating and monitoring; Load-dependant impairment

information in short-term Brown–Peterson (interference in
memory short-term memory)

Attention
Speed of processing Timed tasks (reaction times, PASAT, etc.) Reduced
Phasic alertness Benefit from a warning signal Preserved
Sustained attention Stability of performance over a long period of Debated seems relatively

time preserved
Focused attention Ability to discard irrelevant stimuli or distractors Preserved

(e.g., Stroop test)
Divided attention Dual tasks Load-dependant impairment

Executive functions
Conceptualization and set Sorting tasks Impaired (at least with more

shifting difficult versions of the task)
Planning Tower of London or other planning tasks Debated, seems relatively

preserved
Mental flexibility Trail Making Test Preserved (but slowed)
Generation of new information Verbal or design fluency; Random generation Impaired
Inhibition of dominant Stroop test Preserved

responses
Executive functions in Open-ended tasks (multiple errands; Impaired

naturalistic settings six-element; route finding; kitchen task)

Note: For clarity of presentation, references for tasks and studies are not included in the table, but they are indicated in the text.
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Long-term survival after severe TBI: clinical
and forensic aspects
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Abstract: This article will review current knowledge germane to understanding estimations of survival time
of persons following severe traumatic brain injury (STBI). Nomenclature issues relevant to biostatistics and
the neuroscientific investigation of survival after STBI will also be explored. Biostatistical methods used for
determining survival time will be reviewed. The latest evidence-based data on morbidity and mortality risk
factors after STBI as related to the nature of neurologic and functional impairments will be explored.
Clinical as well as forensic issues pertinent to prognosticating survival time will also be enumerated.
Current literature (i.e., within the last 5 years) examining life expectancy issues after STBI will be

reviewed. Concluding remarks will identify directions for future research in the area of survival time
following STBI.

keywords: life expectancy; median survival time; morbidity; mortality; disorders of consciousness;
traumatic brain injury

Introduction clinically relevant, since families will often desire
physician estimates on such issues. It is also

Prognoses regarding survival time are often important in terms of assessing cost allocation for
considered to be one of the most debated and either clinical or medicolegal reasons, the latter
challenging questions that specialist physicians often in the context of translating a life care plan’s
working with persons with severe traumatic brain proposed care to an economic equivalent based
injury (STBI) must respond to, whether in a on expected survival time.
clinical or forensic context. It is important to Physicians, the professionals typically asked to
realize that the determination of survival time opine on issues of survival time following cata-
following STBI is important for several reasons. strophic TBI, often are unfamiliar with biostatistics
In the context of planning future care it is and/or the historical and, more importantly,

current literature on this topic. From both a clinical
and forensic standpoint, there is little utility in
individual clinician experience with patients in�Corresponding author.
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of consciousness of the individual in question.
Adequate knowledge of both biostatistics and the
evidence-based medicine on life expectancy related
issues after TBI can greatly facilitate the abilities of
physicians to provide more accurate and data-
driven opinions about anticipated survival time in
persons after TBI and in particular, given the
greater mortality risk, in persons with severe
residual impairments, including those associated
with disorders of consciousness (DOC).

This review article will examine issues germane
to survival time analysis and in particular survival
time assessment in persons after severe brain
injury with resultant severe neurological impair-
ment and functional disability. The topics that will
be covered include terminology, life tables,
biostatistics and life expectancy determination,
methods for survival data analysis, caveats on
interpreting survival studies, clinical experience
and life expectancy determination, life expectancy
literature in STBI, as well as recent literature on
life expectancy in STBI.

Terminology

There is often confusion regarding some of the
terminology that is critical to understanding
survival issues in persons after STBI and, in
particular, in persons with DOC. Survival time,
by definition, is the time period that a given patient
or member of a study population lives. A person
who is alive at the end of the study period is said to
have a censored survival time as of the date the
study was completed. Life expectancy, on the other
hand, is a population-based statistic referring to
the mean time that persons within a defined group
will survive. Life expectancy is not a prediction of a
specific individual’s time to death. It is important to
understand that within a given population such as
those with STBI, there will be a broad range of
survival times and that the life expectancy is simply
the mean of all those survival times. Median
survival time, on the other hand, refers to that
time at which one can state that 50% of a large
defined population will still be alive (as opposed to
dead). The median refers to the middle value of a
set of values, in this case survival times.

In TBI survivors with significant morbidity risk
factors, the mean survival time or life expectancy
is often some 50% larger than the median survival

time (Strauss and Shavelle, 1998b). The risk of
dying, particularly after events such as STBI, is
often much higher at the start, that is early after
the traumatic injury, than in later years (the first
2 years seem to hold the highest risk of mortality).
Clinicians and lawyers should be cognizant of this
fact as the biostatistics can be manipulated to the
advantage of a given party in a legal matter by
simply choosing to use the number that provides
either the basis for the larger financial settlement
(typically the life expectancy) or the smaller one
(typically the median survival time).

Other terminology that clinicians involved with
providing information about prediction of survival
times after STBI including DOC should be aware
of include the following:

(1) Censored survival time: The survival time
arising from observations where the depen-
dent variable of interest represents the time
to a terminal event and the duration of the
study is limited in time. Censored survival
times arise most commonly when a study
participant remains alive beyond the study
period or they are lost to follow-up. Observa-
tions result either in knowing the exact value
that applies or in knowing that the value lies
either above or below a given threshold (for
upper and lower censoring, respectively). The
problem of censored data, in which the
observed value of some variable is partially
known, is related to the problem of missing.

(2) Confidence interval (CI): The CI is an
interval estimate of a population parameter.
CIs are used to indicate the reliability of an
estimate. How likely the interval is to contain
the parameter is determined by the con-
fidence level or confidence coefficient. A CI
is always qualified by a particular confidence
level, usually expressed as a percentage; thus,
one speaks of a ‘‘95% CI.’’ The end points of
the CI are referred to as confidence limits.

(3) Excess death rate (EDR): The difference
between the death rate in the study popula-
tion and the reference population.

(4) Exposure time: The number of person-years
lived by all the members of a given study
population during the duration of the study.

(5) Life expectancy: The mean or average
survival time in a large group of similar
individuals.
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(6) Life tables: A standard table summarizing
mortality information about a group. Life
tables are constructed in two different ways:
for an entire population or for a suitably large
subgroup. Life tables provide specific mortal-
ity rate information, that is, they provide life
expectancy data at every age.

(7) Median survival time: The time at which
50% of a large group of similar persons are
still alive.

(8) Mortality rate: The number of deaths in
the study population divided by the number
of person-years and exposure time. The MR
will generally be larger than the mortality
probability over the same time period
except in very high-risk populations where
the mortality rate could be greater than 1.

(9) Mortality probability: The chance of dying in
a given period and expressed numerically as
between 0 and 1, inclusively.

(10) Parity age: The age at which the mortality rate
among the group in question and the general
population become equal for the life table.

(11) Predicted age at death: The remaining life
expectancy plus present age.

(12) Relative risk (RR): The ratio of the mortality
rate in the study population to the mortality
rate in the reference population. In actuarial
literature, the RR is often referred to as the
mortality ratio (MR).

(13) Standardized mortality ratio (SMR): The ratio
of the observed number of deaths in the
study population to the expected number.

(14) Survival time: The actual number of years
lived by an individual.

Knowledge of the aforementioned terminology is
not only helpful in understanding and interpreting
studies on survival time after TBI but also
essential if one is going to be involved in forensic
testimony (Anderson, 2002; Shavelle et al., 2007).

Life tables

Due to the fact that there is inadequate data
spanning survival times for a large group of
patients from injury through to death, one needs
to determine the expected number of years
remaining for a typical member of that popula-
tion. These types of calculations are the basis for
what has been referred to as life tables or mortality

tables. The life table allows an estimation of a
patient’s mortality risk over the entire life span.
The life table allows some assumptions to be
made based on the absence of reliable informa-
tion about what actually happens to large groups
of persons with STBI as related to survival time
given that most studies rarely track patients for
long periods of time.

Therefore, to be reliable in either a clinical or
medicolegal setting, one must calculate life expec-
tancy using actuarially sound data. That is, one
needs to know what the likelihood is of living into
‘‘old age’’ not just surviving to the point in time
where 50% of people like the individual in question
have already died (i.e. - median survival time).
Normal life expectancy changes with each year of
life and this fact must be consider if opinions are
given early, whether clinical or medicolegal, and
then provided again at some later date.

One might think that calculating the mean
survival time utilizing a CI would be a logical way
to determine a given individual’s likely period of
life after an STBI resulting in a DOC. This
approach, though, is rarely useful. One problem
is that one cannot calculate the mean survival time
until one knows the survival time of each
individual within the population in question, which
means that one cannot analyze the data until the
last person in the population has died. Another
problem, both practically and theoretically, is that
survival times are unlikely to follow a Gaussian
distribution. For the aforementioned reasons, as
well as others, special biostatistical techniques
must be utilized to analyze survival data. The
simplest of these techniques is to construct a
survival curve which plots survival as a function of
time. Time 0 is not a specified calendar date but,
rather, the time at which each patient entered the
study. For this latter reason, there may be a span
of several years during the ‘‘enrollment period.’’
Each group member’s death should be clearly
visible as a downward shift in the curve. If, for
example, a population had 100 persons and 1 died,
then the percent survival should drop from 100%
to 99%, that is, 99/100. When the next group
member died, the percent survival rate would drop
to 98%. If, at 12 months, an additional eighth
patient died, then the downward step created by
the additional 8% loss would be more significant
(Motulsky, 1995; Strauss, 1999).
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Life expectancy tables take into account the
likelihood of demise from any etiology. Clearly,
however, there are some individuals with severe
TBI who had a lifestyle, genetic predisposition or
existing disease that carried with it an increased
chance of morbidity and potentially mortality.
Some of the risk factors for such early demise
include a history of smoking, alcohol use and/or
substance abuse. Other risk factors for early
demise include sexually transmitted disease (in
particular HIV), lack of physical activity/fitness
(leading to increased risk for hypertension,
diabetes, osteoporosis, cancer of the colon and
breast, affective disorders coronary artery dis-
ease), socioeconomic and geographic risk factors,
and genetically linked disease vulnerabilities
(Carroll and Barnes, 2002).

Biostatistics and life expectancy determination

One area that is often confusing for clinicians
unfamiliar with biostatistics is that of censored
versus non-censored survival data (see above). In
most survival studies, some surviving subjects are
not followed for the entire span of the study and,
therefore, the investigator ends up knowing that
the person survived up to a certain time but has no
useful information about what happened during
the period in which the person was not followed.
Information about such patients is said to be
censored. Before the censored time, one knows
that the person was alive and potentially following
an experimental protocol and/or being tracked for
specific mortality risk factors and during this time,
was therefore, contributing useful data to the
study. After they are ‘‘censored’’, one cannot use
any information on the subject as one either does
not have the information beyond the censoring
day because the data was not available or could
not be collected, or the information is available but
cannot be used because the individual was no
longer following the interventional protocol for
being formally monitored for mortality risk factors
(Motulsky, 1995).

As per the science of survival time determina-
tion, it is important to acknowledge that it is
impossible to predict an individual’s actual survival
time with certainty, that is, with 100% accuracy.
The best that we can do is to estimate the life

expectancy, realizing that this is a population-based
statistic or alternatively, determine the median
survival time, as previously defined. Neither pre-
diction, again, examines the survival time of that
specific individual per se. Clearly, although no
expert can take into consideration every factor that
might influence an individual person’s survival time
that does not mean that scientifically valid opinions
cannot be provided about survival time. One needs
to therefore work with the data that one has and
consider other factors for which data are not
available. Based on the summation of the informa-
tion available, one should then be able to logically
argue for either an increase or decrease in the
predicted survival time relative to either actuarial
norms or other predictions.

Methods for survival data analysis

The Kaplan–Meier method is the usual technique
used to analyze survival time data and requires
recalculating every time a patient in the cohort
dies. This latter method is preferred unless the
number of patients is very large. The Kaplan–
Meier or ‘‘product-limit’’ method is logically
simple but tedious. Most of the time, these
calculations are done using computer software
programs. This method automatically accounts for
censored patients as both a numerator and
denominator are reduced on the day a patient is
censored. In this context, day one is the first day
of the study for each subject, not a particular day
of the calendar year (Chan, 2004).

Among the methods for analyzing multiple risk
factors on cohort data, the most widely utilized
model is known as the Cox Proportional Hazard
Model. When survival analysis is performed,
utilizing this methodology, one estimates the
survival curve and, thereby, provides the subjects
probability of surviving many specific time peri-
ods. One should note, however, that this model is
not without problems, as it does not immediately
handle cases where subjects may enter the study
several years after injury date or first diagnosis,
and it is cumbersome when the subjects char-
acteristics change over time. This method is
awkward at separating the intertwined effects of
age, current calendar year, and time since onset
for diagnosis (Anderson, 2002).
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There is also a model known as the person-year
method which has been used in the Framingham
Study on heart disease. This methodology has not
gained use in the context of assessing longitudinal
mortality in TBI including severe TBI. This
analytical method involves utilizing logistical regres-
sion analysis which is a form of discreet survival
analysis. A simple cross-sectional methodology such
as this is facilitated by the use of standard computer
packages that come with a variety of options and
diagnostics (Strauss et al., 2000).

Caveats on interpreting survival data studies

In order to extrapolate the cohort data samples to
the overall population, the survival curve should
have a 95% CI, thereby, implying that one can be
95% sure that the true population survival curve
lies within the 95% CI shown in the sample
population of that particular study. Unfortunately,
when looking at survival data on persons with TBI,
many of the published studies do not include CIs
which limit their generalizability and utility in the
context of both clinical and forensic applications.

The interpretation of a survival curve depends
on several assumptions (Motulsky, 1995):

� independent observations y that is, choos-
ing any one subject in the population should
not affect the chance of choosing any of other
particular subject;

� random sampling methodology;
� consistent entry criteria;
� consideration criteria for defining survival;
� time of censoring should be unrelated to

survival; and
� average survival time does not change during

the course of the study.

There are some inherent problems with survival
studies, the most significant being when the study
should start. Typically, this is done at the time
when an objective occurrence such as the TBI
itself occurs. Another confounding variable is how
investigators handle death that may have nothing
to do with the TBI itself and/or related morbidity
such as someone purposely ending the individual’s
life by withdrawal or withholding of care or, for
example, having a significant pre-existing condi-
tion that subsequent to the injury takes a person’s

life. Some investigators would count these as
deaths; others would count them as censored
subjects. Both approaches are sensible but the
approach should be decided before the study is
started and then used consistently throughout the
study and clearly defined in the methodology.

Most studies looking at survival time following
brain injury utilize survival curves to provide
information on the percentage of individuals
within the experimental cohort who survive to a
given age. Such data will provide only a median
survival time if there is a high enough mortality
rate such that 50% of the subjects die within the
study period; however, if 50% of the subjects do
not die within the study period, then the median
survival time can only be estimated. Similarly, and
more commonly, it is unusual that such studies
will allow the biostatistical calculation of life
expectancy for the entire cohort, given the
inability of such studies to attract individuals for
their remaining survival time.

Clinical experience and prediction of survival time

From both a clinical and forensic standpoint, there
is little utility in individual clinician experience with
patients in predicting either life expectancy or
median survival time following severe TBI, regard-
less of the level of consciousness of the individual
in question and/or their functional status. Clinicians
will often refer to their personal experience with
patients as a basis for stating that a given person
will live a particular period of time. This is, at best,
anecdotal data and not collected in a manner that
would make any opinions provided consistent with
the methodologies that should be used in evidence-
based medicine. Regardless of how many cases of
STBI one has seen, including cases of individuals
with DOC, it is highly unlikely that the sample size
followed was either large in number or were
followed for more than a few years. So, unless the
clinician has worked in a setting for 20, 30 or more
years and followed large numbers of patients that
have either stayed in the facility and/or been
tracked in a formal manner, the opinions generated
by that clinician based on ‘‘clinical experience’’ are
irrelevant and non-scientific in a medicolegal
context. Such testimony would certainly be gen-
erally criticized on numerous levels in a forensic
setting relative to both the Daubert and Frye
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standards in the United States and likely other
legal standards for scientific testimony in other
countries (Strauss and Shavelle, 1998a).

Predictors of morbidity and mortality in
STBI and DOC

Based on fairly extensive literature examining risk
factors for mortality in persons with ABI and
significant functional disability, certain factors
clearly increase the risk for early demise. These
factors seem to be applicable to persons with
severe impairments secondary to traumatic brain
injury including those with DOC. Clearly, the
strongest predictor of shorter survival in this
patient population is severe impairment of mobi-
lity. Compromised self-feeding ability is also
strongly associated with shorter life span with
persons receiving gastrostomy tube feedings being
the most at risk of shortened survival time. Other
risk factors that have been correlated with survival
time following TBI include age (with rate of male
mortality being appreciably higher than that of
females, however, this discrepancy disappears at
the more severe end of the impairment spectrum),
time since injury (mortality risk is highest during
the first 2 years after injury and then stabilizes),
need for ventilator support and/or suctioning, more
severe cognitive and communication impairments
(mainly due to their correlation with more severe
motor impairments), respiratory problems includ-
ing pneumonia, diseases of the circulatory system
including pulmonary embolism and post-traumatic
epilepsy (Gaiyayzis et al., 2004; Day et al., 2005;
Shavelle et al., 2007; Englander et al, 2009). The
role that decubitus ulcers, deep vein thrombosis,
renal disease/impairment, contractures, dysphagia,
constipation and incontinence play in increasing
long-term mortality is still somewhat unclear based
on the relative lack of studies addressing these
issues and/or the absence of data indicating that
these morbidities ultimately lead to earlier demise
(Shavelle et al., 2007). One must establish that an
individual’s level of neurological impairment is
stable and that no further functional changes of
significance are expected prior to opining on
survival time. If someone is continuing to show
evidence of neurological recovery and/or func-
tional improvement or, alternatively, if they are

demonstrating evidence of decline, there will likely
be some impact on survival time estimations.

Quality of care and impact on survival time

The issue of quality of care relative to life
expectancy has profound clinical, as well as
forensic, implications. One of the problems in
studying this phenomenon is the issue of what
defines good quality care versus suboptimal care
and the context in which quality of care is
discussed, that is, whether the quality of care is
only being defined in medical terms or whether
psychosocial aspects of care are also included.
As Strauss and Shavelle point out, quality of care
issues also rely at least in part on factoring in
the knowledge base and expertise of caregivers, the
access to regular health monitoring/surveillance,
preventative health care and emergency services,
as well as the quantity/intensity of care provided.
These various factors, to a great extent, are driven
by the financial resources of the injured person
and the health care system in which they are taken
care of which will vary from country to country.
Interestingly, in work previously published by
Strauss and his colleagues, the authors found that
mortality rates in state facilities were generally
lower than those in private group homes or in
family homes. The reasons for these differences
were posited to include quality of care advantages
of the long-term state run facilities including
around-the-clock staffing, continuity of care of
centralized record keeping, and immediate access
to medical attention when needed. Although it
seems clear that quality of care is a factor that
impacts survival time, there is not enough data
available yet to know to what extent it ultimately
makes a difference to the relative longevity of
severely disabled persons after TBI, but clearly, as
far as rank order, it appears to be less important
than other factors such as degree of immobility
(Shavelle et al., 2007).

Life expectancy literature in STBI: Historical
perspectives and criticisms

Probably, one of the most well known and
controversial articles published dealing with the
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issue of life expectancy in persons with severe
brain injury was the two part ‘‘Medical Aspects of
the Persistent Vegetative State’’ published in the
New England Journal of Medicine in 1994. Based
on this publication, which was written by the
Multisociety Task Force (MSTF) on Persistent
Vegetative State (PVS) (composed of clinicians
from neurology and neurosurgery but not neuror-
ehabilitation), the authors noted that the mortal-
ity rate for adults in PVS after an acute brain
injury, albeit not just traumatic, was 82% in 3
years and 95% in 5 years. Based on a summation
of data from four larger series with a total of 251
patients, these authors noted that the reported
causes of death, based on data from 143 cases,
included infection (i.e., pulmonary or urinary
tract), generalized systemic failure, sudden death
of unknown causes, respiratory failure, and other
disease related causes such as recurrent stroke.
Age also factored in significantly. The authors
concluded that those in a vegetative state, either
child or adult, had an average life expectancy of
2–5 years with survival beyond 10 years being
unusual, although they did note that a very small
number of well-described patients in a PVS had
survived more than 15 years including three
patients that survived for more than 17, 37, and
41 years. They went on to note the following
statement: ‘‘considering the small total number of
patients in a persistent vegetative state, the
probability that an individual patient will have
such a prolonged survival (i.e., over 15 years) is
exceedingly low, probably less than 1 in 15,000 to
75,000’’ (MSTF, 1994). The fact that there had
been no formal studies on the effect of level of
care on the survival time of persons in PVS was
duly noted.

A. A. Howsepian provided an extensive and
constructive critique of the MSTF consensus
statement on the PVS in a 1996 article published
in ‘‘Issues in Law and Medicine’’ but interestingly
issued no direct criticisms at the author’s conclu-
sions regarding life expectancy (Howsepian, 1996).

Up until around 1998, and even beyond that,
many physicians in the neurosciences continued to
follow the 2–5 years guidelines set forth by the
MSTF for life expectancy of persons in a
‘‘permanent’’ vegetative state. Unfortunately, it
seemed that these impressions also permeated
opinions about life expectancy in those with severe

disability following TBI, in general, including
individuals with DOC. If clinicians were unaware
of the MSTF document, they often referred to
literature by Eyman and Grossman that had
been collected in severely disabled institutiona-
lized patients, not necessarily with TBI/DOC.
That work has been greatly criticized for nume-
rous methodological flaws and is generally not
considered ‘‘good science’’ based on more recent
analyses of said data (Plioplys, 2004).

There have been some limited published criti-
cisms of the literature utilized in life expectancy
determination in TBI that are worth briefly
reviewing, some of these made by ‘‘neuro-
litigators’’ include the following:

� The professionals typically testifying on
survival time have not been involved in the
actual studies and/or data collection.

� The studies typically quoted lacked quality
control in terms of whether the data can be
considered reliable and truly representative
of the cohort sample.

� The researchers publishing these studies had
not reviewed the actual medical charts of the
individuals in their studies or examined the
patients.

Another more significant criticism levied at the
life expectancy research in TBI is the relatively
small numbers of patients included in any of the
databases that have more profound impairments
including the small number of persons with DOC.
There is also very little data tracking patients with
STBI and/or DOC beyond one year post-injury
relative to answering the question of long-term
survival patterns. There are also certainly ques-
tions on whether diagnostic labels used in various
studies were even accurate as related to whether
specific patients were in fact truly unconscious.
One also has to look at what percentage of the
initial patient population that entered the study
was later potentially excluded due to lack of
adequate data or follow-up, both of which could
potentially create a bias to the results collected.
Another relevant factor is the issue of whether the
cause of death was directly attributable to the TBI
or an indirect consequence of same, and how the
cause of death may have been related to adequate
versus inadequate medical surveillance and care.
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Michael Kessler, Esq., made note of several
criticisms of an article by Strauss entitled ‘‘Long-
Term Survival of Children and Adolescents After
Traumatic Brain Injury’’ (Kessler, 2004) specifically:

� Subjects were included with a diagnostic code
of either skull fracture or intracranial injury
without skull fracture, although the two cate-
gories might in fact yield very different types
of patients, the study lumped them together.

� More than one-third of the subjects were
injured before 1987, some as early as the
1960s. Since the standard of medical and
rehabilitative care over that period of time has
certainly changed, there was the concern that
it would impact how one could compare data
across patients over such a long time period.

� The date of entry into the study was based on
the date of the first evaluation after the TBI
even when the survival period was known to
be longer. As was noted, 12.6% of cases were
more than 10 years out from their injury at
the time of the first TBI evaluation.

� Sample size was small and subgroup size was
even smaller with only 38 deaths actually
being documented and the deaths not being
stipulated by subgroup.

� The data were only presented for life expec-
tancy at age 50 which could markedly impact
the life expectancy calculation more generally.

� No adjustments were made for decreased
mortality rate over time and, yet, life tables
and insurance data were argued to certainly
support the position that from the 1960s
through the end of the study in 1995,
mortality rates changed (author’s note: that
is, they decreased) in the general population.

� The short time span of the study limited the
conclusions that can be drawn from it.

� The mortality comparison was to the general
male population instead of a basic mortality
table broken down by gender, which may
cause an overstatement of increased mortality
due to the tendency for men to not survive as
long as women.

There have also been medicolegal criticisms
germane to the current scientific evidentiary rules

in the United States regarding testimony on life
expectancy after TBI relative to:

� the untested nature of a specific model to
calculate life expectancy of a particular indivi-
dual;

� the lack of peer reviewed publications
related to specific models to calculate the
life expectancy of a particular individual;

� the lack of any expert having a published
article that actually provides methodologies
or formulas for calculating/predicting the life
expectancy of a particular individual;

� the lack of consensus regarding the chosen/
best methodology to calculate life expectancy
of a particular individual with TBI; and

� the mixed population of patients in the life
expectancy databases for TBI relative to type
of brain injury, quality of care and impact of
intensity, and level of care on ultimate
survival time of a given individual.

It is this author’s opinion that these criticisms
deserve attention in future discussions of the topic
and consideration in the context of future studies on
survival time in persons with acquired brain injury.

Recent literature on survival time and STBI

Shavelle and Strauss at the Life Expectancy
Project (www.lifeexpectancy.com) have refined
earlier published work and take into account
issues of age, sex, and functional status, as related
to predictors of survival time following TBI
(Shavelle et al., 2007). They note that the average
life expectancy is, at most, 12 years for individuals
in a vegetative state and that no significant sex
differences were noted. The data beyond age 50
were not provided. When an individual is non-
ambulatory but can self-feed, then life expectancy
can range anywhere from 46 years for a 10-year
old to 19 years for a 50-year old. When fed by
others and non-ambulatory, life expectancy sig-
nificantly diminishes to 27 years for a 10-year old
to a low of 11 years for a 50-year old. Once
independent walking ability is achieved, then life
expectancy significantly improves and approaches
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that of the general population. The same authors completing inpatient rehabilitation at one of
have taken the position that persons in minimally fifteen federally funded TBI research centers.
conscious state (MCS) may have only slightly A total of 8793 person-years of life data were
better life expectancies than persons with PVS, accumulated for the analysis with lengths of
although the data specifics and clinical criteria for follow-up ranging from 17 days to 12.8 years
diagnosing MCS were not specifically stipulated. post-injury. Of this group studied, 37% had

What is unclear from the description of their severe TBI. These researchers estimated an
data is how long each member of the cohort was average reduction in life expectancy of 7
actually followed either from the date of their years. The SMR was 2.00 (95% CI) (1.69–
injury and/or from the date of entry into the study. 2.31) indicating that individuals with TBI were
It is, therefore, unclear exactly how much data was two times more likely to die than individuals
derived from cohort participants beyond 12 months of comparative age, gender and race from the
post-injury. This fact, in part, is made more general population. The SMR for individuals
significant by the lack of data on what happens to with TBI who survived past their one year
patients many years post-injury relative to some post-injury anniversary was 1.95 (also with a
demonstrating continued progress and neurorecov- 95% CI) indicating a slightly higher risk for
ery, which may lead to decreasing morbidity/ those who died between inpatient rehabilita-
mortality risk factors and others, actually getting tion discharge and 1-year post-injury; how-
worse over time and potentially increasing their ever, these SMRs were not significantly
morbidity/mortality risk factors. Both of the afore- different. Based on the analysis used, specifi-
mentioned phenomena have clear ramifications on cally a multivariate Cox regression analysis,
the likely survival time of these individuals. older age, unemployment at the time of injury,

Based on the literature in the last 5 years, the and greater functional disability at rehabilita-
following studies should be mentioned in the tion discharge remained the most significant
context of their analysis of survival time in risk factors for shorter life expectancy. The
patients with TBI and as relevant to STBI: results also indicated that there was a 5%

increased risk of death for each additional year
� Brown et al. (2004). This was a retrospective of age at injury and a 12% increased risk of

cohort study of 1448 patients between 1985 death for every one point increase in the
and 2000. Of the sample, 11% had moderate Disability Rating Scale (DRS) score. Also of
to severe TBI. Comparison of observed interest was the fact that the Glasgow Coma
mortality over the full period of follow-up Scale (GCS) score at the time of admission,
with that expected revealed a risk ratio (95% commonly accepted as predictive of early
CI) of 5.29 (4.11–6.71) for moderate to mortality, was not found to be predictive of
severe cases. Interestingly, these researchers mortality after 1-year post-injury.
found that the case fatality rate for persons � Strauss et al. (2004). Along with Harrison-
with moderate to severe TBI, although very Felix and coworkers submitted a letter to the
high early on, approached that of mild TBI editors of ‘‘Neurorehabilitation’’ reviewing a
for individuals surviving 6 months or longer. methodology relating mortalities to severity
Based on review of this study, it is apparent of disability at inpatient rehabilitation dis-
that the functional status of the patients were charge, as measured by the DRS. The
not delineated, leaving one to wonder what authors then calculated, using a standard
proportion of the moderate to severe TBI Cox proportional hazard modeling of the
group had good functional outcomes relative data assembled, a simple model with linear
to mortality risk factors such as mobility terms for age and DRS. The estimated risk
status and self-feeding capability. ratio for DRS was 1.126 indicating that the

� Harrison-Felix et al. (2004). This study in- mortality risk increased by 12.6% for each
volved a cohort of 2178 individuals with TBI additional DRS point scored on this 30 point



120

scale (where 0 is no disability and 30 is dead). the strongest predictors of shorter life expec-
Based on available data, they constructed a
life table from which the life expectancy and

tancy along with the level of functional
disability. There were multiple limitations

other estimates of interest were immediately adequately acknowledged by the authors of
available. They noted that the methodology
would be further defined and improved as

this study in the context of the quality of their
data, although the results seem to parallel

� 

more data became available.
Pentland et al. (2005). These investigators � 

findings of other studies in this area.
Selassie et al. (2005). Examined mortality

utilized a computerized database with details among a representative sample of 3679
of 1919 admissions who were compared persons within one year of being discharged
with deaths registered by the NHS Central
Register in Scotland for the years 1981 to

from 62 acute care hospitals in the State of
South Carolina following TBI and identifying

mid-2002. Death certificate information for
matches was also analyzed. Of the 1919

factors associated with early death using
a multivariable Cox proportional hazard

admissions, which refer to 1871 individuals, model. The mortality experience of the
there were 93 severe, 205 moderate, and 1573
mild TBIs based on GCS criteria. There were

cohort was also paired with that of the
general population by using SMRs for

57 deaths during the initial admission and 340 selected causes of death by age adjusted for
in the subsequent years. Substance abuse,
principally alcohol, was a factor in 37 deaths,

race and sex. Of the eligible pool of patients,
91.6% within 15 months of hospital discharge.

suicide accounted for 20, and accidents for 25.
The great majority of the latter deaths were

Twenty-three percent of deaths were injury
related (not necessarily secondary to the

in people under the age of 70. When the TBI). Of the TBI related deaths, 63%
researchers examined the deaths post-dis- occurred within the first three months of
charge, as related to injury severity, they
noted that 51 of the 93 patients categorized as

discharg compared with 47% of non-injury
related deaths. Estimated survival curves of

severe survived to be discharged from the the study cohort varied significantly depend-
unit, 6 of whom subsequently died in the
ensuing 20 to 21 years. Causes of death were

ing on the severity of the TBI. Decedents
were more likely to be older females insured

variable. Importantly no data regarding func-
tional status or type of care rendered was

by Medicare with more comorbidities and
have sustained a severe TBI than were

provided for these individuals. No CIs were survivors. In contrast, patients who were alive

� 

provided for the data generated.
Ratcliff et al. (2005). This study was a

at the end of the follow-up period were more
likely to be white, from a rural area, to have

retrospective cohort design to examine long- associated injuries, and to have been treated
term mortality rates and predictors of mor-
tality for persons after moderate to severe
TBI and included 642 eligible individuals who
were discharged from a large rehabilitation

at a level 1 trauma center. The presence of
comorbid conditions significantly influenced
the likelihood of death as, for example,
patients with three or more comorbidities

hospital between 1974 and 1984, in 1988 and were four times more likely to die within the
in 1989. The reasons for the non-continuity first year after injury compared with patients
with regards to the years of retrospective
assessment were not stipulated. The patients

with no comorbidities (95% CI, 2.7–5.9). The
severity of TBI, type of insurance and level of

were followed as long as 24 years post-injury. trauma center within the hospital that pro-
Of those individuals, 128 were found to be vided the acute medical care were also
deceased. A Poisson regression analysis significant determinants of death within 15
revealed at least a twofold increased risk of
mortality compared to the general popula-

months of hospital discharge. Patients with
severe TBI were 1.8 times more likely to die

tion. Pre-injury characteristics such as alcohol post-discharge compared with those experi-
abuse and risk taking behavior were among encing mild TBI, and those insured by
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Medicare were 1.6 times (95% CI, 1.1–2.5)
more likely to die than a patient covered by
commercial insurance. The study cohort
when compared with the general US popula-
tion experienced a sevenfold excess risk of
death overall (SMR ¼ 7.1; 95% CI, 6.3–7.9)
within 15 months of hospital discharge.

� Harrison-Felix et al. (2006). This study was a
retrospective cohort study investigating
causes of death in individuals with TBI and
utilized data from a federally funded TBI
national database, supplemented with vital
status data from the Social Security Death
Index, death certificates, and the US popula-
tion age- race- gender-cause-specific mortality
rates for 1994. Those 2140 individuals with
TBI who completed inpatient rehabilitation at
one of the 15 federally funded TBI Model
Systems of Care between 1988 and 2001 and
who survived at least one year post-injury
were included in the study. Persons with TBI
were about 37 times more likely to die
of seizures; 12 times more likely to die of
septicemia; 4 times more likely to die of pneu-
monia; and approximately 3 times more likely
to die of other respiratory conditions exclud-
ing pneumonia, digestive conditions, and all
external causes of injury including poisoning
than were individuals that were age, gender
and race matched in the general population.
Although there were 6648 person-years of
follow-up data, the average range of follow-
up was only 3.1 years from the one year post-
injury anniversary. In this study, the severity
of injury and nature of the patient’s functional
degree of impairment were not otherwise
analyzed aside from notation that the average
age was 37 years with 76% being male, 50%
Caucasian, and 42% severe TBI, the latter
based on an emergency department GCS
score between 3 and 8.

� McMillan and Teasdale (2007). This study’s
goal was to determine the rate of death in the
first and six subsequent years after severe
TBI in a prospective cohort design which
compared a structured sample of 767 patients,
age 14 years and over, and compared their
outcome/mortality rate with the general
death rates in the Scottish population. The
patients were prospectively identified as they

were admitted to a hospital and followed up
to seven years later. Of the 2995 people
hospitalized over the period of February 1995
to February 1996, some of 769 were selected
for follow-up at 1 year. The process of
selection did not appear to be otherwise
stipulated (e.g., random vs. non-random). Of
them, 101 had severe injury, 133 had moder-
ate injuries, and 507 had mild injury as
defined by the GCS with 28 being unclassi-
fied. Risk of death was noted to be 23 times
higher in months 1–2, three times higher in
months 3–12, and two times higher in months
13–84. Risk of demise within the first two
months post-injury was most significant in
persons older than 54 years of age. Indivi-
duals younger than 54 years of age had a risk
of mortality seven times as high as the general
population between 13–84 months post-
injury. Mortality was only associated with
greater severity of head injury during the first
year, pre-injury medical history was asso-
ciated both with earlier and later deaths, but
risk of death remained higher in those with
no injury. Later deaths were often associated
with suboptimal post-injury lifestyles. Primary
causes of death after TBI were parallel to
those seen in the general population. Com-
pared with the general population death rate
after admission to the hospital with TBI
remained high for at least seven years and
was particularly high for those under age 55.

� Shavelle et al. (2008). Reported a re-analysis
of data originally published by others dealing
with life expectancy and locked-in syndrome.
They noted that there were methodological
issues with the manner in which the investi-
gators in two serial studies calculated survival
time, noting that survival time was counted
from the first anniversary of the onset of LIS,
yet follow-up began many years later and that
subjects were guaranteed to survive until the
beginning of follow-up, but those who died
never entered the study. Using the investiga-
tors’ original data, they corrected the survival
probability by counting each person’s survival
time only from the time at which they were
‘‘exposed to death’’ and then performed a
Kaplan–Meier analysis which gave survival
probabilities of 84% at 5 years and 56% at
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10 years. They also noted that although the
20-year survival could be computed directly
from the observed data, that with use of
standard actuarial assumptions, it led to an
estimate of a 20-year survival rate of 32%.
They also interestingly noted that the popula-
tion being studied all consisted of elective
admissions admitted to a ‘‘world-class facil-
ity’’ and that this fact may have led to over-
estimating survival y specifically, the impli-
cations here are that Shavelle and his co-
authors believed that the better care ren-
dered at such an institution would result in
longer survival time. They also noted that
any advances in medical care since the study
period would potentially under-estimate
survival. It should be noted that the original
numbers calculated for five, seven and twenty
year survival, based on the original investi-
gators analysis, was 83%, 83% and 40%.

� Baguley et al. (2008). Investigated mortality
trends in functionally dependent adults
following TBI by analyzing data from 966
consecutive admissions to a specialized TBI
rehabilitation service. Details for 69 of those
subjects who were functionally dependent at
rehabilitation discharge were cross- refer-
enced against the state government death
register. The observed mortality rate was
compared to an equivalent population
sample derived from Australian life tables.
Twenty-five subjects or 36% were deceased
at an average of 10.5 years post-injury
(standard deviation 5 years; range 1.7–18.8
years). The observed numbers of deaths far
exceeded the expected population figure
for the same period (1989–2007), yielding a
standardized mortality rate (SMR) of 13.2.
Mortality trends suggested a bimodal dis-
tribution with more deaths in the first five
years post-injury following by no further
deaths until nine years post-injury. The
authors noted that the bimodal distribution
of mortality data suggested different contrib-
utory mechanisms too early versus late
mortality in this group of patients.

� Cameron et al. (2008). This group of inves-
tigators performed a ten year health service
study examining mortality outcomes for
people with traumatic brain injury utilizing

a population-based matched cohort study
using linked administrative data from
Manitoba, Canada (Manitoba Injury Out-
come Study). An inception cohort running
from 1988 through 1991 of hospitalized cases
with TBI age 18–64 years, consisting of a
sample size of 1290 individuals, was identified
and matched to a non-injured comparison
group of 1290 individuals. Survival analysis,
negative binomial and Poisson regression
were used to quantify associations between
injury and health service use (HSU)/mortal-
ity outcomes for 10 years following the TBI.
Investigators found that the majority of the
deaths (47.2%) occurred in the first 60 days
following injury. Excluding the first 60 days,
the adjusted 10-year mortality remained
elevated (mortality rate ratio equal 1.4,
95% CI ¼ 1.02–2.15). After adjusting for
demographic characteristics and pre-existing
health status, the TBI cohort had more post-
injury hospitalizations, greater cumulative
length of stay, and a greater post-injury
physician claims rate, than the non-injured
cohort HSU. Based on the injury severity
score (ISS), 314 individuals sustained severe,
81 moderate, and 786 minor TBI. There was
also clearly an association between severity
of injury and increased mortality. Unfortu-
nately, the functional status of those included
in the samples was not explored relative to
being a risk factor for earlier demise. The
study also found no significantly increased
risk in long-term mortality for people who
sustained mild, moderate, or moderately
severe brain injuries. Persons with severe
TBI were 9.9 times more likely to die than
their non-injured counterparts, and for those
who survived the first 60 days following the
injury continued to have a significant risk
of mortality during the remaining years of
follow-up (adjusted MRR ¼ 4.16, 95%
CI ¼ 1.96–8.84). Due to the nature of the
data collection, concerns can be levied
relative to study limitations in that the quality
of rehabilitation service has certainly chan-
ged over the more than 16 years time period
of this study, thereby, bringing into question
the ability to generalize of the data presented
by these investigators.
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� Colantonio et al (2008) investigated the rate TBI population for which this was true.
and predictors of post-acute mortality after
severe TBI of a group of patients one to nine

Harrison-Felix et al. (2009) utilized a retro-
spective cohort design to examine mortality

years post injury over an approximate two rates, life expectancy death risk factors and
year window (April 1993–March 1995) using
a retrospective cohort design. The sample

causes of death in 1678 persons with TBI who
survived the first anniversary of their injury

size was 2721 with a control group of 557 and admitted to acute rehabilitation within
patients with lower extremity injuries. Post- one year of injury between 1961 and 2002.
acute death was defined as death one year or They found that persons with TBI were 1.5
more post discharge. Poisson regression times more likely to die than persons in the
modeling demonstrated that having a TBI
predicted a premature death when there

general population of similar age, sex and
race with an average life expectancy reduc-

were controls for age and injury severity
(SMR was 2.90 for the TBI group vs. 2.26 for

tion of four years. The strongest independent
risk factors for death beyond one year post-

the control group with p ¼ 0.046). Age, injury were older age, being male, less
number of co-morbidities, injury severity,
mechanism of injury, and discharge destina-

education, longer hospital stays post injury,
being injured earlier than later and being

tion were significant predictors of SMR in the vegetative on discharge from rehabilitation.
multivariate analyses utilizing a parametric
model and not the Cox proportional hazard

Risk of death due to aspiration pneumonia
was 49 times higher than the general popula-

model for the TBI population. Parallel to
studies by Ratcliff (2005) as well as Shavelle

tion with risk of dying from seizures, pneu-
monia, suicide and digestive conditions being

et al (2007), the investigators found that 22, 4, 3 and 2.5 times higher, respectively.
SMR decreased with age due to the fact that
the ratio of raw death rate to the expected
death rate actually decreased with older age. Conclusions

� Brooks (personal communication, 2009). This
researcher, who is part of Dr. Strauss and Clinicians must be familiar with the current
Shavelle’s group, has preliminary unpublished literature on survival time in TBI and understand
data on approximately 4000 persons over age how it applies to survival time determination in
10 who suffered TBI and received services persons after STBI including those with DOC. In
from the California Department of Develop- the context of both clinical care and provision of
mental Services between the years 1988 and medicolegal testimony, it is of utmost importance
2002. Survival was monitored until December for physicians to also understand what is known
31, 2006 using state vital records. Of the study about the risk factors for mortality in this special
group, 10% died before the end of follow-up.
They used logistic regression analyses on

patient population, the application of biostatistics
to survival time determination, and the relevant

person-months to test for secular trends in
mortality. The analyses was adjusted for age,

terminology applicable to discussing biostatistics
and survival time. There are still many unan-

time since injury, and functional disability swered questions germane to issues surrounding
(i.e., mobility and feeding), however, it did
not provide any statistical evidence for secular

survival time after STBI with questions pertaining
to quality of care probably generating the most

trends in mortality rates in the TBI popula- debate and controversy. Further, long-term stu-
tion. These findings are similar to those for dies looking at more homogeneous populations of
SCI, but contrast with those from cerebral patients with severe TBI including persons with
palsy. For example, in cerebral palsy, the DOC (coma, VS, and MCS) should be performed.
most severely disabled individuals experi- Additionally, studies adequately tracking not only
enced significantly increased survival over the factors associated with post-injury mor-
years 1983–2002. The investigators, however, bidity and mortality but also pre-injury factors
were unable to identify any subgroups in the negatively impacting long-term survival should be
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performed prospectively utilizing multisite long-
itudinal participation to accumulate as large a
cohort as possible. Qualitative and quantitative
aspects of care as related to neuromedical as well
as psychological morbidity and mortality should
be studied, as should the influence of said care on
functional outcome over time and consequential
potential effect on survival time.
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CHAPTER 10

Waking up the brain: a case study of
stimulation-induced wakeful unawareness

during anaesthesia
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Abstract: Hitherto, little is known about the specific functional contributions of extrathalamic arousal
systems to the regulation of wakefulness in humans. Here, we describe a 42-year-old woman with treatment
resistant tremulous cervical dystonia who underwent microelectrode-guided stereotactic implantation of
deep brain stimulation (DBS) electrodes in the internal segment of the globus pallidus internus (GPi) under
general anaesthesia. Acute unilateral DBS of circumscribed sites within the subpallidal fibre-field with
130 Hz caused a transient state of wakefulness with an increased responsiveness to external stimuli but
without detectable signs of conscious awareness. The extent of behavioural arousal could be titrated as a
function of stimulus intensity. At lower stimulation intensities, bilateral eye opening occurred in response to
verbal commands or tactile stimulation. At suprathreshold intensities, the patient’s eyes remained open and
conjugated throughout the stimulation period. The arousal effect ceased abruptly when DBS was
discontinued. Behavioural arousal was accompanied by global cortical EEG activation in the gamma-
frequency range (40–120 Hz) and by autonomic activation as evidenced by increased heart rate. The
observed effect was reproducible in both hemispheres and topographically restricted to 6 out of 15 tested
sites in the fibre-field between the GPi and the posterior aspect of the basal nucleus of Meynert. We conclude
that the stimulated neural substrate in the subpallidal basal forebrain is involved in the premotor control of
lid and eye position and the control of the activation state of the human neocortex. It may thus be important
for the induction and maintenance of anaesthesia-induced unconsciousness in humans. It is suggested that
subpallidal DBS released a downstream arousal circuit from anaesthesia-related inhibitory modulation either
by direct excitation of an arousal nucleus or by inhibition of a sleep-promoting centre in the basal forebrain.
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Introduction

Both sleep and anaesthesia are reversible states of
eyes-closed unresponsiveness to environmental
stimuli in which the individual lacks both wakeful-
ness and awareness. In contrast to sleep, where
sufficient stimulation will return the individual to
wakefulness, even the most vigorous exogenous
stimulation cannot produce awakening in a gen-
erally anaesthetized patient. In clinical practice as
well as everyday life, awakening from sleep or
anaesthesia is commonly defined as opening of
the eyes in response to verbal commands (Dutton
et al., 1995). The palpebral fissures widen, the
eyes are fixed in the primary position, the striated
muscle tone is enhanced throughout the body and
large cardio-respiratory changes occur (Horner
et al., 1997). These physiological concomitants of
wakefulness are brought into action more or less
simultaneously by a global state change within the
central nervous system (Pfaff et al., 2008). In the
mammalian neocortex, this state change is
reflected in a characteristic transformation of the
spectral content of electroencephalographic
recordings (EEG) known as ‘activation’ or
‘desynchronization’: During the transition from
sleep or anaesthesia to waking, low-frequency
activity with high amplitudes (the EEG signature
of sleep and anaesthesia) is replaced by low
amplitude EEG fluctuations at relatively high
frequencies (W15 Hz), which are indicative of the
awake and aroused state (Steriade et al., 2001).

Moruzzi and Magoun (1949) demonstrated that
electrical stimulation of brainstem-thalamic pro-
jections switches the neocortex of anaesthetized
animals into an arousal state. Their pioneering
work laid the foundations for our current under-
standing of the midbrain reticular formation and
midline thalamic structures as important nodal
points of an ascending neural network which
exerts a tight control over the activation state of
the cortex and the level of wakefulness (Steriade,
1996). Later work with implanted electrodes in
unrestrained animals showed that behavioural
arousal is accompanied by similar EEG changes
irrespective of whether alerting occurs naturally
or is mimicked by electrical stimulation (Steriade
and McCarley, 2005). Some of the classical

electrocortical and behavioural arousal responses
seen in laboratory animals have been replicated
during electrical test stimulation in humans under-
going stereotactic surgery in the thalamus for
different pathological conditions, including move-
ment disorders (Hassler et al., 1960; Housepian and
Purpura, 1963), neuropsychiatric disorders (Velasco
et al., 2006) or epilepsy (Velasco et al., 1997).
Although only rarely observed (Schaltenbrand
et al., 1973; Umbach, 1961), these artificial
conditions mimicking natural arousal raised the
particular interest of clinicians and resulted in
clinical applications of thalamic deep brain
stimulation (DBS) for otherwise untreatable
patients with serious abnormalities of arousal or
behavioural responsiveness resulting from severe
brain injury (Hassler et al., 1969; Katayama et al.,
1991; Schiff and Plum, 2000; Yamamoto et al.,
2002). Progressive arousal and improved neuro-
logical function following thalamic DBS has
recently been demonstrated in a minimally con-
scious patient (Schiff et al., 2007), further high-
lighting the outstanding role of the midline
thalamus as an arousal-regulating relay and
appropriate site for neuromodulatory interven-
tions in disorders of consciousness. Moreover, the
midline thalamus also plays an important role in
the regulation of anaesthetic-induced uncon-
sciousness (Alkire et al., 2000; Fiset et al., 1999;
Franks, 2008; Keifer, 2003; Stienen et al., 2008).

The anatomy of subcortical arousal systems
producing wakefulness is, however, more complex
than initially thought. The view has emerged that,
rather than operated by a single transthalamic
arousal system, arousal-control is regulated by an
orchestration of different subcortical arousal- and
sleep-promoting systems that act in parallel and
involve different neurotransmitters (Franks, 2008;
Jones, 2008). The dynamics of thalamo-cortical
activity depends not only on ascending influences
from the mesencephalon (Francesconi et al., 1988;
Munk et al., 1996), but is also modulated by inputs
from the hypothalamus and basal forebrain
(Buzsaki and Gage, 1989; Franks, 2008; Pinault
and Deschenes, 1992; Semba, 1991; Steriade and
Buzsaki, 1990; Steriade and McCarley, 2005).
Several lines of evidence stress the importance
of arousal-related neuronal populations located in
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the basal forebrain area extending between the
globus pallidus internus (GPi) and the nucleus
basalis Meynert (NBM) in the regulation of
cortical arousal and wakefulness (Buzsaki and
Gage, 1989; Semba, 1991). First, recent electro-
physiological studies have revealed strong corre-
lations between the firing of individual cholinergic
and GABAergic basal forebrain cells and cortical
activity across the sleep–wake cycle (Lee et al.,
2004, 2005; Lin et al., 2006). Both the cholinergic
and the non-cholinergic components are thought
to play a key role in switching the neocortex into
an arousal state characterized by high-frequency
EEG activity, particularly in the gamma band
(30–80 Hz) (Detari, 2000; Detari et al., 1999;
Jones, 2008; Lee et al., 2005; Lin et al., 2006).
Second, in agreement with the state-dependence
of basal forebrain neurons across sleep stages
demonstrated in rodents, basal forebrain struc-
tures in humans exhibit significant changes in
glucose metabolism or blood flow throughout the
sleep–wake cycle (Braun et al., 1997; Nofzinger
et al., 1997; Zaborszky et al., 2008). Third,
experimental lesions of the NBM induce deficits
in performance on a wide variety of tasks
requiring selected attentional abilities (Dunnett
et al., 1991; Wenk, 1997) and result in a slowing of
EEG activity (Buzsaki et al., 1988; Buzsaki and
Gage, 1989). Finally, electrical stimulation of
these arousal populations has demonstrated a
role in both EEG desynchronization (Belardetti
et al., 1977; McLin et al., 2002; Metherate et al.,
1992) and behavioural arousal (Grahnstedt and
Ursin, 1980). Low awakening thresholds in sleep-
ing animals and effective stimulation sites that
elicit cortical activation have repeatedly been
observed in the middle and ventral aspects of the
GPi and subjacent NBM (Grahnstedt and Ursin,
1980; Metherate et al., 1992).

Hitherto, the contribution of basal forebrain
populations to arousal has not been directly tested
in humans, mainly due to the difficulty to assess
these small subcortical structures (Baars, 1995).
However, the nearby ventral posterolateral aspect
of the GPi is commonly targeted in surgery for
movement disorders (Vitek et al., 1998). Micro-
electrode recording and stimulation techniques
that are regularly employed during pallidal

interventions, may thus also provide important
insights into functional contributions of the GPi/
NBM area in a large-scale arousal-regulatory
network between brainstem and cortex.

The present case report demonstrates and
discusses the phenomenon of transient awakening
from general anaesthesia induced by unilateral
intraoperative DBS in the GPi/NBM area. The
aim of the present study was twofold: (i) Our first
goal was to determine the anatomical substrates
involved in the arousal effect. To this end, we
precisely delineated the stimulation sites using
intraoperative microelectrode mapping and per-
formed a stereotactic analysis for electrode
localization on fused computerized tomography/
magnetic resonance imaging (CT/MRI) data.
(ii) The second goal was to study the behavioural
and electrophysiological accompaniments of this
arousal modulation. Therefore, we employed
EEG and electrocardiographic (ECG) recordings
as central and peripheral arousal indices, respec-
tively. Some of the results of this study have been
presented in abstract form (Moll et al., 2007).

Material and methods

Patient details

A 42-year-old female with a 27-year history of
involuntary turning and twisting of the neck was
presented for surgical evaluation. At the onset,
she developed an abnormal head posture in
conjunction with intermittently occurring tremu-
lous head movements triggered by stress. Symp-
toms were present during and interfered with
most daily activities, such as reading, walking or
car driving. No other body parts were affected.
Head tremor was alcohol sensitive for a few years,
but maximum pharmacological treatment with
various anti-tremor drugs (including benzodiaze-
pines, anticholinergics, beta-blocker and L-Dopa)
was largely ineffective. She also underwent
psychotherapy which was unsuccessful. Other
family members were not affected by movement
disorders. The head tremor became increasingly
severe and socially embarrassing during the last 3
years. Due to the disease progression, the patient
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had to give up her position as a hotel receptionist
and subsequently developed reactive depression.
She was referred to our hospital in 2005 for
further assessment and local botulinum toxin
injections. On examination, the patient had a
constant, irregular, slow (3-Hz) head tremor
(primarily horizontal ‘no-no’ movements) at rest
along with a 151 rotation of the head to the right
and a slight tilt to the left. There was an elevation
and forward displacement of the left shoulder.
Head tremor was rated as severe (Score 4,
amplitudeW2 cm) using the Fahn–Tolosa–Marı́n
Tremor Rating Scale (range 0–4) (Fahn et al.,
1988). Severity of cervical dystonia was scored 11
on the severity subscale of the Toronto Western
Spasmodic Torticollis Rating Scale (range 0–35)
(Consky and Lang, 1994). The patient was
capable to suppress abnormal head movements
by supporting the chin with both hands or by
adopting an abnormal head position and posture.
Apart from abnormal head movements and
postures, neurological examination was unre-
markable. Repeated administration of botulinum
toxin was associated with side effects. She was
therefore considered a suitable candidate for
implantation of DBS electrodes. The patient
provided written informed consent before the
surgical intervention in February 2006. All proce-
dures were approved by a local ethics committee
and conducted in accordance with the declaration
of Helsinki. Due to the severity of the head
tremor, the stereotactic operation was performed
under general anaesthesia.

Anaesthetic procedure

As a premedication before surgery, the patient
received 7.5 mg midazolam. Venous and arterial
cannulae were inserted for fluid and drug admin-
istration and monitoring of arterial blood pres-
sure. General anaesthesia was induced with a
bolus of 2 mg/kg propofol and maintained by
application of 6 mg/kg/h propofol in combination
with 0.25 mg/kg/min remifentanil. The patient was
mechanically ventilated via an endotracheal tube
with an oxygen–air mixture (FiO2 0.5). Anaes-
thetic depth was constantly monitored throughout
the operative course at regular intervals by an

experienced anaesthesiologist and adequacy was
deduced from clinical signs such as complete
unresponsiveness, lack of spontaneous move-
ments, stable heart rate (HR) and blood pressure.
With the exception of stimulation-induced
changes (see below), the patient did not respond
to verbal commands, prodding or any other
sensory stimuli, no spontaneous movements
occurred and autonomic measures remained
stable throughout the whole surgical procedure.
The level of anaesthesia continued to be on a
constant level after the test stimulation (including
skin incision and trepanation of the skull on the
second hemisphere), so that no adjustment of the
anaesthetic drugs was necessary for the subse-
quent steps of the procedure.

Stereotactic intervention

Because the patient had tremulous cervical
dystonia (and no ‘pure’ head tremor) the poster-
oventrolateral GPi instead of the ventrolateral
thalamus was targeted. Details of the surgical
procedure are reported elsewhere (Hamel et al.,
2003). Briefly, a MRI-compatible Zamorano–
Dujovny frame (Stryker Leibinger, Freiburg,
Germany) was mounted on the patient’s head
and tightly secured with pins. Both gadolinium-
enhanced volumetric T1 MRI and T2 weighted
spin echo MRI sequences were acquired
(1.5 Tesla Magnetom Sonata, Siemens, Erlangen,
Germany) and fused with a CT scan (Somatom
Plus 4, Siemens, Erlangen, Germany) using
commercially available software (iPlan, Brain-
LAB Inc., Westchester, IL, USA). Except for a
small non-specific lesion in the right subcortical
white matter of the parietal operculum, the brain
appeared regular and inconspicuous on acquired
anatomical MRI scans. After determining a
reference-line connecting the anterior and poster-
ior commissure (AC-PC line, length 23.6 mm;
width of the third ventricle o3 mm), the GPi was
targeted 20 mm lateral to the AC-PC line, 3 mm
inferior and 3 mm anterior to the mid-commis-
sural point on both sides. The approach angles
for the left and right side, respectively were
32/23 degrees from the AC-PC line in the
sagittal projection (rostral inclination), and 15/13
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degrees from the vertical in the coronal projec-
tion. A burr hole was made anterior to the left
and right coronal suture, the micromanipulator
was mounted on the stereotactic frame and the
appropriate target coordinates were adjusted.

Microelectrode recordings

Microelectrode recordings were performed with
five parallel tracks arranged in a concentric array
(MicroGuide, Alpha-Omega, Nazareth, Israel).
Four outer platinum–iridium electrodes (impe-
dances, 0.3–0.8 MegaOhm at 1000 Hz; FHC Inc.,
Bowdoinham, ME, USA) were separated by
2 mm from a central one which aimed at the
theoretical target. Signals were amplified
(� 20.000), bandpass-filtered (300–6000 Hz) and
digitized (sampling rate: 24 kHz). Spike detection
was performed offline using a voltage threshold
method and single units were then separated by
manual cluster selection in 3D feature space using
principal component projections of the waveforms
(Offline-Sorter, Plexon Inc., Dallas, TX, USA).
Spiketrain-analysis was applied to well-isolated
single cell activity sampled for at least 30 s or 1000
action potentials (Neuroexplorer, Nex Technolo-
gies, Littleton, MA, USA).

Test stimulation

Following microelectrode-guided delineation of
pallidal boundaries and identification of the optic
tract, we aimed to assess the relative proximity to
the internal capsule by determining the thresholds
of stimulation-induced muscle contractions (as
evidenced by apparent limb movements and/or
the appearance of EMG-activity) or eye devia-
tions. To this end, monopolar test stimulation was
performed at different depth levels (see below)
using the uninsulated macrotip of the electrode
(cathodal) against the respective guide tube
(anodal). The stimulus intensity was graduated
in volts. With a macrotip impedance of B1 kOhm,
1 V would generate a current of B1 mA. In each
stimulation site, the amplitude was gradually
increased in steps of 0.5 V up to 7 V over a period
of approximately 2–3 min, always at a frequency
of 130 Hz (impulse width, 60 ms). To assess the

distance to motor fibres in the adjacent internal
capsule, we also carried out low-frequency stimu-
lation in the posterior and medial stimulation sites
on each hemisphere (frequency, 4 Hz; impulse
width, 100 ms). The interval between individual
electrical stimulation periods varied, but always
exceeded 30 s.

Electrophysiological monitoring and analysis

In parallel with the microrecording signals, a
32-channel system (AlphaMap, Alpha-Omega,
Nazareth, Israel) was used to amplify and
record EEG (amplification � 5.000; bandpass,
1–300 Hz), EMG (amplification � 2.000; band-
pass, 5–1000 Hz) and ECG signals at a sampling
rate of 3.000 Hz during the microrecording and
stimulation periods. EEG was recorded from four
scalp electrodes (Ag/AgCl cup electrodes filled
with conductive gel; Nicolet Biomedical, Madison,
WI, USA) approximately placed at Pz, Oz, C3 and
C4 according to the international 10–20 system
against the left earlobe as a common reference.
Spectral power was calculated in 5 s windows with
a 2.5 s overlap with a 0.5 s block size/frequency
resolution of 2 Hz (Matlab, Mathworks Inc.,
Natick, MA, USA). All windows were normalized
to the mean power in each frequency bin in the
rest period (16 windows) between the two
stimulation periods. The grey scale (Fig. 4A)
therefore reflects the difference between this
interim period and the stimulation periods, which
can be clearly identified by the stimulation artefact
at 130 Hz. To quantify and compare the spectral
changes following stimulation at different brain
sites, spectral power was calculated for a 65 s
segment of EEG recorded from the occipital
midline electrode (Oz) during stimulation with
each of the five macrotips in the secondly operated
right hemisphere. In each case, the data was taken
from the end of the stimulation period where the
stimulus magnitude was largest. Spectra were
calculated with a 1 s block size/frequency resolu-
tion of 1 Hz. Each power spectrum was normalized
to baseline, using power values calculated for a
rest period (no stimulation) of the same length
recorded between the stimulation epochs. The
concurrent recording from a three-lead ECG and
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multiple surface electrodes placed above
selected muscles on both sides of the body
(including sternocleidomastoid, biceps brachii,
triceps brachii, deltoid, flexor digitorum super-
ficialis, extensor digitorum communis, quadriceps,
gastrocnemius and tibialis anterior muscle)
allowed the assessment of stimulation-induced
effects on the HR and muscle-activity, respec-
tively. All results are given as the mean7S.D.

Results

Microelectrode-guided delineation of the
stimulation sites

Microelectrode recordings started 15 mm above
the theoretical target and allowed a precise
delineation of the external and internal pallidal
segments. Sporadic putaminal activity was
encountered close to the dorsal boundary of the
GPe (Fig. 1A), confirming a lateral plane of at
least 20 mm to midline (Vitek et al., 1998). The
mapping of the internal medullary lamina allowed
a further division of the GPi into its external and
internal divisions GPie and GPii, respectively.
Neurons from the GPii fired somewhat faster
(18.8717.2 Hz, n ¼ 18) than neurons of the GPie
(13.777.1 Hz, n ¼ 25) and GPe (11.579.2 Hz,
n ¼ 24), however, this difference was not signifi-
cant (Student’s t-test, pW0.1). Figure 1A,B show
representative striatal and pallidal recordings,
respectively. The pallidal base was recognized by
sparseness of neuronal activity, as the electrodes
were moved to the adjacent subpallidal fibre-field.
Figure 1C provides a depth profile with a synopsis
of all recording sites from both hemispheres. To
assess the distance to the neighbouring optic tract,
changes in background neuronal activity were
examined during brief light stimuli applied with a
torch in darkened conditions. At a depth level of
5 mm below AC-PC (2 mm below the pallidal
base), the central and anterior electrodes on the
left side showed increases and decreases of
background neuronal activity, which followed the
onset and offset of the transient light stimuli,
respectively. In the right hemisphere, only the
medial electrode displayed optic tract activity

6 mm below AC-PC. Following offline rectifica-
tion, these responses could readily be visualized
(Fig. 2A). The lack of recordings from both
posterior trajectories indicated that these tracks
traversed mainly fibre tracts of the adjacent
internal capsule, being further substantiated by
the identification of the microexcitable internal
capsule in these positions (Fig. 2B, see below).

Behavioural arousal

Following characterization of light responses, test
stimulation was carried out on each of the five
microelectrodes at two different depth levels on
the left (2 and 4 mm below AC-PC) and one depth
level on the right side (4 mm below AC-PC),
adding up to a total of 15 tested sites. We observed
that stimulation in 6 out of 15 tested sites led to
reproducible behavioural expressions of wakeful-
ness without detectable signs of conscious aware-
ness. Stimulation elicited enduring bilateral
opening of the eyelids with the eyes in a near con-
jugate position (Fig. 3B), whereas in the absence of
stimulation the patient’s eyes were closed (Fig. 3A)
and presented a divergent strabismus. When
stimulation was carried out with intensities below
the threshold for persistent eye opening, phasic
behavioural arousal with transient eye opening in
response to auditory or tactile stimuli could also be
induced. The patient stereotypically opened the
eyes with a short delay (700–1000 ms) in response
to addressing the patient verbally or to pinching
the patient’s arms — indicating a stimulation-
induced increased responsiveness to external
stimuli. At all sites tested, the behavioural arousal
persisted only during the course of stimulation and
disappeared promptly with termination of stimula-
tion, following which the patient could not be
roused anymore by loud commands or any other
stimuli. On the first operated left side, an arousal
effect could be elicited by stimulation at two
different sites: posterior electrode, 4 mm below
AC-PC (threshold: 3.0 V) and anterior electrode,
2 mm below AC-PC (threshold: 2.0 V). On the
right hemisphere, the arousal effect was elicited
only with higher stimulus intensities at four
different sites (depth level 4 mm below AC-PC):
central (threshold: 5.0 V), medial (threshold:
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5.7 V), posterior (threshold 4.5 V) and lateral
(threshold: 7 V). Low-frequency stimulation (fre-
quency 4 Hz, impulse width, 100ms) did not lead to
behavioural, cortical or autonomic activation at
any of the tested sites (not shown).

Cortical activation

The described stimulation-induced behavioural
arousal was associated with global low-voltage
high-frequency activity in the EEG. The EEG

Fig. 1. Results of intraoperative microelectrode mapping. (A) Recording from the striatum, 12.7 mm above target. Note the burst-
suppression pattern in the EEG and striatal LFP with alternating episodes of spindling activity and low-amplitude signals. Scale bar,
2 s. The two recorded striatal units fire at spindle onset and are completely silent during low-amplitude periods of EEG/LFP activity.
Inset shows spindling-related activity of the striatal unit recorded from the medial track in the alpha-frequency range (10–12 Hz).
Scale bar, 500 ms. (B) Representative example of microelectrode recordings from the GP of the left hemisphere (2.3 mm above the
pallidal base). Central, anterior and medial tracks exhibit an irregular, uncorrelated bursting pattern. The lateral electrode picks up
striatal cellular activity, while the posterior track traverses fibres of the internal capsule. Scale bar, 2 s. (C) Synopsis of mapping
results (data from both hemispheres pooled). Activity-depth profiles are given for each microelectrode track, with circles
representing the location and mean firing rate (circle size) of the recorded cell. The virtual absence of cellular activity in the posterior
tracks suggests a course traversing the internal capsule. OT, optic tract.

131



Fig. 2. Physiological identification of anatomical landmarks. (A) Optic tract response at a depth level of 5 mm below AC-PC; left
hemisphere, medial electrode. The graph displays the time course of multi-unit activity after offline rectification and smoothing. Note
the increases and decreases of background neuronal activity associated with transient light stimuli. Black and grey bars indicate
movements of the torch onto and away from the pupil, respectively. (B) Motor-evoked potentials in the left m.
sternocleidomastoideus (black) and m. biceps brachii (grey) following electrical stimulation of motor fibres in the right internal
capsule, 2 mm below AC-PC plane, with low frequency. Latencies are 7 ms for the sternocleidomastoid (black arrowhead) and 9.5 ms
for the biceps muscle (grey arrowhead), respectively. S, stimulus artefact. Note the difference of the two graphs in amplitude scaling.

Fig. 3. Behavioural arousal. Photographs of the stimulation-induced behavioural effect. (A) Patient without stimulation. (B) Arousal
reaction consisting of sustained eye opening during suprathreshold electrical stimulation of the left anterior electrode with 130 Hz at
2 V. Note the near conjugate position of the eyes. Patient consent has been obtained to publish this figure.
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desynchronization showed a bilateral scalp dis-
tribution. Power spectral analysis showed that
130 Hz DBS was correlated with increased power
at beta (W20 Hz) and gamma-frequencies (W40
Hz), the augmentation of which was in close
correspondence with behavioural arousal.
Figure 4A,B show spectrograms computed for a
continuous EEG recording from an electrode
placed above the left sensorimotor cortex (corre-
sponding approximately to position C3 in the
standard 10–20 system) during high-frequency
stimulation of the medial and posterior electrodes
in the first operated left hemisphere, respectively.
Stimulation of the medial test-electrode (the first
stimulation period), which did not lead to
behavioural arousal, produced little change in the
power at any frequency. Subsequent stimulation
of the posterior test-electrode, which caused
behavioural arousal with sustained eye opening
at a threshold of approximately 3 V, led to an
increase in power in the higher gamma-frequency
range (W60 Hz), the magnitude of which
increased with the intensity of stimulation. The
fact that this increase was not seen during
identical stimulation using the medial electrode,
around 1.5 mm away, makes it highly unlikely that
the change in spectral content of the EEG was an
artefact of the electrical stimulation. Stimulation-
induced power changes were observed to be
especially pronounced in the delta (1–4 Hz) and
higher gamma-frequency range (60–95 Hz). Minor
power changes occurred in other frequency bands
(theta, alpha and beta, not shown). Figure 5 shows
a comparison between stimulation-induced power
changes of the occipital midline EEG (Oz) in the
delta band (1–4 Hz; left panel) and the higher
gamma band (60–95 Hz; right panel) during
stimulation of the five different trajectories on
the second (right) hemisphere. Gamma-band
power increases were greater at depth stimulation
sites that also produced behavioural arousal.
Changes in the gamma band were generally larger
in magnitude than those in the delta band. A
decrease in delta-power was observed in the two
instances, where DBS led to both behavioural and
autonomic activation (posterior and lateral tra-
jectory).

Autonomic and electromyographic activation

In 6 of the 15 tested positions, electrical stimula-
tion led to a significant autonomic activation, as
revealed by a transient HR increase of 972 beats
min�1 (bpm) compared to the baseline HR
(Student’s paired t-test, p ¼ 0.01, n ¼ 6). In four
of these six sites, stimulation produced autonomic
activation without behavioural or EEG arousal,
respectively. As Fig. 4B illustrates, the HR
increase was particularly pronounced, when sti-
mulation was associated with behavioural and
EEG arousal (increase of 15.573.5 bpm; 2/6
stimulation sites): Stimulation of the medial
trajectory (Fig. 4B; first stimulation period, left
section) on the first operated left hemisphere and
3 mm below AC-PC failed to induce a clinical and
electrophysiological arousal response and did not
increase the patient’s HR. However, an EMG
response of the contralateral biceps muscle was
obtained upon electrical stimulation in this posi-
tion, confirming the proximity of the medial
trajectory to motor fibres running in the posterior
limb of the internal capsule. In contrast, during
stimulation of the posterior trajectory (Fig. 4B;
second stimulation period, right section) with
similar parameters (pulse-width, 60ms; frequency,
130 Hz; amplitude stepwise increased from 0.5 to
5 V), the EMG remained silent. In this position,
stimulation evoked behavioural as well as EEG
arousal and was accompanied by a transient
increase of the patient’s pulse from 55 to 70 bpm.
The arousal effect ceased abruptly after
stimulation was discontinued and HR returned
to baseline values. On the second operated
right hemisphere, the topographic relationship of
medial and posterior stimulation sites to the
microexcitable internal capsule was different.
High-frequency stimulation of the medial trajec-
tory (4 mm below the AC-PC plane) did not lead
to EMG changes, whereas stimulation of the
posterior trajectory induced tetanic contractions
of different contralateral arm (m. extensor digi-
torum communis, threshold: 5.0 V; m. biceps
brachii, threshold: 5.5 V) and neck muscles (con-
tralateral sternocleidomastoid muscle, threshold:
5.5 V). Using low-frequency stimulation in this
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posterior stimulation site, motor-evoked poten-
tials occurred in the contralateral biceps and
sternocleidomastoid muscle with a latency of
B9.5 and B7 ms, respectively (threshold: 5.5 V;

see Fig. 2B). With the exception of stimulation-
induced changes, no spontaneous movements
occurred (as evidenced by clinical evaluation and
silent EMG recordings) throughout the operative

Fig. 4. Electroencephalographic and autonomic arousal. (A) Spectrogram showing the EEG power changes over the ipsilateral
sensorimotor cortical area (C3) at different frequencies (y-axis) during stimulation of the medial and posterior test-electrode relative to
a baseline derived from a 30 s prestimulation period (left hemisphere, 4 mm below AC-PC). While no cortical power changes occur
during stimulation of the medial electrode, a strong power increase in the higher gamma band (W60 Hz) can be seen during stimulation
of the posterior electrode, which is associated with behavioural arousal. (B) Concurrent changes in heart rate (HR, dashed line; green in
the web version) and EMG-activity (grey; blue in the web version). The grey (blue in the web version) line indicates the firing frequency
of a single muscle fibre that was recorded from the right m. biceps brachii. The solid black (dashed in the web version) line indicates the
strength of stimulation at the medial and posterior electrode, respectively. DBS of the medial trajectory, which did not result in neither
cortical nor expressions of behavioural arousal, did not significantly alter the patient’s heart rate. The stimulation-related discharge of
the muscle fibre indicates current spread to nearby motor fibres in the internal capsule. These fibres were not activated, when the
posterior electrode was stimulated. Strong autonomic arousal was associated with cortical and behavioural arousal in this position.
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course. Table 1 provides a detailed overview of
stimulation-related effects for each position of the
stimulation electrodes.

Stereotactic reconstruction of the stimulation sites

In order to validate the final electrode positions,
a stereotactic CT scan was performed postop-
eratively and fused with the preoperative MRI.

It confirmed the correct position of the DBS
electrodes within the GPi, the stereotactic coordi-
nates of the ventral most contacts relative to the
mid-commissural point (lateral, anterior, inferior)
being x ¼ 19.6 mm, y ¼ 2.3 mm, z ¼ 4.3 mm for
the left and x ¼ 20 mm, y ¼ 2 mm, z ¼ 5 mm for
the right hemisphere (Fig. 6B,E). Correlation of
the electrode position with corresponding sections
of a stereotactic atlas (Schaltenbrand and Bailey,

Fig. 5. Stimulation-induced power changes during GPi/NBM DBS. Power changes in the occipital midline EEG (Oz), induced by
high-frequency stimulation of different electrode positions in the second (right) hemisphere. Left and right panel show the power
changes occurring in the delta and gamma band, respectively.

Table 1. Results of intraoperative deep brain stimulation testing

Hemi-sphere Depth below
AC-PC

Track Behavioural arousal EEG arousal Autonomic arousal EMG activation

Left 2 mm Central No No Yes No
Anterior Yes/2.0 V Yes No No
Posterior No No No Yes/3.2 V
Medial No No No No
Lateral No No No No

Left 4 mm Central No No Yes No
Anterior No No Yes No
Posterior Yes/3.0 V Yes No No
Medial No No No Yes/3.5 V
Lateral No No Yes No

Right 4 mm Central Yes/5.0 V Yes No Yes/5.2 V
Anterior No No No Yes/6.0 V
Posterior Yes/4.5 V Yes Yes Yes/5.5 V
Medial Yes/5.7 V Yes No Yes/7.0 V
Lateral Yes/7.0 V Yes Yes Yes/7.0 V
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Fig. 6. Stereotactic reconstruction. Stereotactic reconstruction of stimulation sites in the horizontal (A–C) and frontal plane (D–F),
respectively. (A) Horizontal T1-weighted MR section with planned target sites at the pallidal base. Insets show the trajectory
superimposed on corresponding horizontal sections of the Schaltenbrand/Bailey atlas (Schaltenbrand and Bailey, 1959). (B) Planned
trajectory superimposed on a postoperatively acquired horizontal stereotactic CT scan. Note the correspondence with the artefact
derived from the implanted DBS electrode. (C) Reconstruction of peripallidal stimulation sites that led to behavioural arousal, with
the assumed radial current spread superimposed on a corresponding horizontal atlas section. Note that stimulation results from both
hemispheres are superimposed (dark grey, left hemisphere [red in the web version]; light grey, right hemisphere [green in the web
version]). Scale bar is 10 mm. Dotted line indicates the midcommissural level. Abbreviations: ac, anterior commissure; al, ansa
lenticularis; NBM, ncl. basalis Meynert; CeM, centromedial amygdaloid nucleus; GPe, external pallidal segment; GPie, lateral part of
the internal pallidal segment; GPii, medial part of the internal pallidal segment; ic, internal capsule; Pu, putamen. (D) Assumed
trajectory course superimposed on a frontal T2-weighted MR section. Note the proximity of the target sites to the optic tract. Insets
depict the stereotactic trajectory drawn on a corresponding frontal section of the stereotactic atlas of Schaltenbrand and Bailey
(1959). (E) Postoperative stereotactic CT scan, frontal reconstruction. Confirmation of the correct placement of the DBS electrode
through superposition of the planned trajectory on the electrode artefact. (F) Reconstruction of arousal-associated stimulation sites
and assumed current spread in the frontal plane. Abbreviations as in panel C.
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1959) revealed the correct position of the quad-
ropolar electrode with the most inferior contact
placed just below the posterolateral pallidal base
(Fig. 6).

Postoperative course

The central trajectory was chosen for permanent
implantation of the quadropolar DBS electrodes
(model DBS 3389, Medtronic Inc., Minneapolis,
MN, USA) on both sides. Intraoperatively,
bipolar stimulation of the ventral most contact
(‘0-’, cathodal) against the dorsal most contact
(‘3+’, anodal; pulse-width, 60 ms; frequency,
130 Hz) elicited an arousal effect at 5.5 V on the
left, but not on the right side. Upon stimulation
with higher voltages (W6 V), conjugate eye
deviation was observed on the right side. Despite
stimulation with even higher intensities (up to
7 V), no capsular affection could be provoked on
either side. Upon awakening from anaesthesia
after the operation, the patient was interviewed
but reported no explicit recollection of the
intraoperative arousal episodes. Dystonic head
tremor re-occurred immediately. Initially, chronic
DBS was started with monopolar stimulation of
the most distal contacts (‘0-’ and ‘4-’ cathodal vs.
case+anodal) on both sides (amplitude, 2 V; pulse-
width, 90 ms; frequency, 130 Hz) which led to an
immediate, but not complete cessation of tremor.
Stimulation-induced changes in the level of
consciousness could not be reproduced post-
operatively because dysarthria occurred at higher
intensities (W3.5 V), limiting the range of stimula-
tion. Subsequent follow-up programming sessions
revealed that monopolar stimulation of the
second most distal contacts (‘1’ and ‘5’) against
the case was more efficient and provided a
broader therapeutic window for stimulation.
Permanent stimulation of this contact (amplitude,
2.2 V; pulse-width, 90 ms; frequency, 145 Hz) did
not lead to any recognizable alteration of the
patient’s vigilance status or sleep–wake rhythm.
However, the patient displayed complete tremor
suppression after 2 days (score 0 on the Fahn–
Tolosa–Marı́n Tremor Rating Scale) and near-
complete resolution of torticollis (score 4 on the
Toronto Western Spasmodic Torticollis Rating

Scale) after 1 week. In contrast, discontinuation of
DBS resulted in immediate tremor recurrence and
was not tolerated because of discomfort from
rapidly recurring cervical dystonia. This beneficial
stimulation effect has remained stable for more
than 24 months, further adding to the notion that
bilateral GPi stimulation is effective in suppres-
sing dystonic head tremor.

Discussion

The key novel finding of the present case study is
that acute unilateral high-frequency stimulation of
the GPi/NBM area evoked a paradoxical arousal
reaction, strong enough to transiently reverse
general anaesthesia. Our case offered the unusual
opportunity to study the functional contribution
of a circumscribed region in the subpallidal basal
forebrain area to the induction and maintenance
of anaesthesia-induced unconsciousness in
humans. Considering the difficulty to study the
small subcortical sources involved in controlling
arousal and behavioural responsiveness physiolo-
gically in the human brain, these data are of
particular interest. The observations presented in
this paper demonstrate an important functional
contribution of the GPi/NBM area in a large-scale
regulatory network between brainstem and cortex
that determines the level of wakefulness and the
activation state of the human brain.

An increase of the stimulation amplitude led to
a gradual increase in the patient’s responsiveness
to external sensory stimuli, which covered the full
spectrum of arousal levels from complete unre-
sponsiveness (without stimulation), transient
behavioural arousal (at subthreshold stimulation
values) to persistent behavioural arousal at higher
stimulation intensities. Notably, the patient did
not show any behavioural signs indicative of
conscious awareness during or after these intrao-
perative arousal episodes, including a lack of
explicit recall postoperatively. Thus, electrical
stimulation produced a wakeful state without
awareness in our patient, to some degree similar
to patients that are in a persistent vegetative
state following brain injury (Jennett and Plum,
1972). This stimulation-induced dissociation of
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wakefulness from awareness is remarkable, since
typically, an impairment in arousal is closely
linked with an impairment in awareness in most
pharmacologically induced and disease-related
states of unconsciousness (Laureys, 2005).

Intraoperative arousal effects are only rarely
observed, despite the fact that the posteroventral
lateral GPi is commonly targeted in surgery for
different movement disorders and test stimulation
is used intraoperatively in virtually every opera-
tion to determine stimulation-induced side effects.
However, arousal reactions may be missed
because (i) most stereotactic interventions are
carried out with the patient awake, (ii) arousal
reactions are not specifically provoked and
(iii) the NBM is typically spared in pallidal
surgery (Vitek et al., 1998). Umbach (1977), in a
series of 175 pallidal interventions, reported an
incidence of arousal effects seen under high-
frequency stimulation below 1%. Therefore, an
intraoperative arousal effect may be a rare event
during pallidal surgery, possibly attributable to
interindividual anatomical differences or to pro-
cedural details of surgery and anaesthesia. How-
ever, the beneficial clinical course of the described
patient indicates that a stimulation-induced arou-
sal reaction occurring during pallidal surgery is
not indicative of incorrect electrode placement.

As is the case for any single-case report, a
concern is the extent to which the results of the
present study may be due to individual peculia-
rities such as, for example pre-existing structural
alterations. There was no evidence in the patient’s
MRI and CT scans for anatomical abnormalities
or damage in the region of interest that could
account for the observed stimulation effects.
Moreover, typical patterns of cellular activity
were regularly encountered during microelec-
trode recordings from striatal and pallidal sites
(Vitek et al., 1998) — with the comparably low
firing rates of pallidal units being best explained
by the effects of anaesthesia with propofol/
remifentanyl (Hutchison et al., 2003). Evidently,
one variable of critical importance in the present
study may be the level of anaesthesia. It has been
demonstrated in animal studies that the threshold
for electrical brain stimulation to produce arousal
and EEG desynchronization depends on the sleep

stage (Grahnstedt and Ursin, 1980). More
recently, the critical role of anaesthetic depth for
the arousal-threshold has been shown in patients
during propofol-induced sedation or general
anaesthesia. Whereas i.v. application of epinephr-
ine changed the arousal-level in sedated patients,
it had no effect on patients under general
anaesthesia (Shin et al., 2004). In our patient,
adequacy of surgical anaesthesia was repeatedly
ascertained and maintained on a constant level
throughout the whole course of the operative
procedure, with a propofol dosage typically used
for general anaesthesia (Dunnet et al., 1994).
There were no autonomic signs of inadequate
anaesthesia (lacrimation, flushing, sweating)
throughout the operation. With the exception of
stimulation-induced increases in responsiveness,
the patient did not respond to verbal or tactile
stimuli during any part of the operation. Taken
together, it seems plausible to attribute the
observation of transient reversal of general
anaesthesia to the modulatory effects of DBS on
an arousal-regulating structure located just below
the GPi, rather than to alternative explanations
such as individual biovariability in the patient’s
response to anaesthetic drugs.

Therefore, the discussion will focus on neuro-
functional mechanisms and structures underlying
the observed stimulation-induced arousal reac-
tion. In this respect, the localization of the
stimulating electrode is of critical importance.
The conjunction of intraoperative microelectrode
mapping and postoperative stereotactic neuroi-
maging allowed us to determine the precise
localization of the stimulation sites within the
fibre area between GPi and NBM. We consider
first the possible effects of DBS on pallidal
outflow which funnels at the base of the pallidum
before converging and crossing the posterior limb
of the internal capsule (Patil et al., 1998). It is
reasonable to assume that a greater number of
pallidofugal signals were modulated by DBS in
the outflow tracts than at their origin, since these
pallidofugal fibre systems are more closely packed
than the neurons from which they originate.
Amongst other targets in the subthalamic and
thalamic areas, the main pallidal outflow projects
to the intralaminar thalamic nuclei (Parent and
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Parent, 2004), which activate widespread neocor-
tical territories. Inhibition of pallidal input to the
intralaminar thalamus, through high-frequency
stimulation, could therefore activate the tha-
lamo-cortical system and thus, provide a first
plausible interpretation of the non-specific arousal
effect and induction of high-frequency rhythms in
the EEG. In line with this interpretation, the
observed behavioural arousal in our patient
resembled very much the, Weckeffekt’ originally
described by Jung and Hassler who observed
partial arousal in mildly sedated patients under-
going stereotaxy upon electrical stimulation
of intralaminar thalamic nuclei (Hassler, 1957;
Hassler et al., 1960; Jung, 1954; Jung and Hassler,
1960). In addition, the observed electrocortico-
graphic arousal has more recently been described
following DBS of the intralaminar thalamus
(Velasco et al., 1997, 2006). A recent report
demonstrated unexpected awakening from anaes-
thesia in rats upon attempts to induce lesions in
the intralaminar thalamus with ibotenic acid
(Stienen et al., 2008). These observations further
stress the importance of the intralaminar thalamus
as a crucial nodal point that is involved in the
regulation of arousal and anaesthetic-induced
unconsciousness.

The observed arousal reaction with conjugate
gaze and simultaneous opening of both eyes is
strongly reminiscent of reticular activation. Sti-
mulation of the mesencephalic reticular formation
with 100–300 Hz produces behavioural expres-
sions associated with electrocortical activation and
alerting of enduring persistence (Moruzzi and
Magoun, 1949). Moreover, reticular stimulation is
apt to facilitate intracortical information proces-
sing by enhancing stimulus-specific synchrony in
the gamma-frequency range (Munk et al., 1996).
In our patient, subpallidal DBS induced a clear
coordination of lid and eye position. Pathways
controlling both the levator palpebrae tonus and
the activation of rectus muscles run in close
association with the ascending arousal system
through the paramedian tegmentum of the upper
brainstem (Schmidtke and Buttner-Ennever,
1992). The marked sensitivity of the eyelid
position to electrical stimulation in our patient
supports the well established intimate relationship

between eyelid movements and level of alertness
(Kennard and Glaser, 1964). In line with improve-
ments of apraxia of lid opening seen following
pallidal DBS (Goto et al., 1997, 2000), our
observations demonstrate that descending inputs
from the GPi/NBM area are implicated in the
supranuclear control of the levator palpebrae
tonus. The fact that stimulation was effective in
both hemispheres implies that such descending
control is exerted bilaterally. Further support for a
downstream activation or disinhibition of the
brainstem reticular formation may be derived
from the observation that sensory stimulation of
different modalities, in addition to subthreshold
electrical stimulation, led to behavioural arousal.
Neurons in the reticular formation of the pons and
medulla are innervated by multiple bifurcating
and collateral axons of ascending sensory systems.
They possess the capacity to respond to stimuli in
more than one sensory modality with broad
receptive fields (Scheibel et al., 1955) and are
thus uniquely positioned to contribute to general-
ized arousal (Pfaff et al., 2008).

Pallidal efferent pathways descend along the
pallidotegmental tract to target cells of the
pedunculopontine tegmental (PPT) nucleus
(Shink et al., 1997), which is part of the ascending
arousal system (Datta and Siwek, 1997; Jones,
2005). Similar to activation of the thalamo-cortical
system as described above, DBS-induced inhibi-
tion of pallidal outflow could also activate the
PPT, which has been considered an interface
between the basal ganglia and the reticular
formation (Inglis and Winn, 1995).

An alternative interpretation of electrical sti-
mulation near the pallidal base has to take into
account the close proximity of neighbouring
structures. The current spread using monopolar
macrostimulation at current strengths similar to
those in this study can roughly be estimated to
2–5 mm (Follett and Mann, 1986; McIntyre et al.,
2004). Stimulation may therefore have implicated
neighbouring systems in the sublenticular sub-
stantia innominata to some extent, in particular
the NBM, the widespread cholinergic projections
of which have long been implicated in cortical
arousal (Detari et al., 1999; Richardson and
DeLong, 1988).
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The magnocellular basal forebrain complex
releases acetylcholine to a number of cortical
regions (Jones, 2005). Acetylcholine serves to
potentiate neuronal responsivity and thereby
facilitate information processing throughout
cortical systems (Metherate et al., 1992). In the
EEG, electrical stimulation of the NBM induces
low amplitude fast oscillations in the gamma-
frequency range (Jones, 2004; McLin et al., 2002;
Metherate et al., 1992). By providing a steady
background of cortical activity, the basal forebrain
corticopetal system has been proposed as an
important role in mediating cortical arousal and
attention (Buzsaki and Gage, 1989). Besides its
direct projections to the cerebral cortex, the
thalamopetal component of NBM efferents to the
reticular thalamic nucleus may provide an alter-
native pathway for cortical arousal (Heimer, 2000;
Steriade and Buzsaki, 1990). Similar to the
cholinergic reticulo-thalamic projection, an activa-
tion of this route may abolish spindles and slow
wave activity in thalamo-cortical systems — lead-
ing to a facilitated transthalamic processing of
sensory information and an enhancement of high-
frequency activities in the EEG (Steriade and
Buzsaki, 1990; Steriade et al., 1990). In addition to
cortical arousal, autonomic activation has also
been demonstrated following electrical stimula-
tion of the NBM (McLin et al., 2002).

The descending NBM projections to sleep–
wake related structures in the brainstem may
account for the reticular component of beha-
vioural arousal as discussed above (Grove, 1988;
Semba, 2000; Semba et al., 1989). Moreover,
recent lesioning studies have pointed out the
involvement of the basal forebrain cholinergic
system in mediating the effects of general
(propofol) anaesthesia (Laalou et al., 2008; Pain
et al., 2000). It is therefore conceivable, that the
arousal effect seen in our patient involved direct
stimulation of the posterior sublenticular exten-
sion of the NBM (cell group Ch4p) (Mesulam
et al., 1983), which consists of several smaller cell
aggregates (Zaborszky et al., 2008) of dissemi-
nated cholinergic cell groups embedded within the
white matter laminae that surround the GP,
within the internal capsule or within the ansa
lenticularis (Hedreen et al., 1984; Mesulam, 1995;

Saper and Chelimsky, 1984). The somewhat
diffuse anatomical organization of the posterior
Ch4 compartments could help to explain the
different arousal thresholds of discrete stimulation
sites tested in this study. Importantly, the poster-
ior Ch4 subdivision is commonly confined by two
landmark structures which have also been phy-
siologically identified in the present study, that is
where the optic tract attaches the internal capsule.
Moreover, the centre of gravity of these cell
groups is similar to the stereotactic coordinates
used in this study (Zaborszky et al., 2008).
Surprisingly little is known concerning stimulation
effects of the NBM in humans, because it is
currently not a target structure for DBS surgery
and current surgical strategies aim to spare this
neighbouring structure in pallidal surgery (Vitek
et al., 1998). Two single case studies of basal
nucleus DBS failed to describe clinical or electro-
encephalographic responses (Engel et al., 2002;
Turnbull et al., 1985).

Finally, direct activation of the neighbouring
centromedial amygdala or amygdalofugal path-
ways through volume conduction may constitute
yet another possible mechanism subserving the
behavioural arousal seen in our patient. The
central nucleus of the amygdala is involved in
the control of brainstem arousal systems and may
increase vigilance by lowering neuronal threshold
in sensory systems (Cardinal et al., 2002; Davis
and Whalen, 2001). The electrocorticographic
response following electrical stimulation of these
sublenticular amygdaloid nuclei is in many ways
similar, although not identical with the arousal
response as elicited by stimulation of the brain-
stem reticular formation (Belardetti et al., 1977;
Feindel and Gloor, 1954). The centromedial
amygdala lies approximately 3 mm below the
pallidal base (i.e. 7–8 mm below AC-PC). Given
the fact that an arousal effect was elicited 2 mm
below AC-PC with voltages as low as 2 V on the
anterior track of the first stimulated left hemi-
sphere, the possibility that the amygdala was
involved in this stimulation effect is not very
likely. Furthermore, a recent report of a dis-
located pallidal DBS electrode into the left
amygdaloid region described mood changes in a
patient with dystonia, but did not report on
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abnormalities of arousal or behavioural respon-
siveness associated with unilateral high-frequency
stimulation of the amygdala (Piacentini et al.,
2008).

Taken together, it seems most plausible to
attribute the observed stimulation effect to direct
stimulation of the posterior extension of the NBM
rather than to a modulation of pallidofugal or
amygdaloid pathways and related nuclei. The
evidence supporting this conjecture can be sum-
marized as follows. First, disinhibition of the
cortico-striato-pallido-thalamo-cortical loop by
modulation of increased pallidal outflow, while
an attractive hypothesis, lacks experimental vali-
dation (Braun et al., 1997; Schiff, 2008; Schiff and
Posner, 2007). However, there is strong experi-
mental evidence demonstrating the important role
of the NBM in cortical activation (Buzsaki and
Gage, 1989; Detari et al., 1999; Dringenberg and
Olmstead, 2003; Lee et al., 2005; Metherate et al.,
1992; Semba, 1991; Steriade and Buzsaki, 1990).
In contrast to the NBM, the GPi cannot be
considered a classical site for the induction of
cortical activation. Second, the abovementioned
routes by which inhibition of pallidal outflow may
cause cortical activation are based on the assump-
tion of increased pallidal inhibition — however,
our microelectrode recordings clearly show
reduced levels of pallidal activity in terms of their
discharge rate, rendering this possibility unlikely.
Third, the GPi is a rather homogenous nucleus,
while the Ch4p compartment consists of several
small cell aggregates — potentially explaining the
spatial dispersion of effective stimulation sites
(Zaborszky et al., 2008). Fourth, the autonomic
arousal response is a clue suggesting the involve-
ment of the NBM, since NBM stimulation causes
autonomic arousal and alters HR (McLin et al.,
2002), whereas GPi stimulation does not (Thorn-
ton et al., 2002). Finally, basal forebrain choliner-
gic neurons (including the cholinergic NBM) have
been demonstrated to mediate part of the
sedative/hypnotic effects of general anaesthesia
with propofol (Laalou et al., 2008; Pain et al.,
2000).

Disruption of the arousal-regulatory path-
ways implicated in the present study may
result in abnormally low levels of consciousness

(i.e. reduced wakefulness) and problems with
arousal, potentially explaining clinically related
symptoms like fatigue and hypersomnia which
have been reported following pallidal surgery
(Hua et al., 2003). Moreover, it has been demon-
strated that lesions at the pallidal base may disrupt
frontal-subcortical circuits and produce beha-
vioural changes associated with apathy and a
reduced vigilance level, such as akinetic mutism
(Mega and Cohenour, 1997). A further elucidation
of the intimate anatomical and functional relation-
ships between pallidal outflow and neighbouring
basal forebrain systems, in particular the NBM,
may therefore be of clinical importance.
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CHAPTER 11

Consciousness and epilepsy: why are
complex-partial seizures complex?

Dario J. Englot1 and Hal Blumenfeld1,2,�

1Department of Neurology, Yale University School of Medicine, New Haven, CT, USA
2Departments of Neurobiology and Neurosurgery, Yale University School of Medicine, New Haven, CT, USA

Abstract: Why do complex-partial seizures in temporal lobe epilepsy (TLE) cause a loss of
consciousness? Abnormal function of the medial temporal lobe is expected to cause memory loss, but
it is unclear why profoundly impaired consciousness is so common in temporal lobe seizures. Recent
exciting advances in behavioral, electrophysiological, and neuroimaging techniques spanning both human
patients and animal models may allow new insights into this old question. While behavioral automatisms
are often associated with diminished consciousness during temporal lobe seizures, impaired consciousness
without ictal motor activity has also been described. Some have argued that electrographic lateralization
of seizure activity to the left temporal lobe is most likely to cause impaired consciousness, but the
evidence remains equivocal. Other data correlates ictal consciousness in TLE with bilateral temporal lobe
involvement of seizure spiking. Nevertheless, it remains unclear why bilateral temporal seizures should
impair responsiveness. Recent evidence has shown that impaired consciousness during temporal lobe
seizures is correlated with large-amplitude slow EEG activity and neuroimaging signal decreases in the
frontal and parietal association cortices. This abnormal decreased function in the neocortex contrasts with
fast polyspike activity and elevated cerebral blood flow in limbic and other subcortical structures ictally.
Our laboratory has thus proposed the ‘‘network inhibition hypothesis,’’ in which seizure activity
propagates to subcortical regions necessary for cortical activation, allowing the cortex to descend into an
inhibited state of unconsciousness during complex-partial temporal lobe seizures. Supporting this
hypothesis, recent rat studies during partial limbic seizures have shown that behavioral arrest is associated
with frontal cortical slow waves, decreased neuronal firing, and hypometabolism. Animal studies further
demonstrate that cortical deactivation and behavioral changes depend on seizure spread to subcortical
structures including the lateral septum. Understanding the contributions of network inhibition to impaired
consciousness in TLE is an important goal, as recurrent limbic seizures often result in cortical dysfunction
during and between epileptic events that adversely affects patients’ quality of life.

Keywords: cortex; EEG; fMRI; septal nuclei; slow waves; attention; temporal lobe epilepsy; thalamus
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philosophers alike. This is likely because conscious-
ness is a complex phenomenon which encompasses
various different processes. Plum and Posner (1980)
have suggested that it is important to distinguish
between the level of consciousness and the content
of consciousness. The content of consciousness can
be described as the substrate on which conscious-
ness acts, and is composed of all other neural
systems hierarchically organized into parallel
sensory and motor systems that receive inputs,
generate outputs, and perform internal processing
on multiple levels (Blumenfeld, 2002). In turn, the
level of consciousness also has multiple compo-
nents, which can be summarized as the mainte-
nance of three distinct but related processes: (i) the
awake, alert state; (ii) attention; and (iii) awareness
of self and environment (Blumenfeld, 2002, 2009).
To study the neurobiological mechanisms of the
awake, alert state necessary for consciousness,
previous investigators have utilized various models
such as sleep, coma, deep anesthesia, brain lesions,
and epilepsy.

Generalized seizure disorders in humans, such as
absence (petite mal) and tonic-clonic (grand mal)
epilepsy, involve a pathological pattern of synchro-
nous neuronal discharges in extensive networks
throughout the brain, resulting in a loss of
consciousness (Blumenfeld, 2005). Absence sei-
zures are a form of generalized epilepsy in children
characterized by rhythmic 3–4 Hz ‘‘spike-wave’’
discharges on electroencephalogram (EEG) pro-
duced by pathophysiological corticothalamic inter-
actions (Avoli and Gloor, 1982; Blumenfeld and
McCormick, 2000). These events are associated
with brief 5–10 s episodes of unresponsiveness that
have significant effects on a child’s attentional
abilities both during and between events (Levav
et al., 2002; Mirsky and Van Buren, 1965).
Conversely, generalized tonic-clonic seizures are
characterized by fast excitatory discharges syn-
chronously affecting neuronal networks in numer-
ous brain regions, producing several minutes of
unconsciousness and abnormal convulsive activity
of widespread muscle groups (Blumenfeld et al.,
2009; Morrell, 1993; Zifkin and Dravet, 2007).

It is perhaps not surprising that generalized
seizures, involving extensive dysfunction of
cortical and subcortical brain regions, cause

significant impairments of consciousness. In tem-
poral lobe epilepsy (TLE), however, seizures
often originate from focal structures within the
mesial temporal lobe, and frequently do not
secondarily generalize or propagate to distal
cortical areas. Yet, despite confinement of epilep-
tic discharges to the temporal lobe and related
limbic structures, seizures in TLE often cause a
loss of consciousness. Understanding the mechan-
isms of impaired consciousness and cortical
dysfunction during temporal lobe seizures has
important clinical implications, as impaired con-
sciousness causes motor vehicle accidents, drown-
ings, poor work and school performance, and
social stigmatization resulting in a major negative
impact on patient quality of life (Drazkowski,
2007; Jacoby et al., 2005; Kobau et al., 2008;
Sperling, 2004). In addition, previous investiga-
tions of TLE patients have found neocortical defi-
cits including gray matter atrophy (Bonilha et al.,
2006) and hypometabolism between seizures
(Diehl et al., 2003; Nelissen et al., 2006), which
may be related to neuropsychological sequelae
and chronic cognitive impairments frequently
suffered by these individuals (Helmstaedter and
Kockelmann, 2006; Hermann et al., 1997; Laurent
and Arzimanoglou, 2006). An appreciation of the
long-range network effects of temporal lobe
seizures on the neocortex may lead to a better
grasp of epileptic mechanisms and a further
understanding of the brain region interactions
that underlie the conscious state. In this review,
we will summarize previous investigations of TLE
in humans and animal models, discuss what they
suggest about the mechanisms of impaired con-
sciousness during temporal lobe seizures, and
advocate directions to further our understanding
of this important problem.

The network inhibition hypothesis in TLE

Epilepsy is a debilitating neurological disorder
that affects approximately 1% of the population in
developed countries such as the United States
(Devinsky, 2004). TLE is one of the most common
epileptic disorders, characterized by seizures that
frequently originate in limbic structures of the
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medial temporal lobe, such as the hippocampus
and the amygdala (Engel, 1987; Williamson et al.,
1993). As the temporal lobe is the most common
site of origin of focal epileptic discharges, it has
been suspected to be the most epileptogenic brain
region (Engel et al., 2007). The etiology of TLE is
frequently idiopathic, but it can also result from
malignancy, trauma, infections, and vascular mal-
formations (Engel and Williamson, 2007; Engel et
al., 2007). Recurrent temporal lobe seizures often
produce significant pathological changes, such as
hippocampal sclerosis in two-thirds of patients,
and can propagate from limbic structures to the
temporal neocortex and other regions (Babb,
1987; de Lanerolle and Lee, 2005; Gloor, 1991;
Williamson et al., 1993).

While discharges in TLE can propagate distally
to produce a secondarily generalized tonic-clonic
seizure, most temporal lobe seizures in patients
taking anticonvulsant medications do not secon-
darily generalize. Thus, seizures in TLE are
typically characterized as one of two major
subtypes of partial seizures: complex-partial sei-
zures, which result in a diminished level of
consciousness during (ictal) and after (postictal)
the event, and simple-partial seizures, which do
not interfere with consciousness (ILAE, 1981).
This clinical distinction is based primarily on
symptomatology, and the neurobiological under-
pinnings of the divergent effects on consciousness
seen in complex versus simple-partial seizures are
not well understood. Various ideas have been
proposed to explain how complex-partial seizures
impair consciousness (Yu and Blumenfeld, 2008).
Some evidence suggests that the laterality or
bilaterality of temporal lobe involvement may be
a primary determining factor of ictal alertness
(Gloor et al., 1980; Hoffmann et al., 2008; Lux
et al., 2002). Nevertheless, it has also been argued
that one should not mistake postictal amnesia of
the seizure — a probable result of bilateral
temporal lobe dysfunction — with unconscious-
ness that also entails diminished responsiveness
(Gloor, 1986). Therefore, another hypothesis is
that while seizure lateralization may indeed be
correlated with altered alertness in TLE, loss of
consciousness more directly results from aberra-
tion of subcortical and brainstem structures that

are necessary for maintaining the awake-alert
state. As a sleep-like slow rhythm is frequently
observed in frontal and parietal cortical regions
during complex-partial seizures, our laboratory
has hypothesized that ‘‘ictal neocortical slow
activity’’ reflects remote effects of limbic seizures
on other parts of the brain, resulting in a depres-
sed cortical state responsible for the deficits in
consciousness seen in TLE patients (Blumenfeld
et al., 2004a, b). Figure 1 illustrates our ‘‘network
inhibition hypothesis,’’ in which we postulate that
consciousness is lost during complex-partial tem-
poral lobe seizures because of seizure spread to
midline subcortical and brainstem structures,
leading in turn to bilateral cortical deactivation
(Blumenfeld, 2009; Blumenfeld and Taylor, 2003;
Norden and Blumenfeld, 2002). Evidence addres-
sing this and other mechanistic theories of
impaired consciousness in complex-partial TLE
has been uncovered in previous behavioral,
electrographic, and neuroimaging studies of tem-
poral lobe seizures in both human patients and
animal models of epilepsy.

Behavioral semiology of temporal lobe seizures

While simple-partial temporal lobe seizures are
frequently characterized by autonomic and/or
psychic symptoms and epigastric sensations, com-
plex-partial seizures of the temporal lobe often
begin with an inhibition of purposeful motor
activity and elicitation of automatic behavioral
manifestations that are associated with unrespon-
siveness (ILAE, 1989). These automaton-like
behaviors, termed ‘‘automatisms,’’ are typically
manifested as repetitive orofacial movements such
as lip-smacking, chewing, and swallowing that are
not related to external stimuli in the individual’s
environment (Penfield, 1950). They can also
manifest as ‘‘ambulatory automatisms’’ of the
limbs or dystonic posturing ictally (Leung et al.,
2000; Marks and Laxer, 1998).

Escueta et al. (1977) completed one of the
earliest combined video-EEG analyses of complex-
partial seizures and their behavioral correlates in
TLE patients. The authors identified three clinical
phases during most of the 76 seizures recorded,
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Fig. 1. Network inhibition hypothesis for loss of consciousness in complex-partial seizures. (A) Under normal conditions, the upper
brainstem-diencephalic activating systems interact with the cerebral cortex to maintain normal consciousness. (B) A focal seizure
involving the mesial temporal lobe unilaterally. (C) Propagation of seizure activity from the mesial temporal lobe to midline
subcortical structures. (D) Disruption of the normal activating functions of the midline subcortical structures, together with the
resulting depressed activity in bilateral regions of the frontoparietal association cortex, leads to loss of consciousness. Adapted with
permission from Blumenfeld and Taylor (2003). Please see online version of this article for full color figure.

beginning with a motionless stare early in the
event, followed by stereotypical movements, and
with loss of consciousness later in the seizure
(Escueta et al., 1977). Another study of 72
hippocampal or amygdalar seizures found that
motionless staring or oroalimentary automatisms
were the first behavioral manifestations during the
majority of events (60%), with fewer seizures
beginning with nonfocal discrete movements,
perseverative stereotyped automatisms, or vocali-
zations (Maldonado et al., 1988). In general,
whereas automatisms and other behavioral

manifestations usually emerge early in a complex-
partial seizure, while responsiveness may remain
intact, consciousness in TLE is most profoundly
affected late in the seizure and during the postictal
period (Blumenfeld and Taylor, 2003). Rarely,
automatisms have been described during simple-
partial temporal lobe seizures with spared con-
sciousness (Alarcon et al., 1998). For instance, one
large investigation of 123 TLE patients reported
that 7 individuals experienced prominent automa-
tisms such as lip-smacking and swallowing without
a loss of consciousness (Ebner et al., 1995).
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Many patients report experiencing an ‘‘aura’’ at
the beginning of a partial temporal lobe seizure,
described as a warning symptom or vague signal
of an impending event, likely representing early
epileptiform activity below the threshold of scalp
electrographic detection (Fried et al., 1995). One
study of 96 seizures in 19 patients with stereotactic
depth electrode implantation found that 67% of
unilateral temporal lobe seizures began with an
aura, while motionless stares, automatisms, and
head-body turning were each manifested in
approximately one-quarter of seizures (Quesney,
1986). In addition to auras preceding the epileptic
event, psychic phenomena have been described in
some patients during limbic seizures. In 1898,
John Hughlings Jackson noted that medial tem-
poral lobe seizures can result in a ‘‘dreamy state,’’
characterized by dramatic memory-like hallucina-
tions such as déjà vu — the perception that one
has previously experienced identical circum-
stances to the present situation (Jackson and
Colman, 1898). After noting that certain patients
with implanted intracranial electrodes experience
these psychic phenomena during simple-partial
seizures, Bancaud et al. (1994) reproduced these
sensations of a dreamy state by electrically
stimulating the anterior hippocampus, amygdala,
or temporal neocortex. More severe psychotic
symptoms or affective disturbances, such as
hallucinations or intense emotional experiences,
have also been described ictally in some indivi-
duals during temporal lobe seizures (Ardila, 1990;
Boylan, 2002).

Following complex-partial temporal lobe sei-
zures, patients often experience a postictal state of
impaired consciousness, confusion, and amnesia
of the event (Gloor, 1986). Blum et al. (1996)
studied 23 epileptic patients to assess the indivi-
duals’ insight into seizure occurrence and fre-
quency. Looking at both complex-partial and
secondarily generalized events, the authors
observed that only one-quarter of patients always
endorsed having had a seizure immediately after
they regained consciousness, and 30% of indivi-
duals never acknowledged experiencing a docu-
mented seizure. Although not all seizures in this
report originated from temporal lobe foci, those
that did were most likely to be associated with

postictal amnesia (Blum et al., 1996). Another
investigation found a positive correlation between
amnesia for previously documented auras and
seizure severity, further suggesting that increased
levels of temporal dysfunction may be more likely
to produce postictal amnesia (Schulz et al., 1995).

Behavioral manifestations during limbic epilep-
tic events in TLE patients raise interesting
questions about whether loss of consciousness in
temporal lobe seizures results from: (i) a progres-
sive spread of excitatory epileptic discharges to
other brain regions, such as the neocortex, or
(ii) long-range depressive effects, dissimilar from
seizure propagation, that suppress distant cortical
and subcortical brain structures critical for vigi-
lance. Electrophysiological and neuroimaging
explorations of diminished ictal responsiveness
in TLE have focused on correlating deficits in
responsiveness with temporal lobe lateralization
of seizure activity, and more recently have
characterized the effects of limbic seizures on
bilateral cortical and subcortical networks neces-
sary for maintaining consciousness.

EEG correlates of impaired consciousness
in human TLE

Limbic seizures originate from mesial temporal
structures on either the left or right side of the
brain. Lateralization of behavioral signs such as
automatisms can provide insight into the side of
seizure onset, albeit with some inconsistency
(Saint-Hilaire and Lee, 2000). It has also been
proposed that lateralization or bilaterality of
temporal lobe seizures may be the predominant
feature predicting either loss or preservation of
consciousness ictally. Some have hypothesized
that the left hemisphere, which is dominant for
language in most humans, is primarily responsible
for the conscious state (Albert et al., 1976; Ebner
et al., 1995; Schwartz, 1967). One study utilizing
the Wada test found that while temporary
inactivation of the right hemisphere does not
interfere with consciousness, impaired left hemi-
spheric activity causes unresponsiveness to both
verbal and somatic stimuli (Franczek et al., 1997).
Correlating seizure lateralization with awareness
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of the events, Inoue and Mihara (1998) found that
TLE patients who were unaware of their seizures
typically had onset of epileptic activity in the
mesial temporal lobe of language-dominant (typi-
cally left) side. A more recent investigation
similarly described that ictal behavioral arrest was
more common during left-sided temporal seizures
than those beginning on the right side (Hoffmann
et al., 2008). Furthermore, Lux et al. (2002)
looked at vocalizations during complex-partial
seizures and reported that while patients with left
temporal seizure activity had ictal memory loss
and impairment of both expressive and receptive
speech, those with seizure activity limited to the
right temporal lobe rarely exhibited these impair-
ments during the event. Another study examined
ictal and postictal speech deficits in TLE and
found that unintelligible vocalizations were more
commonly associated with seizures originating in
the language-dominant temporal lobe, while
coherent speech was generally noted during
discharges originating from the nondominant side
(Gabr et al., 1989). Since involvement of the
dominant temporal lobe more often causes
language impairment, it is possible that apparent
impaired consciousness could be an artifact of the
testing procedures, which usually depend on
responses to verbal questions and commands.
This could lead to a bias in studies attempting to
lateralize impaired consciousness in temporal lobe
seizures, since nonverbal aspects of consciousness
are more difficult to evaluate.

Another hypothesis is that unilateral temporal
lobe seizure activity alone might not be sufficient
to cause a loss of consciousness, and that bilateral
limbic discharges are required to elicit unrespon-
siveness. Herbert Jasper (1964) was one of the
first to propose that ictal automatisms and
amnesia in TLE depend on seizure activity
involving both temporal lobes. Gloor et al.
(1980) described that 74% of temporal lobe
seizures that resulted in a loss of consciousness
showed bitemporal ictal involvement on EEG.
Subsequently, several investigators have offered
further evidence that seizures involving bilateral
temporal lobe cortices are more likely to cause
impairments in vigilance and responsiveness than
those with unilateral localization (Bancaud et al.,

1994; Inoue and Mihara, 1998; Pedley, 1992).
These studies imply that bilaterality of temporal
lobe involvement in TLE may be an important
predictive factor of ictal impairment of conscious-
ness. Nonetheless, while it may appear intuitive
that bilateral temporal lobe dysfunction can result
in amnesia due to aberrant limbic activity (Milner,
1972), temporal lobe structures are not often
considered necessary for consciousness. This can
be illustrated by the classic case of patient H.M.
who was unable to form new memories after
bilateral mesial temporal lobectomy, yet remained
alert, responsive, and interactive — thus, ‘‘con-
scious’’ — postoperatively (Scoville and Milner,
1957). Might bilaterality of temporal lobe involve-
ment represent a noncausal variable, correlated
with impaired alertness during limbic seizures, but
not the direct source of loss of consciousness? For
instance, in one study by Munari et al. (1980),
while complex-partial seizures did more com-
monly engage the temporal lobes bilaterally
compared to simple-partial seizures, it was found
that seizures with impaired consciousness were
also approximately twice the duration of simple-
partial events and were more likely to recruit
structures outside of the temporal lobe. This
implies that seizure severity and extratemporal
involvement may also serve as predictors of ictal
loss of consciousness in addition to temporal lobe
laterality.

While the majority of electrographic studies of
TLE have focused on temporal lobe localization
of seizure activity, examining the effects of limbic
discharges on other brain regions that are
important for consciousness is an essential endea-
vor to further understand these problems. In
patients with intracranial electrodes implanted in
the thalamus, Bertashius (1991) found that
thalamic nuclei were often affected by epileptic
activity during temporal lobe seizures. More
recently, Bartolomei and colleagues have
observed that in patients with mesial TLE
seizures, thalamocortical synchrony was specifi-
cally correlated with loss of consciousness ictally
(Guye et al., 2006). Moreover, although epileptic
discharges during temporal lobe seizures are
typically characterized by fast, polyspike electro-
graphic signals in both the seizure focus and loci
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of propagation, slow EEG rhythms have also been
uncovered in neocortical regions ictally in TLE.
Specifically, several previous intracranial EEG
studies have revealed large-amplitude slow oscil-
latory activity in frontal and parietal neocortical
regions during complex-partial temporal lobe
seizures (Eisenschenk et al., 2001; Franaszczuk
et al., 1994; Lieb et al., 1991; Mayanagi et al.,
1996). Despite the dissimilarity of these slow
waves to fast seizure spiking, they have tradition-
ally been interpreted as the spread of seizure
activity to distal brain structures. In a recent
intracranial EEG study of complex-partial tem-
poral lobe seizures, our laboratory also found
large-amplitude 1–2 Hz slow waves in the fronto-
parietal neocortices ictally, most prominent in the
orbitofrontal cortex (Fig. 2) (Blumenfeld et al.,
2004b). This slow activity in the association
cortices during seizures was starkly contrasted
with polyspike activity in the seizing temporal
lobe, as it did not contain fast or sharp compo-
nents characteristic of epileptic discharges (Fig.
2A–C). Furthermore, the neocortical slow activity
persisted into the postictal period of impaired
consciousness, and closely resembled the large-
amplitude cortical oscillations typically seen dur-
ing slow-wave sleep (Fig. 2D). These findings
suggest that ictal neocortical slow activity, perhaps
resulting from seizure spread to subcortical
structures like the thalamus that are involved in
cortical activation, may contribute to loss of
consciousness during complex-partial seizures.
Nevertheless, limited spatial sampling during
human intracranial EEG studies of epilepsy
restricts our understanding of distal brain effects
during temporal lobe seizures. Further insight into
the hypotheses addressing impaired consciousness
in TLE has been achieved using neuroimaging
techniques, which have served as critical tools to
correlate ictal consciousness with involvement of
anatomical regions throughout the brain.

Neuroimaging insights into impaired
consciousness in human TLE

Why do complex-partial temporal lobe seizures
cause unconsciousness even though EEG

recordings typically show seizure activity confined
to temporal cortex? As discussed previously,
partial seizures in TLE often cause other func-
tional deficits beyond those expected from local
limbic impairment, such as repetitive automaton-
like movements (Loddenkemper and Kotagal,
2005), dystonic posturing of the limbs (Marks and
Laxer, 1998), and neuroendocrine changes
(Bauer, 2001; Quigg et al., 2002). It has therefore
been proposed that even when temporal lobe
seizures do not propagate, they may cause remote
dysfunction in other brain regions, leading to
these disturbances and altered consciousness
(Blumenfeld et al., 2004a, b; Van Paesschen
et al., 2003). Several neuroimaging studies have
investigated brain regions affected by limbic
seizure activity. Of the functional imaging techni-
ques available to study TLE, single photon
emission computed tomography (SPECT) has
advantages over positron emission tomography
(PET) or functional magnetic resonance imaging
(fMRI), as the SPECT radiotracer can be injected
during the seizure, with subsequent imaging
performed after the event. This alleviates chal-
lenges related to movement artifact during sei-
zures with other imaging methods (Englot and
Blumenfeld, 2009; Kim et al., 2009).

Using SPECT, investigators have found
increased cerebral blood flow (CBF) associated
with epileptic activity in the temporal lobe on the
side of seizure onset (Andersen et al., 1990; Bonte
et al., 1983; Duncan et al., 1990). Other SPECT
studies have shown bilateral involvement of the
thalamus and upper brainstem during temporal
lobe seizures (Hogan et al., 2006; Tae et al., 2005),
with some providing evidence that impaired con-
sciousness during these events is correlated with
increased perfusion in these regions (Blumenfeld
et al., 2004a; Lee et al., 2002; Mayanagi et al.,
1996). Imaging results of thalamic involvement in
TLE complement evidence of elevated activity in
the thalamus ictally detected using intracranial
EEG (Arthuis et al., 2009; Guye et al., 2006;
Rosenberg et al., 2006), and of interictal thalamic
atrophy or dysfunction often associated with
mesial TLE (Chang et al., 2008; Gong et al.,
2008; Hetherington et al., 2007; Labate et al.,
2008; Natsume et al., 2003; Riederer et al., 2008).
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Fig. 2. Example of intracranial EEG recording during a mesial temporal seizure. (A) Seizure onset with low-voltage fast activity
emerging from periodic spiking in the mesial temporal contacts. Later in this interval (0–30 s after seizure onset) spike-and-slow
activity later appeared in the mesial as well as the lateral temporal contacts (not shown). (B) Sample from 30 to 60 s after seizure
onset. Rhythmic spike and sharp wave activity continues in the temporal lobe, while the frontal and parietal contacts show large
amplitude irregular slow-wave activity. (C) Sample from 60 to 90 s after seizure onset. Spike and polyspike-and-wave activity is
present in the temporal lobe, with ongoing slow waves in the neocortex. (D) Postictal suppression is seen in temporal lobe contacts,
with continued irregular slowing in the frontoparietal neocortex. Ipsilateral contacts only are shown. Bars along left margin indicate
electrode contacts from different strips, rows, or depth electrodes in the indicated brain regions. Calibration bar on right is 1000mV.
Montage is referential to mastoid. Mes T, mesial temporal; Lat T, lateral temporal; OF, orbital frontal; Lat F, lateral frontal; Med F,
medial frontal; Lat P, lateral parietal; C, perirolandic (pre- and post-central gyri); O, occipital. Adapted with permission from
Blumenfeld et al. (2004b).

Given these findings, it is possible that medial seizures onset that was inversely associated with
diencephalic and brainstem connections known to hypoperfusion in the frontal lobes during scans in
be important for arousal may contribute to all patients. In another recent SPECT investiga-
behavioral arrest during complex-partial seizures tion, our laboratory reported that neocortical
of the temporal lobe. decreases in CBF during complex-partial tem-

In addition to revealing areas of increased poral lobe seizures were associated with deficits in
perfusion ictally in TLE, some neuroimaging consciousness, as no reductions were seen on
studies have also shown reduced CBF in frontal average during simple-partial temporal lobe
and parietal cortices during complex-partial sei- seizures (Fig. 3) (Blumenfeld et al., 2004a). Speci-
zures, simultaneous to increases in the seizing fically, statistical parametric maps of complex-
temporal lobe (Chang et al., 2002; Menzel et al., partial seizures indicated CBF elevations in the
1998; Rabinowicz et al., 1997). For instance, Van temporal lobe on the side of seizure onset, as well
Paesschen et al. (2003) performed ictal SPECT as midline subcortical-diencephalic structures,
during complex-partial seizure in 24 patients with while CBF was diminished in widespread frontal
intractable mesial TLE. The authors observed and parietal association cortices ictally (Fig. 3A).
temporal lobe hyperperfusion ipsilateral to However, widespread bilateral CBF decreases in
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Fig. 3. Complex-partial, but not simple-partial, temporal lobe seizures are associated with significant CBF decreases in frontoparietal
neocortical regions. Statistical parametric maps depict CBF increases in red and decreases in green. Changes ipsilateral to seizure
onset are shown on the left side of the brain, and contralateral changes on the right side of the brain (combining patients with left and
right onset seizures). (A) Complex-partial seizures arising from the temporal lobe are associated with significant CBF increases and
decreases in widespread brain regions. Sixty to ninety seconds after seizure onset, increases occur mainly in the ipsilateral temporal
lobe, while decreases occur in the ipsilateral W contralateral frontal and parietal association cortex (n ¼ 8). (B) Simple-partial
seizures arising from the temporal lobe are not associated with widespread CBF changes (n ¼ 6). For (A) and (B), extent threshold,
k ¼ 125 voxels (voxel size ¼ 2� 2� 2 mm). Height threshold, P ¼ 0.01. Equivalently, only voxel clusters greater than 1 cm3 in
volume and with Z scores greater than 2.33 are displayed. Adapted with permission from Blumenfeld et al. (2004a). Please see online
version of this article for full color figure.

the higher-order association cortices were not lobe seizures, when consciousness remains
present during simple-partial seizures (Fig. 3B). impaired (Blumenfeld et al., 2004a, b).
SPECT signal decreases during complex-partial The above neuroimaging and electrophysiolo-
seizures were seen in the same frontoparietal gical findings raise the question: is ictal uncon-
cortical regions as ictal neocortical slow activity sciousness in TLE more directly related to
(Fig. 2). In addition, like neocortical slow oscilla- deactivation of the frontoparietal neocortex fol-
tions, cortical hypoperfusion was observed during lowing ictal recruitment of subcortical regions,
both the ictal and postictal periods of temporal rather than being caused by the spread of
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excitatory seizure activity to bilateral temporal or
association cortices? In some respects, this possi-
bility echoes ideas of 19th-century neurologist
John Hughlings Jackson, who after observing
several epileptic seizures, proposed that con-
sciousness is impaired when higher cortical func-
tion becomes disorganized and lacks integrative
ability (Jackson et al., 1931). Jackson considered
the ‘‘highest nervous centers’’ to be the substrata
of consciousness, representing complex cortical
regions responsible for the coordination of var-
ious inputs and outputs throughout the body, and
he hypothesized that impaired consciousness
resulted when discharges engaged these regions.
Jackson proposed that if a seizure begins in a
subordinate structure or series of structures,
consciousness will be lost if this discharge spread
to alter higher-order processes, or if a sufficiently
large number of subordinate structures become
recruited (Jackson et al., 1931; Yamauchi, 1998).

Neuroimaging and EEG characterizations of
cortical activity during complex-partial temporal
seizures raise many interesting questions regard-
ing loss of consciousness during these events. For
instance, involvement of which subcortical struc-
tures is important in the production of ictal
neocortical slow rhythms? Does the phenomenon
result from an active inhibitory process directly
affecting the cortex, or from disruption of normal
neocortical activation, allowing the cortex to
temporarily resort to a depressed state resembling
coma, deep anesthesia, or sleep (Cowan and
Wilson, 1994; Haider et al., 2006; Steriade et al.,
1993)? Or, in contrast, do ictal neocortical slow
rhythms simply represent the propagation of
excitatory seizure activity to distal cortical
regions? To further address these issues, it is
useful to discuss invasive recordings of neuronal
activity recorded in animal models of TLE.

Network effects of temporal lobe seizures in
animal models

While human studies of neurological disease
possess the greatest validity, animal models of
TLE activity allow controlled mechanistic studies
which can be valuable in understanding both

network effects and behavioral manifestations
associated with complex-partial seizures. Beha-
vioral correlates of electrographic temporal lobe
seizures have been extensively studied in rodent
models of TLE. For instance, the classic scale
created by Ronald Racine (1972) allows investi-
gators to rate behavioral limbic seizures from
those including only mild manifestations such as
staring and behavioral arrest (class 0) or facial
automatisms (class 1) to those with more promi-
nent convulsions characterized by head nodding
(class 2) or progressively worsening clonic activity
(classes 3–5). Thus, animal behavior during
Racine class 0 or 1 seizures resembles the
semiology associated with human complex-partial
temporal lobe seizures.

Similar to human investigations, several rat
studies of TLE have shown involvement of the
thalamus during partial limbic seizures (Bertram
et al., 2001, 2008; Blumenfeld et al., 2007; Englot
et al., 2008). Significant neuronal loss has been
described in the medial, dorsal, and rhomboid
thalamic nuclei associated with limbic seizures,
with lidocaine-mediated inhibition of the midline
thalamus reducing the duration of epileptic
discharges (Bertram et al., 2001). Also, as
discussed below, our laboratory has described
bilateral involvement of the thalamus on fMRI
during electrically stimulated limbic seizures
(Englot et al., 2008).

How might aberrant activity in the thalamus
and other subcortical structures that are important
for alertness lead to a loss of consciousness? One
possibility is that these regions may help propa-
gate excitatory activity directly to the neocortex.
Alternatively, our network inhibition hypothesis
proposes that seizure activity in one part of the
brain, particularly the mesial temporal lobe, may
cause inhibition of normal subcortical activating
systems, and thereby indirectly deactivate fronto-
parietal cortical regions necessary for conscious-
ness. Given the inherent network properties of
the central nervous system, intense activation of
one region might result in functional changes in
adjacent or remote areas, even without spread of
excitation to these other areas. Common exam-
ples in which increased activity in one cortical
region can cause an inhibitory surround include
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normal visual or somatosensory processing
(Angelucci et al., 2002; Brumberg et al., 1996;
Derdikman et al., 2003; McCasland et al., 1991;
Sengpiel et al., 1997). Some animal studies have
provided evidence that a similar process may
occur in epilepsy focally, such as in abnormal
surround inhibition adjacent to cortical seizure
foci (Collins, 1978; Prince and Wilder, 1967;
Schwartz and Bonhoeffer, 2001). However, in
TLE the affected frontoparietal neocortex does
not lie immediately adjacent to the mesial
temporal lobe, suggesting that more complex
long-range network mechanisms may play a role.

Our laboratory recently performed a multi-
modal study of ictal neocortical slow oscillations
during partial limbic seizures in both lightly
anesthetized and awake-behaving rats (Englot
et al., 2008). We observed that spontaneous partial
limbic seizures in awake-behaving animals were
associated with fast 9–12 Hz fast polyspike seizure
activity in hippocampal EEG, as expected.
However, in the frontal cortex, we observed
large amplitude 1–3 Hz slow waves (Fig. 4A) that
more closely resembled slow-wave sleep oscilla-
tions (Fig. 4A, bottom right) than seizure spiking.
These partial seizures were associated with mild
behavioral manifestations such as behavioral
arrest and facial automatism (Racine class 0–1),
differing dramatically from convulsive activity
seen during secondarily generalized seizures in
the same animals — the latter of which were
associated with fast polyspike activity in the frontal
cortex (Englot et al., 2008).

Electrically stimulated partial hippocampal sei-
zures in lightly anesthetized animals also revealed
similar patterns of local field potential (LFP) fast
activity and large population spikes in multiunit
activity (MUA) seen in the hippocampus ictally
(Fig. 4B). This activity differed from decreased
firing with Up and Down states of neuronal firing
in the frontal cortex ictally, which resembled Up
and Down states seen during deep anesthesia
(Fig. 4B, bottom right). These Up and Down
states appeared similar to neocortical firing
patterns commonly seen in other studies of
cortical depression, such as during deep sleep
and anesthesia (Cowan and Wilson, 1994; Haider
et al., 2006; Steriade et al., 1993).

CBF measurements using laser Doppler flow-
metry (LDF) showed that while cortical seizure
propagation (i.e., secondary generalization) was
associated with elevated CBF, cortical perfusion
decreased during partial seizures with ictal slow
activity (Englot et al., 2008). Finally, fMRI
recordings of electrically stimulated partial sei-
zures revealed decreased blood oxygen level
dependent (BOLD) signal in the orbital frontal
cortex ictally, contrasted by elevations in the
hippocampus, as well as the septal nuclei and
thalamus (Fig. 5). These studies complement
electrophysiology and neuroimaging investiga-
tions of human TLE to further suggest that ictal
neocortical slow activity is associated with dimin-
ished neocortical activity, not excitatory seizure
propagation to the cortex.

The mechanistic differences between cortical
polyspike propagation during secondarily general-
ized seizures versus ictal neocortical slow activity
during complex-partial seizures are not fully
understood. The pathways responsible for sec-
ondary generalization of temporal lobe seizures
have been previously studied (Bertashius, 1991;
Gloor et al., 1993; Spencer et al., 1987; Wilson
et al., 1990). Some have suggested that the
orbitofrontal cortex plays an important role in
cortical seizure propagation (Lieb et al., 1991;
Wilson and Engel, 1993), possessing a high degree
of functional connectivity with the hippocampus
in TLE (Catenoix et al., 2005; Wilson and Engel,
1993). It is thus possible that exploitation of
normal circuits connecting the hippocampus and
neocortex, which are important for memory
storage (Lavenex and Amaral, 2000; Thierry
et al., 2000), can contribute to abnormal cortical
activity in limbic epilepsy. Perhaps the orbito-
frontal cortex acts as gateway for neocortical
propagation of epileptic discharges, maintaining a
diminished state of function during smaller com-
plex-partial seizures that is overwhelmed by
exceedingly intense excitation during secondarily
generalized limbic seizures.

Neuroimaging studies of limbic seizures in rats
provide preliminary insight into brain regions which
may play a role in ictal neocortical slow activity. In
addition to hippocampal excitation, we observed
fMRI BOLD increases in the medial thalamus
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Fig. 4. Partial limbic seizures in rats produce ictal neocortical slow waves in the orbitofrontal cortex (CTX). (A) Local field potentials
(LFP) in the hippocampus and orbitofrontal cortex during a spontaneous partial seizure associated with behavioral arrest in an
awake-behaving rat. Hippocampal recordings reveal large-amplitude, fast polyspike activity during the seizure, while frontal cortical
recordings show large-amplitude 1–3 Hz slow waves during and after the seizure without considerable propagation of fast spike
activity. Ictal neocortical slow activity resembles large-amplitude slow rhythms seen in the frontal cortex during an episode of natural
sleep, recorded in the same animal at a different time (bottom, right). LFP recordings are filtered 0.3–100 Hz. (B) Example of LFP
and multiunit activity (MUA) recordings during an electrically stimulated partial seizure in a lightly anesthetized rat. During
baseline, recordings show a stable theta rhythm in hippocampal LFP and low-voltage beta activity with occasional slow waves in the
orbitofrontal cortex (see also inset). MUA recordings reveal relatively stable neuronal firing in both areas. During the seizure,
hippocampal LFP recordings show 9–10 Hz fast polyspike activity ictally associated with population spikes in MUA recordings.
Population spikes are often up to 10 times larger in amplitude than individual baseline units and are thus shown truncated here. In
the orbitofrontal cortex, 1–2 Hz large-amplitude slow waves are seen in LFP recordings, associated with Up and Down states
(arrows) of neuronal firing in MUA recordings. No fast polyspike activity is present in the frontal cortex LFPs. After the seizure,
hippocampal activity is depressed whereas frontal slow oscillations persist postictally. Recordings from the same rat under deep
anesthesia at a different time are also shown (bottom right), during which slow activity is present in the frontal cortex. LFP
recordings are filtered 0.1–100 Hz and MUA recordings are filtered 400 Hz–20 kHz. Adapted with permission from Englot et al.
(2008).
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Fig. 5. Example of BOLD increases and decreases during an electrically stimulated partial limbic seizure. During partial limbic
seizures, BOLD fMRI signal increases are observed in the hippocampus, thalamus, and septal nuclei. Prominent BOLD decreases
are seen in the orbitofrontal, anterior cingulate, and retrosplenial/posterior cingulate cortices. The arrow signifies the hippocampal
electrode artifact. t-maps are shown for the first 30 s of seizure activity (10 consecutive fMRI images acquired every 3 s) versus 30 s
baseline and are superimposed on high-resolution anatomical images. Slices are shown from anterior to posterior, with approximate
coordinates relative to bregma (Englot et al., 2008). Color bars indicate t-values for increases (warm colors) and decreases (cold
colors). The display threshold is t ¼ 2. Cg1, anterior cingulate cortex; HC, hippocampus; OFC, orbitofrontal cortex; RSC,
retrosplenial/posterior cingulate cortex; Thal, thalamus. Adapted with permission from Englot et al. (2008). Please see online version
of this article for full color figure.

during partial limbic seizures (Fig. 5). Given the
similarities between ictal slow activity and cortical
slow waves that occur during
slow-wave sleep, perhaps similar reductions in
subcortical arousal systems contribute to this
phenomenon (Gervasoni et al., 2004; Jones, 2002;
Steriade et al., 1991). We also saw considerable
activations in the lateral septum during partial
limbic seizures (Fig. 5) which were larger and more
consistent than changes in any other region, and
peaked relatively early compared to signal fluctua-
tions in other areas (Englot et al., 2008). The
septum is an anterior and medial region in the basal
forebrain which can be divided into several
subregions. The lateral septal nuclei consist mainly
of GABAergic inhibitory neurons, while the medial
septal nuclei consist mainly of cholinergic neurons
(Colom, 2006). The lateral septal nuclei receive
their major inputs from the hippocampal formation,
and then project heavily to the medial septum–
diagonal band of Broca complex, as well as to

various hypothalamic areas, the mammillary com-
plex, the ventral tegmental area, and other regions
in the basal forebrain (Colom et al., 2006; Irle and
Markowitsch, 1986; Mesulam and Mufson, 1984;
Risold and Swanson, 1997). GABAergic neurons in
the lateral septum are, therefore, poised to produce
widespread inhibition in a variety of subcortical
structures. The septum is considered a nodal point
where ascending non-rhythmic inputs from the
brainstem and hypothalamus are converted into
rhythmical signals, which are then transmitted to
the hippocampus and neocortex (Bland and Colom,
1993; Bland et al., 1994; Vertes and Kocsis, 1997).
Thus, the septal nuclei play an important role in
regulating normal hippocampal rhythms (Cavazos
et al., 1997; Colom, 2006), and may also contribute
anti-epileptogenic effects by preventing hyperexci-
table limbic states (Colom et al., 2006; Colom and
Garrido-Sanabria, 2007). This introduces a few
novel questions: does the septum also contribute
to the production of rhythmic ictal neocortical slow
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activity, or does it play an important inhibitory role
in limiting limbic seizure propagation?

During preliminary mechanistic studies in the
rat, we applied focal electrical stimuli to three
regions showing fMRI activation during partial
limbic seizures — the dorsal hippocampus, med-
iodorsal thalamus, and lateral septum (Englot
et al., 2009). Our goal was to mimic ‘‘seizure’’
activity in each region individually, without
actually producing a seizure that would propagate
to the other regions. Interestingly, while stimula-
tions of the hippocampus and medial thalamus did
not result in notable behavioral alterations or
cortical electrographic effects, stimulating the
lateral septum did produce large-amplitude
1–3 Hz slow oscillations in the frontal cortex and
behavioral arrest resembling changes during ictal
neocortical slow activity (Englot et al., 2009).
Furthermore, by preventing lateral septal recruit-
ment in hippocampal seizures via surgical transec-
tion of the fornix — the primary white matter
tract that permits hippocampal-septal communi-
cation — both neocortical slow oscillations and
behavioral arrest were abolished during limbic
seizures (Englot et al., 2009). These findings allow
novel insights into a potential role of septal
activity in the production of ictal neocortical slow
waves and diminished responsiveness during
complex-partial temporal lobe seizures.

The network inhibition hypothesis revisited

As proposed in our network inhibition hypothesis
(Fig. 1), it is possible that ictal aberration of
normal activity in subcortical arousal systems may
contribute to unconsciousness during complex-
partial temporal lobe seizures. Some attention has
been directed toward the importance of thalamo-
cortical interactions in this phenomenon, but the
intense lateral septal involvement during partial
limbic seizures in rats has led us to also consider a
possible role for the septum in eliciting ictal
neocortical slow activity. While the majority of
neurons in the lateral septal nuclei are inhibitory
cells that release gamma-aminobutyric acid
(GABA), no direct projections to orbitofrontal
cortex have been found, to our knowledge

(Colom et al., 2006; Risold and Swanson, 1997).
However, previous animal studies have suggested
that the lateral septum does project to other
regions involved in normal cortical activation,
such as the hypothalamus and basal forebrain
(Cirino and Renaud, 1985; Irle and Markowitsch,
1986; Mesulam and Mufson, 1984; Varoqueaux
and Poulain, 1999), in addition to its most
prominent projections to the medial septum
(Colom et al., 2006; Risold and Swanson, 1997).
It is thus possible that lateral septal activation,
such as during limbic seizures or electrical
stimulation, may result in increased inhibition of
the basal forebrain or hypothalamic regions,
leading secondarily to diminished cortical excita-
tion. First we consider a relatively simple model.
For instance, many projections in the basal
forebrain release acetylcholine onto the neocor-
tex — a major source of cortical activation in the
awake state (Duque et al., 2000). Might lateral
septal neurons inhibit these nearby acetylcholi-
nergic projections, leading secondarily to a loss of
cortical activation?

As depicted schematically in Figure 6, human
and animal results to date have led us to
hypothesize about numerous potential mechan-
istic contributions to ictal neocortical slow activity
during complex-partial temporal lobe seizures.
For instance, it is possible that during a partial
limbic seizure, abnormal excitation of the hippo-
campus produces lateral septal activation via
glutamatergic projections traveling in the fornix
(Fig. 6A). This may in turn lead to inhibition of
the nucleus basalis by GABAergic projections
from the lateral septum, which then results in
diminished acetylcholinergic activation of the
frontal cortex by the nucleus basalis. Receiving
less excitatory input, the neocortex defaults to an
inhibited state, allowing slow oscillatory activity to
emerge, and behavior to become diminished.
Interestingly, past studies have shown that lesions
of the nucleus basalis in the rat produce large-
amplitude slow oscillations in the neocortex
(Bringmann, 1996; Buzsaki et al., 1988), resem-
bling cortical slow waves seen during sleep and
partial limbic seizures. However, aberration of
normal thalamocortical interactions are also likely
to affect cortical states, as are changes in other
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Fig. 6. Schematic diagram illustrating possible network mechanisms of ictal neocortical slow activity. (A) A simplified schematic
diagram, showing that excitation of the hippocampus during a seizure may activate the lateral septum via glutamatergic projections in
the fornix. This leads in turn to GABAergic inhibition of the nucleus basalis, which then results in diminished acetylcholinergic
activation of the frontal cortex by the nucleus basalis, and thus allows the cortex to enter a depressed state associated with ictal
neocortical slow activity. (B) A more complex diagram based on (A), adding other network changes that may contribute to ictal
neocortical slow oscillations during hippocampal seizure activity. These mechanisms include the inhibitory influence of the lateral
septum and the thalamic reticular nucleus onto subcortical structures and the ascending reticular activation system. This in turn leads
to decreased excitatory input to the frontal neocortex by various activating structures, such as the thalamus, hypothalamus, and the
nucleus basalis — ultimately resulting in cortical depression. Anatomical structures are labeled with black lettering, while
neurotransmitters are listed in green. Recordings in the hippocampus and frontal cortex show example LFPs in each region. 5-HT,
serotonin; Ach, acetylcholine; AM, amygdala; ARAS, ascending reticular activation system; CTX, cortex; DA, dopamine; ERC,
entorhinal cortex; FF, fimbria-fornix; FR, fasciculus retroflexus; GABA, gamma-aminobutyric acid; Glu, glutamate; Hb, habenula;
HC, hippocampus; His, histamine; MFB, medial forebrain bundle; LS, lateral septum; MS, medial septum; NB, nucleus basalis; NE,
norepinephrine; Rt, thalamic reticular nucleus; SM, stria medullaris, Thal, thalamus. Please see online version of this article for full
color figure.



162

brain regions known to be important in arousal
which we have not yet explored. Therefore, it is
important to broaden our mechanistic hypothesis
to encompass other possible network alterations.

Figure 6B illustrates several additional struc-
tures and pathways that may contribute to ictal
neocortical slow activity. These potential mechan-
isms include GABAergic inhibitory influence
from regions that may be activated by limbic
seizure activity — including the lateral septum
and the thalamic reticular nucleus — onto
subcortical and brainstem structures which play
a role in arousal. For instance, the ascending
reticular activating system of the rostral brainstem
is comprised of several cell populations important
for wakefulness. These include serotonergic neu-
rons in the dorsal raphe (Richerson, 2004),
norepinephrine-containing projections from the
locus coeruleus (Berridge and Foote, 1996),
dopamine release from the pedunculopontine
tegmental region and the substantia nigra pars
compacta (Dunbar et al., 1992; Dzirasa et al.,
2006), acetylcholinergic fibers from the pontome-
sencephalic tegmentum (Jones, 2008; Woolf and
Butcher, 1986), as well as several glutamatergic
projections (Jones, 2003). Alterations in these
regions during temporal lobe seizures could result
from inhibitory signals from the reticular thalamic
nucleus (Parent and Steriade, 1984; Steriade et al.,
1984), or from diminished excitatory impulses
originating from the hypothalamus (Baev et al.,
1985; Purves et al., 1992) or habenula (Cuello
et al., 1978; Irle et al., 1984) — areas which
receive projections from the septal region
(Kawaja et al., 1990; Risold and Swanson, 1997).

It is known that projections from the ascending
reticular formation convey arousal signals to the
cortex primarily through the basal forebrain,
thalamus, and hypothalamus (Siegel, 2004). In
turn, the hypothalamus provides excitatory input
to the neocortex via histaminergic projections in
the pre-optic region of the anterior hypothalamus
(Lin et al., 1994), and hypocretin/orexin neurons
in the posterior hypothalamus (Sakurai, 2005;
Saper et al., 2001). The hypothalamus also sends
input to brainstem activating regions through the
habenula via the stria medullaris and subsequent
fasciculus retroflexus (Blander and Wise, 1989;

Goto et al., 2005; Semba and Fibiger, 1992).
Hence, it is possible that the hypothalamus
contributes to the behavioral and neocortical
effects of partial limbic seizures, perhaps by
providing less cortical or brainstem excitation
after becoming inhibited by lateral septal projec-
tions (Staiger and Wouterlood, 1990; Varoqueaux
and Poulain, 1999), or alternatively through
aberration of normal function by direct seizure
propagation (Bastlund et al., 2005; Quigg et al.,
1999; Silveira et al., 2000).

Another important structure to consider in the
mechanism of ictal neocortical slow oscillations is
the amygdaloid complex. The amygdala has
been shown to play a significant role in epilepti-
form activity of the temporal lobe (Aroniadou-
Anderjaska et al., 2008; Klueva et al., 2003;
McIntyre and Gilby, 2008) as well as modulation
of arousal signals in both local (Pare and
Gaudreau, 1996; Velasco et al., 1989) and distant
cortical regions (Dringenberg and Vanderwolf,
1996; Stock et al., 1981). There is some evidence
that the amygdala may play a notable role in ace-
tylcholinergic neocortical activation (Dringenberg
and Vanderwolf, 1996). Furthermore, given
shared connections between the amygdaloid
complex and septum via fibers in the stria
terminalis and amygdalofugal pathways (Leonard
and Scott, 1971), it is important to consider
possible effects of convergent signals from septal
and hippocampal regions onto the amygdala in
modulating neocortical rhythms during limbic
seizures. The entorhinal cortex is also a major
afferent and efferent pathway to the hippocampus
(Chrobak et al., 2000; McIntyre and Gilby, 2008),
and could therefore contribute in important ways
to spread of ictal activity to both cortical and
subcortical structures, and to modulation of
neocortical activity.

Finally, the possible role of the medial septum
in ictal neocortical slow activity requires further
investigation. In addition to the well-known
hippocampal connections, the medial septum–
diagonal band of Broca complex does have some
cholinergic cortical projections, albeit mostly to
posterior cortical regions (Gaykema et al., 1990),
and previous rat studies have suggested that
medial septal lesions may impair performance in
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attention-related tasks (Brandner and Schenk,
1998).

In summary, a large number of subcortical
structures could potentially contribute to beha-
vioral changes during limbic seizures, and further
investigations will be crucial as the network
underpinnings of ictal neocortical slow activity
continue to be unraveled.

Future directions

The human and animal studies of TLE summar-
ized here provide characterization and prelimin-
ary insight into the mechanistic underpinnings of
impaired consciousness and ictal neocortical slow
rhythms during complex-partial temporal lobe
seizures. However, much remains unknown about
how focal seizure activity in the temporal lobe
leads to a loss of consciousness ictally, and
additional investigations — including studies in
animal models within which mechanistic interven-
tions are feasible — are needed to further
elucidate this problem.

It will be beneficial in future studies to perform
invasive measurements of neuronal activity in
awake-behaving animals, during which behavior
can be studied simultaneously. One mechanistic
possibility we have discussed is that lateral septal
involvement in partial seizures may result in
inhibition of the acetylcholinergic activating sys-
tem in the nucleus basalis via GABAergic septal
projections, leading secondarily to neocortical
depression. Further experiments addressing this
hypothesis should include electrophysiological
recordings from the nucleus basalis during limbic
seizures to determine if the firing of acetylcholi-
nergic neurons is indeed suppressed. We should
also determine whether stimulation of the nucleus
basalis prevents ictal neocortical slow rhythms
during seizures by diminishing inhibitory influ-
ence from the lateral septum onto the basal
forebrain. Direct measurements of changes in
neurotransmitter levels in the neocortex during
partial seizures represent another key direction,
as they may provide further insight into the
neurophysiological underpinnings of ictal cortical
changes. Utilizing microdialysis or recent

voltammetric biosensor techniques (Parikh et al.,
2007; Rutherford et al., 2007) may be useful in
detecting cortical neurotransmitter fluctuations
during ictal neocortical slow activity. Moreover,
surgical and pharmacological interventions geared
toward preventing distal effects of complex-partial
seizures in animals are likely to be fruitful. While
in preliminary rat experiments, preventing lateral
septal recruitment during electrically stimulated
limbic seizures via fornix transection diminished
both the electrographic and behavioral correlates
of ictal neocortical slow oscillations, the utilization
of more localized, reversible methods to prevent
subcortical discharges during seizures should be
considered. Also, in vivo intracellular recordings
of pyramidal neurons in neocortical regions
affected by ictal slow waves might permit supple-
mentary insight into whether ictal neocortical slow
activity is associated with diminished excitatory
postsynaptic potentials, which would suggest
decreased levels of excitatory neurotransmitters,
or increased inhibitory postsynaptic potentials,
implying elevated inhibitory neurotransmission in
the cortex.

Animal fMRI studies can produce high spatial
resolution images of structures affected by tem-
poral lobe seizures, but potentially important
regions have not yet been visualized ictally.
Future scans should examine in particular areas
important for neocortical activation that have also
been shown to be involved in limbic seizures, such
as the hypothalamus, amygdala, and upper
brainstem, which are difficult to image with
surface coils and will therefore require more
innovative technical advances. Additional
exploration should include electrophysiological
recordings, stimulations, and inactivations of these
structures during partial limbic seizures.

Although modeling consciousness in animal
studies bears obvious limitations, complex-partial
seizures in humans interfere with the most basic
level of consciousness — the awake, alert state —
which we believe can be reasonably modeled in
basic research. For example, the behavioral
correlates of ictal neocortical slow activity in rats
include decreased locomotion and behavioral
arrest. While quantitative measurements of per-
formance using controlled behavioral tasks during
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limbic seizures have not yet been pursued, these
will be important to include in upcoming investi-
gations. For instance, simple response-time and
Pavlovian conditioning tasks can be utilized to test
both attention (responding to a stimulus) and
learning (conditioning of a stimulus) during ictal
neocortical slow activity in rats.

To translate this work into the human arena,
additional human studies will be necessary as well.
Further intracranial studies prospectively evaluat-
ing human behavior with both widespread cortical
(Blumenfeld et al., 2004b) and subcortical
(Arthuis et al., 2009; Guye et al., 2006) electro-
physiological measurements will be necessary to
more fully identify the specific anatomical regions
and activity patterns associated with behavioral
impairment. Prospective, standardized, and quan-
titative methods for patient assessment, including
computerized and manually administered testing
batteries are needed, which should be continu-
ously available to enhance the quality and
quantity of behavioral data obtained in conjunc-
tion with electrophysiological studies. Treatment
of impaired consciousness in epilepsy will con-
tinue to be aimed first and foremost at preventing
seizures. However, in some patients, stopping all
seizures is not feasible, so treatments that can at
least prevent impaired consciousness during sei-
zures will be beneficial. Thus, ultimately, ther-
apeutic interventions such as disconnection
procedures, neurostimulation, or medication trials
may soon become possible, with the goal of
preventing impaired consciousness during partial
seizures.

Conclusions: the consciousness system and TLE

In the mid-20th century, Wilder Penfield and
Herbert Jasper hypothesized that the brainstem
and diencephalon play critical roles in integrating
brain activity across both cerebral hemispheres
(Jasper, 1991; Penfield, 1958). It was observed
that most epileptic patients suffered little to no
impairment of consciousness after wide resection
of cerebral cortical structures or the corpus
callosum, although applying pressure to the
brainstem resulted in immediate and reversible

loss of consciousness (Penfield, 1958). Penfield
and Jasper deduced that the neuroanatomical
basis of consciousness involved more than the
cerebral cortex, already known to be the seat of
various cognitive processes (Jasper, 1991). They
argued that the ‘‘indisputable substratum’’ of
consciousness was rooted in diencephalic and
upper brainstem regions. Jasper (1964) also
posited that activation of only the amygdala and
hippocampus was insufficient to induce automa-
tisms, and the impairment of consciousness
required the involvement of widespread subcor-
tical structures. Furthermore, neurochemical stu-
dies suggested the presence of diffuse ascending
modulatory systems that project from the dience-
phalon and brainstem that interact with, but are
anatomically separate from, the sensory and
motor systems (Jasper, 1991). Work summarized
in this review, examining both human TLE
patients and animal models, suggests that func-
tional aberration of these same networks may also
underlie ictal neocortical slow activity and loss of
consciousness during complex-partial temporal
lobe seizures. As we have discussed, factors which
may increase the likelihood of network aberration
during partial temporal lobe seizures include:
(i) lateralization of discharges to the dominant
hemisphere, (ii) bilateral temporal lobe involve-
ment, (iii) increased seizure length and severity,
and (iv) dysfunction of subcortical structures
important for arousal.

Although the full mechanisms of ictal neocor-
tical slow activity in TLE remain unknown,
progress to date allows us to expand upon the
ideas of Jasper and Penfield and define a
‘‘consciousness system’’ within which dysfunction
during epileptic seizures results in temporary loss
of the awake, alert state. We propose that the
consciousness system includes (i) the upper
brainstem, (ii) subcortical structures such as the
medial thalamus and basal forebrain region
(possibly including the septal nuclei), (iii) anterior
and posterior interhemispheric regions (cingulate,
medial frontal cortex, and precuneus/retrosplenial
cortex), and (iv) lateral frontal and parietal
association cortices (Blumenfeld, 2009). It is likely
that when seizure activity significantly disrupts
normal activity in these areas, consciousness is
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adversely affected secondary to either cortical
seizure propagation, as in primary-generalized, or
secondarily generalized seizures, or neocortical
deactivation, as in complex-partial temporal lobe
seizures. In contrast, epileptic events that do not
involve regions in the consciousness system, such
as simple-partial temporal lobe seizures, do not
cause a loss of consciousness. While significant
questions remain regarding the mechanisms of
impaired consciousness during partial temporal
lobe seizures, recent advances in our understand-
ing of ictal neocortical slow activity and related
network effects will help guide future studies
geared toward preventing the adverse neocortical
effects of complex-partial seizures.
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You are only coming through in waves: wakefulness
variability and assessment in patients with

impaired consciousness
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Abstract: The vegetative state (VS) is defined as a condition of wakefulness without awareness. Being
awake and being asleep are two behavioral and physiological manifestations of the daily cycles of
vigilance and metabolism. International guidelines for the diagnosis of VS propose that a patient fulfills
criteria for wakefulness if he/she exhibits cycles of eye closure and eye opening giving the impression of a
preserved sleep–wake cycle. We argue that these criteria are insufficient and we suggest guidelines to
address wakefulness in a more comprehensive manner in this complex and heterogeneous group of
patients. Four factors underlying wakefulness, as well as their interactions, are considered: arousal/
responsiveness, circadian rhythms, sleep cycle, and homeostasis. The first refers to the arousability and
capacity to, consciously or not, respond to external stimuli. The second deals with the circadian clock as a
synchronizer of physiological functions to environmental cyclic changes. The third evaluates general sleep
patterns, while homeostasis refers to the capacity of the body to regulate its internal state and maintain a
stable condition. We present examples of reflex responses, activity rhythms, and electroencephalographic
(EEG) measurements from patients with disorders of consciousness (DOC) to illustrate these factors of
wakefulness. If properly assessed, they would help in the evaluation of consciousness by informing when
and in which context the patient is likely to exhibit maximal responsiveness. This evaluation has the
potential to improve diagnosis and treatment and may also add prognostic value to the multimodal
assessment in DOC.
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It could be worst/I could be alone/I
could be locked in here on my own. Like
a stone that certainly drops/and it never
stops/I could be lost or I could be saved.
Calling out from beneath the waves.

(Crests of waves, Coldplay, 2002)

Wakefulness

Every morning most people in this world wake up
(Dylan, 1979; Jewel, 1995; Brown, 1970). Waking
up is composed of several processes, of which the
most obvious is that of regaining consciousness.
However, the process of waking up starts well
before we regain consciousness, since our internal
circadian clock unconsciously times our body
rhythms to be prepared for future events. Before
the actual time of waking up, both body tempera-
ture and some hormone levels (e.g., cortisol) rise,
while other nocturnal variables decrease (e.g.,
melatonin), thus preparing the arousal system
to leave the arms of Morpheus — the god of
sleep. But what happens if this highly synchro-
nized process is disrupted by brain injury? Is it
possible to ‘‘wake up’’ without regaining con-
sciousness?

Wakefulness is a key feature in the diagnosis of
disorders of consciousness (DOC), but it is rarely
assessed in full and is commonly taken for granted
(Multi-Society Task Force on PVS, 1994). The
vegetative state (VS) was originally defined as
‘‘wakefulness without awareness’’ (Jennett and
Plum, 1972) and is now widely acknowledged by
both the scientific and medical communities and
even by the general public (The Sunday Times,
2007). In disorder of consciousness patients,
wakefulness refers to ‘‘preserved sleep-wake
cycles in patients without awareness.’’ We pro-
pose that this definition is insufficient to describe
wakefulness in full and does not help the clinician
in determining the state of the patient in the
intensive care unit (ICU) (during the acute state)
nor during the postacute and chronic states.
Despite the considerable experience gained in
the 1980s and 1990s, the Multi-Society Task
Force on PVS (1994) did not improve or extend
the definition, nor proposed any thorough

approach to the assessment of wakefulness in
DOC patients.

The Multi-Society Task Force on PVS (1994)
created a consensus statement summarizing the
current knowledge of the medical aspects of the
persistent VS in adults and children. It stated that
‘‘The vegetative state can be diagnosed according
to the following criteria: (1) no evidence of
awareness of self or environment and an inability
to interact with others; (2) no evidence of
sustained, reproducible, purposeful, or voluntary
behavioral responses to visual, auditory, tactile, or
noxious stimuli; (3) no evidence of language
comprehension or expression; (4) intermittent
wakefulness manifested by the presence of
sleep-wake cycles; (5) sufficiently preserved
hypothalamic and brain-stem autonomic functions
to permit survival with medical and nursing
care; (6) bowel and bladder incontinence; and
(7) variably preserved cranial-nerve reflexes
(pupillary, oculocephalic, corneal, vestibulo-ocu-
lar, and gag) and spinal reflexes.’’ While the first
three points deal with the awareness part of the
definition, points (4)–(7) refer to the criteria in
terms of wakefulness and responsiveness. In the
course of this chapter we will attempt to show that
point (4) is rarely addressed, point (5) is partially
tested concerning brainstem, but not hypothala-
mic autonomic functions, point (6) is seldom or
never tested, and, finally, point (7) (the only
wakelfulness variable frequently tested in the
neurological examination) is not enough to define
wakefulness in DOC.

Since the ‘‘wakefulness’’ part of the definition is
loosely defined and rarely discussed in the
literature, we will make it the focus of this
chapter. We argue that a new framework is
needed to characterize wakefulness in DOC
patients, and that the main concepts of wakeful-
ness to bear in mind will be (1) arousal/respon-
siveness, (2) sleep patterns, (3) circadian rhythms,
and (4) homeostasis. Indeed, these four concepts
are well defined and widely accepted and, in
addition, they provide objective criteria to define
bonafide measures in clinical practice. We will
also propose a few simple tests and measurements
to try to characterize the different factors of
wakefulness. Moreover, since these factors are
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heavily interconnected, when measuring one
physiological parameter, usually several factors
are scrutinized.

Arousal and the intensity of responses

Arousal is defined as a state of responsiveness
to sensory stimulation (Mosby’s Medical Dictio-
nary, 2009) and a condition of sensory alertness.
The difference between responsiveness and sen-
sory alertness is that the former refers to the
capacity of the system to respond while the latter
is the threshold at which sensory stimuli can affect
the system. A patient in VS may be alert from a
sensory point of view but unable to control his/her
responsiveness and therefore fail to react to
incoming stimuli albeit spared capacity to process
them.

The arousal system can be considered at three
levels: (1) an upper level encompassing cerebral
cortex and white matter; (2) a middle level
including thalamus and upper brainstem; and
(3) a lower level encompassing lower midbrain
and pons. Although the upper level does not seem
to be necessary to sustain arousal and is instead
linked to awareness, brain damage at any of these
levels may result in coma or various arousal
alterations (Brenner, 2005; Evans, 2002). More-
over, arousal has been related to performance by
the Yerkes–Dodson Law, which dictates that
performance increases with arousal up to a point
where it starts to decay (inverted U-shaped curve)
(Yerkes and Dodson, 1908). The classic approach
of arousal in the transition from sleep to wake
proposes that arousal will slowly increase from the
stages of slow-wave sleep (SWS) to stages 2 and 1,
and increases even more when fully awake.
However, it takes time to reach a full arousal
level since sleep inertia carries a low arousal lag
into the wake state; not surprisingly, performance
in different tasks increases with ‘‘more wakeful-
ness’’ (more arousal). Nevertheless, the arousal
curve is not the same for all tasks, and there seems
to be a distinction between cognitive tasks and
automatic tasks. The former seems to require
lower arousal for more difficult or intellectually
challenging tasks (the subject needs to

concentrate on the material), while automatic
tasks require higher arousal levels for activities
involving endurance and persistence (the subject
needs higher and sustained motivation) (Teigen,
1994). For the purposes of defining arousal in an
allegedly unconscious or minimally conscious
subject, we should keep in mind that responsive-
ness and sensory alertness could be severely
impaired in this population. The responses to be
assessed to establish arousal levels in these
patients should be kept simple to avoid misinter-
pretations.

For the clinician the challenge is to define a few
simple bedside tests that may inform about the
level of arousal of the DOC patient before
starting a full neurological, behavioral, cognitive,
or neurophysiological assessment. One approach
has been to relate pain to autonomic arousal. By
taking measures of pulse rate, skin conductance,
and skin temperature, it may be possible to
measure the physiological arousal caused by
experiencing pain (Rhudy et al., 2008). It is also
possible to measure brain activity by EEG in
order to determine the extent to which an
individual is experiencing pain. Responses to
nociceptive stimuli are frequently assessed in
DOC behavioral scales (Coma recovery scale-
revised (CRS-R), GCS, SMART, WHIM) and
can be easily recorded when taking measures of
pulse rate, skin conductance, and skin tempera-
ture. These more sensitive methods to measure
internal parameters have the potential of mapping
the autonomic reactions to the stimuli but also
provide the opportunity to assess arousal using
objective and quantifiable methods.

Another evaluation, although rarely used in
DOC, concerns arousal organization, which is
linked to sleep–wake organization. A general
‘‘basic-rest activity cycle’’ (BRAC) has been
defined and proposed to occur during both sleep
and wakefulness stages (Kleitman, 1982). In other
temporal scales, arousal can be defined as fast
simultaneous changes in the EEG along with
autonomic and somatic activity (Halasz et al.,
2004). Compared to healthy individuals, patients
with DOC do not exhibit the normal arousal
alternations also known as ‘‘standard cyclical
alternating patterns’’ (Freedman et al., 2001).
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In these patients, changes in brain activation
may be very slow, lasting a number of seconds or
even minutes, and are not always rhythmic. These
arousal alternations are often more extreme
than in the healthy brain and may even be life-
threatening, especially those occurring in the
vegetative system (e.g., involving cerebrospinal
fluid pressure increases, see Evans, 2002). The
contrast between the extreme changes in sleep
microstructure in the damaged brain as com-
pared to the normal brain indicates the profound
impairment in arousal control mechanisms in
DOC.

A systematic approach to test arousal (respon-
siveness) variability in a simple manner would be
to assess one particular reflex in the course of
several hours. If the stimulus is frequently
presented in a short period of time, it could lead
to habituation effects; but if it is repeated one time
every 30 s for 2 h, the response could unmask
waves of different arousability levels. Figure 1
depicts eyeblink reflex responses to an air puff to
the cornea in three DOC patients. Although the
first few trials evidenced habituation effects, after
stabilization, waves of responses varying in
strength and latency appeared sporadically, illus-
trating how variable arousal can be in different
DOC patients.

Sleep patterns (or how to assess brain network
functions)

It has been proposed that one of the functions of
sleep is to restore general homeostasis (including,
more specifically, subcortical brain structures)
(Hobson, 1996), and to stabilize the synaptic
weight of recent neural connections (Gilestro
et al., 2009). Accordingly, the lack of sleep cycles
in DOC might predict a lower probability of
recovery.

Sleep is usually characterized by the adoption
of a typical posture and the absence of response to
external stimuli due to transient but reversible
periods of unconsciousness which, in healthy
individuals, are accompanied by well-defined
EEG changes (Rechtschaffen & Kales, 1968).
The present section focuses on the importance of

neurophysiology for the evaluation of sleep in
DOC, in relation with diagnostic and prognostic
criteria. However, it will be stressed that in DOC
the electrophysiological definition of wakefulness
and sleep is problematic because oscillations
recorded by EEG no longer reflect the same
cellular mechanisms as in normal physiological
sleep. For example, large amplitude slow waves
do not necessarily indicate deep nonrapid eye
movement (NREM) or ‘SWS as they do in normal
sleeping individuals. Indeed, a clear definition of
sleep stage criteria (and therefore sleep staging)
remains to be established in DOC. We will first
review the available data on sleep in coma and VS
in order to propose some specific recommenda-
tions. Unfortunately, there are no studies on sleep
in minimaly conscious state (MCS), probably due
to the recent definition of this state of conscious-
ness (Giacino et al., 2002).

Although it is well-known that sleep abnormal-
ities are extremely common in critically ill
patients (Parthasarathy and Tobin, 2004; Cabello
et al., 2007), their mechanisms and distinctive
features remain poorly understood. From a
behavioral point of view, normal sleep is usually
preceded by the search for a safe place and a
progressive but reversible decrease in response
to external stimuli, as well a decrease in motor
activity. In DOC, assessing these behavioral
criteria is challenging.

One way to indirectly monitor sleep–wake
cycles and circadian rhythms inexpensively and
over long time periods is to record motor activity
with a wrist actimeter. Motor activity measured
with an actimeter has shown to be correlated to
sleep detection in polysomnography (DeSouza
et al., 2003; Berger et al., 2008) and can give a
better account of the total sleep time than sleep
diaries, even though sleep periods and variables
such as sleep onset latency might be overesti-
mated (Ancoli-Israel et al., 2003). Especially for
patient groups, for whom traditional sleep mon-
itoring such as polysomnography might not be
applicable and rest-activity cycles should be
evaluated over longer time periods such as weeks
or months, actimetry can serve as a potential
alternative (Morgenthaler et al., 2007). Actimetry
has been used to investigate rest–activity cycles in
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Fig. 1. Arousal changes reflected eyeblink variability to an airpuff and a startle tone. Top graph: electromyographic eyeblink
responses to an airpuff to the cornea in a severely disabled (SD) patient (left), a VS patient of TBI origin (middle), and a VS patient
of anoxic origin (right). Lower graph: electromyographic eyeblink responses to a loud noise burst in the same patients. Each plot is a
raster of 60–100 trials occurring every 12–18 s. SD and VS-TBI patients showed habituation effects in the first 10–15 trials, while
patient VS-anoxic showed no habituation effects. Nevertheless, SD patient showed nearly no changes after the 20th trial, while the
two VS patients exhibited big changes in responsiveness suggesting changes in arousal. The bottom graph shows changes for SD and
VS-TBI but no response for the patient from anoxic origin.
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different psychiatric and neurologic patient
groups as for example depression (e.g., Benedetti
et al., 2008) or dementia (e.g., Werth et al., 2002;
Paaivilainen et al., 2005). Furthermore, it has
been used to evaluate treatment effects of
nonpharmacological (e.g., Alessi et al., 2005) or
pharmacological intervention (e.g., Daurat et al.,
2000) to restore rest–activity rhythms. Recently,
its feasibility has also been demonstrated for
tetraplegic patients (Spivak et al., 2007). We
recorded actimetry data in DOC patients to try
to assess its feasibility to detect a near 24-h
rhythm as a marker of a spared circadian clock
and sleep–wake cycle across several days. Aver-
aged movement data of a healthy control, an MCS
patient, and a VS patient across 24 h are displayed
in Fig. 2. What is evident from this figure is a
clear sleep–wake cycle in the healthy control, as
indicated by the increased movement during the
day and the reduction during the hours of night.
In the MCS patient this pattern is less clear but
also detectable (at least indicating a rest–wake
cycle), while it is also identifiable but even more
deteriorated in the VS patient.

From a physiological point of view, normal
sleep is associated with well-defined cycles, stages,
arousals, and microstructures (e.g., K-complexes,
spindles). In DOC the existence of such poly-
somnographic (PSG) elements is a matter of
debate. Another characteristic aspect of sleep
is its regulation by homeostatic and circadian
processes. In DOC the available evidence for
such regulators is scarce. As we will show in
the subsequent section, circadian rhythms may
be severely disrupted in DOC and, therefore, the
evaluation of circadian rhythmicity should be
evaluated independently from sleep since it may
well be the case that a DOC patient shows sleep
patterns sparsely along the day without apparent
circadian control.

Early studies on coma suggested that the
presence of EEG patterns resembling sleep may
be reliable markers for a favorable outcome
(Bergamasco et al., 1968; Chatrian et al., 1963).
It was reported that sleep patterns become more
complex during rehabilitation therapy, paralleling
cognitive recovery (Ron et al., 1980). Some
authors have used standard sleep criteria to

analyze PSG data in DOC (Oksenberg et al.,
2001). However, as many forms of brain damage
may result in a relatively similar clinical state
of unconsciousness, and cerebral activity changes
in DOC may differ substantially from physiologi-
cal sleep patterns, those criteria are probably
not applicable for sleep staging in severely brain
damaged patients. We suggest these scoring
criteria need to be adapted for the study of
sleep–wake patterns in DOC. To this end the
visual adaptive scoring system, which describes
vigilance levels with a higher resolution (Himanen
and Hasan, 2000), or the analysis of microarousals
(Halasz et al., 2004) may be useful alternatives.

In coma the EEG often shows a generalized
slowing in the delta or theta range. Other EEG
patterns that can be encountered include alpha-
coma, burst-suppression, and epileptic-like activ-
ity (Brenner, 2005). No differentiation between
normal and pathological slow sleep waves have
been described. However, continuous delta activ-
ity in coma should not be mistaken for normal
SWS. Coma can be considered as a dysregulation
of the brain’s arousal system caused by diffuse
brain damage or by focal brainstem lesions
(Adams et al., 2000). Some earlier studies have
also indicated that sleep spindles may carry
prognostic information. It was subsequently
shown that the presence of spindle activity after
hypoxic or anoxic injury does not always indicate
a good outcome. However, the absence of
spindles or EEG background reactivity does
predict a poor outcome (Hulihan and Syna,
1994). A more recent study supports these
findings in comatose children and concludes that
the reappearance of sleep patterns and sleep
spindles is a sign of a good prognosis. In traumatic
coma, these sleep elements are more frequently
observed than in anoxic cases (Cheliout-Heraut
et al., 2001).

It is assumed that spindle coma represents a
combination of physiological sleep and coma, the
latter accounting for the failure of arousal. In
humans, the pathophysiological mechanism of
spindle coma is presumed to be the preservation
of pontine raphe nuclei and thalamocortical
circuits subserving sleep spindle activity, together
with the impairment of ascending reticular
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Fig. 2. Wrist activity may reveal circadian rhythmicity and sleep–wake cycling in DOC patients. Actigraphy watches measured
ballistic movements in one arm in each participant for five consecutive days. While the normal volunteer (top graph) and the MCS
patient (middle graph) show clear differences between day (white stripes) and night (black stripes), the VS patient shows a weaker
effect (nonetheless still significant), albeit with a significantly lower effect size. The VS patient showed also more variability between
days suggesting a weaker control of the circadian clock.
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activating pathways at the midbrain level that
maintain wakefulness (Britt et al., 1980; Britt,
1981; Seet et al., 2005). The predictability of
different levels of sleep–wake organization in
traumatic coma was compared to other indexes
such as neuroradiological findings, age, or Glas-
gow Coma Scale (GCS) scores (Valente et al.,
2002). It is interesting that PSG recordings were
better predictors of outcome when compared
to the GCS scores. NREM sleep elements such
as K-complexes and sleep spindles as well as rapid
eye movement (REM) sleep elements alternating
with NREM sleep elements were also indicators
of a better outcome. In contrast, a poor outcome
was indicated for patients who had only mono-
phasic EEG or an absence of sleep elements.

Compared to a healthy control group, only
minor sleep alterations were found in nine
traumatic patients with good outcome and no
sleep patterns were found in one permanent VS
patient (Giubilei et al., 1995). In another study it
was reported that patients ‘‘in the last remission
stages’’ went through all sleep stages with an
increase of total sleep time in comparison to
patients ‘‘in the first remission stages’’ of VS
(D’Aleo et al., 1994b). As discussed above,
spindle activity may be related to both injury
severity and recovery. Evidence of spindles,
although always reduced in density and duration,
was found in 11 out of 20 traumatic and 3 out of 10
hypoxic VS patients (D’Aleo et al., 1994a). In
addition, the authors showed an increase of
spindle density from 5 to 12 per minute paralleling
the clinical recovery of traumatic patients. As
what has been shown for coma, these results
suggest spindles as potential markers of good
outcome in VS, but more studies are warranted.

Other authors focused on REM sleep in VS
patients. An early study has shown the occurrence
of nystagmus in wake and REM stages of six
vegetative patients (Gordon and Oksenberg,
1993). The same authors also showed both a
degradation of REM sleep and specific phasic
events such as the number of REMs in 11
traumatic VS patients (Oksenberg et al., 2001).
These findings might reflect possible damage or
dysregulation in the pedunculopontine tegmental

cholinergic structures in VS. Nevertheless, other
phasic events such as sleep-related erections
(Oksenberg et al., 2000) seem to be preserved.
At present, no correlation between REM para-
meters and recovery from VS has been founded.
However, it is clear that the more the comatose
patient’s brain activity resembles normal healthy
sleep, the better the prognosis. It appears that
there may be indicators of good outcome such as
spindles, phasic arousal activity, and conserva-
tion of sleep stages. This would justify the use
of PSG in the clinical routine. Disruptions of
sleep patterns and NREM phasic events (e.g.,
spindles) are often found in the early stage
of coma. Given that human spindle generators
are located in the thalamus, it is tempting to
hypothesize that the absence of spindles in
coma results from the interruption of either the
ascending reticular thalamocortical pathway or
of thalamocortical loops. The absence of sleep–
wake cycles seems associated with brainstem or
hypothalamus dysfunction, and preliminary evi-
dence suggests this may be associated with a poor
outcome.

Since DOC patients do not show the normal
behavioral, physiological, and regulatory signs of
sleep, the characterization of their putative sleep–
wake cycles is a challenging issue. Support for the
presence of homeostatic sleep regulation in DOC
could be provided by sleep deprivation protocols
(e.g., by maintaining their eyes open) in which
EEG comparisons could be performed. Another
criterion for sleep state is an increased arousal
threshold. If between different EEG patterns in
DOC patients, arousal threshold changes signifi-
cantly, this might be signaling sleep staging and
therefore some degree of sleep preservation.
Arousal level can be measured with auditory
stimuli and EEG or with other reflexes, as we
show in Fig. 1.

Overall, in the reviewed literature, data on
patients’ sleep appear to be insufficient and
standardized methods were rarely used to assess
behaviorally the level of consciousness. In sum-
mary, large cohort studies of well-documented
VS patients are needed to (1) provide a better
understanding of the presence (or absence)



179

of sleep–wake cycles in VS (and MCS), and (2) to
reveal more detailed relationships between brain
injury, sleep parameters, and clinical outcome.

In conclusion, the study of sleep is of particular
interest in DOC with various different etiologies
as it can provide relationships between neurophy-
siological measures and functional neuroanatomy,
whereas waking patterns in noncomatose patients
only indicate the persistence of the reticular
activating system. As an example, spindles may
reflect the preserved functional integrity of the
thalamus; SWS and REM sleep may reflect
residual functioning of brainstem nuclei; and the
circadian organization of sleep patterns are
informative of residual hypothalamic functioning.
Nevertheless, the analysis of waking EEG, filtered

for muscular artefacts (which are often exacer-
bated in DOC) and eyeblinks may also yield
useful diagnostic and prognostic information. To
illustrate this point we show in Fig. 3 two patients
with very different sleep structure. Patient 1 shows
no EEG differences between the night hours
(represented by the horizontal gray bar) and the
day hours, and no eye-movement differences,
despite his diagnosis of VS and subsequent
evolution to MCS a few months later. On the
other side, patient 2 was in MCS at the time of the
assessment and showed a relatively well-struc-
tured sleep rhythm for a severe brain injury
patient. This patient also showed a difference
between day and night electrooculography
(EOG) (and in electrocardiographic recordings)

Fig. 3. 24-h EEG and EOG reveal sleep patterns preservation in DOC patients. Top graph: VS patient without sleep patterns or
differences between day and night times (horizontal bar signals lights off). Bottom graph: MCS patient exhibiting clear differences in
EEG and EOG between day and night times.
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patterns suggesting spared functioning not only
in the thalamocortical loop but in brainstem
structures too.

Circadian rhythms (or when is it best to test for
consciousness)

Together with evidence of eye opening, the
presence of a sleep–wake cycle defines the
threshold for the progression from a comatose
state (Multi-Society Task Force on PVS, 1994) to
VS or MCS (Report of a working party of the
Royal College of Physicians, 2003). However,
despite the importance of a sleep–wake cycle
for differential diagnosis, there is very little
empirical evidence that DOC patients actually
exhibit sleep phenomena or display a circadian
rhythm. Sleep–wake cycles are typically inferred
by behavioral observations of long periods of eye
closure.

A true cycle would only be possible if the clock
in the brain is functioning properly. Circadian
rhythms are endogenously generated by a biologi-
cal clock located in the hypothalamic suprachias-
matic nuclei (SCN). SCN lesions eliminate such
rhythms in physiology and behavior, while trans-
plants of the nuclei restore rhythmicity to many
variables. However, this master clock is actually
the organizer of the activity of ‘‘peripheral’’ clocks
which are present in most tissues (Reppert and
Weaver, 2002). The circa-24 h (circadian) activity
of the SCN is coupled through neural and humoral
pathways with output relay stations that control
rhythmic behavior and physiology (Buijs et al.,
2006). One of the key features of circadian rhythms
is their plasticity in terms of entrainment to the
environment by adjusting to daily cues or ‘‘zeitge-
ber’’. The most important of these signals is the
light–dark cycle, which is transduced through a
retinohypothalamic tract leading to a cascade of
neurochemical and genetic changes in the SCN
(Golombek et al., 2003). This entrainment-SCN-
output pathway regulates chronobiological para-
meters, including the timing of the sleep–wake
cycle (Zee and Manthena, 2007). Circadian
entrainment is achieved through a retinohypotha-
lamic photoreception system led by retinal cells

that give rise to an unconscious neural pathway
independent from ‘‘normal’’ vision (Brainard and
Hanifin, 2005).

Circadian and diurnal rhythms in mental
performance in normal subjects have been
described extensively (see Blatter and Cajochen,
2007; Carrier and Monk, 2000; Monk et al., 1997;
Valdez et al., 2008; Waterhouse et al., 2001).
Indeed, the diurnal variation in cognitive, mental,
and physical abilities is fundamental for the
determination of risk levels in different tasks and
activities (Åkerstedt, 2007; Dinges, 1995; Folkard,
1990; Waterhouse et al., 2001) as well as for
educational prospects (Golombek and Cardinali,
2008; Cajochen et al., 2004). There are several
variables that confer interindividual variability to
circadian variation in cognitive tasks. One of them
is the preferred/innate habits of temporality or
chronotype, that is, the tendency toward morn-
ingness or eveningness in an individual’s behavior
and physiology (Horne and Ostberg, 1976;
Zavada et al., 2005). Extreme morning or evening
chronotypes are accompanied by concomitant
changes in physiological and behavioral variables
(i.e., body temperature or melatonin onset,
mental performance tasks), and there have been
suggestions of specific polymorphisms in clock
genes underlying such chronotypes (Allebrandt
and Roenneberg, 2008). However, there is no
profound insight into the relationship of chron-
otypes (even in their extreme form) and subtle
changes in consciousness levels throughout the
day.

On the contrary, there is strong evidence of
diurnal changes in self-rated subjective feelings
and mental performance tasks in normal subjects,
which usually correlate with the endogenous cycle
of body temperature (e.g., Blatter and Cajochen,
2007; Folkard, 1990). Indeed, mental performance
is significantly worse in sleep deprivation condi-
tions and during the night (Monk et al., 1997).
It is important to state that these changes are
related to the two main mechanisms responsible
for the sleep–wake cycle, that is, the homeostatic
(fatigue) component and the circadian (endogen-
ous) proclivity to wakefulness or sleep (Beersma
and Gordijn, 2007; Boivin et al., 1997; Borbely,
1982).
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Although sleep states and, certainly, pharma-
cological manipulations, have traditionally been
linked to different consciousness levels
(Broughton, 1982; Cantero and Atienza, 2005;
Tung and Mendelson, 2004), no formal approach
to circadian modulation of consciousness or,
on the other hand, circadian alterations in
altered consciousness states has been performed,
except for a few studies in patients with different
degrees of brain damage. In this aspect, core
body temperature rhythms are significantly
affected by both impaired physical activity and
brain lesions (Takekawa et al., 2002) and, more
importantly, circadian rhythms have been asso-
ciated with diagnosis and neurological findings
in patients with altered consciousness states
derived from brain damage (Dauch and Bauer,
1990). The pineal hormone melatonin, which is
controlled by the circadian clock and might
serve as one of its humoral outputs, has been
proposed as a putative regulator of diverse plastic
events in the brain, ultimately related to conscious
mental processing (Bob and Fedor-Freybergh,
2008).

A handful of studies have shown 24-h varia-
bility (or lack of) in different physiological
parameters in patients with impaired conscious-
ness. Although none of them can be considered
circadian studies but day–night variations (with
only one day of measurements), they are still
informative for our purposes. One study reported
day–night brain state differences (Isono et al.,
2002) in 8 out of 12 VS patients using continuous
EEG; the remaining 4 patients showed the same
EEG pattern during day and night. Three other
studies measured blood pressure, heart rate,
temperature and urinary excretion hormones,
blood pressure and heart rate (Fukudome et al.,
1996), and growth hormone, prolactin and corti-
sol, finding significant day–night changes in body
temperature and urine hormones but not in blood
pressure (Pattoneri et al., 2005). DOC patients
showed significantly lower day–night difference in
blood pressure as compared to normal volunteers,
and alterations in the rhythm of hormonal levels
(Vogel et al., 1990). These results point to a large
variability in DOC patients in their ability to react
to external temporal variations and suggests that

a subpopulation might have the circadian system
disrupted.

Another condition that results in impaired
consciousness due to profound organic failure is
severe sepsis, one of the principal causes of
mortality and morbidity in ICUs. Mortality rates
are consistently estimated as between 30% and
40% (Friedman et al., 1998). The systemic
response to major infections involves massive
inflammation, coagulation, and antifibrinolytic
mechanisms ultimately leading to organ dysfunc-
tion. In addition, sepsis-related encephalopaties
are common causes for altered consciousness
states, ranging from sleep alterations to semi-
conscious vegetative or comatose situations
(Davies et al., 2006, Sanap and Worthley, 2002;
Papadopoulos et al., 2000). Moreover, circadian
rhythm disruption, often exaggerated in ICU
environments, probably helps in the develop-
ment of disease (Herdegen, 2002). In addition,
circadian disruptions of temperature and activity
rhythms are predictors of mortality rates in
murine septic models (Vlach et al., 2000). A
recent report suggests that an environment
deprived of circadian cues (e.g., no strong
light–dark cycle) — which closely resembles the
situation in most ICUs during recovery from
sepsis significantly impairs survival in animal
models of disease (Carlson and Chiu, 2008).

Endocrine circadian rhythms are also severely
disrupted in septic patients (Mundigler et al.,
2002; Bornstein et al., 1988; Joosten et al., 2000;
Dennhardt et al., 1989). In particular, cyclic
melatonin secretion, which is usually interpreted
as a close indicator of the hands of the circadian
clock, is impaired in critically ill patients due to
the nature of the disease, continuous drug
administration, and loss of external zeitgeber cues
(Mundigler et al., 2002). Chronic illness, including
sepsis and most situations which require a
prolonged stay in ICUs, results in sleep disruption
and deprivation which in turn is a strong morbid
factor decreasing quality of life and potential
recovery (Friese et al., 2009; Weinhouse and
Schwab, 2006). It has also been suggested that
exogenous melatonin treatment might be effective
for treating sleep and circadian dysfunction in
chronically ill patients (Bourne and Mills, 2006).
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Rhythm robustness could be used as a predictor
for disease severity, including mortality rates, in
septic patients (Joosten et al., 2000).

Taking these ideas into consideration we have
performed studies in a murine model of sepsis
(by endotoxin — LPS — administration) and
found that not only LPS toxic effect is time-
dependent, but also that the eventual outcome in
terms of morbidity and mortality is modulated by
the circadian state of the animal (Marpegan et al.,
2009). In addition, when analyzing circadian
rhythms in temperature, blood pressure, and heart
rate in septic patients, there is a clear correlation
between rhythm amplitude and robustness and
the degree of sepsis severity and survival rate
(Katz et al., 2002).

In short, circadian rhythms could be a
good prognostic marker in the acute phase of
DOC but also a good measure of the physiological
state of the patient in general. The first step is
to obtain a rhythm that may represent the
output of the clock, and second, to measure the
circadian system capacity to react to external
stimuli. We have recently measured skin tem-
perature for two weeks in a small group of
patients in an attempt to characterize true
rhythmicity beyond 24 h (Bekinschtein et al.,
accepted). This study showed preserved circadian
rhythmicity in two traumatic brain injury (TBI)
patients, but no true rhythms in three patients
of anoxic origin. Figure 2 shows patterns of
activity variation (wrist actigraphy) in a normal
volunteer, an MCS patient, and a VS patient.
Although significantly smaller, the difference
between day and night activity was significant
even in the low-activity VS patient. Following
these first few attempts of characterize the
circadian patterns in DOC patients, we propose
skin temperature measurements and wrist acti-
graphy as easy-to-use methods to address long-
term rhythms in these patients, and melatonin or
cortisol sampling to further test other outputs of
the central clock. To define whether patients do
really come through in waves and how rhythmic
these are, we suggest: (1) at least four days of
recording of continuous temperature and motor
activity, and (2) three days (and nights) blood

sampling every 6 h (with a higher sampling
frequency at critical times) to assess cortisol and
melatonin day–night differences. These measure-
ments, together with 24-h EEG, should give
enough information on whether there are rhythms
and if behavioral assessment should be planned
accordingly.

Homeostasis (or the search for balance in severe
brain injury)

Immediately after a brain insult, a restoration
of the basic bodily functions will be intended, by
mechanical and/or chemical means. Severely
injured patients frequently have a general unba-
lance of the whole homeostatic regulation of
the body (Varon and Fromm, 2001). Those
patients who are stabilized, can breathe by
themselves, and have a regular heart function
might appear homeostatically regulated but may
as well still have lesions in the hypothalamus,
pituitary gland, or other organs or tissues, putting
them at a higher risk of contracting disease
(Katikireddy and Kuschner, 2006a). Sometimes
homeostasis assessment becomes a detective-like
work wherein glucose levels, hydration, sweating,
temperature, and urine composition are be tested
regularly.

Several common illnesses, including diabetes,
dehydration, gout, and central hyper- or
hypothermia, may appear when a patient is
homeostatically unbalanced (Katikireddy and
Kuschner, 2006a, b). In most cases the treatment
is symptomatic, and it is difficult to reach a stable
point since these patients tend to deteriorate
with time and it becomes more difficult to restore
homeostasis. In this specific patient population,
homeostasis assessment determines the optimal
time to measure response capacity both in terms
of arousal and in terms of conscious behavior.
A metabolic imbalance has a huge impact on
arousal and behavior and may hinder the true
cognitive capacity of the patient by decreasing
responsiveness.

To illustrate this point we present the case
of a VS patient with a large brainstem and



183

hypothalamic (spreading to the left thalamus)
lesion. The patient’s autonomic failure makes the
behavioral assessment extremely difficult. The
patient does not close her eyelids anymore and
suffers from extreme sweating attacks lasting 40–
90 min. During these attacks her right-hand with-
drawal responses are higher than when she is not
in the autonomic storm. Her temperature rhythm
and heartbeat proved to be very arrhythmic and
she had a variation in Coma Recovery Scores
between 3 and 8 in six consecutive assessments
along three days (one in the morning and one in
the afternoon). These results demonstrate the
difficulty in determining her responsiveness and
advocate for a full wakefulness assessment before
a diagnostic decision regarding the level of
awareness in DOC is achieved.

After brain insult some TBI patients may
develop homeostatic imbalance (Sacho and
Childs, 2008). It has been suggested that
either excitatory center/s located in the upper
brainstem and diencephalon drive paroxysms or
that the causative brainstem/diencephalic centers
are inhibitory in nature, with damage releasing
excitatory spinal cord processes (excitatory/
inhibitory ratio model) (Baguley et al., 2008).
Dysautonomic attacks seem to be more closely
associated with mesencephalic rather than dien-
cephalic damage. Many reports suggest that
paroxysmal episodes can be triggered by environ-
mental events.

The remaining question is what to test for
homeostasis assessment. Unlike arousal, circadian
rhythms, or sleep patterns, homeostasis is con-
sidered more frequently in DOC. Temperature,
blood pressure, and glucose levels are assessed
regularly. But the levels of hydration, hormones,
and electrolytes (potassium, calcium, and sodium)
are not tested, although they might certainly
impact the patient’s responsiveness. We propose
that the patient should be assessed by an
endocrinologist in the early postacute period to
define a set of tests to be taken regularly to keep
in mind homeostatic variations in the course of a
day or a week. This could avoid conflicting reports
arising from a homeostatic imbalance on the
responsiveness levels of the patient and therefore

reduce the level of misdiagnosis (Andrews et al.,
1996).

Assessment of wakefulness

The following recommendations may serve as a
reference for clinicians involved in the examina-
tion and treatment of patients with DOC. They
are based on our clinical experience with this
patient population and the current state of
knowledge about wakefulness from a clinical
point of view.

Some of the recommendations for the accurate
behavioral assessment of DOC patients (Majerus
et al., 2005) may also apply to the evaluation of
wakefulness:

� The patient should be healthy.
� The patient should be in a good nutritional

state.
� Sedating drugs should be withdrawn when-

ever possible.
� Complications and consequences of neurolo-

gical imbalance should be prevented.
� Controlled posture is important.

While these recommendations are certainly
fundamental for the assessment of awareness,
they also have a direct implication on the
proposed four factors underlying wakefulness.
Indeed, health is an issue at stake, since these
patients are prone to infections and if this is the
case the wakefulness assessment may be informa-
tive to decide whether it is worth to continue with
a full behavioral and/or physiological assessment.
A similar criterion applies to nutritional state:
checking homeostatic responses and arousal/
responsiveness should indicate the body’s meta-
bolic state and its capacity to respond to external
stimulation. In addition, control of spasticity and
postures is important in the behavioral assess-
ment, as it has been shown patients in VS and
MCS score much higher when assessed at 851
at a tilt table as compared to bed position
(Elliott et al., 2005). Most likely the ascending
reticular activating system is stimulated by the
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Fig. 4. Wakefulness assessment for DOC patients. For each test the proposed testing time is shown, as well as the factor it addresses.

change in position. In our opinion, any procedure
that may increase arousal should be considered
for DOC patients since it may unveil behaviors
consistent with conscious awareness in VS
patients or capacity to communicate in MCS
patients.

For a full understanding of the wakefulness
capacity of a DOC patient, we propose a series of
tests to assess arousal, circadian rhythms, and
sleep patterns. We recommend starting this
assessment when the patient is systemically
healthy and homeostatically stable. Figure 4
shows a summary of the tests proposed and when
to start each measure. Arousal is behaviorally
stratified in the CRS-R scale ranging from
‘‘unarousable’’ to ‘‘attention’’; however, this is
useful for an initial test but does not inform
about arousal variability in the patient. To this
aim we propose to choose one reflex in the patient
that can be rated (i.e., very low, low, medium,
high, very high responses) and to assess it
systematically (every 5 min) in the course of
2–3 h for at least three days (testing at the same
day and time). This approach should inform

about the variability in arousal both within and
between days.

To test for circadian control we propose to
continuously record a simple variable for several
days. To define if the central clock in the brain is
functioning, the external environment should be
controlled, in particular temperature and light–
dark variations. We have shown that skin tem-
perature and motor activity may be easy to test
and have the capacity to unveil the day-to-day
variability. Both methods are cheap and require
minimal maintenance, and if rhythms are assessed
for at least four days, the clock capacity to be
entrained can be determined. This test, together
with the arousal assessment, will give an indica-
tion on when it is best to test for awareness in
order to increase the likelihood of obtaining the
maximal responses from each DOC patient.

Sleep evaluation may be indicative of the
degree of damage in different brain networks.
A 24-h EEG assessment may relate to reticular
activating function if state transitions are present;
spindles may reflect the preserved functional
integrity of the thalamus; and SWS and REM
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sleep may reflect residual functioning of brain-
stem nuclei.

Conclusion

In the second part of the report from the Muti-
Society Task Force on PVS (1994), recovery is
divided into two dimensions: recovery of con-
sciousness and recovery of function. The first
one refers to the capacity to detect awareness
(emergence from VS), and the second deals with
the patient’s capacity to communicate, to learn,
and to perform adaptative tasks. Surprisingly
there is no mention of the capacity to recover
from decreased wakefulness or the problems
caused by lower and/or erratic responsiveness in
the assessment of recovery of consciousness or
recovery of function. As we pointed out in this
chapter, wakefulness may not appear as a key
aspect in the evaluation of DOC patients, but
the level of wakefulness may act as an enabling
condition for conscious processing (Dehaene and
Changeaux, 2004).

The clear relationship between circadian
rhythms and sleep states (Winfree, 1982) could
and should be extended to different conscious
states. Although it is difficult to measure fatigue
(as the homeostatic process of sleep) in DOC
patients, it is possible to measure some physiolo-
gical variables that are under circadian control
and, in the process, responsiveness variability
(changes in arousal) can be obtained. For the
assessment of wakefulness and awareness, the
temperature rhythm (if found) could be a good
starting point to decide when, during the day, it is
best to assess the cognitive processing of the
patient. The understanding of the relationships
between arousal, circadian rhythms, and sleep in
DOCs is essential from a descriptive point of view
and, most importantly, as putative diagnostic and
prognostic tools that might help to aid therapeutic
alternatives.

If the patient is homeostatically stable the
combination of arousal, circadian, and sleep
assessments can account for most of the aspects
of wakefulness in DOC patients. Knowing when

the patient does seem to be more active, more
responsive, and fully awake may decrease the
misdiagnosis (false negatives) of true MCS
patients classified as VS and true severely
disabled patients classified as MCS. The detailed
assessment of wakefulness — whether coming
through in waves, in tides, or completely absent —
will help in the characterization of this neglected
aspect of consciousness and may have prognostic
value for DOC patients.
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Disorders of consciousness: further
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3Impaired Consciousness Research Group, Wolfson Brain Imaging Centre, University of Cambridge, UK
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Abstract: Transcranial magnetic stimulation (TMS) is a noninvasive means of investigating the function,
plasticity, and excitability of the human brain. TMS induces a brief intracranial electrical current, which
produces action potentials in excitable cells. Stimulation applied over the motor cortex can be used to
measure overall excitability of the corticospinal system, somatotopic representation of muscles, and
subsequent plastic changes following injury. The facilitation and inhibition characteristics of the cerebral
cortex can also be compared using the modulatory effect of a conditioning stimulus preceding a test
stimulus. So called paired-pulse protocols have been used in humans and animals to assess GABA
(g-amino-butyric acid)-ergic function and may have a future role directing therapeutic interventions.
Indeed, repetitive magnetic stimulation, where intracranial currents are induced by repetitive stimulation
higher than 1 Hz, has been shown to modulate brain responses to sensory and cognitive stimulation. Here,
we summarize information gathered using TMS with patients in coma, vegetative state, and minimally
conscious state. Although in the early stages of investigation, there is preliminary evidence that TMS
represents a promising tool by which to elucidate the pathophysiological sequelae of impaired
consciousness and potentially direct future therapeutic interventions. We will discuss the methodology
of work conducted to date, as well as debate the general limitations and pitfalls of TMS studies in patients
with altered states of consciousness.

Keywords: coma; vegetative state; minimally conscious state; brain injury; transcranial magnetic
stimulation; repetitive transcranial magnetic stimulation
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cortical plasticity in the intact and damaged
human brain (e.g., see Siebner and Rothwell,
2003). However, very few studies have focused on
severe brain injury and disorders of consciousness
(DOC), specifically, the conditions of coma,
vegetative state (VS), and minimally conscious
state (MCS). This chapter provides a brief
introduction to the technique of TMS, before
summarizing information gathered using TMS in
DOC. Although in the early stages of investiga-
tion, there is preliminary evidence to suggest that
TMS represents a promising tool by which to
elucidate the pathophysiological sequelae of
impaired consciousness and potentially direct
future therapeutic interventions. We will discuss
the methodology of work conducted to date, as
well as debate the general limitations and pitfalls
of TMS studies in patients with DOC. Finally, we
will also suggest possible areas of future TMS
investigation with these challenging patients.

General principles of TMS

TMS represents a noninvasive, generally pain
free, means of stimulating the cerebral cortex
(Barker and Jalinous, 1985). In classic TMS
experiments, a plastic-coated coil of wire is placed
over the scalp, through which a powerful and
rapidly changing current is passed, to create a
magnetic field that penetrates the cranium and
neuronal membrane, to produce excitatory or
inhibitory postsynaptic potentials (reviewed in
Di Lazzaro et al., 2004). In most experiments,
stimulation is delivered to the primary motor
cortex, and motor evoked potentials (MEPs) are
recorded from a muscle using surface electromyo-
graphy electrodes. TMS may activate, inhibit, or
interfere with the activity of various cortico-
cortical and cortico-subcortical networks accord-
ing to the parameters of stimulation. Stimulation
site, coil orientation, biphasic versus monophasic
stimulation, stimulus intensity, and frequency can
all be used to manipulate the resulting changes to
the cerebrum, including how long these changes
continue for after stimulation has ceased.

Single- and paired-pulse TMS

Single-pulse TMS (spTMS) can be applied to the
motor cortex to determine motor threshold and
generate input–output curves. Motor threshold
refers to the lowest TMS intensity required to
evoke MEPs in a target muscle in 50% of trials.
Provided spinal motor neuronal excitability is
stable, motor threshold is believed to represent a
measure of membrane excitability in pyramidal
neurons (Ziemann et al., 1996). Single TMS
pulses of progressively increasing intensity
applied to the motor cortex can be used to
generate a recruitment curve. The resulting
modulation of MEP amplitude to increasing
intensity of TMS pulses appears to provide a
measure of excitatory feedback to corticospinal
efferent output, which may be glutamatergically
mediated (Kaelin-Lang et al., 2002; Prout and
Eisen, 1994). By using a paired-pulse TMS
paradigm, activation of intracortical inhibitory
neurons within the motor cortex is possible
(Kujirai et al., 1993). It is suggested that an
inhibitory phenomenon takes place at the cortical
level (Di Lazzaro et al., 1998) and is the result
of the firing of GABAergic interneurons within
motor cortex (Boroojerdi et al., 2001; Ziemann
et al., 1996). The functional connectivity bet-
ween the sensory and the primary motor cortex
can also be described by TMS. Afferent input
(i.e., electrical stimulation of the digital or
median nerves) is shown to modify the excitability
of the motor cortex induced by TMS with a
complex time course (Maertens de Noordhout
et al., 1992; Tokimura et al., 2000). This inhibitory
phenomenon is termed as ‘‘short latency afferent
inhibition’’ and is thought to be regulated by
muscarinic cholinergic circuits (Di Lazzaro et al.,
2002). Functional connectivity between the two
cerebral hemispheres can be studied by transcal-
losal TMS (Ferbert et al., 1992) by applying a
conditioning stimulus to one hemisphere while
applying a test stimulus to the other hemisphere.
Transcallosal output gives rise to inhibition of the
contralateral primary motor cortex (Gerloff et al.,
1998; Meyer et al., 1995; Wassermann et al.,
1991).
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Repetitive and paired associative TMS

Single and paired pulses guarantee a high
temporal precision (in the milliseconds range). If
a train of multiple pulses is applied at a particular
frequency, the stimulation is called repetitive
TMS (rTMS). In contrast to spTMS, multiple
pulses have more prolonged effects on the brain.
The nature of the aftereffects depends on the
number, intensity, and frequency of stimulation
pulses. For example, stimulation at frequencies
lower than 1 Hz reduces cortex excitability (Chen
et al., 1997; Romero et al., 2002), while stimula-
tion at frequencies higher than 1 Hz tends to
increase cortical excitability (Berardelli et al.,
1998). The duration of such excitability shift
depends on the duration of the rTMS exposure,
that is, the number of rTMS trains applied and the
intertrain interval. Changes in excitability of the
neuraxis observed during rTMS appear complex
(reviewed in Fitzgerald et al., 2006) and require
both studies in humans and in animal models to
explore the underlying mechanisms. In contrast,
paired associative stimulation has accumulated
reasonable evidence for a role of synaptic
mechanisms that might relate to long-term poten-
tiation (LTP) and long-term depression (LTD)-
like effects. Paired associative stimulation was first
described by Stefan et al. (2000). The median
nerve is activated by bipolar electrical stimulation
at the wrist, and spTMS is applied to the hand
representation of the contralateral primary motor
cortex through a focal figure-of-eight coil. The
interstimulus interval is either set to 25 ms (Stefan
et al., 2000) or adjusted to the individual N20-
latency (plus 2 ms) of the median nerve somato-
sensory evoked potential (Ziemann et al., 2004).
LTP-like plasticity, induced by paired associative
stimulation, is measured as a long-term increase
(W30 min) of the MEP in the target muscle
(Stefan et al., 2000) or by an increase in the slope
of the MEP intensity curve (Meunier et al., 2007;
Rosenkranz et al., 2007). Finally, Huang et al.
(2005) have recently described a rapid method to
modulate excitability in the motor cortex, termed
as ‘‘theta burst stimulation.’’ The protocol uses
short bursts of low intensity (80% of active motor

threshold), high-frequency (50 Hz) pulses,
repeated at 5 Hz—the frequency of the theta
rhythm in the electroencephalogram. Epidural
recordings suggest that continuous theta burst
stimulation has its major effect on the synapse
between the interneurones responsible for the
indirect I1 wave and the corticospinal neurones
(Di Lazzaro et al., 2005). Different patterns of
delivery of theta burst stimulation (continuous vs.
intermittent) produce opposite effects on synaptic
efficiency of the stimulated motor cortex (Di
Lazzaro et al., 2008; Huang et al., 2005).

TMS in DOC

Despite widespread use of TMS techniques in
neuroscience, very few TMS investigations have
been conducted in acute and chronic DOC
(reviewed in Lapitskaya et al., 2009). The
majority of TMS work with DOC has been
undertaken to determine whether TMS has the
ability to predict outcome from coma at an early
stage or to evaluate whether TMS is able to assess
corticospinal motor function more precisely than
the clinical examination. No studies have been
published so far considering TMS as a tool for
investigating pathophysiology aspects of DOC.

The prognostic utility of TMS in coma

To date four empirical studies have focused on
whether TMS can predict outcome in coma. Ying
et al. (1992) examined 23 comatose patients
(11 traumatic, 12 non-traumatic) within 2–20 days
of coma onset and found no relationship between
the integrity of MEPs and outcome as measured
by the Glasgow Outcome Scale (Jennett and
Bond, 1975). Similarly, Facco et al. (1991)
investigated 22 comatose patients (13 traumatic,
9 non-traumatic) within 1 week of coma onset and
found no relationship between the integrity of
MEPs and outcome. A similar finding was also
obtained from 30 patients with acute brainstem
lesions. Schwarz et al. (2000) used spTMS to
record MEPs from a group of patients, whom they
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described as having decreased consciousness
(described clinically as comatose, stuporous, and
somnolent), having been admitted to the accident
and emergency department. However, no correla-
tion was found between MEPs and Glasgow
Outcome Scale score 3 months post-ictus. In
contrast, Zentner and Rohde (1992) performed
spTMS with 39 comatose patients (etiology not
available) within 3 days of insult, and found that
MEPs presence was weakly correlated with the
patients Glasgow Outcome Scale score 3 months
and 2 years later.

In summary, TMS studies to date have failed to
identify a clear prognostic utility. One of the
limitations of the classic MEP in the clinical
setting appears to be its absence in some patients
with good outcome. A transient absence of MEPs
in comatose patients may be due to reversible
damage of motor pathways or decreased excit-
ability due to treatment (e.g., sedation, antiepi-
leptic drugs). When cortical excitability is
decreased, the single magnetic stimulus might not
be strong enough to excite the motor cortex even
with the maximal stimulator output; therefore
facilitation techniques should be applied in
comatose patients. The commonly used technique
in healthy volunteers of voluntary muscle con-
traction is not possible in unresponsive patients—
thus other techniques (e.g., painful stimulation
prior to the TMS; double or repetitive pulse
paradigms) have to be used.

The prognostic utility of TMS in VS and MCS

Patients in VS have ‘‘awakened’’ from their coma
(e.g., they open their eyes on stimulation or
spontaneously), but remain unaware of self or
environment (e.g., they show only reflex motor
responses) (Jennett and Plum, 1972). In contrast,
patients in MCS show limited but clearly dis-
cernible evidence of awareness of self or environ-
ment (i.e., reproducible responses to command,
pursuit eye movement, etc.). The emergence of
MCS is characterized by the recovery of func-
tional communication or use of objects (Giacino
et al., 2002). Despite the fact that misdiagnosis of
these patients is still frequent in clinical practice

(e.g., Schnakers et al., 2006, 2009), the diagnosis
of MCS often leads to a better outcome than VS.

To date only three studies have assessed VS
and MCS patients with TMS. It should be
mentioned that consciousness impairment in the
published patient populations is not well defined,
as the studies were conducted before the intro-
duction of the MCS criteria (Giacino et al., 2002).
Moosavi et al. (1999) applied spTMS to the hand
and leg motor area in 19 patients; 6–76 months
after severe anoxic brain injury. Eleven patients
were consistently unresponsive to simple verbal
commands and multimodality sensory stimulation
(VS), while eight patients were able to respond
with reliable movements such as gaze directed
selection of ‘‘yes’’ or ‘‘no’’ signs (MCS). However,
none of the patients were able to make isolated
finger or thumb movements. Moosavi et al. were
unable to elicit MEPs from any muscle in two of
the eleven unresponsive, VS patients. Whether
the MEPs’ absence can be attributed to the focal
damage in the respective motor areas remains
speculative, as the authors do not present any
imaging data on these patients. In the remaining
patients, the nonresponsive (VS) patient group
differed from the responsive (MCS) patient group
in having a higher threshold, longer duration, and
greater irregularity in the form of the response,
while the threshold, form, and latency of MEPs
from the responsive (MCS) group were similar to
healthy control subjects.

The second study to investigate VS patients
with TMS was conducted by Mazzini et al. (1999),
who used TMS to monitor recovery. Mazzini
examined MEPs from upper and lower limbs in 27
patients in the subacute period (about 2 months
after injury) and then at 6 and 12 months post-
ictus. Patients were either comatose or in the VS
at the first examination, while five patients
remained VS 1 year after the trauma and one
died at the end of the follow-up. During the study
period, the authors observed an overall trend
toward an increase of amplitude and decrease of
latency of MEPs. MEPs from upper and lower
limbs progressively normalized in all patients, and
at 1 year after trauma, only 12% of patients had
mild abnormalities in MEP responses. The differ-
ences between basal MEP scores and those at
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12 months after trauma did not correlate with the
Glasgow Coma Scale at the time of injury and the
duration of coma. Similarly, no association was
found between MEP amplitude or latency at the
first examination and outcome, measured by
Glasgow Outcome Scale.

Nevertheless, a concomitant increase in MEP
amplitude and clinical recovery has been
observed in a single case study. Crossley et al.
(2005) investigated the relationship between
cognitive and behavioral ability and spTMS
elicited MEPs. In their case study, recovery from
the traumatic coma was monitored using the
Wessex Head Injury Matrix (Shiel et al., 2000).
Clinical and TMS examinations were performed
at 4 weeks post-injury, when the patient showed
signs of arousal and alertness (eyes open briefly,
attention held momentarily by dominant stimu-
lus), and 12 months later, when the patient was
reported to be fully awake and conscious. TMS
conducted at 12 months showed an increase in the
MEP amplitude in comparison to the recording at
4 weeks, consistent with clinical improvement.

In summary, the results support the idea that a
degree of cortical functional integrity is present in
post-comatose patients, even in those who are
clinically diagnosed as being in a nonresponsive
state. Despite the absence of voluntary move-
ments, TMS elicited MEP responses in the
majority of severely brain-damaged patients, and
a trend toward an increase of amplitude and
decrease of latency of MEPs could be observed
during the recovery period.

Possible confounding variables influencing TMS
results in DOC

A variety of factors might have effects on the
cortical excitability parameters obtained with
TMS in DOC patients.

(1) Medication is one of the main pitfalls when
interpreting TMS results in DOC patients.
TMS is thought to activate the corticospinal
neurons transsynaptically (Di Lazzaro et al.,
2003), and is more susceptible than tran-
scranial electrical stimulation to inhibitory

drug effects, but on the other hand, could
have a higher sensitivity to detect super-
ficial, presynaptic lesions. Chronic DOC
patients have been weaned off sedation, but
many remain on anticonvulsants, antispasti-
city and analgesic drugs, benzodiazepines,
central nervous system stimulants, and
antidepressants. While some information
has been gathered on how individual drugs
influence TMS (reviewed in Paulus
et al., 2008), the effects of different combi-
nations of drugs used in severely injured and
bedridden patients remains unclear.

(2) Currents induced in the healthy brain by
TMS flow parallel to the plane of the
stimulation coil, that is, approximately
parallel to the brain’s cortical surface when
the stimulation coil is held tangentially to
the scalp (Saypol et al., 1991). This results in
preferential activation of neural elements
oriented horizontally, that is, parallel to the
cortical surface (Amassian et al., 1990; Day
et al., 1987). This notion is not unchallenged
(Edgley et al., 1990) and is highly dependent
on stimulation intensity, coil orientation,
sulcal pattern, conductivity of neighboring
tissue, and orientation of nerve fibers
(Maccabee et al., 1993). In DOC patients,
one usually needs higher stimulation inten-
sities to elicit an MEP. The site within the
motor system at which decreased excitabil-
ity occurs, however, is unclear. In the case of
severe brain injury, a combination of pri-
mary and secondary lesions directly destroy
or compress brain tissue and produce local
and remote effects on the brain (Plum and
Posner, 1983), while diffuse axonal injury
causes shearing injuries to the cerebral
white matter (Povlishock, 1993). The excit-
ability patterns after brain damage may be
as much due to the site and type of damage
as to the changes in activity across the
undamaged brain.

(3) The amplitude of the MEP is not only
dependent on TMS intensity, but is also
greatly influenced by factors that affect
corticospinal excitability. The excitability
of the postsynaptic corticospinal neuron
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may be decreased or increased, possibly
relating to changes in extrinsic input to the
motor cortex. The magnitude of the intra-
cortical inhibition and facilitation varies
depending on the degree of contraction of
the target muscle—a critical variable to
control for in paired-pulse TMS studies. For
example, voluntary contraction of the target
muscle enhances excitability at the spinal
level and facilitates the responses to TMS
(Hess et al., 1986; Thompson et al., 1991).
Mental imagery of contraction of the same
target muscle results in a similar facilitation
of MEPs. Cincotta et al. (1999) reported a
case of locked-in syndrome due to a large
pontine infarction. One month after the
attack, no MEPs could be recorded from
either the right upper or lower limb. In
contrast, MEPs were obtained from the left
hand, although with a prolonged latency
and reduced amplitude. When the patient
was requested to mentally perform an
abduction of her paralyzed left little finger,
the latency and the amplitude of these
responses improved as compared with the
relaxed condition. Although in this patient
no control condition was investigated to rule
out the possibility that MEP changes might
depend upon the patient’s arousal level, it
seems reasonable to conclude that motor
imagery played a major role in determining
this facilitation.

(4) The amplitude and the latency of the MEP
reflect not only the integrity of the corti-
cospinal tract, but also the excitability of
nerve roots and the conduction along the
peripheral motor pathway to the muscles.
Patients with dysfunction at any level along
the corticospinal pathway may show abnor-
mal MEPs, while the presence of intact
MEPs suggests integrity of the pyramidal
tract. Pronounced lengthening of central
motor conduction time suggests demyelina-
tion of pathways, while a low-amplitude
response, with little delay or absence of
response, is more suggestive of loss of
neurons or axons. The spectrum of neuro-
muscular problems in the severely brain

injured patient is broad, especially in the
acute stage of coma. In the intensive care
unit, 70% of patients with systemic inflam-
matory response syndrome suffer from
critical illness polyneuropathy (Witt et al.,
1991). Axonal motor neuropathy and neu-
romuscular junction dysfunction, due to
administration of neuromuscular blocking
agents and steroids, myopathy (diffuse, type
II muscle fibers atrophy, thick-filament
myopathy, necrotizing myopathy), and atro-
phy of the muscles due to prolonged
immobility, might affect both amplitude and
latency of MEPs (Zifko et al., 1998).

(5) Maintenance of a constant scalp position
with the stimulating coil is critically impor-
tant in TMS studies because a small change
in the position can greatly affect the MEP
amplitude. VS patients are, by definition,
unable to follow instructions, and adjust-
ment to the robotic coil positioning cannot
always be maintained, so TMS experiments
often require manual coil positioning, which
is difficult over a long session.

In summary, TMS results in DOC should be
interpreted with some caution. At present, there is
some indication TMS may provide a useful
measure of excitability in the targeted cortex and
its connections.

Directions for future research

The last 10 years have been witnessed to
important advances in our understanding of
DOC. Structural brain imaging studies demon-
strate that the behavioral level ultimately
achieved by a patient following severe brain
injury cannot be simply graded by the degree of
diffuse axonal and direct ischemic brain damage
(Giacino et al., 2006). Changes in cerebral
metabolism and excitability of brain areas remote
from a lesion have been reported in animals and
humans and implicated as mechanisms relevant
for functional recovery (Andrews, 1991; Seitz
et al., 1999). The underlying mechanisms involve
the unmasking of existing, but latent, horizontal
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connections (Sanes and Donoghue, 2000) or
modulation of synaptic efficacy such as LTP or
LTD (Cooke and Bliss, 2006). The neurotrans-
mitter systems involved in mediating these effects
include the inhibitory GABAergic (Hess et al.,
1996b; Hess and Donoghue, 1994) as well as the
excitatory glutamatergic system with activation of
N-methyl-d-aspartate receptors (Hess et al.,
1996a). Single-pulse stimulation paradigms do not
seem to provide sufficient information about the
integrity of inhibitory and excitatory networks in
DOC. However, paired-pulse and repetitive sti-
mulation paradigms might identify signs of pre-
served brain connectivity in noncommunicative
brain-damaged patients. Transcallosal inhibition
(Takeuchi et al., 2006) and short latency afferent
inhibition (Fujiki et al., 2006) are worthy of
further investigation in DOC as they are potent
connectivity markers.

In addition, rTMS modulates cortical excitabil-
ity beyond the duration of the rTMS trains
themselves. Particularly tantalizing is the possibi-
lity that modulation of cortical excitability by
rTMS might have therapeutic applications in
DOC conditions. At present, there are no proven
treatments for promoting recovery from DOC.
Inspiration could be picked up from multifarious
studies in major depressive disorders (Fregni
et al., 2006; Gross et al., 2007; Pascual-Leone
et al., 1998), cognitive (reviewed in Miniussi et al.,
2008) and motor (reviewed in Edwards and
Fregni, 2008) rehabilitation in stroke, traumatic
brain injury, and neurodegenerative disorders.
Indeed, in a recent case study, Pape et al. (2009)
described the results of a safety and efficacy study
that examined a therapeutic rTMS protocol
for persons with severe traumatic brain injury.
A 6-week rTMS protocol (30 sessions) was
delivered to a 26-year-old man who remained in
VS 10 months after severe traumatic brain injury.
Stimulation was directed over the right dorsolat-
eral prefrontal cortex. Neurobehavioral assess-
ments were obtained at baseline, every fifth rTMS
session, and at a 6-week follow-up. There were no
adverse events related to the provision of rTMS
treatment. A trend toward significant neurobeha-
vioral gains was temporally related to the provi-
sion of rTMS. Although it is too early to conclude

that rTMS might have any therapeutic applica-
tion, it is possible rTMS could modify cortical
excitability. Indeed, theta burst stimulation para-
digms are of particular interest in DOC, as they
seem to facilitate long-lasting cortical excitability
changes (inhibitory and excitatory) after very
short stimulation sessions. Furthermore, noninva-
sive brain stimulation, integrated with EEG and
neuroimaging techniques, may provide a means to
investigate a range of stimulation sites (i.e.,
occipital and frontal areas, precuneus, etc.) and
parameters for deep brain stimulation in order to
facilitate cognitive recovery (Schiff et al., 2007) in
DOC.

Here, we have briefly reviewed some of the
ways in which TMS could be applied to evaluate
cortical excitability in DOC. Although early
empirical studies suggest that TMS has very little
prognostic utility, the more recent application of
rTMS, particularly theta burst, suggests it may
have a therapeutic role, promoting changes in
cortical excitability. At present, the field of
neurorehabilitation lacks evidence-based treat-
ments for promoting cognitive recovery in DOC,
and thus it is hoped more studies utilizing TMS
will be seen in the near future.
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Abstract: How do we evaluate a brain’s capacity to sustain conscious experience if the subject does not 
manifest purposeful behaviour and does not respond to questions and commands? What should we 
measure in this case? An emerging idea in theoretical neuroscience is that what really matters for 
consciousness in the brain is not activity levels, access to sensory inputs or neural synchronization per se, 
but rather the ability of different areas of the thalamocortical system to interact causally with each other 
to form an integrated whole. In particular, the information integration theory of consciousness (IITC) 
argues that consciousness is integrated information and that the brain should be able to generate 
consciousness to the extent that it has a large repertoire of available states (information), yet it cannot be 
decomposed into a collection of causally independent subsystems (integration). To evaluate the ability to 
integrate information among distributed cortical regions, it may not be sufficient to observe the brain in 
action. Instead, it is useful to employ a perturbational approach and examine to what extent different 
regions of the thalamocortical system can interact causally (integration) and produce specific responses 
(information). Thanks to a recently developed technique, transcranial magnetic stimulation and high-
density electroencephalography (TMS/hd-EEG), one can record the immediate reaction of the entire 
thalamocortical system to controlled perturbations of different cortical areas. In this chapter, using sleep 
as a model of unconsciousness, we show that TMS/hd-EEG can detect clear-cut changes in the ability of 
the thalamocortical system to integrate information when the level of consciousness fluctuates across the 
sleep–wake cycle. Based on these results, we discuss the potential applications of this novel technique to 
evaluate objectively the brain’s capacity for consciousness at the bedside of brain-injured patients. 

Keywords: coma; consciousness; transcranial magnetic stimulation; electroencephalography; information; 
integration 

Evaluating a subject’s level of consciousness
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disorders of consciousness (DOC) relies onTel.: +39 33 39 92 57 91; Fax: +39 02 48002084;

E-mail: marcello.massimini@unimi.it repeated behavioural observation by trained

DOI: 10.1016/S0079-6123(09)17714-2 201 

dx.doi.org/10.1016/S0079-6123(09)17714-2


202 

personnel. During the examination, spontaneous 
and elicited behaviour in response to multisensory 
stimulation is recorded in accordance with specific 
scales (Giacino et al., 2004; Gill-Thwaites and 
Munday, 2004; Kalmar and Giacino, 2005; Shiel 
et al., 2000). Regardless of the scale employed, 
the examiner typically looks for (1) evidence of 
awareness of the self or of the environment, (2) 
evidence of sustained, reproducible, purposeful or 
voluntary response to tactile, auditory or noxious 
stimuli and (3) evidence of language comprehen
sion and expression (Laureys et al., 2004). If none 
of these three defining behavioural features can 
be detected during careful and repeated evalua
tions, the subject is considered unconscious 
(Royal College of Physicians, 1994), while 
patients who show non-reflexive behaviour but 
are unable to communicate their thoughts and 
feelings are ascribed to a recently defined clinical 
entity, the minimally conscious state (Giacino 
et al., 2002). Thus, according to the clinical 
definition of consciousness, subjects are conscious 
if they can signal that this is the case. However, 
since in patients with severe brain injury motor 
responsiveness is often impaired, it may also 
happen that a subject is aware but unable to 
move or speak (Schnakers et al., 2009). Therefore, 
while detecting the presence of voluntary beha
viour at the bedside is sufficient to infer that a 
subject is aware, its absence does not necessarily 
imply unconsciousness (Boly et al., 2007; Laureys 
et al., 2004; Monti et al., 2009). 

Recently, the development of new neuroima
ging protocols has made it possible to probe for 
signs of awareness even when subjects are 
completely unable to move (Boly et al., 2007; 
Owen and Coleman, 2008). For example, in a 
recent study (Owen and Coleman, 2008), a 
clinically vegetative, seemingly unresponsive 
patient was put in the scanner and asked to 
imagine playing tennis or navigating through her 
own apartment. Remarkably, the patient showed 
fMRI patterns of brain activation that were 
consistent and specific for the requested cognitive 
task, just like healthy subjects. This paradigmatic 
case demonstrates that the patient’s ability to 
wilfully enter specific neural states upon request 
can be used to detect the presence of awareness 

even when motor outputs are absent. However, 
there still may be cases, such as in aphasia, 
akinetic mutism, catatonic depression or diffuse 
dopaminergic lesions, where a patient, although 
aware, may not be able to understand or be 
willing to respond (Boly et al., 2007). Moreover, 
because of frequent movement artefacts and 
because of possible alterations of the normal 
coupling of hemodynamics and neuronal firing 
(Rossini et al., 2004), acquiring and interpreting 
fMRI data is especially difficult in DOC patients 
(Giacino et al., 2006). Hence, the absence of 
volitional brain activity in the scanner, just like the 
absence of purposeful movements during a 
clinical examination, does not necessarily imply 
the absence of awareness. 

The behavioural approach and the neuroima
ging paradigm represent two different levels at 
which a communication can be established with a 
DOC patient (Owen et al., 2005). If an overt 
behaviour fails to signal consciousness, it is still 
possible to dig deeper by looking for purposeful 
neural activations. Both methods leave no doubts 
in case of a positive result: if the subjects respond, 
they are actually aware. Instead, a negative result 
leaves an open question. 

Evaluating a brain’s capacity for consciousness

In this chapter, we propose an additional level at 
which consciousness can be studied even when no 
communication whatsoever (behavioural or 
neural) can be established with the subject. This 
paradigm does not aim at probing the subject in 
order to elicit wilfull behaviours or neural activa
tions; rather, it involves probing directly the 
subject’s brain to gauge core properties that are 
theoretically relevant for consciousness. This 
option requires (1) starting from a theory that 
suggests which properties are fundamental for a 
physical system to give rise to conscious experi
ence and (2) identifying and implementing a 
practical measuring method to weigh up these 
properties in a real brain. Here, we start with the 
information integration theory of conscious
ness (IITC) (Tononi, 2004, 2005, 2008), a theory 
that argues that consciousness is integrated 
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information and that a physical system should be 
able to generate consciousness to the extent that it 
can enter any of a large number of available states 
(information), yet it cannot be decomposed into a 
collection of causally independent subsystems 
(integration). Then, we devise a practical method 
to gauge the brain’s capacity to integrate informa
tion. To do this we employ a combination of 
transcranial magnetic stimulation and electroen
cephalography (TMS/hd-EEG), a technique that 
allows stimulating directly different subsets of 
cortical neurons and recording the immediate 
reaction of the rest of the brain. Based on 
measurements performed in sleeping subjects 
(Massimini et al., 2005, 2007), we argue that this 
method represents an effective way to appreciate, 
at a general level, to what extent different regions 
of the thalamocortical system can interact globally 
(integration) to produce specific responses (infor-
mation). Thus, instead of asking the subjects to 
wilfully perform different motor or cognitive 
tasks, we directly ‘‘ask’’ (with TMS) their thala
mocortical system to enter different neural states 
and we assess (with hd-EEG) to what extent these 
states are integrated and specific. While this 
approach is not meant to tell whether a subject 
is actually conscious or not, it may represent a 
principled way to objectively weigh a brain’s 
capacity for conscious experience. 

Theoretical guidelines: the integrated information
theory of consciousness

The IITC takes its start from phenomenology and, 
by making a critical use of thought experiments, 
argues that subjective experience is integrated 
information. Therefore, according to the IITC, 
any physical system will have subjective experi
ence to the extent that it is capable of integrating 
information. In this view, experience, i.e. informa
tion integration, is a fundamental quantity that is, 
in principle, measurable, just as mass or energy is. 
Information and integration are, on the other 
hand, the very essence of subjective experience. 
Classically, information is the reduction of uncer
tainty among alternatives: when a coin falls on 
one of its two sides, it provides 1 bit of 

information, whereas a die falling on one of six 
faces provides B2.6 bits. But then having any 
conscious experience, even one of pure darkness, 
must be extraordinarily informative, because it 
rules out countless other experiences instead 
(think of all the frames of every possible movie). 
In other words, having any experience is like 
throwing a die with a trillion faces and identifying 
which number came up. On the other hand, every 
experience is an integrated whole that cannot be 
subdivided into independent components. For 
example, with an intact brain you cannot experi
ence the left half of the visual field independently 
of the right half, or visual shapes independently of 
their colour. In other words, the die of experience 
is a single one; throwing multiple dice and 
combining the numbers will not help. 

If the capacity for consciousness corresponds to 
the capacity to integrate information, then a 
physical system should be able to generate 
consciousness to the extent that it can discriminate 
among a large number of available states (infor-
mation), yet it cannot be decomposed into a 
collection of causally independent subsystems 
(integration). How can one identify such an 
integrated system, and how can one measure its 
repertoire of available states? To measure the 
repertoire of different states that are available to a 
system, one can use the entropy function, but this 
way of measuring information is completely 
insensitive to whether the information is inte
grated. Thus, measuring entropy would not allow 
us to distinguish between one million photodiodes 
with a repertoire of two states each, and a single 
integrated system with a repertoire of 21,000,000 

states. To measure information integration, it is 
essential to know whether a set of elements 
constitutes a causally integrated system, or they 
can be broken down into a number of indepen
dent or quasi-independent subsets among which 
no information can be integrated. 

Indeed, the theory claims that the level of 
consciousness of a physical system is related to the 
repertoire of different states (information) that 
can be discriminated by the system as a whole 
(integration). Thus, a measure of integrated 
information, called phi (F), has been proposed 
in order to quantify the information generated 
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when a system discriminates one particular state 
of its repertoire, above and beyond the informa
tion generated independently by its parts 
(Balduzzi and Tononi, 2008; Tononi, 2004). 

As demonstrated through computer simula
tions, information integration is optimized (F is 
highest) if the elements of a complex are 
connected in such a way that they are both 
functionally specialized (connection patterns are 
different for different elements) and functionally 
integrated (all elements can be reached from all 
other elements of the network). If functional 
specialization is lost by replacing the heteroge
neous connectivity with a homogeneous one, or if 
functional integration is lost by rearranging the 
connections to form small modules, the value of F
decreases considerably (Tononi and Sporns, 
2003). 

According to the IITC, this is exactly why, 
among many structures of the brain, the thalamo
cortical system is so special for consciousness: it is 
naturally organized in a way that appears to 
emphasize at once both functional specialization 
and functional integration. Thus, it comprises a 
large number of elements that are functionally 
specialized, becoming activated in different cir
cumstances (Bartels and Zeki, 2005). This is true 
at multiple spatial scales, from different cortical 
systems dealing with vision, audition, etc., to 
different cortical areas dealing with shape, colour, 
motion, etc., to different groups of neurons 
responding to different directions of motion. On 
the other hand, the specialized elements of the 
thalamocortical system are integrated through an 
extended network of intra- and inter-areal con
nections that permit rapid and effective interac
tions within and between areas (Engel et al., 
2001). 

But then, the theory also explicitly predicts that 
the fading of consciousness should be associated 
with either a reduction of integration within 
thalamocortical circuits (e.g. they could break 
down into causally independent modules) or a 
reduction in information (the repertoire of avail
able states might shrink), or both. This specific 
prediction is however difficult to test in humans, 
since, in practice, F can only be measured 
rigorously for small, simulated systems. In the 

next section, we try to identify an empirical 
method to approximate a measure of the capacity 
for integrated information in a human brain. 

Employing TMS/hd-EEG to evaluate
thalamocortical integration and information
capacity

Different methods have been proposed in order to 
infer on a subject’s level of consciousness solely 
based on brain activity. Some of these methods, 
such as spectral analysis (Berthomier et al., 2007) 
and the proprietary ‘‘bispectral index’’ (Myles 
et al., 2004), seem to correlate empirically with 
consciousness but have no clear theoretical 
foundation. Other measures, such as neural 
complexity (Tononi et al., 1994) and causal 
density (Seth, 2005), are theoretically motivated 
(Seth et al., 2008) but have not yet been tested 
empirically. More or less explicitly, all these 
measures attempt to capture the coexistence of 
functional integration and functional differentia
tion in spontaneous (mainly hd-EEG) brain 
signals. Yet, to dependably appreciate the brain’s 
capacity for consciousness (defined as integrated 
information), one should go beyond spontaneous 
activity levels or patterns of temporal correlation 
among distant neuronal groups (functional con
nectivity). First, this is because the repertoire of 
available states is, by definition, potential and, 
thus, not necessarily observable. Second, because 
it is difficult to say whether a system is actually 
integrated or not by just observing the sponta
neous activity it generates. For example, obser
ving time-varying, complex correlations among 
retinal neurons that are responding to a rich visual 
scene may lead one to the conclusion that the 
retina is both functionally specialized and func
tionally integrated. However, such complex spa-
tial-temporal correlations do not imply that the 
retina per se has a capacity for consciousness. In 
fact, it is enough to perturb a few retinal elements 
and to record from the rest of the cells to realize 
that, to a large extent, the retina is actually 
composed of segregated modules that do not 
interact with each other. Indeed, the ability to 
integrate information can only be demonstrated 
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from a causal perspective; one must employ a 
perturbational approach (effective connectivity) 
and examine to what extent subsets of neurons 
can interact causally as a whole (integration) to  
produce responses that are specific for that 
particular perturbation (information). Moreover, 
one should probe causal interactions by directly 
stimulating the cerebral cortex to avoid possible 
subcortical filtering or gating. Finally, since causal 
interactions among thalamocortical neurons 
develop on a sub-second time scale (just as 
phenomenal consciousness does), it is very impor
tant to record the neural effects of the perturba
tion with the appropriate temporal resolution. 

Thus, in practice, one should find a way to 
stimulate different subsets of cortical neurons and 
measure, with good spatial-temporal resolution, 
the effects produced by these perturbations in the 
rest of the thalamocortical system. Today, this 
measurement can be performed non-invasively in 

humans, thanks to the development of a novel 
electrophysiological technique, based on the 
combination of navigated TMS and high-density 
electroencephalography (Ilmoniemi et al., 1997) 
(Fig. 1). With TMS, the cerebral cortex is 
stimulated directly by generating a brief but 
strong magnetic pulse (o1 ms, 2 T) through a coil 
applied to the surface of the scalp. The rapid 
change in magnetic field strength induces a 
current flow in the tissue, which results in the 
activation of underlying neuronal population. The 
synchronous volley of action potential thus 
initiated propagates along the available connec
tion pathways and can produce activations in 
target cortical regions. By integrating TMS with 
MR-guided infra-red navigation systems, it is also 
possible to render the perturbation controllable 
and reproducible, in most cortical regions. Finally, 
using multi-channel EEG amplifiers that are 
compatible with TMS (Virtanen et al., 1999) one 

Fig. 1. TMS/hd-EEG setup. In this example, a subject is sitting on an ergonomic chair while TMS is targeted to the occipital cortex. 
The red arrows indicate, from left to right, the three fundamental elements that compose the set-up: (1) a cap for high-density 
(60 channels) hd-EEG recordings that is connected to a TMS-compatible amplifier; (2) a focal figure-of-eight stimulating coil (TMS), 
held in place by a mechanical arm; (3) the display of the navigated brain stimulation system (NBS). This system employs an infra-red 
camera (not visible in this picture) to navigate TMS on a 3D reconstruction of the subject’s MRI. The location and the intensity of the 
electric field induced by TMS are estimated and displayed in real time. To prevent the subject from perceiving the click associated with 
the coil’s discharge, noise masking is played through inserted earplugs. Please see online version of this article for full color figure. 
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can record, starting just a few milliseconds after 
the pulse, the impact of the perturbation on the 
stimulated target and in distant cortical areas. 
Indeed, the integrated use of neuro-navigation 
systems, TMS and multichannel TMS-compatible 
hd-EEG amplifiers together constitute a new 
brain scanning method in which stimulation is 
navigated into any desired brain target and the 
concurrently recorded scalp potentials are pro
cessed into source images of the TMS-evoked 
neuronal activation (Komssi and Kahkonen, 
2006). 

It is worth highlighting some of the specific 
advantages that TMS/hd-EEG may offer as a tool 
to probe the brain of DOC patients: 

1. TMS-evoked activations are intrinsically 
causal (Paus, 2005). Thus, unlike methods 
based on temporal correlations, TMS/hd-
EEG immediately captures the fundamental 
mechanism that underlies integration, i.e. the 
ability of different elements of a system to 
affect each other. 

2. TMS/hd-EEG bypasses sensory pathways 
and subcortical structures to probe directly 
the thalamocortical system. Therefore, 
unlike peripherally evoked potentials and 
evoked motor activations, TMS/hd-EEG 
does not depend on the integrity of sensory 
and motor systems and can access any 
patient (deafferentated or paralysed). More
over, with TMS one can stimulate most 
cortical areas (including associative cortices) 
employing several different parameters 
(intensity, angle, current direction), thus 
probing a vast repertoire of possible 
responses, above and beyond observable 
ongoing brain states. 

3. TMS-evoked potentials can be recorded with 
millisecond resolution, a time scale that is 
adequate to capture effective synaptic inter
actions among neurons. 

4. TMS/hd-EEG does not require the subject 
to be involved in a task and the observed 
activations are not affected either by the 
willingness of the patient to participate or by 
his effort and performance. Hence, this 
approach is well suited to assess the objective 

capacity of thalamocortical circuits indepen
dently on behaviour. 

5. TMS/hd-EEG can be made portable in order 
to overcome the logistical and economic 
hurdles that may separate severely brain-
injured patients from advanced imaging 
facilities. 

Thus, at least in principle, TMS/hd-EEG may 
represent an appropriate tool to approximate a 
theoretical measure of consciousness at the 
patient’s bedside. However, the question whether 
this technique may actually detect changes in the 
brain’s capacity to integrate information can only 
be answered experimentally. For example, one 
should demonstrate that TMS-evoked activations 
are widespread (integration) and specific (infor-
mation) in a conscious brain but that they become 
either local (revealing a loss of integration) or 
stereotypical (revealing a loss of information) 
when the same brain becomes unconscious. In the 
next section, we describe the results of experi
ments where TMS/hd-EEG was used to under
stand what changes in human thalamocortical 
circuits when consciousness fades upon falling 
asleep. 

TMS/hd-EEG detects changes in the brain’s
capacity for integrated information during sleep

Sleep is the only time when healthy humans 
regularly lose consciousness. Subjects awakened 
during slow-wave sleep early in the night may 
report short, thought-like fragments of experi
ence, or often nothing at all (Hobson et al., 2000). 
Sleep also exposes several interesting paradoxes 
about the relationships between consciousness 
and the brain. For instance, it was thought that the 
fading of consciousness during sleep was due to 
the brain shutting down. However, while meta
bolic rates decrease in some cortical areas, 
thalamocortical neurons remain active during 
slow-wave sleep also, with mean firing rates 
comparable to those of quiet wakefulness 
(Steriade et al., 2001). It was also hypothesized 
that sensory inputs are blocked during sleep and 
that they are necessary to sustain conscious 
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experience. However, we now know that, even 
during deep sleep, sensory signals continue to 
reach the cerebral cortex (Kakigi et al., 2003) 
where they are processed subconsciously (Portas 
et al., 2000). Gamma activity and synchrony have 
been viewed as possible correlates of conscious
ness and they were found to be low in slow-wave 
sleep (Cantero et al., 2004). However, they may 
be equally low in REM sleep, when subjective 
experience is usually vivid, and they can be high in 
anaesthesia (Vanderwolf, 2000). On the other 
hand, intracranial recordings show that gamma 
activity (Destexhe et al., 2007) and gamma-
coherence (Bullock et al., 1995) persist during 
slow-wave sleep. Interestingly, similar paradoxes, 
where neural activity levels, access to sensory 
information and the degree of neural synchrony 
do not correlate with the level of consciousness, 
can be found in other conditions such as 
anaesthesia, epilepsy and DOC patients (Tononi 
and Laureys, 2008). In this sense, sleep represents 
a general model to learn what really matters for 
consciousness. 

For this reason, in a series of recent experi
ments, we have employed TMS/hd-EEG to 
measure what changes in thalamocortical circuits 
during the transition from wakefulness into 
different stages of sleep (Massimini et al., 2005, 
2007). Figure 2A shows the response obtained 
after stimulation of rostral premotor cortex in one 
subject during wakefulness. The black traces 
represent the voltage recorded from all scalp 
electrodes; the cortical currents associated with 
the main peaks of activity are depicted below. The 
circles on the cortical surface indicate the site of 
stimulation, while the cross highlights the location 
of maximal cortical activation. TMS, applied at an 
intensity corresponding to motor threshold, trig
gers, during wakefulness, a series of low-ampli
tude, high-frequency (25–30 Hz) waves of activity 
associated with cortical activations that propagate 
along long-range ipsilateral and transcallosal 
connections. Remarkably, the exactly same sti
mulation, applied 15 min later, during sleep 
stages 3 and 4, results in a very different picture 
(Fig. 2B). In this case, TMS triggers a larger, low-
frequency wave, associated with a strong initial 
cortical activation that does not propagate to 

connected brain regions and dissipates rapidly. 
This finding is general and can be reproduced 
after the stimulation of different cortical areas, as 
long as the subjects are in slow-wave sleep stages 
3 and 4. Thus, the cortical area that is directly 
engaged by TMS preserves its reactivity but 
behaves as an isolated module; in this way, 
TMS/hd-EEG reveals a clear-cut reduction of 
cortico-cortical integration occurring during sleep 
early in the night. Interestingly, during REM sleep 
late in the night, when dreams become long and 
vivid and the level of consciousness returns to 
levels close to wakefulness (despite the subject 
being almost paralysed), thalamocortical integra
tion partially recovers and TMS triggers a more 
widespread and differentiated pattern of activa
tion (Fig. 2C). 

TMS/hd-EEG measurements not only indicate 
that during slow-wave sleep the thalamocortical 
system tends to break down into isolated modules 
(loss of integration), but also show that the ability 
of thalamocortical circuits to produce differen
tiated responses (information) is impaired. In 
Fig. 3, the responses to two different TMS 
perturbations (one applied to premotor cortex 
and the other one applied to visual cortex) are 
compared during wakefulness and slow-wave 
sleep. For each condition, the significant currents 
evoked by TMS are cumulated over the entire 
post-stimulus interval and are plotted on the 
cortical surface; on the right side of each cortical 
surface, the time course of the currents recorded 
from three selected areas are depicted. This 
example, as the one reported in the previous 
figure, confirms a clear-cut loss of integration 
during slow-wave sleep by showing that distant 
cortical areas cease to be causally affected by the 
initial perturbation. On the other hand, it also 
reveals a clear loss of response specificity. Thus, 
while during wakefulness the premotor and the 
visual cortex react to the stimulus with a pattern 
of activation which has a characteristic shape and 
frequency content (Rosanova et al., 2009), this 
distinction is clearly obliterated during sleep; the 
local response to TMS becomes, in both cases, a 
simple positive–negative wave. 

Indeed, if the reactivity of the sleeping brain is 
systematically tested by applying TMS at different 



Fig. 2. Cortical responses to TMS across the sleep–wake cycle. hd-EEG voltages and current densities are shown from a 
representative subject in whom the premotor cortex was stimulated with transcranial magnetic stimulation (TMS) (black arrow). (A) 
During waking, stimulation evokes hd-EEG responses first near the stimulation site (circle; the cross is the site of maximum evoked 
current) and then, in sequence, at other cortical locations, producing a long-range pattern of activation. (B) During slow-wave sleep, 
the stimulus-evoked response remains local, indicating a loss of cortical integration. At the same time, the response recorded from 
the electrode located under the stimulator (thick red trace) becomes a positive wave followed by a negative rebound. (C) During 
REM sleep, effective connectivity among distant cortical areas recovers, indicating a significant resurgence of cortical integration 
(adapted with permission from Massimini et al., 2007). Please see online version of this article for full color figure. 
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Fig. 3. Loss of cortical integration and differentiation during slow-wave sleep. TMS is applied to premotor cortex (A) and to visual 
cortex (B) during wakefulness (left panels) and during slow-wave sleep (right panels). After source modelling, non-parametric 
statistics is performed to detect the significant currents induced by TMS. For each condition, the significant currents recorded during 
the entire post-stimulus interval are plotted on the cortical surface; on the right side of each cortical surface, the time series of the 
currents recorded from three selected areas (Brodmann areas (BA) 8, 6 and 19) are depicted (the time of stimulation is marked by a 
red line). With the transition from wakefulness to slow-wave sleep, distant cortical areas cease to be causally affected by the initial 
perturbation, indicating a break-down of cortical integration. At the same time, cortical responses to TMS become stereotypical, 
indicating a loss of cortical differentiation. Please see online version of this article for full color figure. 

intensities and in different cortical areas (Massi
mini et al., 2007), one invariably obtains a 
stereotypical response: a positive wave followed 
by a negative rebound (Fig. 3). Interestingly, this 
positive–negative component develops towards a 
full-fledged sleep slow wave when TMS is 
delivered at increasing intensities in a scalp region 
around the vertex (Massimini et al., 2007). The 
prominent negative component of TMS-evoked 
slow waves is very likely to be associated with a 
widespread hyperpolarization in a large popula
tion of cortical neurons, as is the case for 
spontaneous sleep slow waves (Cash et al., 2009; 
Massimini et al., 2004). Thus, it appears that the 
only way the sleeping brain can react to a direct 
cortical perturbation is by producing a slow wave 

that is either local (Fig. 2B) or global and non
specific (Fig. 4B). 

What prevents the emergence of a differen
tiated long-range pattern of activation during 
sleep? It is likely that the mechanism underlying 
the impaired capacity of the sleeping brain for 
integrated information is the same mechanism that 
underlies the occurrence of spontaneous sleep 
slow-waves, that is bistability in thalamocortical 
circuits (Tononi and Massimini, 2008). Upon 
falling asleep, brainstem activating systems reduce 
their firing rates, thus increasing the influence of 
depolarization-dependent potassium currents in 
thalamic and cortical neurons (McCormick et al., 
1993). Due to these currents, cortical neurons 
become bistable and inevitably tend to fall into a 
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Fig. 4. The sleeping brain reacts to TMS by producing stereotypical responses that resemble spontaneous sleep slow-waves. (A) 
TMS is delivered at four midline sites along the posterior–anterior axis of the cortex (posterior parietal, sensorimotor, supplementary 
motor, rostral premotor). The brain response to TMS is probed, at each site, at two intensities (MO is maximum stimulator output). 
The average responses to 15 TMS trials recorded from all channels (referenced to the mastoid) are shown for each intensity and each 
cortical site. At all cortical sites, TMS evokes a positive component followed by a negative rebound that develops towards a full-
fledged sleep slow-wave when stimulation is delivered at increasing intensities in a scalp region closer to the sensory-motor cortex. 
(B) In this region, TMS triggers a large negative deflection associated with long-lasting currents that spread like an oil-spot to the 
surrounding cortex, starting from a fixed local maximum. In this particular case, the brain’s reaction to TMS becomes global but 
remains stereotypical and non-specific (adapted with permission from Massimini et al., 2007). 

silent, hyperpolarized state (down-state) after a occurring spontaneously or induced by a stimulus 
period of activation (up-state). This bistability (like TMS), eventually triggers a stereotypical 
provides the mechanism for the slow oscillations of down-state that, in turn, prevents the emergence 
sleep where large populations of cortical neurons of specific, long-range patterns of activation. 
spontaneously alternate between up- and down- Altogether, TMS/hd-EEG measurements sug
states (Hill and Tononi, 2005). At the same time, gest that, during slow-wave sleep, the thalamo
due to bistability, any local activation, whether cortical system, despite being active and reactive, 
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either breaks down in causally independent 
modules (producing a local down-state) or bursts 
into an explosive and non-specific response 
(producing a global down-state and a full-fledged 
hd-EEG slow-wave). In no case, during slow-
wave sleep, does TMS result in a balanced, long-
range, differentiated pattern of activation. The 
TMS/hd-EEG perturbational approach also sug
gests that intrinsic bistability in thalamocortical 
networks, the key mechanism responsible for the 
occurrence of the spontaneous slow oscillations 
of sleep, may be the reason why information 
integration is impaired in early NREM sleep 
(Massimini et al., 2009). While sleep and the 
associated bistability are physiological and rever
sible processes, pathological processes may simi
larly result in a modification of the brain’s ability 
to integrate information and this modification may 
be similarly detected by TMS/hd-EEG. In the 
next section, we discuss the possible applications 
of TMS/hd-EEG at the bedside of DOC patients. 

TMS/EEG in DOC patients: some predictions

Given the variety of brain lesions and conditions 
that are associated to DOC (Laureys et al., 2004, 
2009), it is very difficult to predict what kind of 
results TMS/hd-EEG might give in individual 
DOC patients. However, an informed guess can 
be adopted at least in some specific cases. For 
instance, it is conceivable that TMS-evoked 
activations similar to the ones described during 
slow-wave sleep may also be found in patients that 
are in a coma caused by a lesion in the ascending 
reticular activating system. In these cases, one 
could predict that, due to bistability, TMS should 
trigger a stereotypically local, or global, slow 
wave, provided that thalamocortical circuits are 
fundamentally intact. Similarly, due to pathologi
cal bistability in cortical circuits (Hahn and 
Durand, 2001), large and stereotypical responses 
would be expected in patients that are in a status 
epilepticus. On the other hand, TMS should 
results in mostly local responses in cases where 
connectivity is generally impaired, such as in 
patients with diffuse axonal injury (Graham et al., 
2005). What would happen, instead, when a coma 

patient opens her/his eyes, shows only reflexive 
behaviour (Schiff et al., 1999) and enters the 
vegetative state (Laureys and Boly, 2008)? In 
principle, the recovery of arousal, if not paralleled 
by recovery of awareness, should not be asso
ciated with significant changes in the ability of 
thalamocortical circuits to integrate information. 
In this sense, TMS-evoked activation is not 
expected to show relevant changes during the 
transition from coma to the vegetative state. Very 
different is the condition of locked-in patients 
(Plum and Posner, 1972) who awaken from their 
coma fully conscious (Schnakers et al., 2008) but 
completely paralysed, except for the ability to 
gaze upward; in this case, TMS should trigger 
more widespread and differentiated patterns of 
activation, just as it does during normal wakeful
ness or at most upon entering REM sleep, when 
subjects are conscious but almost paralysed. 

The most important challenge for any objective 
measure of consciousness is proving itself capable 
of detecting a potential for residual cognition when 
no communication whatsoever can be established 
with the patient. This task is difficult by definition, 
since there is no behavioural reference to assess 
the subject’s actual level of consciousness. Never
theless, some strategies could be adopted to 
practically validate TMS/hd-EEG measures as a 
dependable marker of the brain’s capacity for 
consciousness. First, one should demonstrate that 
using TMS/hd-EEG it is possible to identify 
significant differences between vegetative and 
minimally conscious patients concerning their 
brain’s capacity for integrated information. A 
positive result in such a population study would 
indicate that TMS/hd-EEG is sensitive enough to 
objectify minimal changes in the brain’s capacity 
for awareness. Second, one should demonstrate 
that the longitudinal TMS/hd-EEG measurements 
can predict the individual patient’s outcome. For 
instance, it would be relevant to observe TMS-
evoked cortical responses that progressively 
become more global and specific in the brain of 
intensive care patients shortly before they regain 
consciousness at the clinical level. Then, TMS/ 
hd-EEG may be employed as a diagnostic/ 
prognostic tool to evaluate covert consciousness 
and to foster evidence-based neuro-rehabilitation. 
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Future perspectives

We attempted at identifying an objective marker 
of consciousness that is theoretically grounded 
and practically measurable. The core message of 
this chapter is that using by TMS/hd-EEG it is 
possible to detect clear-cut changes in the capacity 
of human thalamocortical circuits to integrate 
information, a theoretical requirement to gener
ate conscious experience, when the level of 
consciousness fluctuates across the sleep–wake 
cycle. The implication of this finding is that TMS/ 
hd-EEG may be similarly employed to evaluate 
the brain’s capacity for consciousness at the 
bedside of non-communicative patients. Clearly, 
before applying this technique to DOC patients, 
further steps need to be taken. 

First, TMS/hd-EEG normative data have to be 
defined. Thus, several cortical areas must be 
systematically perturbed in healthy subjects in 
order to determine the specificity and the repro
ducibility of cortical responses to TMS. A similar 
assessment has been recently performed on a 
limited set of cortical areas (superior occipital 
lobule, precuneus and premotor) and has revealed 
patterns of TMS-evoked cortical activation that 
are specific for the stimulated site and reproduci
ble across subjects (Rosanova et al., 2009). This 
database needs to be further extended including 
more cortical areas and subjects. 

Second, a standard analysis procedure must 
be developed in order to extract from TMS/hd-
EEG data synthetic indices that capture the 
brain’s capacity for integration and differentia
tion. In fact, the results presented in this chapter 
are suggestive, but only qualitative. Different 
algorithms can be devised in order to quantify 
TMS/hd-EEG data in a way that is theoretically 
relevant. For instance, the extent of the brain area 
that is significantly engaged by TMS (Fig. 3) 
provides a simple measure of integration. Indeed, 
since TMS-evoked activations are intrinsically 
causal (Paus, 2005), it is warranted that the 
elements within this area are interacting effec
tively with each other and that the observed 
patterns of activations are not random. At this 
point, one could simply use measures related 
to entropy, or to algorithmic complexity, to 

summarize in one number the spatial–temporal 
differentiation of the deterministic activation 
produced by this integrated network. This number 
will be low for modular network, because, in this 
case, activity remains local, and will be equally 
low for networks with widespread homogeneous 
connectivity, because, all elements will respond in 
the same way. Only networks that are integrated 
and differentiated at the same time are likely to 
react to TMS with a response characterized by a 
high complexity value. 

Third, the technique and the appropriate 
analysis procedure must be tested in conditions 
where consciousness is graded and abolished in 
a controlled fashion, such as during anaesthesia 
(Alkire et al., 2008). Specifically, it would be 
important to apply TMS/hd-EEG measures of 
integrated information while consciousness is 
altered using different anaesthetics (such as 
midazolam, propofol or ketamine) that act 
through diverse mechanisms and that are asso
ciated with variable patterns of spontaneous EEG 
activity. Certainly, a reliable marker should only 
correlate with the level of consciousness, whether 
this has been altered by physiological sleep, 
by one anaesthetic or another, or by a patholo
gical process. 
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Magnetic resonance spectroscopy and 
diffusion tensor imaging in coma survivors: 

promises and pitfalls$
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Abstract: The status of comatose patient is currently established on the basis of the patient-exhibited 
behaviors. Clinical assessment is subjective and, in 40% of patients, fails to distinguish vegetative state 
(VS) from minimally conscious states (MCS). The technologic advances of magnetic resonance imaging 
(MRI) have dramatically improved our understanding of these altered states of consciousness. The role of 
neuroimaging in coma survivors has increased beyond the simple evaluation of morphological 
abnormalities. The development of 1H-MR spectroscopy (MRS) and diffusion tensor imaging (DTI) 
provide opportunity to evaluate processes that cannot be approached by current morphologic MRI 
sequences. They offer potentially unique insights into the histopathology of VS and MCS. The MRS is a 
powerful noninvasive imaging technique that enables the in vivo quantification of certain chemical 
compound or metabolites as N-acetylaspartate (NAA), Choline (Cho), and Creatine (Cr). These 
biomarkers explore neuronal integrity (NAA), cell membrane turnover (Cho), and cell energetic function 
(Cr). DTI is an effective and proved quantitative method for evaluating tissue integrity at microscopic 
level. It provides information about the microstructure and the architecture of tissues, especially the white 
matter. Various physical parameters can be extracted from this sequence: the fractional anisotropy (FA), 
a marker of white matter integrity; mean diffusivity (MD); and the apparent diffusion coefficient (ADC) 
which can differentiate cytotoxic and vasogenic edema. The most prominent findings with MRS and DTI 
performed in traumatic brain-injured (TBI) patients in subacute phase are the reduction of the NAA/Cr 
ratio in posterior pons and the decrease of mean infratentorial and supratentorial FA except in posterior 
pons that enables to predict unfavorable outcome at 1 year from TBI with up to 86% sensitivity and 97% 
specificity. This review will focus on the interest of comatose patients MRI multimodal assessment with 
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MRS and DTI. It will emphasize the advantages and pitfalls of these techniques in particular in predicting 
the coma survivors’ outcome. 

Keywords: traumatic brain injury; coma; diffusion tensor imaging; spectroscopy; prognosis; outcome 

Introduction

Survivors of severe brain damage following 
traumatic brain injury (TBI), stroke, or anoxic/ 
hypoxic encephalopathy may remain in an altered 
state of consciousness during several years. 
TBI is the most frequent etiology of severe brain 
damage among young and middle-aged adults (as 
compared to stroke and tumors in elderly 
subjects; Katz, 1997), leading to up to 14% of 
subsequently permanently vegetative patients 
(Celesia, 1993; Jennett, 2005; Payne et al., 1996). 
However, in about 5–10% of these TBI patients, 
anatomical lesions detected by classical morpho
logical MRI (sequences such as T2�, FLAIR, and 
diffusion) are unable to explain their clinical 
status and to give clue about their chance of 
recovery. These patients present significant pro
blems concerning diagnosis and misdiagnosis, 
prognosis, and therapy (Andrews et al., 1996; 
Childs and Mercer, 1996; Schnakers et al., 2009). 
The announcement of an optimistic outcome will 
increase the commitment of the team, while a 
pessimistic prognosis risks demobilizing and jeo
pardizing the potential recovery of the patient. 
Questions about end of life, aggressive therapy, 
limitation of care, and euthanasia often arise in 
such cases and lead to passionate debates among 
the medical staff, and sometimes more widely in 
the media and society. Therefore, neuroimaging 
techniques should be used not only to evaluate 
structural abnormality and detect TBI complica
tions but also to reliably show the extent of brain 
damage in a clinical diagnostic and a therapeutic 
way and lead to a better understanding of the 
behavioral observations. In this review, we discuss 
recent developments in the use of proton mag
netic resonance spectroscopy (MRS) and diffu
sion tensor imaging (DTI) in the assessment of 
brain injury patients in particular after TBI due to 
the frequency of this etiology. 

Imaging protocols

Magnetic resonance imaging (MRI) in coma 
survivors is routinely performed on 1.5 T or 3 T 
MR scanners. MRI assessment may often be 
limited by patient motion which can necessitate 
sedation; the risk of uncontrolled intracranial 
pressure occurring during the exam if performed 
when brain swelling is still present; unstable 
hemodynamic or respiratory condition, due to the 
limited monitoring available in the magnet; and 
artifacts generated by some metallic devices (most 
commonly intracranial pressure valves). In our 
view, a comprehensive patient MRI exploration 
should check both infra- and supratentorial 
structures, involved in arousal and awareness 
functions (Boly et al., 2008b). The ascending 
reticular activating system, located in the poster
ior part of the upper two-thirds of the brainstem 
is the primary arousal structure (Parvizi and 
Damasio, 2001; Plum and Posner, 1980). The 
evaluation of the patient’s brain ability to 
generate awareness should include the assessment 
of the integrity of a large set of supratentorial 
structures, encompassing thalamus, basal fore
brain, and fronto-parietal association cortices 
(Laureys et al., 1999; Parvizi and Damasio, 2001; 
Selden et al., 1998). 

Classical morphological MRI was shown to 
poorly correlate with recovery of consciousness in 
severely brain-damaged patients. The fact that 
patients often develop progressive posttraumatic 
global brain atrophy (Table 1), despite the fact 
that initial morphologic imaging revealed only 
discrete findings or failed to show any pathology, 
also reflects the insufficiency of conventional 
imaging techniques to comprehensively evaluate 
the gravity of brain lesion in individual patients 
(Anderson et al., 1996; Gale et al., 1995; Gentry 
et al., 1988; Kelly et al., 1988). In particular, 
morphological MRI is not accurate for diagnosis 
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Table 1. Prognosis values of structural magnetic resonance imaging, magnetic resonance spectroscopy, diffusion weighted imaging 
and diffusion tensor imaging in altered state of consciousness patients 

Authors Number of Diagnosis Etiology Interval Main findings 
patients 

Structural magnetic resonance imaging
Firsching et al. (1998) 61 

Kampfl et al. (1998) 80 

Paterakis et al. (2000) 24 

Carpentier et al. (2006) 40 

Magnetic resonance spectroscopy
Choe et al. (1995) 10 

Friedman et al. (1999) 14 

Garnett et al. (2000) 26 

Sinson et al. (2001) 30 

Uzan et al. (2003) 14 

Carpentier et al. (2006) 40 

Marino et al. (2007) 10 

Coma; CGSr7 TBI 
(n ¼ 61) 

Vegetative state; TBI 
CGSr8 (n ¼ 80) 

Severe head injury; TBI 
GCSo8 (n ¼ 19); 
Moderate head 
injury; GCS 9–12 
(n ¼ 5) 

Severe TBI; GCS TBI 
673 (n ¼ 40) 

Closed head injury; TBI 
GCS 3–12 (n ¼ 10) 

TBI; GCS 3–8 TBI 
(n ¼ 7), GCS 9–14 
(n ¼ 5), GCS NA 
(n ¼ 2) 
TBI; GCS 3–8 TBI 
(n ¼ 9), GCS 9–15 
(n ¼ 17) 

TBI; GCS 3–15 TBI 
(n ¼ 30) 

Vegetative state; TBI 
GCS 4–7 (n ¼ 14) 

Severe TBI; GCS TBI 
673 (n ¼ 40) 

TBI; GCS 4–7 TBI 
(n ¼ 7), GCS 8–13 
(n ¼ 3) 

o7 d 

50 d, range 
42–56 

o48 h 

17711 d 

1327134 d 

45721 d 

12 d, range 
3–35 

41 d, range 
2–1129 

193719 d 

17711 d 

48–72 h 

100% of mortality with bilateral pontine 
lesion, 2% with no brainstem lesion, 8% 
with unilateral or midline mesencephalon 
lesion, 8% with unilateral pons or medulla 
oblongata lesion, and 0% with lesion of the 
lower bilateral portions of medulla 
oblongata 
214-fold higher probability for not 
recovering with lesions in the corpus 
callosum and 7-fold with dorsolateral 
brainstem lesion 
Good recovery when hemorrhagic DAI 
lesions; unfavorable outcome not 
associated with isolated nonhemorrhagic 
DAI lesions; 100% of unfavorable outcome 
when subcortical gray matter injury; 
subarachnoid hemorrhage not associated 
with favorable and unfavorable outcome 
Number of brainstem lesions: 4.373.3 for 
patients with GOS ¼ 1–2, 1.971.5 for 
GOS ¼ 3, 0.571.1 for GOS ¼ 4–5 

Fronto-parietal white matter: positive 
correlation of NAA/Cr ratio with 
emergence of vegetative state 
Occipito-parietal white and gray matter: 
patients with decreased NAA 
concentration have poor overall cognitive 
function at outcome 
Frontal white matter: GOS correlated with 
NAA/Cr (r ¼ 0.65) and NAA/Cho ratio 
(r ¼ 0.58); GOS did not correlate with Cho/ 
Cr and Ins/Cr 
Splenium: NAA/Cr ratio significantly lower 
in patients with rGOS ¼ 1–4 (1.2470.28 
NAA/Cr ratio) than GOS ¼ 5 (1.5370.37 
NAA/Cr ratio) 
Thalamus: lower NAA/Cr ratio in 
permanent vegetative patients (1.1770.25) 
than patients who recovered (1.870.26, 
po0.001); Cho/Cr ratio did not permit 
outcome differentiation 
Brainstem: NAA/Cr ratio showed 
significant difference between patients with 
GOS ¼ 1–2 (1.6870.4 NAA/Cr ratio) and 
GOS ¼ 4–5 (2.170.3 NAA/Cr ratio) 
Central brain: correlation of GOS with 
NAA (r ¼ �0.79) and La ratio (r ¼ 0.79) 
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Table 1. (Continued ) 

Authors Number of Diagnosis Etiology Interval Main findings 
patients 

Tollard et al. (2009) 43 Closed-head injury, TBI 24711 d Thalamus, lenticular nucleus, insular 
GCSr7 (n ¼ 43) cortical gray matter, occipital white matter: 

NAA/Cr values at all sites lowest in 
patients with GOS ¼ 1–3 (1.370.3 NAA/ 
Cr ratio) than with GOS ¼ 4–5 (1.770.4 
NAA/Cr ratio) 

Diffusion weighted imaging
Schaefer (2004) 26 Closed head injury; TBI o48 h Correlation between number of lesions and 

GCS 1073 (n ¼ 26) outcome (r ¼ 0.662); corpus callosum and 
outcome (r ¼ 0.513); brainstem lesion and 
outcome (r ¼ 0.316); basal ganglia/ 
thalamus and outcome (r ¼ 0.179) 

Diffusion tensor imaging
Huisman et al. (2004) 20 Head traumatic TBI o7 d Splenium: correlation between outcome 

injury; GCS 974 and ADC (r ¼ �0.599), and outcome and 
(n ¼ 20) FA (r ¼ �0.694); internal capsule: 

correlation between outcome and FA 
(r ¼ �0.714), no correlation between 
outcome and ADC (r ¼ �0.018); thalamus/ 
putamen: no correlation between outcome 
and FA and ADC 

Tollard et al. (2009 43 Closed head injury; TBI 24711 d Pons, midbrain, temporal and occipital 
GCSr7 (n ¼ 43) white matter, internal and external 

capsules, semioval center: FA significantly 
lower in patients with GOS 1–3 than with 
GOS 4–5 patients, except in the posterior 
pons; 86% sensitivity and 97% specificity 
for predicting outcome by combining MRS 
and DTI analysis 

Perlbarg et al. (2009) 30 TBI with persistent TBI 24711 d FA significantly lower in GOS 1–3 than in 
disorder of GOS 4–5 and controls in right inferior 
consciousness; GCS longitudinal fasciculus, right cerebral 
674 (n ¼ 30) peduncle, right posterior limb of the 

internal capsule and posterior corpus 
callosum 

Notes: GCS, Glasgow Coma Scale; TBI, traumatic brain injury; NA, not available; d, days; h, hours; DAI, diffuse axonal injury; NAA, 
N-acetylaspartate; Cr, creatinine; Cho, choline; Ins, myo-inositol; GOS, Glasgow Outcome Scale; La, lactate; ADC, apparent diffusion coefficient; 
FA, fractional anisotropy. 

or assessment of severity and extension of diffuse 
axonal injury (DAI). DAI consists in diffuse white 
matter damage, usually caused by the effect of 
brutal acceleration–deceleration and/or rotational 
forces; resulting in stretching, disruption, and 
separation of axons as the brain moves inside the 
skull and causing important morbidity and mor
tality (Adams et al., 1982; Strich, 1961; Gean, 
1994; Murray et al., 1996). Morphological MRI 
assessments were however shown to be more 

sensitive and specific to assess the recovery of 
consciousness than computed tomodensitometry 
and electrophysiological tools (Wedekind et al., 
1999). 

Taking into account these considerations, con
ventional MRI cannot be considered as a reliable 
technique to assess brain-injured patients and 
predict their functional outcome. The lack of 
sensitivity of conventional MRI led to introduce 
new tools in the clinical assessment of comatose 
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Fig. 1. Axial fluid attenuated inversion recovery (FLAIR) (left) and T2� (right) in a TBI minimally conscious patient. T2� sequence 
shows hyposignal in the midbrain suggestive of bleeding not clearly seen on FLAIR sequence. 

patients such as positron emission tomography 
(PET; Beuthien-Baumann et al., 2003; Boly et al., 
2008a; Laureys et al., 1999), functional MRI 
(fMRI; Boly et al., 2008b, Monti et al., 2009; 
Coleman et al., 2007; Owen et al., 2006), MRS 
(Cox, 1996), and DTI (Assaf and Pasternak, 2008; 
Voss et al. 2006). Preliminary studies suggest that 
these alternative functional and metabolic ima
ging methods could be more sensitive to detect 
brain damage immediately following TBI, and 
could thus be useful to monitoring longitudinal 
changes in brain function of non-communicative 
brain-damaged patients. In the future, they could 
play a crucial role in coma assessment, adding to 
a purely morphology-based imaging approach a 
more comprehensive evaluation of the patient’s 
brain ability to generate consciousness, combining 
information on structure and function. 

Conventional MRI protocol

In our view, in order to perform a comprehensive 
assessment of structural damage in individual 
coma patients, the morphologic MRI acquisitions 
should include noncontrast-enhanced sagittal T1, 
axial fluid attenuated inversion recovery 
(FLAIR), axial T2�, axial diffusion, coronal T2 
sequences, and a 3D T1 weighted volume 

acquisition. In our centers, images are typically 
obtained with a section thickness of 5 mm (except 
for the 3D T1 which is millimetric). FLAIR 
sequence detects brain edema and contusion, 
epidural or subdural hematoma, subarachnoid 
hemorrhage, as well as the resulting herniation 
or hydrocephalus; while gradient echo-planar T2�

weighted images are useful in detecting hemor
rhage (Gerber et al., 2004; Scheid et al., 2003) 
(Fig. 1). The 3D T1 sequence provides informa
tion on the volume of the brain, and can be use 
during the follow up of patients. Indeed, severe 
and irreversible brain damage would lead to 
progressive brain atrophy, over a period of weeks 
to years (Trivedi et al., 2007). 

Diffusion tensor imaging protocol

DTI is one of the most popular MRI techniques 
investigated in current brain-imaging research 
(Fig. 2). It is an extension of diffusion-weighted 
imaging (DWI) which is based on the principle 
that water molecule movement is restricted by 
barriers to diffusion in the brain depending on 
tissue organization. The acquisition protocol, 
image processing, analysis, and interpretation of 
DTI are now routinely performed in clinical 
conditions although it suffers from inherent 
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Fig. 2. Example of diffusion tensor imaging (DTI) obtained in a healthy volunteer, visualising the white matter tracts. Acquisition 
time: 4:51; TR/TE: 5700/90 ms; Resolution: 128 � 128; Slices: 40 transversal slices (2.0 mm thickness, 30% gap, interleaved); Voxel 
size: 1.8 � 1.8 � 2.0 mm3; FoV: 230 � 230 mm2. 

artifacts and limitations such as the partial volume 
effect and the inability of the model to cope with 
non-Gaussian diffusion. DTI imaging is classically 
performed in axial plane, using the following 
parameters: TR/TE, 8000/84.9 ms; 23 directions; 
diffusion b value, 700 s/mm2; slice thickness, 5 mm; 
no gap; 20 slices; field of view, 32 � 32 cm; matrix, 
128 � 128; and 2 averages (Tollard et al., 2009). 
DTI provides data that can be used to compute 
two basic properties: the overall amount of 
diffusion represented by the apparent diffusion 
coefficient (ADC) and the fractional anisotropy 
(FA) which enable visualization and characteriza
tion of white matter (WM) in two and three 
dimensions. The FA characterizes the anisotropic 
component, that is, degree and directionality of 
water diffusion. Determination of FA allows a 
quantification of WM density in vivo and gives 

information about its integrity (Liu 
et al., 1999; Melhem et al., 2000; Pierpaoli et al., 
1996). In our protocol of data acquisition and 
analysis, symmetric rectangular regions of interest 
(ROI) are also used for the quantitative measures 
positioning at several sites including the anterior 
and posterior pons, right and left midbrain, the 
right and left WM of temporal lobe, occipital lobe, 
posterior limb of the internal capsule, external 
capsule, anterior and posterior semiovale centrum 
(Tollard et al., 2009). 

DWI and DTI show anomalies invisible on 
current morphological MRI even on T2�

sequence (Huisman et al., 2003) and can better 
assess the degree of neurological impairment 
than any other conventional MRI sequence 
(Shanmuganathan et al., 2004). DTI permits to 
identify specific fiber bundles such as the corpus 
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callosum and the long association fibers that 
include cingulum, superior and inferior long
itudinal fascicules, uncinate fasciculus, superior 
and inferior fronto-occipital fascicules. Other 
fibers bundles can also be visualized: brainstem 
tracts, projection fibers such as corticospinal and 
corticothalamic fibers. DTI is an appropriate 
technique to assess microstructural WM damage 
that occurs in TBI, particularly since the patho
physiological mechanisms altering water diffusion 
anisotropy include DAI and intracranial hyper
tension. Several studies confirmed that DWI is a 
valuable technique to assess DAI (Arfanakis 
et al., 2002; Huisman et al., 2003; Liu et al., 
1999) and showed that DTI is sensitive to 
damage in tissue that may appear normal on 
conventional MRI sequences (Arfanakis et al., 
2002; Chan et al., 2003). Over conventional 
sequences commonly used to assess DAI (such 
as FLAIR, T2�, diffusion-weighted, and suscept
ibility weighted), DTI offers the advantages of a 
greater sensitivity and the availability of quanti
tative information. 

Magnetic resonance spectroscopy protocol

MRS provides in vivo biochemical information. 
The metabolites that can be identified with proton 
MRS are dependent on the echo time (TE). At 
1.5 T and 3 T, metabolites visualized utilizing 
intermediate-to-long TE (135–288 ms) include 
choline (Cho), creatine (Cr), N-acetylaspartate 
(NAA), and lactate (La). NAA is produced in the 
mitochondria of the neurons and transported into 
the neuronal cytoplasm and the axons. It is found 
in both gray and white matter in approximately 
equal quantities (Danielsen and Ross, 1999). In 
healthy subjects, there is an increase in NAA in 
gray matter from ventral to dorsal, and from 
the cerebral hemispheres to the spinal cord 
(Pouwels and Frahm, 1998). Several studies 
suggest NAA to be a brain osmolyte with possible 
reversible changes (Baslow et al., 2003, 2007; 
Moffett et al., 2007). It is considered as a marker 
of neuronal density and viability and functional 
status (Ebisu et al., 1994; Sullivan et al., 2001); 
its peak decrease when there is neuron suffering 
or loss. Choline is a metabolic marker of 

membrane synthesis and catabolism. MRS per
mits to detect free choline and phosphocholine, 
that is, those that are not incorporated into 
the macromolecules on the membrane surface 
(Ross and Michaelis, 1994). Its concentration is 
slightly greater in white than in gray matter. Its 
peak increases when there is greater membrane 
turnover, cell proliferation, or inflammatory pro
cess. Creatine is considered as a marker of the 
aerobic energy metabolism. It is assumed to be 
stable, hence is used for calculating metabolite 
ratios (NAA/Cr and Cho/Cr ratios). Lactate is 
at the limit of detectability in normal human 
brain using the routine spectroscopic techniques. 
However, under anaerobic glycolysis conditions, 
such as brain hypoxia, ischemia, or severe post
traumatic injury, lactate level may increase 
significantly. 

In our view, a comprehensive MRS protocol to 
assess brain function in comatose patients should 
include single-voxel 1H spectroscopy (SVS) 
placed on the posterior two-thirds of the pons 
(the parameters we typically use are: TR/TE, 
1500/135 ms; matrix, 1 � 1; voxel thickness, 20 mm; 
and 96 averages) (Fig. 3) and an axial chemical 
shift imaging (CSI) at the level of the basal 
ganglia to include thalamus, insular cortex, and 
periventricular WM in the field of exploration 
(the parameters we typically use are: TR/TE, 
1500/135 ms; field of view, 24 � 24 cm; matrix, 
18 � 18; slice thickness, 15 mm; and NEX, 1) 
(Tollard et al., 2009) (Fig. 4). In our clinical 
practice, the SVS is usually performed in the 
pons for three reasons. First, the pons contains a 
large part of the ascending reticular activating 
system; second, the pons is often affected by DAIs 
not necessarily seen on FLAIR and T2�

sequences; and third, the pons can be damaged 
from both primary and secondary cerebral 
injuries due to temporal lobe herniation 
(Carpentier et al., 2006). Patients with bilateral 
lesions of the protuberance on standard morpho
logical MRI sequences have been reported with 
a 100% mortality rate (Firsching et al., 1998). 
Finally, MRS has a better sensitivity than 
T2�sequence in the detection of ischemic or 
hemorrhagic diffuse axonal lesions in TBI (Cecil 
et al., 1998). 
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Fig. 3. Monovoxel spectroscopic (SVS) of the pons in a TBI patient. a: Location of the voxel on the sagittal T1-weighted acquisition. 
b: Decreased NAA spectrum (NAA/Cr ¼ 0.90 and NAA/Cho+Cr+NAA ¼ 0.29). 

Comatose patients assessment

The timing of an optimal MRI assessment in 
comatose patients remains controversial (Table 1). 
An acute exploration may take into account 
reversible lesions such as edema or miss secondary 
lesions due to intracranial hypertension or sys
temic disorders. On the contrary, an examination 
performed late after the injury may only detect 
sequels such as global aspecific atrophy and has no 
impact on the initial medical management and on 
altered state of consciousness status prediction. 
With regard to time since TBI or stroke, MRS and 
DTI findings vary greatly and studies are hetero
geneous as illustrated by last studies performed 
with MRS sequences. Four phases may be 
distinguished: an acute phase, which lasts 24 h 
after TBI; an early subacute phase, from the day 1 
to 13; a late subacute phase, from days 14 to 20; 
and a chronic phase, which starts on day 21 (Weiss 
et al., 2007). Among these MRS studies, two 
included patients at the acute phase (Marino et al., 

2007; Ross et al., 1998), two from the early 
subacute phase to the first month (Carpentier 
et al., 2006; Garnett et al., 2000), one at the late 
subacute phase up to 11 months (Choe et al., 
1995), and four at the chronic phase from 3 weeks 
to 8 months after TBI (Friedman et al., 1999; Ricci 
et al., 1997; Sinson et al., 2001; Uzan et al., 2003). 
In a retrospective study using DTI, comatose 
patients were excluded if the time delay between 
trauma and MRI exceeded 7 days to avoid the 
various changes in anisotropic diffusion related to 
secondary tissue injury (Huisman et al., 2004). An 
early examination with precise quantification of 
the extent and degree of brain injury is essential 
for treatment decisions (i.e., to determine out
come, cognitive and behavioral deficits), and 
becomes a criterion of good practice in manage
ment of these patients. The late subacute phase 
seems to be the best moment to assess comatose 
patients taking into account the physiopathology 
and all issues (medical, ethical, legal, social) raised 
by the management of these patients. 
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Fig. 4. Chemical shift imaging (CSI). Position of regions of interest: insula (1), lenticular nucleus (2), thalamus (3), and 
periventricular white matter (4). 

Prediction of outcome with MRI

Although clinical examination and conventional 
imaging techniques provide useful information for 
TBI patient screening and acute care, none of 
them accurately predicts individual patient out
come. Developing a reliable MRI outcome-
prediction tool is a major challenge for all 
physicians in charge of comatose patients. It 
would provide an objective basis for deciding to 
go on with prolonged aggressive care or to 
remove life-supporting therapy as well as for 
informing families and planning rehabilitation. 

Conventional MRI

There is some evidence that MRI may have 
potential in terms of predicting outcome accord
ing to several studies performed with conven
tional MRI. Firsching and colleagues (1998) 

performed a prospective MRI study in 61 con
secutive patients within 7 days after their injury. 
They found bilateral pontine lesions to be 100% 
fatal, whereas unilateral brainstem lesions were 
responsible of similar mortality rate as in patients 
with no brainstem injury and conclude that early 
MRI after head injury had a higher predictive 
value than CT scanning. Other studies have 
showed that MRI scans performed at acute and 
subacute phase after head injury provide several 
indicators for unfavorable outcome when there 
are lesions within the corpus callosum and 
dorsolateral brainstem (Kampfl et al.,1998), 
basal ganglia, hippocampus, midbrain, and pons 
(Wedekind et al., 1999). Presence of hemorrhage 
in DAI-type lesions and the association with 
traumatic space-occupying lesions was indicative 
of poor prognostic sign. Isolated non-hemorrhagic 
DAI-type lesions were not associated with poor 
clinical outcome (Paterakis et al., 2000). Hoelper 
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et al. (2000) observed that the number (W3) and 
volume (W1.5 mL) of brainstem lesions correlated 
with unfavorable outcome. There are also some 
evidences that the total lesion volume on FLAIR 
images correlates significantly with clinical out
come. The volume of lesions of the corpus 
callosum on the FLAIR sequence correlated 
significantly with scores on disability and cogni
tion scales at the first clinical assessment. Volume 
of FLAIR lesions in the frontal lobes correlated 
significantly with outcome after 1 year (Pierallini 
et al., 2000). Moreover, the number of lesions 
detected by T2� was also shown as significantly 
greater than that detected by T2-FSE (Yanagawa 
et al., 2000). Lesions detected by T2� and FLAIR 
were inversely correlated with outcome of patient 
(Yanagawa et al., 2000; Carpentier et al., 2006). 

In spite of these multiple morphological MRI 
studies and their encouraging results (Table 1), it 
remains difficult to explain why some patients in 
persistent vegetative state or with long-term 
marked cognitive impairments have no or mini
mal lesions on conventional MR examination 
performed with T2� and diffusion sequences. 
Therefore, morphological MRI alone cannot be 
considered as a reliable tool to assess coma 
severity, and to predict the comatose patient 
functional outcome. 

Magnetic resonance spectroscopy

To our knowledge, Choe et al. (1995) performed 
the first assessment of patient with closed head 
injury using in vivo proton MRS to evaluate 
neuronal and axonal dysfunction. The main result 
in this case-control study was a significant 
decrease of NAA/Cr ratio compared with normal 
controls. The level of NAA/Cr ratio was signifi
cantly correlated with Glasgow Outcome Scale 
(GOS; Jennett and Bond, 1975) whereas no clear 
correlation of other metabolite ratios such as 
Cho/Cr was observed. Since then, several inves
tigations that do appear in the literature were 
promising in terms of the role of proton MRS as 
an accurate tool to predict patient outcome. Ricci 
et al. (1997) examined 14 vegetative brain-injured 
patients with proton magnetic resonance single-
volume spectroscopy performed 1–90 months 

after the injury. Cho/Cr was significantly higher, 
whereas NAA/Cho and NAA/Cr were markedly 
lower than in the control subjects. The NAA/Cho 
ratio was statistically significant in discriminating 
between the patients with a poor outcome (GOS 
score, 1–2) and those who regained awareness. 
Other studies have showed a reduced NAA/Cr 
level in gray and white matter of occipito-parietal 
regions in acute and subacute phase after injury, 
which correlated with bad outcome (Ross et al., 
1998; Friedman et al., 1999). The frontal WM 
NAA/Cr acquired in the subacute phase signifi
cantly correlated with patient outcome, whereas 
Cho/Cr was increased at both the early and late 
phase compared with controls (Garnett et al., 
2000). Decreased NAA/Cr ratio in the splenium 
of corpus callosum also correlated with the GOS 
score of acute and chronic patients (Sinson et al., 
2001). The NAA/Cr ratio was reduced in the 
thalami of both persistent vegetative patients and 
patients who recovered 6–8 months after injury 
(Uzan et al., 2003). Moreover, NAA/Cr ratios 
were lower in persistent vegetative patient than in 
patients who regained awareness. Carpentier 
et al. (2006) observed three MRS profile of the 
pons after TBI: normal profile (the peak of NAA 
is higher than the peaks of Cho and Cr), neuronal 
loss profile (the NAA peak is decreased, nearly to 
the level of the Cr peak; the NAA/Cr ratio is 
o1.50 and NAA/Cho+Cr+NAAo0.40) (Fig. 3), 
and gliosis profile (increased Cho peak with no 
change in the Cr or NAA peak and Cho/ 
CrWNAA/Cr or Cho/Cho+Cr+NAAW0.40). 

The NAA/Cr ratio was correlated with the 
GOS score but not with lesions burden on T2� or 
FLAIR, whereas this lesions burden was corre
lated with the outcome score. Therefore, MRS 
and conventional MR seem to be complementary. 
The combination of these two techniques may be 
useful. Other people showed that NAA/Cr and 
NAA/all metabolites ratios to be significantly 
lower in the medial cortex of patients with TBI 
than in normal controls, whereas the La/Cr and 
La/all metabolites ratios were increased (Marino 
et al., 2007). Both NAA and La ratios correlated 
with GOS score. Data of MRS performed early 
after brain injury are clinically relevant. Increased 
La detected may be, at this stage, a reliable index 
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of injury severity and disease outcome in patients 
with TBI. Cohen et al. (2007) included 20 patients 
in a case-control study with the purpose to 
quantify the global decline of the neuronal marker 
NAA, as well as gray and white matter atrophy 
after mild traumatic brain injury (mTBI). Patients 
with mTBI exhibited, on average, a 12% whole-
brain NAA deficit, which increased with age, as 
compared with the control subjects. Volumetric 
MRI in their patients showed decreased volume 
of gray matter, which, in combination with low 
whole-brain NAA, strongly suggests damage to 
the neurons and their axons. Tollard et al. (2009) 
observed NAA/Cr values at all measurement sites 
to be lowest in group of patients with unfavorable 
outcome (GOS, 1–3), intermediate in patients 
with favorable outcome (GOS, 4–5), and highest 
in control group. They did not find correlations 
between metabolic ratios and FA values; in 
particular, the NAA/Cr ratio of the pons was not 
correlated with the infratentorial FA value. 
Interestingly an unfavorable outcome after 1 year 
was predicted with up to 86% sensitivity and 97% 
specificity when taking into account both DTI and 
MRS values. Sensitivity was 79% and specificity 
85% with FA only; corresponding values with 
MRS only were 75% and 75%. 

In conclusion, proton MRS should be added to 
morphological MR examinations with minimal 
additional time. It is proved to be useful in 
assessing injury severity, guiding patient care, and 
predicting patient outcome (Table 1). We agree 
with Weiss et al. (2007) that MRS studies in TBI 
patients are heterogeneous in terms of patient 
selection, time from TBI to MRS, voxel location, 
method of outcome assessment, and timing of 
outcome assessment. MRS research suffers from 
disparate acquisition protocols across research 
teams. However, the normal NAA/Cr ratio in 
identical regions is similar across studies and its 
decrease appears to be a reliable index of 
unfavorable outcome. The NAA is shown to 
decrease within a few minutes after TBI and reach 
the trough value within 48 h. Its level remains 
stable within the first month after TBI, supporting 
the validity of MRS assessment during the second 
or third week (Holshouser et al., 2006; Signoretti 
et al., 2002). The later evolution of the NAA/Cr 

ratio between 6 weeks and 1 year after TBI is 
more heterogeneous, and NAA levels have been 
shown to decrease or increase. This possible 
variability in NAA levels is a potential limitation 
of this technique. In addition, the use of ratios 
may be problematic in TBI. Cr is assumed to be 
stable in normal brain tissue and used to 
standardize other brain metabolites. However, to 
the best of our knowledge, there is no evidence 
that Cr is invariable in TBI. Indeed, it could be 
affected similarly to the metabolite of interest as 
well (it is suggested to be reduced in hypermeta
bolic and raised in hypometabolic states; Castillo 
et al., 1996; Wood et al., 2003). This issue is 
important in particular as metabolism may be 
compromised in mTBI (Lewine et al., 1999). To 
minimize the potential negative impact of the 
NAA variability, repeated MRS examination 
during the subacute phase is probably needed 
and the whole-brain NAA estimation would 
improve the MRS yield. Studies have to be 
performed to prove the stability of Cr in TBI. 

Diffusion tensor imaging

DTI may be a valuable biomarker for the severity 
of tissue injury and a predictor for outcome. It 
reveals changes in the WM that are correlated 
with both acute GCS and Rankin scores at 
discharge (Huisman et al., 2004). Significant early 
reduction of anisotropy was observed in WM 
structures, in particular in the internal capsule and 
the corpus callosum, which are the sites most 
commonly involved by DAI (Arfanakis et al., 
2002). Moreover, several regions recovered nor
mal values of anisotropy 1 month after the injury 
(Arfanakis et al., 2002). Xu et al. (2007) found 
significant differences in the corpus callosum, 
internal and external capsule, superior and 
inferior longitudinal fascicles, and the fornix in 
TBI patients. They showed that FA and ADC 
measurements offered superior sensitivity com
pared to conventional MRI diagnosis of DAI. 
Salmond et al. (2006) reported increased diffusiv
ity in TBI patients at least 6 months after their 
injury in the cerebellum, frontal, insula, cingulate, 
parietal, temporal, and occipital lobes. 
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The anisotropy seems to be reduced both in the 
major WM tracts such as the corpus callosum and 
the internal and external capsule, and the 
associative fibers underlying the cortex. DTI has 
a number of advantages as an imaging biomarker 
of brain injury: first, it can be used to evaluate 
brain trauma in an unconscious or sedated 
patient; second, it could permit the evaluation of 
responses to treatment even when the clinical 
scores are inadequate for assessing the patient; 
third, quantitative DTI measurements are unli
kely to be tainted by adverse central nervous 
system (CNS) effects of hypnotic drugs, unlike 
clinical scores; and fourth, DTI may be an 
important alternative marker, as low initial GCS 
scores are of limited value in predicting the 
prognosis (Huisman et al., 2004). Finally, Perlbarg 
et al. (2009) showed significant FA differences 
between favorable and unfavorable 1-year out
come groups around four FA tracks: in inferior 
longitudinal fasciculus, posterior limb of the 
internal capsule, cerebral peduncle, and posterior 
corpus callosum. 

Conclusion

In the future, DTI and MRS may permit to 
evaluate response to therapeutic interventions in 
TBI even when the clinical scores are inadequate 
for assessing the patient. MRS and DTI detect 
abnormalities not demonstrated on conventional 
MRI or CT structural scans, which are generally 
correlated with clinical outcomes. It is becoming 
increasingly obvious that these techniques are 
complementary and that both could be required 
to explore comatose patients at subacute stage 
from TBI as part of a comprehensive multimodal 
MRI and clinical assessment. Their combination 
will also possibly allow the pathogenesis of 
brain impairment to be better understood and 
the outcome better predicted. However, it is 
important to keep in mind some pitfalls such as 
the variability of NAA values and the impact of 
brain swelling which can, respectively, diminish 
the reliability of NAA and early FA measurement 
for predicting outcome in individual brain-
damaged patients. 
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CHAPTER 16 

A multimodal approach to the assessment of patients 
with disorders of consciousness 
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Abstract: Unlike other neurological conditions, the heterogeneous pathology linked to disorders of 
consciousness currently excludes a distinction between the vegetative and minimally conscious states 
based upon pathological presentation. The clinical assessment is therefore made on the basis of the 
patient’s clinical history and exhibited behaviour. This creates a particular challenge for the clinician who 
has to decide whether a certain behaviour, which might be inconsistent or incomplete, reflects a conscious 
or an unconscious process. In an alarmingly high number of cases, identified during clinical audit, this 
decision process has been shown to be particularly fallible. The behavioural assessment is not only highly 
subjective, but also dependent upon the ability of the patient to move or speak; it is the only way someone 
can demonstrate they are aware. To address this problem we propose a multimodal approach, which 
integrates objective tools, such as electrophysiology and functional brain imaging, with traditional 
behavioural scales. Together this approach informs the clinical decision process and resolves many of the 
dilemmas faced by clinicians interpreting solely behavioural indices. This approach not only provides 
objective information regarding the integrity of residual cognitive function, but also removes the 
dependency on the patient to move or speak by using specially designed paradigms that do not require a 
motor output in order to reveal awareness of self or environment. To demonstrate this approach we 
describe the case of BW, who sustained a traumatic brain injury seven months prior to investigation. BW 
was admitted to a five-day assessment programme, which implemented our multimodal approach. 
On behavioural assessment BW demonstrated evidence of orientation and visual pursuit. However, 
he showed no response to written or verbal command, despite holding command cards and scanning 
text. Electrophysiology confirmed that he retained a preserved neural axis supporting vision and hearing, 
and suggested some evidence that he was able to create a basic memory trace. A hierarchical fMRI 
auditory paradigm suggested he was able to perceive sound and speech, but revealed no evidence of 
speech comprehension or ability to respond to command. This was corroborated in the visual modality 
using a hierarchical paradigm demonstrating that he was able to perceive motion, objects and faces, 
but retained no evidence of being able to respond to command. We briefly review work by other 
teams advocating the use of brain imaging and electrophysiology and discuss the steps that are now 
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required in order to create an international standard for the assessment of persons with impaired 
consciousness after brain injury. 

Keywords: vegetative state; minimally conscious 
electrophysiology 

Introduction

The assessment of persons with disorders of 
consciousness [vegetative state (VS), minimally 
conscious state (MCS)] is fraught with difficulties 
and challenges. Unlike other neurological condi-
tions, disorders of consciousness are not distin-
guished by a particular pathology or quantifiable 
marker. Instead, the diagnostic decision-making 
process is informed by the clinical team’s inter-
pretation of the behaviours exhibited by a patient 
over a period of observation. Although specialist 
behavioural scales, such as the Sensory Modality 
Assessment and Rehabilitation Technique 
(SMART, Gill-Thwaites and Munday, 1999) and 
Coma Recovery Scale-Revised (CRS-R, Giacino 
et al., 2004), have been created to facilitate this 
process, the interpretation of exhibited behaviour 
remains highly subjective and heavily dependent 
upon the skills of the examiner. Whilst there is a 
growing consensus that the behavioural assess-
ment should be conducted repeatedly over a 
number of weeks to quantify the incidence and 
context in which a response is made (Gill-
Thwaites, 2006), the reliance upon the patient 
being able to move or speak, in order to 
demonstrate evidence of awareness, continues to 
be a central flaw. Indeed, the incidence of 
spasticity in long-term neurological conditions is 
widely recognised and occupies a large part of any 
neurorehabilitation programme (Elliott and 
Walker, 2005; Andrews, 2005). Hence, even if a 
patient were to retain some awareness of self and/ 
or environment they may be unable to produce a 
motor output to signal that awareness to the 
examiner. The interpretation of exhibited beha-
viours is complicated further by the fact that we 
currently have an incomplete knowledge of con-
sciousness and there remains considerable debate 
as to whether certain behaviours should be 
classified as conscious as opposed to unconscious 

state; functional magnetic resonance imaging; 

processes. For instance, the American Multi-
Society Task Force on PVS (1994), whom large 
parts of the world refer to for definition of the VS, 
assert that fixation and visual pursuit are conscious 
processes and mark the first signs of progression 
from the VS to an MCS (Giacino et al., 2002). In 
contrast, the Royal College of Physicians (2003), 
whom the United Kingdom and some parts of 
Europe refer to for a definition of VS, suggest 
these behavioural features are atypical for the VS, 
but not inconsistent. In the absence of a consensus, 
the clinical team’s task is made no easier in those 
patients who do retain the ability to move or 
vocalise, since in the majority of such patients, 
behaviours are often inconsistent or incomplete 
and frequently constrained by factors, such as 
medication, nutrition, seating and posture. 

The particular difficulties and challenges asso-
ciated with the assessment of persons with 
disorders of consciousness have been further 
exposed in several clinical audits (Andrews 
et al., 1996; Childs et al., 1993). In a review of 40 
patients referred to a specialist rehabilitation unit, 
Andrews and colleagues considered 17 (43%) of 
the patients as having been misdiagnosed. Notably 
most were found to have severe visual impair-
ments and joint contractures, but when assessed by 
a specialist team, nearly all were able to commu-
nicate. Andrews postulated that a number of 
factors were likely to underlie this very high rate 
of misdiagnosis, including the rarity of the condi-
tion and the lack of experience and knowledge 
amongst non-specialist medical teams. The great-
est potential for misdiagnosis thus occurs where 
patients are assessed in non-specialist units, by 
clinical teams who have not had the opportunity to 
accumulate knowledge or experience of these 
conditions. Moreover, due to the lack of a 
national/international protocol for the assessment 
of these patients, the level of assessment varies 
considerably from one centre to another. Thus, 
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one patient might undergo properly administered 
SMART or CRS assessments by a multidisciplin-
ary team over several weeks, whereas another 
patient might be assessed on a single occasion with 
an inappropriate behavioural scale such as the 
Glasgow Coma Scale (GCS), which is unable to 
distinguish VS from MCS (see Gelling et al., 2004). 
In 2005 the UK government published the 
National Service Framework (NSF) for long-term 
conditions, in which it set out generic standard 
requirements for the care and treatment of 
persons with wide ranging neurological conditions. 
Although the NSF does not address individual 
conditions, there is clearly support for efforts to 
establish a basic level of assessment and treatment 
for persons with impaired consciousness. Hence, in 
this chapter we describe the assessment approach 
taken by the Cambridge Impaired Consciousness 
Research Group, and use a case example to 
demonstrate how the approach combines informa-
tion from many sources to inform the diagnostic 
decision-making process, whilst making efforts to 
avoid the possibility of misdiagnosis. 

Existing criteria

At present the Royal College of Physicians (2003) 
provides guidelines documenting the require-
ments for a diagnosis of VS. The guidelines define 
the terms ‘wakefulness’ and ‘awareness’ and 
explain how they define the condition of VS by 
outlining a series of clinical features that have 
been documented in people who are in a VS. The 
guidelines specify a number of preconditions that 
must be satisfied before a diagnosis can be made, 
including: establishing the cause of the condition 
as far as possible; excluding the possibility of 
persisting effects of sedative, anaesthetic or 
neuromuscular blocking drugs, which might mask 
behaviours; ascertaining that there are no trea-
table structural causes; and excluding the possibi-
lity that continuing metabolic disturbances may be 
responsible for the patient’s behavioural presen-
tation, but critically stop short of outlining a 
protocol for the subsequent assessment of patients 
or advocating any particular test. The guidelines 
do express an expectation that at least two doctors 

undertake the assessment and that they should 
take into account information from other staff 
including occupational therapists, but do not 
specify what training these people should have 
had. In hindsight the guidelines are a reflection of 
information available to the working party at that 
time — the SMART and CRS had not been 
validated, and empirical investigations using 
electrophysiology and functional brain imaging 
were in their infancy. However, in the six years 
that have passed, a large amount of research has 
been undertaken in this field and one might argue, 
particularly in light of the NSF, that there is good 
reason to reconvene a working party to address 
these shortfalls. 

The need to establish tools to facilitate assessment

When Jennett and Plum first coined the term 
‘vegetative state’, they based their terminology on 
the patient’s behavioural features, largely because 
they wanted to be able to assess patients at the 
bedside, but also because quantifiable measures, 
such as blood flow and electrical function, had 
not proved helpful in distinguishing patients. 
However, by choosing the term ‘vegetative state’, 
they did not assume a particular pathological 
lesion or physio-anatomical abnormality, and 
openly stated they expected others to clarify the 
underlying pathophysiological mechanisms and 
develop more appropriate assessment tools. 
Unfortunately, perhaps due to the rarity of the 
condition, or historical nihilism that has existed 
in many parts of the medical community towards 
this patient group (Andrews, 1993), empirical 
studies, with the aim of addressing these issues, 
have only really gathered pace in the last two 
decades. 

Behavioural assessment tools

A number of behavioural assessment tools have 
been created and validated, and there is now a 
general consensus that the behavioural assess-
ment should explore each sensory modality in 
turn through a series of stimuli which scale in 
complexity. In each case the examiner must 



234 

determine whether, to the best of their experi-
ence, the patient retains purely reflexive 
responses or higher order, cortically mediated, 
purposeful responses to stimuli. Two behavioural 
assessment scales which embrace this hierarchical 
modular structure are SMART (Gill-Thwaites 
and Munday, 1999) and CRS-R (Giacino et al., 
2004). In addition to the hierarchical structure 
embedded in both of these scales, the authors 
state that these assessments should be conducted 
repeatedly over a period of several weeks, where 
the Royal College of Physicians’ preconditions 
have been met and where every effort has been 
made to optimise the environment and physiolo-
gical factors, which Andrews (1996) and others 
have highlighted can seriously effect the assess-
ment of a patient with impaired consciousness. 
There has also been evidence obtained, which 
encourages examiners to undertake the assess-
ment of patients in different positions, including 
the standing position (Elliott et al., 2005) and  
numerous opinion papers encouraging a multi-
disciplinary approach, whereby the findings from 
formal behavioural assessments are combined 
with those of each allied health profession and 
those of family members (Gill-Thwaites, 2006). It 
is undoubtedly the view of some specialist centres 
that where longitudinal behavioural assessments 
have been conducted using SMART or CRS by 
experienced staff, the chances of misdiagnosis are 
likely to be greatly diminished (Giacino and 
Smart, 2007; Wilson et al., 2005). However, it is 
still apparent that the behavioural assessment of 
patients does fail to detect signs of awareness in a 
number of patients who retain islands of cerebral 
function (Eickoff et al., 2008; Coleman et al., 
2007; Di et al., 2007; Owen et al., 2006, 2005, 
Staffen et al., 2006). 

Electrophysiological assessment tools

Although early work using the electroencephalo-
gram (EEG) proved unhelpful in informing the 
diagnostic decision-making process due to a lack 
of sensitivity (Young, 2000; Higashi et al., 1977), 
more recent work with sensory and cognitive 
evoked potentials has proved more beneficial 
(Neumann and Kotchoubey, 2004). Short-latency 

evoked potentials (several milliseconds to several 
tens of milliseconds after a stimulus) can tell the 
examiner whether a particular sensory pathway is 
functioning and whether there is any delay in 
propagation of sensory signals from receptors via 
ascending pathways to the cortex. Hence, where a 
conduction delay has been identified, the exam-
iner can integrate this information into how they 
undertake the examination (i.e. leaving longer for 
the patient to respond in the case of a delay along 
the auditory pathway) and also in how they might 
interpret the patient’s behavioural response to a 
particular stimulus. Nevertheless, despite the clear 
utility of short-latency sensory evoked potentials, 
and the widespread availability in most regional 
hospitals, these simple measures are rarely used. 
Another group of evoked potentials, referred to 
as event-related potentials (ERPs), are also rarely 
used clinically, but have growing empirical sup-
port. ERPs, which measure time-locked cortical 
function between 100 and 1000 ms after a stimu-
lus, represent a non-invasive technique to obtain 
information about how the cortex processes 
signals and prepares actions. In short, ERPs are 
able to identify individual physiological compo-
nents that contribute to a particular cognitive 
process, such as detecting an infrequent event in 
an auditory sequence. Empirical ERP studies with 
this patient group have expanded greatly since the 
Royal College of Physicians convened in 2003. 
Since that time ERP studies have identified 
aspects of preserved speech processing in patients 
considered to fulfil the clinical criteria defining VS 
and MCS (Schnakers et al., 2008; Kotchoubey 
et al., 2005). In a recent ERP study, Schnakers 
and colleagues presented patients with sequences 
of names containing the patients own name. In 
MCS patients, Schnakers found a larger P300 
response to the patients own name in both a 
passive condition and an active condition in which 
she instructed the patient to count the number of 
times they heard their own name. Interestingly 
she found no P300 differences in the VS group in 
both the passive and active conditions. In a series 
of word meaning tasks, Kotchoubey has also 
identified cortical ERP responses to various 
semantic stimulus features, including related 
and unrelated word pairs and semantically 
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incongruent word endings to sentences. ERP 
studies have also shown some useful prognostic 
utility — identifying those patients who might go 
on to recover consciousness or progress to a VS 
following severe brain injury (Wijnen et al., 
2007; Fischer and Luaute, 2005). In terms of 
informing the diagnostic decision-making 
process, ERPs would appear to represent an 
objective screening tool, which is capable of 
identifying those patients who might harbour 
covert cognitive function and thus would benefit 
from further investigation using brain imaging 
techniques. 

Brain imaging assessment tools

When the Royal College of Physicians working 
party convened in 2003, there were a number of 
published brain imaging studies assessing the 
residual metabolic function of patients with 
disorders of consciousness (Rudolf et al., 1999; 
Tommasino et al., 1995; De Volder et al., 1990; 
Levy et al., 1987), but only two published studies 
that had sought to reveal residual cognitive 
function in disorder of consciousness patients. 
De Jong et al. (1997) had used H2 

15O positron 
emission tomography (PET) to measure regional 
cerebral blood flow changes in response to a story 
told by the patient’s mother. In comparison to 
non-word sounds, de Jong and colleagues found 
increased blood flow in the anterior cingulate and 
temporal cortices, possibly reflecting emotional 
processing of the contents, or tone, of the mothers 
speech. In another study, Menon and colleagues 
had used PET to study covert visual processing in 
response to familiar faces. When their patient was 
presented with pictures of the faces of family and 
close friends, robust activity was observed in the 
right fusiform gyrus, the so-called human ‘face 
area’. Although both studies gave some indication 
of the utility of brain imaging to explore residual 
cognitive function, both studies only described 
single cases and it was unclear whether the utility 
of these tests would extend to groups of patients. 
Furthermore, although both provided interesting 
glimpses of retained function, neither task pro-
vided sufficient information to change the 
patient’s diagnosis, since both could have 

occurred automatically without the patient neces-
sarily being aware of the stimuli. The use of PET 
as a viable assessment tool to aid the assessment 
of this patient group was also limited by issues of 
radiation burden, precluding repeated investiga-
tion and follow-up. PET studies were also known 
to require group studies in order to satisfy 
standard statistical criteria and were therefore 
less applicable to the clinical evaluation of 
heterogeneous disorders of consciousness 
patients. Given these limitations the Royal Col-
lege of Physicians working party had insufficient 
evidence to advocate any particular test, and work 
in this area rapidly switched emphasis from PET 
‘activation studies’ to functional magnetic reso-
nance imaging (fMRI). Not only is MRI more 
widely available than PET, it offers increased 
statistical power, improved spatial and temporal 
resolution, and has no associated radiation burden 
(Owen et al., 2001). fMRI has since been used to 
explore different aspects of cognitive function 
including speech comprehension and notably the 
ability of a patient to respond to command 
through mental imagery (Eickoff et al., 2008; 
Coleman et al., 2007; Di et al., 2007; Owen et al., 
2006, 2005; Staffen et al., 2006; Bekinschtein et al., 
2005). Ideally, fMRI studies should be designed 
to explore cognitive function in a hierarchal 
manner — starting with primary perceptual 
responses to sensory stimuli and following the 
chain of physiological events as information 
undergoes higher order levels of processing 
through to conscious interpretation and action. 
Although no single paradigm achieves all these 
goals, when combined they now, arguably, have 
the ability to provide clinically useful information 
which informs and may even change a patient’s 
diagnosis. Indeed, when combined, the speech 
processing paradigm described by Coleman et al. 
(2007) and the volition task described by Owen 
et al. (2006) are capable of demonstrating aspects 
of speech comprehension and the ability to 
respond to command without requiring any form 
of motor output. Furthermore, when performed 
successfully, the volition paradigm described by 
Owen et al. (2006) provides unequivocal evidence 
that a patient retains awareness of themselves 
and/or their environment and thus has the 
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potential to inform the diagnostic decision-making 
process. 

Additional brain imaging tools

In addition to functional brain imaging, diffusion 
tensor imaging (DTI) is also slowly emerging as a 
possible tool, with which to explore the patho-
physiological basis of disorders of consciousness 
and monitor change. DTI relies on modified MRI 
techniques that render a sensitivity to micro-
scopic, three-dimensional water motion within 
tissue. In cerebro-spinal fluid, water motion is 
isotropic, that is, roughly equivalent in all direc-
tions. In white matter, however, water diffuses in 
a highly directional or anisotropic manner. Due to 
the structure and insulation characteristics of 
myelinated fibres, water in these white matter 
bundles is largely restricted to diffusion along the 
axis of the bundle. DTI can thus be used to 
calculate two basic properties: the overall amount 
of diffusion and the anisotropy (Douaud et al., 
2007; Benson et al., 2007; Kraus et al., 2007). To 
date there has only been one study using DTI to 
evaluate white matter integrity in patients with 
disorders of consciousness (Voss et al., 2006). In 
that study, two patients with traumatic brain 
injury were described: one who had remained in 
MCS for 6 years and one who had recovered 
expressive language after 19 years in MCS. Voss 
and colleagues quantified the amount of diffusion 
and anisotropy to discover widespread changes in 
white matter integrity for both of these patients. 
However, of particular significance they found 
increased anisotropy and directionality in the 
bilateral medial parieto-occipital regions in the 
second patient that reduced to normal values in a 
scan performed 18 months later. This coincided 
with increased metabolic activity, and the authors 
interpreted these findings as evidence of axonal 
regrowth. This study not only demonstrated the 
potential of DTI to quantify the amount of white 
matter loss in patients with disorders of con-
sciousness, it also demonstrated the potential of 
this technique to monitor change — possibly 
induced in the future by pharmacological or 
surgical intervention. 

The creation of a multimodal approach to the
assessment of patients with impaired
consciousness

Despite the existence of the above methods and 
empirical evidence supporting their ability to 
inform the diagnostic decision-making process, 
the Royal College of Physicians working party has 
not yet reconvened, nor has there been any 
consensus statement regarding the use of objec-
tive assessment tools such as ERPs or fMRI from 
other groups such as the American Neurological 
Association. Therefore, in the remainder of this 
chapter we will describe the multimodal assess-
ment approach we have developed that combines 
the above methods to inform the diagnostic 
decision-making process. At each stage we will 
highlight how the additional information provided 
by these techniques informs the decision-making 
process and how it may reduce the rate of 
misdiagnosis. 

The Cambridge assessment approach

Patients are recruited to a one-week programme 
of assessment ideally within six months of injury, 
where all preconditions set out by the Royal 
College of Physicians have been satisfied and the 
patient is medically stable. Patients referred to the 
study must be over 16 years of age and must be 
able to tolerate lying supine for a period of 2 h. 
Prior to recruitment all patients are reviewed in 
their normal care setting to determine whether 
they have any contra-indications preventing 
exposure to a strong magnetic field and whether 
they are able to tolerate lying supine, whilst not 
showing excessive spontaneous head movement — 
these criteria are essential in order to obtain 
useful functional imaging data and ensure their 
safety. All patients referred to the programme of 
assessment are admitted to a research ward, 
where they are cared for in an individual room 
by the in-house neurosurgical team. Due to the 
fact this is a one-week assessment approach rather 
than a longer term treatment and rehabilitation 
referral, no change to the patient’s medication is 
made during the one-week programme, although 
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every effort is made to reduce medications, where 
possible, that might mask behaviours prior to 
referral. Patients are admitted on a Monday and 
discharged the same week on the Friday. Each 
patient undergoes daily behavioural assessments 
using the SMART and CRS-R (Gill-Thwaites and 
Munday, 1999; Giacino et al., 2004). These 
assessments are conducted alternately in the 
morning and afternoon each day, with the patient 
sitting in their wheel chair in a neutral environ-
ment free from distraction. During these assess-
ments the examiner observes the patient at rest, 
without stimulation, for a minimum of 10 min 
during each session. The examiner then assesses 
the patient’s response using stimuli of increasing 
complexity to systematically assess each sensory 
modality in turn. Hence, in the visual modality the 
examiner begins by assessing the patient’s 
response to light and threat — proceeds to assess 
their response to pictures and objects — then 
assess whether they track a picture, object or 
mirror — followed by an assessment of whether 
they are able to discriminate colours or people 
and follow written commands. At each level the 
examiner is carefully documenting the response 
observed — even when a response is not seen at 
the lower level, they continue through each stage 
until they are satisfied there is no response. 
Indeed, particular caution is adopted over the 
first couple of sessions, since basic reflex 
responses are diminished in patients retaining 
higher order function. Hence, curtailing an 
examination because no response was observed 
to basic stimuli can miss important information 
unless the examiner is careful. This approach is 
also applied to the auditory, tactile, olfactory and 
gustatory modalities and the order of assessment 
is carefully rotated each day (i.e. commencing 
with the auditory modality during the second 
session) so as to avoid any order effect in the 
patient’s response pattern. In addition to formal 
behavioural assessment sessions, the key to 
learning about patients is to also observe them 
spontaneously during physiotherapy and interac-
tion with nursing staff and family members. 
A detailed family interview is also conducted to 
learn about the time course of change and 
behavioural pattern and responsiveness seen by 

members of the patient’s family. During this 
interview great care is taken to determine the 
context in which behaviours were observed. 

Electrophysiology

In addition to behavioural assessment, a battery 
of sensory evoked potentials and an EEG are 
undertaken on the second day of admission. 
Although published work regarding the use of 
the EEG with this patient group has been 
inconclusive with regard to its diagnostic and 
prognostic role (Young, 2000; Higashi et al., 
1977), the Cambridge team feels the information 
obtained is useful to their overall assessment. 
The EEG provides a crude measure of conscious-
ness; reveals evidence of sleep phenomena; and 
detects non-convulsive epileptiform activity, 
which may be influencing a patient’s responsive-
ness. However, most importantly, it can give 
some early indications of residual cognitive 
function — for instance, if a patient is listening 
to a conversation in their environment, it is 
possible to detect a Mu rhythm (9–13 Hz) over 
the fronto-central regions of the cortex (Miner 
et al., 1998). Similarly through the use of standard 
activation procedures it is possible to assess 
whether the EEG is responsive to light, sound 
and noxious stimuli. 

Following the EEG a series of sensory evoked 
potentials are undertaken, including a visual, 
auditory and somatosensory evoked potential 
(American Neurophysiology Society, 2006a, b, c). 
These measures provide crucial information about 
the integrity of the neural axis and inform the 
interpretation of behavioural assessments and the 
paradigms adopted for assessment with fMRI. 
Hence, an absent auditory evoked potential 
would instigate further clinical assessment, and 
the research team may decide to only pursue 
visual paradigms in the MRI scanner. In addition 
to a series of sensory evoked potentials, an upper 
limb motor evoked potential is also acquired from 
the biceps and abductor pollicis brevis muscle 
bilaterally in response to transcranial magnetic 
stimulation applied over the vertex using a 
circular coil (Ray et al., 2002). This test provides 
information about the integrity of descending 
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motor pathways and again greatly informs the 
behavioural assessment. 

In addition to the battery of sensory electro-
physiology, two ERP paradigms are undertaken. 
The first ERP assessment consists of two classic 
Pavlovian conditioning tasks. The first, a delayed 
conditioning exercise, records the eye blink and 
conditioned response to a repeated puff of air to 
the eye following an auditory tone. In volunteers, 
the air puff initially produces an eye blink, which 
can be measured by surface electrodes adjacent to 
the eye. However, with repeated presentation of 
the tone and air puff, a learned or conditioned 
response is observed, such that the closure of the 
eye (conditioned response) starts to occur before 
the eye blink and therefore serves as an adaptive 
or defensive response to the air puff. This 
conditioned response is thought to reflect a 
primitive, hardwired, subconscious neural system 
involving the cerebellum, but with no cortical 
component (Clark et al., 2001; Clark and Squire, 
1998). The second eye blink conditioning para-
digm involves the presentation of two tones: a 
target tone which always precedes the air puff, 
and a non-target tone which occurs without the air 
puff. This is called a trace conditioning exercise, 
and its name comes from the fact that some kind 
of trace must be left in the nervous system for an 
association to be learned between the target tone 
and the air puff. This response is again thought to 
reflect a hardwired neural system. However, in 
contrast to the delayed conditioning exercise, the 
hippocampus is thought to be involved in order 
for a declarative memory trace to be stored and 
used to recognise the association between the 
target tone and the air puff, which additionally 
occurs at a 500–1000 ms interval following the 
target tone. Interestingly, in healthy volunteers a 
conditioned response in the trace exercise only 
occurs in those persons who are able to identify an 
association between the target tone and the air 
puff at post-test recall, and is severely impaired in 
amnesic patients with damage that includes the 
hippocampus (Clark et al., 2002). Hence, in 
disorders of consciousness patients, this test has 
the potential to indicate those patients who might 
harbour the potential to consciously process 
information. 

The second ERP assessment combines a 
classic mismatch negativity paradigm (MMN, 
Ulanovsky et al., 2003) with a higher order P300 
auditory odd-ball paradigm (Squires et al., 1975). 
In this paradigm a patient hears a sequence of 
auditory tones with two embedded levels of 
auditory regularity. At the first level, referred to 
as local, or within trial, the patient hears four 
identical tones, which are followed by a fifth 
sound that can be identical (local standard) or 
different (local deviant) to the preceding tones. 
In this within trial violation, an ERP response 
to the deviant produces an MMN response, 
consistent with building a subconscious memory 
trace to identify the within trial auditory violation. 
At the second level, referred to as global, or 
between trial, the patient’s detection of violation 
between the series of tones forming the local 
standard and the series of tones producing the 
local deviant is assessed. This global, between 
trial, ERP reflects a P300 auditory odd-ball 
P3b response and is thought to provide an index 
of working memory and conscious access 
(Bekinschtein et al., 2009). Together these two 
ERP paradigms are able to provide an objective, 
early indication that a patient may retain residual 
cognitive function, which may or may not be 
apparent during traditional behavioural assess-
ment. 

Brain imaging

Once basic sensory evoked potentials have been 
performed, all patients undergo a series of 
anatomical MRI scans, including axial T2, proton 
density, inversion recovery and haemosiderin-
sensitive sequences using a 3T MRI Magnetom 
Trio Tim Scanner (Siemens Medical Systems, 
Germany). In addition to the anatomical series of 
scans, all patients undergo DTI using an axial 
diffusion weighted dataset with an echo planar 
imaging sequence and diffusion sensitising gradi-
ents applied along 12 non-collinear directions 
using five b values ranging from 340 to 1590 s/mm2 

and five b ¼ 0 images. Then, over two sessions the 
patient is assessed with a series of auditory and 
visual fMRI paradigms. 



239 

Auditory fMRI paradigm

In the first instance all patients are assessed using 
the hierarchal speech processing task described by 
Coleman et al. (2007). This task consists of four 
conditions: two speech conditions (high-ambiguity 
sentences and low-ambiguity sentences), an unin-
telligible noise and a silence condition. Using 
these stimuli it is possible to assess three levels of 
auditory processing: (1) whether the patient 
retains a primary auditory cortex response to 
sound by comparing hearing conditions (sen-
tences and signal correlated noise) versus silence, 
(2) whether the patient retains local processing to 
distinguish speech from non-speech by comparing 
speech conditions versus signal correlated noise 
and (3) whether the patient retains distributed 
cortical activity consistent with retrieving seman-
tic information to interpret sentences, by compar-
ing high-ambiguity sentences versus low-
ambiguity sentences. Where patients are found 
to show high level 3 responses, indicating they 
may retain aspects of speech comprehension, they 
are then investigated using the volition paradigm 
described by Owen et al. (2006) to determine 
whether they are able to respond to command by 
manipulating their neural activity. In this para-
digm, patients are asked to perform two mental 
imagery tasks. In the first task a patient is asked to 
imagine playing tennis every time they hear the 
command ‘tennis’ and to relax when they hear the 
command ‘relax’. The task is presented in a classic 
box design (on–off), whereby the patient is 
instructed to imaging playing tennis (on) and to 
maintain this activity, before being asked to relax 
(off) for 30 s. In total a patient is asked to perform 
the ‘on’ and ‘off’ task five times over a 5-min scan 
period. In the second task the patient is asked to 
imagine moving around the rooms of their home 
every time they hear the command ‘house’ and to 
relax every time they hear the command ‘relax’ 
throughout the same block design. In healthy 
volunteers the motor imagery (tennis task) 
produces robust supplementary motor cortex 
activation, which can be seen in real-time whilst 
the patient is in the scanner (Boly et al., 2007). In 
contrast, the spatial navigation — house task — 
produces bilateral parahippocampal gyrus, 

posterior parietal-lobe and lateral premotor cor-
tex activation, which can also be seen in real-time, 
where scanner facilities exist (Boly et al., 2007). 
Indeed, recently the real-time capabilities of the 
scanner have been adapted in order to assess a 
patient’s response to a series of questions, where 
they have successfully demonstrated appropriate 
neural responses in the motor and spatial naviga-
tion task. In this later task, patients are asked to 
imagine playing tennis to indicate ‘yes’ and to 
imagine moving around the rooms of their home 
to indicate ‘no’. Using this series of auditory 
paradigms the team is able to comprehensively 
determine whether a patient responds to sound, 
demonstrates activation consistent with speech 
comprehension, and whether ultimately they are 
able to respond to command and moreover 
express their thoughts, intentions, emotions and 
memories. 

Visual fMRI paradigm

Although many disorders of consciousness 
patients demonstrate fluctuating periods of wake-
fulness, often exhibiting long periods of eye 
closure, there are still many opportunities for 
exploring retained cognitive function through 
visual stimulation, where an intact neural axis 
has been indicated by sensory evoked potentials. 
As with all fMRI paradigms created by the 
Cambridge team, the visual paradigm routinely 
employed consists of a series of scans, which scale 
in stimulus complexity — moving from basic 
perceptual responses to conscious volitional per-
formance. At the first level a patient is presented 
with a pattern-reversal checkerboard in order to 
determine whether they maintain a preserved 
neural axis to the primary visual cortex. At the 
second level the patient’s response to a static 
pattern of squares is compared to their response 
to the same pattern of squares scrolling in either 
the horizontal or vertical plane, in order to 
determine whether the patient retains motion 
perception. At the third level the patient is shown 
a series of congruent objects which are contrasted 
against a scrambled version of the same object in 
order to determine whether they are able to 
discriminate objects. At the fourth level the 
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patient is shown a series of faces and a series of 
houses in order to determine whether they retain 
aspects of face and object perception. If this is 
observed, a fifth and final level is undertaken, 
where a patient is shown a picture of a face 
superimposed on a picture of a house and asked, 
at 30-s intervals, to either attend to the picture of 
the face or to attend to the picture of house. If the 
patient is found to demonstrate the same pattern 
of activation he/she showed to individual pictures 
of faces and houses at level 4, in correspondence 
with the command to look and maintain fixation 
upon the face or house, there is every indication 
the patient is consciously following a command 
and is able to discriminate visual information. 
Hence, in both the visual and auditory modality a 
series of hierarchal paradigms are employed with 
each patient to explore the retention of cognitive 
function, which do not require the patient to move 
or speak in order to demonstrate that they retain 
an awareness of self or environment. 

Diagnostic decision making and feedback to the
referral team and family members

Once the above investigations have been per-
formed, the findings of serial behavioural assess-
ments, sensory and cognitive electrophysiology, 
together with anatomical and DTI, and not least 
functional brain imaging, are collated to form an 
impression of whether the investigated patient 
shows responses consistent with the VS or MCS or 
a conscious, severely disabled condition. The 
team’s diagnostic impression is formed with full 
knowledge of the patient’s medications, which 
might mask their ability to respond, and knowl-
edge of whether they have any form of infection. 
This information is fed back to the referring team 
within one week of discharge, and it is expected 
that they will continue behavioural assessments 
together with necessary medical interventions, 
before making a diagnosis. In addition to feeding 
back to the referring medical team, great effort is 
made to provide comprehensive and prompt 
feedback to the patient’s family, whom it should 
be noted have rarely received information about 
such conditions. Hence, within one week of 
discharge the family receives a detailed report of 

all the findings of the above tests, together with 
explanation and summary of what the findings 
mean and how that interpretation has been 
reached. In addition to receiving a report the 
family is also invited to a meeting where slides 
showing the results of each test are shown. Unless 
requested by the family, the patient’s regular care 
team including therapists are invited to this 
meeting so that everyone has had chance to 
discuss the findings and discuss future courses of 
action. For the purposes of diagnosis, the more 
widely held opinion that fixation and visual 
pursuit are inconsistent with the VS, is adopted 
throughout the assessment process. 

Application of the multimodal assessment
approach to a single patient

To briefly illustrate the above assessment 
approach, the case of a 19-year-old male (BW) 
who sustained a traumatic brain injury following a 
road traffic accident in 2007 is described. 

Clinical history

BW had sustained a depressed frontal skull 
fracture with underlying contusions and subar-
achnoid haemorrhage in August 2007 following a 
high-speed road traffic accident and had under-
gone a decompressive bifrontal craniotomy. Fol-
lowing a period of acute care, during which he had 
been weaned off sedation, but failed to recover 
consciousness, he was transferred to an interim 
brain injury assessment unit. 

Behavioural assessment

Prior to referral seven months post ictus, BW had 
undergone repeated behavioural assessment using 
SMART. Over 10 sessions BW had demonstrated 
consistent evidence of orientation to visual and 
auditory stimuli, fixation and visual pursuit. BW 
focused on objects and people and tracked 
a mirror in the vertical and horizontal plane. 
BW also localised to upper limb tactile stimu-
lation and intriguingly demonstrated accurate and 
quick pursuit of an object with his left and right 
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hand — holding his hand open in an appropriate 
shape to hold a ball, whilst a ball was moved in 
different directions just out of reach of his hand. 
BW showed no response to verbal command 
and curiously held instruction cards and appeared 
to scan written instructions, but showed no 
response. 

The referring team had reached the impression 
that BW demonstrated behaviours consistent with 
the minimally conscious spectrum, but were 
unclear why BW failed to respond to written or 
verbal command, despite the fact he demon-
strated clear indications of scanning written text. 
Similarly, without a response to command or 
behaviour indicating that BW was able to 
discriminate stimuli, they were at a loss in terms 
of where they could go with his rehabilitation. On 
admission to Cambridge, BW demonstrated the 
same intriguing pattern of behaviour, scoring 11 
out of 23 on the CRS-R assessment (subscale 
scores ¼ auditory startle 1; pursuit eye move-
ments 3; object manipulation 4; oral reflexive 
movement 1; communication 0; eye opening 
without stimulation 2). 

Sensory electrophysiology

BW demonstrated a slowed EEG background 
consisting of intermixed theta and delta frequen-
cies with a breach rhythm over the bifrontal 
craniotomy wound. The EEG showed no evi-
dence of epileptiform abnormalities or sleep 
phenomena and was unresponsive to eye opening. 
A brainstem auditory evoked potential revealed 
a preserved response from the eighth cranial 
nerve, pons and midbrain, bilaterally, with 
onset latencies within the normal range. A 
somatosensory and visual evoked potential also 
showed preserved primary sensory cortex 
responses bilaterally, with no evidence of conduc-
tion deficits. 

Cognitive electrophysiology

BW demonstrated a conditioned response in the 
trace conditioning exercise, implying he was able 
to create a basic memory trace. BW also demon-
strated an MMN equivalent response in the 

within-trial, local deviant, auditory violation task, 
consistent with the trace conditioning task, but 
showed no evidence of detecting the between-
trial, global deviant thought to reflect conscious 
access of working memory. 

Brain imaging

Axial T2, proton density, inversion recovery and 
haemosiderin-sensitive sequences revealed multi-
ple areas of low intensity on T2 and gradient echo 
sequences near the grey–white matter junction of 
both cerebral hemispheres with more focal resol-
ving haemorrhagic areas in both frontal lobes. 
There were also areas of low intensity surround-
ing the brainstem in keeping with haemosiderin 
deposition related to previous subarachnoid hae-
morrhage. Small focal areas of haemorrhage were 
also seen in both thalami, but there were no 
intrinsic brainstem lesions. The lateral and third 
ventricles were moderately prominent, including 
the temporal horn. 

Speech processing

BW demonstrated bilateral superior temporal 
lobe activation to hearing sound versus silence 
(Fig. 1), and greater left superior temporal lobe 
activation to hearing speech versus signal corre-
lated noise (Fig. 2). However, no evidence of 
distributed cortical activation consistent with 
volunteers retrieving semantic information was 
observed at level 3 — ambiguous versus unam-
biguous sentence contrast. A second speech 
processing task adopting the same design and 
structure as that described by Coleman et al. 
(2007), but replacing ambiguous sentences with 
anomalous sentences created by replacing content 
words to make them incoherent, whilst preserving 
phonological, lexical and syntactic structure, also 
showed an identical pattern of response — BW 
showed bilateral superior temporal activation to 
sound, left superior temporal activation to speech, 
but no evidence of distributed activation consis-
tent with semantic retrieval. 
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Fig. 1. fMRI speech processing paradigm — sound versus silence contrast results for BW. Bilateral superior temporal lobe activation 
can be seen consistent with healthy volunteers. Activations are thresholded at po0.05 false discovery rate corrected for multiple 
comparisons and shown on slices where the peak activation was observed. 

Response to command

BW showed no appropriate areas of cortical 
activation in response to the commands ‘imagine 
playing tennis’ or ‘imagine moving around the 
rooms of your home’ over repeated trials. 

Discrimination of visual information

BW demonstrated primary V1 activation to a 
reversing checkerboard, consistent with his visual 
evoked potential. BW also demonstrated V5/MT 
activation in response to a moving pattern, 
consistent with behavioural evidence of motion 
perception. BW also showed appropriate fusiform 
gyrus activation in response to pictures of faces 
and appropriate parahippocampal activation in 
response to pictures of houses. However, consis-
tent with the auditory volition task, these same 
areas of activation were not seen time locked to 

the commands ‘look at the house’ or ‘look at the 
face’ during the visual volition task. 

Diffusion tensor imaging

DTI revealed reduced (�38%) fractional aniso-
tropy (FA; whole brain white matter 0.26) in 
comparison to healthy control subjects (mean 
0.42), indicating widespread loss of white matter 
integrity (Fig. 3). Moreover, DTI revealed a 
significantly increased apparent diffusion coeffi-
cient (whole brain white matter 0.0008) in 
comparison to healthy volunteers (0.0006), sug-
gesting loss of cortico-cortical connectivity. 
Indeed, a qualitative view of white matter paths 
using DTIquery (Sherbondy et al., 2005) revealed 
a loss of inferior temporal and inferior frontal 
pathways (Fig. 4), thought to mediate aspects of 
speech comprehension (Rodd et al., 2005; Davis 
and Johnsrude, 2003; Scott and Johnsrude, 2003; 
Scott et al., 2000). 
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Fig. 2. fMRI speech processing paradigm — sentences (ambiguous and unambiguous) versus signal correlated noise (SCN) contrast 
results for BW. Left hemisphere superior temporal lobe activation can be seen consistent with healthy volunteers. Activations are 
thresholded at po0.05 false discovery rate corrected for multiple comparisons and shown on slices where the peak activation was 
observed. 

Implications for the diagnostic decision-making
process

The multimodal assessment approach undertaken 
in Cambridge corroborated earlier behavioural 
assessments of BW, but through the use of 
electrophysiology and brain imaging helped to 
resolve much of the assessment team’s worry that 
they might be missing something. Electrophysiol-
ogy and brain imaging confirmed that BW 
retained basic perceptual responses to visual and 
auditory information, but found no evidence of 
speech comprehension or ability to discriminate. 
Indeed, DTI provided strong visual information 
to suggest that the level of cortical integration 
required to support the higher level tasks, 
investigated during the SMART assessment, was 
no longer sufficient and thus BW retained some 
basic perceptual function, but was unable to 
comprehend or discriminate commands. Whilst 
this case illustrates how a multimodal assessment 

approach can help to resolve some of the 
dilemmas faced by the clinical team interpreting 
complex behavioural patterns, the assessment 
approach can also reveal evidence of covert 
function, where behavioural markers are absent 
and thus reduce the rate of misdiagnosis (see 
Owen et al., 2006). 

Adoption of a standard assessment protocol

Since the Royal College of Physicians working 
party convened in 2003, there has been a 
considerable amount of empirical investigation 
with disorder of consciousness patients. As a 
result a number of electrophysiological and brain 
imaging paradigms have emerged as beneficial 
sources of information from which to inform the 
diagnostic decision-making process and thus work 
towards reducing the apparent high rates of 
misdiagnosis that exist for this patient population, 
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Fig. 3. Diffusion tensor imaging; fractional anisotropy maps showing widespread white matter loss for BW. 

Fig. 4. Temporal lobe tractography maps showing loss of inferior temporal and inferior frontal pathways for BW. 
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where assessments rely solely on the exhibited 
behaviour of the patient. In the UK alone there 
are an estimated 12–15 persons per million 
thought to be in a VS, in any six-month period, 
with three times this figure thought to be in an 
MCS (Jennett, 2005). The vast majority of these 
patients are not assessed in specialist units, and 
primary care trusts are often reluctant to refer 
them to such units, where the period of stay may 
be many months at a cost in excess of 4000 pounds 
per week. Local resources are often limited, and 
due to the rarity of these conditions, clinicians 
rarely have opportunity to build up sufficient 
knowledge and experience (Andrews, 1993). One 
solution is to have a number of specialist units in 
the country offering a fixed-period, fixed-price 
referral service, who combine the technologies 
described above to provide a comprehensive 
screening process, which is repeated at least once 
within the first 12 months following a brain injury. 
Where this assessment process identifies patients 
who retain aspects of cognitive function, these 
patients are referred onto specialist rehabilitation 
centres for further rehabilitation, thus allocating 
additional funding to those who might benefit the 
most. Although this approach would significantly 
reduce the number of patients who are ‘ware-
housed’ in palliative care homes, without having 
been appropriately assessed in the first instance 
(see concerns raised by Fins et al., 2007, regarding 
current practice), the additional proviso that each 
patient is reviewed a second time within the first 
12 months of injury would also safeguard against 
missing anyone who follows a slower course of 
recovery. Whilst some larger hospitals do have the 
appropriate knowledge and skills to assess 
patients with recognised behavioural scales, few 
have the resources to undertake electrophysiology 
or brain imaging. In these cases a referral could be 
made to acquire this data, which is then integrated 
into the referring unit’s ongoing assessment 
programme — indeed, this is predominately the 
practice of those centres currently referring 
patients to Cambridge. In those centres, without 
the resources the former practice could be under-
taken to reduce the rate of misdiagnosis. In all 
cases this approach would work to ensure the 
limited funds of primary care trusts are more 

efficiently managed and channelled to those who 
might benefit the most. 

Information and support for families

It is often forgotten that the main victims of 
severe brain injury leading to impaired conscious-
ness are the patient’s family and friends. Although 
many hospitals offer general advice and counsel-
ling services, very little printed information exists 
specifically relating to disorders of consciousness. 
In a survey of patients’ families attending the 
Cambridge assessment programme, none of the 
families had received any information about 
disorders of consciousness during their stay in 
acute or chronic care facilities. Similarly, none of 
the families had had anybody sit down with them 
and explain what the different conditions were 
and how they were diagnosed. Nearly every 
family had had some contact with the charity 
Headway (www.headway.org.uk), either acces-
sing their website for general information or 
speaking to one of their advisors via their 
telephone helpline. However, all noted that they 
did not specifically offer an information booklet 
describing disorders of consciousness. Every 
family questioned said the Internet had been 
their main or only source of information, and most 
described searching endlessly for some sort of 
information about the condition. Indeed, many 
had subsequently contacted the authors of 
research publications to ask for advice. In all 
cases the families recounted stories of struggling 
to obtain clear answers about their relatives’ 
condition, of a constant air of confusion, the 
regular occurrence of health care workers talking 
over their relative, and a common nihilism 
towards such conditions by medical personnel. 
One family, whose youngest son had suffered an 
intra-cerebral bleed, were asked if they had any 
other sons and were told to concentrate on them. 
Many had received blunt and negative comments, 
which had not helped them to adjust to the 
distressing situation they found themselves in. In 
each case, the family felt having the opportunity 
to see the damage underlying their relatives’ 
condition via brain imaging, and to a lesser extent 

http://www.headway.org.uk


246 

electrophysiology, had helped them to understand 
what had happened. The need to educate and 
inform families cannot therefore be understated, 
and any assessment process must ensure that 
central to its aims are the families and their care. 
In a large number of cases there is very little that 
can be done to help the patient, but there is a 
considerable amount that can be done for the 
family, whose lives change and who suffer 
enormous grief, depression, anxiety and often 
financial hardship as a result of the injury. 

Conclusion

In this chapter we have called for the adoption of 
a standard protocol to assess patients with 
impaired consciousness after brain injury that not 
only addresses the limitations of the current 
behavioural assessment of patients, but also 
attempts to address the unacceptably high rate 
of misdiagnosis indicated by clinical audits. In this 
chapter we have reviewed some of the accumu-
lated empirical evidence supporting the use of 
electrophysiology and brain imaging with this 
patient group and have outlined a multimodal 
assessment approach that informs the diagnostic 
decision-making process. In our opinion there is 
now sufficient evidence supporting the use of 
objective tests — and impetus — (see Department 
of Health, 2005)to warrant reconvening the Royal 
College of Physicians working party on VS and/or 
other governing bodies in order to establish a 
standard protocol. 

Information for families

An information booklet written for families and 
carers, which describes disorders of consciousness, 
can be found at www.coma-science.com. 
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CHAPTER 17 

Executive functions in the absence of behavior: 
functional imaging of the minimally conscious state 
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Abstract: One of the major challenges in the clinical evaluation of brain injury survivors is to 
comprehensively assess the level of preserved cognitive function in order to inform diagnostic decisions 
and suggest appropriate rehabilitation strategies. However, the limited (if any) capacity for producing 
behavior in some of these patients often limits the extent to which cognitive functions can be explored via 
standard bedside methods. We present a novel neuroimaging paradigm that allows the assessment of 
residual executive functions without requiring the patient to produce any behavioral output. In particular, 
we target processes such as active maintenance of information through time and willful adoption of 
‘‘mind-sets’’ that have been proposed to require conscious awareness. Employing an fMRI block design 
paradigm, healthy volunteers were presented with a series of neutral (i.e., not emotionally salient) words, 
and alternatively instructed to listen to all the words, or to count the number of times a given target is 
repeated. Importantly, the perceptual stimulation in the passive listening and the counting tasks was 
carefully matched. Contrasted with passive listening, the counting task revealed a fronto-parietal network 
previously associated with target detection and working memory. Remarkably, when tested on this same 
procedure, a minimally conscious patient presented a highly similar pattern of activation. Furthermore, 
the activity in these regions appeared highly synchronous to the onset and offset of the counting blocks. 
Considering the close matching of sensory stimulation across the two tasks, these findings strongly suggest 
that the patient could willfully adopt differential ‘‘mind-sets’’ as a function of condition, and could actively 
maintain information across time. Neither cognitive function was apparent when the patient was 
(behaviorally) tested at the bedside. This paradigm thus exemplifies the potential for fMRI to explore 
high-level cognitive functions, and awareness, in the absence of any behavioral response. 

Keywords: functional magnetic resonance imaging; consciousness; disorders of consciousness; vegetative 
state; minimally conscious state; executive functions; target detection; working memory 

One of the most ubiquitous and least understood 
concepts in the study of the human brain is 
‘‘consciousness’’ (Laureys et al., 2007). In the 
absence of an agreed definition or measure (Seth�Corresponding author. 
et al., 2008), the only means we currently have to Tel.: +44(0) 1223 273646; Fax: +44(0) 1223 359062;
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directly tell us so. Assessing another individual’s 
state of consciousness then essentially relies on 
them revealing, either via direct report or via 
some voluntary behavior, that they are both 
awake and aware. Generally, people experience 
little difficulty in recognizing a state of conscious 
wakefulness from states such as general anesthe-
sia, deep sleep, or coma. Indeed, in the latter 
three cases, permanently closed eyes indicate low 
levels of arousal, and, more importantly, the 
absence of any goal-directed behavior seems to 
imply the lack of awareness (of the self and the 
environment). Conversely, a state of conscious 
wakefulness is recognizable by high levels of 
arousal, and especially by the presence of 
purposeful (i.e., non-reflexive) behavior, which 
requires — and thereby reveals the presence 
of — conscious awareness (see Laureys, 2005). 

Recent advances in intensive care have greatly 
increased the number of patients that survive 
severe brain injury. Some patients thus go on to 
make a full recovery. Other brain injury survivors, 
however, regain high levels of arousal, but fail 
to demonstrate any sign of awareness, only 
exhibiting reflexive behavior. These patients are 
said to be in a vegetative state (VS; Jennett, 2002; 
Jennett and Plum, 1972). While this latter state 
can be permanent, some patients do regain a 
(fluctuating) level of awareness, thus progressing 
to a minimally conscious state (MCS; Giacino 
et al., 2002) either permanently or on the way 
to durable recovery of consciousness. A central 
challenge in the care of patients with disorders of 
consciousness is the assessment of their residual 
cognitive abilities. In particular, detection of any 
evidence of voluntary behavior that may signal a 
state of awareness is fundamental to disentangling 
VS from MCS. However, brain injury often 
constrains the ability to produce motoric output, 
restricting the possibility that a patient might 
demonstrate purposeful behavior, and thereby 
awareness. Consequently, use of motor behavior 
to assess residual cognition and awareness might, 
under such circumstances, underestimate residual 
brain function and misidentify conscious patients 
as unconscious (Monti et al., 2009; Owen and 
Coleman, 2008). Indeed, according to recent 
estimates, the misdiagnosis rate by which MCS 

patients are ‘‘mistaken’’ for VS is around 40% 
(Andrews et al., 1996; Childs et al., 1993). In the 
face of the important medical (Elliott and Walker, 
2005), legal, and ethical ramifications (Fins et al., 
2008) of such mistakes, correct diagnosis is 
essential. Many factors are known to have an 
impact on diagnostic error, including sensory 
impairments of the patient (e.g., blindness), and 
variable knowledge and expertise in administering 
clinical tests (see Andrews et al., 1996; Majerus 
et al., 2005). It appears increasingly clear, how-
ever, that use of motor behavior as an index of 
conscious awareness and residual cognition is also 
an important source of diagnostic error. In fact, 
this approach exposes a central conundrum in our 
understanding of consciousness. Our ability to 
detect whether someone is conscious depends 
crucially on his or her capacity for communicating 
that fact. Therefore, if someone were to be 
entirely aware but unable to produce any beha-
vioral sign to indicate so, logically, there would be 
no way to determine that they were actually 
conscious (Monti et al., 2009; Owen and Coleman, 
2008). Indeed, one recent study employing non-
invasive neuroimaging has reported the case of a 
patient who, despite appearing vegetative by 
internationally agreed criteria and standard pro-
cedures, was, in fact, consciously aware (Owen 
et al., 2006). 

In what follows, we present a novel neuroima-
ging approach aimed at exploring how deep the 
hiatus between cognition and behavior can run 
in patients with disorders of consciousness. 
Employing functional magnetic resonance ima-
ging (fMRI), we develop a test of executive 
function that, without requiring any behavioral 
expression on the part of the patient, can reveal 
the integrity of high-level cognitive processes that 
are thought to be crucial to consciousness 
(Dehaene and Naccache, 2001). In particular, the 
procedure is designed to assess the residual ability 
to maintain information through time, and will-
fully allocate attention toward a stimulus. We first 
describe the results from a ‘‘proof of concept’’ 
study in a set of healthy participants, and then 
employ the same paradigm in a minimally 
conscious patient who could successfully complete 
the task. 
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Methods and materials

Participants

Twenty healthy volunteers (12 female) with no 
history of neurological disorder and one MCS 
patient participated in the experiment. Healthy 
volunteers signed informed consent prior to the 
experimental session. For the patient, assent was 
obtained from the next of kin. This study was 
approved by the Cambridge Local Research 
Ethics Committee. 

Patient history

The patient was first hospitalized on October 28, 
2007 after suffering a cardio-respiratory arrest, 
and was resuscitated in ITU (defibrillated/intu-
bated and ventilated). A computed tomography 
scan (CT) on admission revealed no evidence of 
intracranial hemorrhage. However, it did reveal 
widespread loss of grey-white matter differentia-
tion, consistent with an anoxic brain injury. The 
ventricles, basal cisterns, and other cerebrospinal 
fluid spaces were preserved and there was no 
evidence of severe swelling. 

Patient behavioral assessment

The patient was behaviorally assessed multiple 
times throughout his stay at the Addenbrooke’s 
Hospital (Cambridge, UK). When tested with the 
JFK Coma Recovery Scale (CRS; Giacino et al., 
2004), the patient demonstrated a portfolio of 
behaviors consistent with the MCS, achieving a 
score of 13. In particular, command following and 
nonfunctional communication could be observed, 
behaviors that confirm the MCS diagnosis. 

Task

Participants (i.e., healthy volunteers and the 
patient) were required to perform two tasks in 
alternating fashion. In both tasks, they were 
aurally presented with a sequence of 26 words, 
at 1 Hz. In the ‘‘passive listening’’ baseline task, 
participants were instructed to listen to the words 
that were presented. In the ‘‘target detection’’ 

task (or ‘‘counting’’ task, interchangeably), they 
were instructed to count the number of times they 
heard a given target word (different for every 
block). Two aural cues were used to distinguish 
baseline from counting blocks. Both cues started 
with a 250 ms tone followed by the words ‘‘Listen 
All’’ to signal a passive listening block, and the 
words ‘‘Count [target word]’’ to signal a target 
detection block (and to reveal the target word). 
Each cue lasted 4 s. Full instructions were 
delivered prior to the functional session. 

Stimuli

A total of 120 monosyllabic words, recorded in a 
female voice, were available for each session. Out 
of these, 50 were randomly selected, uniquely for 
every participant, and randomly distributed in 
groups of 5 to each of 10 blocks (5 baseline, 5 
target detection). Within each block, words that 
were randomly assigned to each be repeated 7, 6, 
5, or 4 times (with 2 words being repeated 4 
times), generating a total of 26 words per block. 
The 26 words were then randomly distributed 
across each block, under the sole constrain that no 
word appeared twice in a row. For the five 
counting blocks, the target was twice assigned to 
be the 7- and the 6-repetition word, and once the 
5-repetition word. Which block featured the 7-, 6-, 
or 5-repetition targets was randomly varied for 
each participant. In this design, baseline and 
target detection blocks are thus perfectly matched 
in terms of perceptual stimulation, including 
repetition frequencies, while prompting (via the 
cue) for differing mental sets. 

Experimental design

Volunteers and patients underwent one structural 
and one functional scan (as part of a longer fMRI 
experiment). In the functional session, partici-
pants performed five target detection blocks and 
five passive listening blocks, in an ABAB alter-
nating fashion, always starting with passive listen-
ing (see Fig. 1). Each block started with a 4 s aural 
cue indicating the nature of the block (and a 
target word, for the counting blocks), followed by 
the 26 words. 
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Fig. 1. Experimental design. Arrows depict cue delivery, while shaded and unshaded blocks represent stimulus delivery periods in 
the target detection and passive listening blocks, respectively. 

fMRI data acquisition

Healthy volunteer data were acquired on a 
Siemens 3T Tim Trio at the MRC Cognition and 
Brain Sciences Unit, Cambridge (UK), while the 
patient data were acquired at the Wolfson Brain 
Imaging Centre at Addenbrooke’s Hospital, 
Cambridge (UK). At both sites, T1 sensitive 
images were acquired with an MP-RAGE 
sequence at 1 mm isovoxel resolution. T2� sensi-
tive images were acquired using the Siemens echo 
planar sequence for real-time scanning (32 des-
cending slices, 3 mm2 in-plane resolution, TR ¼ 2 s,  
TE ¼ 30 ms, FA ¼ 781). 

fMRI data analysis

Analysis methods were performed using FSL 5.91 
(FMRIB’s Software Library, http://www.fmrib. 
ox.ac.uk/fsl; Smith et al., 2004). Prior to functional 
analyses, each individual Echo Planar Imaging 
(EPI) time series was motion corrected to the 
middle time point using a six-parameter, rigid-
body method (as implemented in MCFLIRT; 
Jenkinson et al., 2002). Data were smoothed with 
a Gaussian kernel of 8 mm FWHM, and signal 
from extraneous non-brain tissue was removed 
using Brain Extraction Tool (BET; Smith, 2002). 
The 4D data was normalized to the grand-mean 
intensity by a single multiplicative factor and high-
pass filtered (Gaussian-weighted least-squares 
straight line fitting, with sigma ¼ 30.0 s). Finally, 
functional data was co-registered to structural 

images using a seven-parameter optimization 
method (Jenkinson and Smith, 2001). 

Statistical analyses were performed using a 
general linear model approach, as implemented 
in FEAT (fMRI Expert Analysis Tool; Woolrich 
et al., 2001), including pre-whitening correction for 
autocorrelation. The model included one regressor 
of interest, representing the working memory 
blocks (and thus, implicitly, the baseline blocks), 
and seven regressors of noninterest. The latter 
included the cue period (for both working memory 
and baseline blocks) and six motion parameters. 
For each dataset (i.e., healthy volunteers and 
patient), we compared blood oxygenation level 
dependent (BOLD) signal observed in the target 
detection blocks to that observed in the baseline 
blocks. Z (Gaussianised T) statistic images were 
thresholded using clusters determined by ZW2.7 
and a (corrected) cluster significance threshold of 
p ¼ 0.001 (Worsley et al., 1992). 

For healthy volunteers, group average statistics 
were also computed. Prior to multi-subject ana-
lyses, each individual dataset was co-registered 
to the MNI152 standard template brain using a 
12-parameter optimization method (Jenkinson 
and Smith, 2001). Group mean statistics for each 
contrast were generated with a mixed-effects 
model resulting from the use of within-session 
variance (i.e., fixed effects) at the single subject 
level and between-session variance (i.e., random 
effects) at the group level (Friston et al., 2005). 
Statistical parametric maps were computed in 
FLAME (Beckmann et al., 2003; Woolrich et al., 
2004) and thresholded at po0.05 full-brain voxel-
wise corrected. 

http://www.fmrib.ox.ac.uk/fslwww.fmrib.ox.ac.uk/fsl
http://www.fmrib.ox.ac.uk/fslwww.fmrib.ox.ac.uk/fsl
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Results

Healthy volunteers

Averaging across all healthy volunteers, the target 
detection versus passive listening contrast 
revealed activations spanning frontal, temporal, 
and parietal cortex, along with regions of the 
cerebellum (see Table 1 and Fig. 2). Frontal 
cortex was activated bilaterally in the sub-lobar 
sections of the inferior frontal gyrus (BA 47), and 
in the middle frontal gyrus (BA 10). Activation 
was also observed in the right superior frontal 
(BA 10) and cingulate gyri (BA 32), left 
precentral gyrus (BA 6), along with the medial 
frontal gyrus (in BA 6 and 32). Activation in 
posterior parietal cortex was focused in the left 
supramarginal gyrus (BA 40) and the right 

inferior parietal lobule (BA 40). Temporal cortex 
was activated in the right inferior gyrus (BA 20). 
Finally, activations were also detected bilaterally 
in various subregions of the posterior cerebellum, 
including the pyramis, uvula, inferior semilunar 
lobule, and vermis. This pattern of activation 
replicates previous studies of target detection in 
healthy volunteers (see Naghavi and Nyberg, 
2005). Furthermore, this same general pattern is 
also robustly observed at the single subject level 
(cf. Fig. 4). 

MCS patient

The target detection minus passive listening 
contrast revealed, in the MCS patient, a pattern 
of activation similar to that observed in healthy 
volunteers (see Figs. 3 and 4). Extensive 

Table 1. Group average healthy volunteer data for the target detection versus passive listening blocks 

MNI coordinates Z Hem. Region (Brodmann area) 

x y z

Frontal 
10 18 36 5.89 R Cingulate gyrus (32) 
�30 24 0 5.69 L Inferior frontal gyrus (47) 
�6 8 48 5.61 L Medial frontal gyrus (32) 
30 26 2 5.45 R Inferior frontal gyrus (47) 
�46 �2 52 5.32 L Precentral gyrus (6) 
�10 �2 64 5.16 L Medial frontal gyrus (6) 
36 48 26 4.98 R Superior frontal gyrus (10) 
�32 48 6 4.70 L Middle frontal gyrus (10) 
32 50 8 4.59 R Middle frontal gyrus (10) 

Temporal 
56 �24 �22 4.33 R Inferior temporal gyrus (20) 
52 �28 �20 4.32 R Inferior temporal gyrus (20) 

Parietal 
48 �42 42 5.43 R Inferior parietal lobule (40) 
�32 �48 36 4.75 L Supramarginal gyrus (40) 
66 �36 30 4.66 R Inferior parietal lobule (40) 
�44 �42 36 4.47 L Supramarginal gyrus (40) 

Cerebellum 
�6 �76 �40 4.61 L Cerebellum (pyramis) 
6 �80 �44 4.58 R Cerebellum (uvula) 
8 �76 �46 4.49 R Cerebellum (inferior semilunar lobule) 
�30 �74 �46 4.36 L Cerebellum (inferior semilunar lobule) 
�36 �68 �42 4.36 L Cerebellum (pyramis) 
�2 �76 �40 4.29 L Cerebellum (pyramis of vermis) 
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Fig. 2. Group data (healthy volunteers only). Group activation for the target detection versus passive listening contrast (po0.05 
voxel-wise corrected). 

activation was detected in frontal cortex, espe-
cially left lateralized, spanning the superior and 
middle frontal gyri, the sub-lobar section of the 
inferior frontal gyrus, and the post central gyrus. 
A large focus was localized in the medial wall of 
frontal cortex, spanning cingulate and medial 
frontal gyri. Extensive parietal activation was also 
detected in right supramarginal gyri (posterior 
section) and bilateral inferior parietal lobuli, 
extending dorsally into the superior parietal 
lobule (in the right hemisphere only). Temporal 
activation was revealed bilaterally in the planum 

temporale, medial temporal gyrus, and, although 
to a much lesser extent, in the inferior temporal 
gyri. Finally, subcortical activations were revealed 
in the cerebellum and posterior section of 
thalamus. 

To compare the activations observed in the 
MCS patient with the normal variability seen in 
healthy volunteers, we report, in Fig. 4, all regions 
activated by at least three healthy participants (in 
blue–green–red) and those observed in the 
patient (in red–yellow, masked with the healthy 
volunteer group result). With the exception of the 
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Fig. 3. Patient data. Brain results for the target detection versus passive listening contrast (ZW2.7, p ¼ 0.001 corrected). 

left parietal cluster, the patient data falls well 
within what is seen in healthy volunteers perform-
ing the same task. Moreover, as exemplified 
by the time course of the medial frontal cluster 
(Fig. 4), the observed activations were protracted 
along the 30 s counting blocks. In addition, Fig. 5 
shows that the activations were repetitively and 
consistently time locked to the counting task, 
peaking and falling in synchrony with its onset and 
offset. It is noteworthy, however, that passive 
listening and counting blocks were perfectly 
matched for perceptual stimulation. 

Discussion

Compared to simple listening, the counting task 
elicited, in all healthy volunteers, a pattern of 
activation similar to that reported in previous 
studies of executive function, including target 
detection and working memory (see Naghavi and 

Nyberg, 2005). The very fact that the two 
(perceptually identical) tasks elicited different 
patterns of activation confirms that our paradigm 
does elicit the expected cognitive processes 
including maintenance of information through 
time and willful adoption of ‘‘mind-sets’’ (as well 
as language comprehension). When tested on the 
same task, the MCS patient exhibited an extre-
mely similar set of activations. While it is not 
possible to infer which of these cognitive pro-
cesses such activations reflect exactly (Henson, 
2005), it is difficult to interpret these results 
without accepting that the patient retained several 
types of cognitive ability. In particular, the patient 
must have retained sufficient linguistic processing 
to comprehend the instructions, the ability to 
maintain information through time, and the ability 
to monitor incoming stimuli. The difference in 
activation across periods of identical stimulation 
also indicates that the patient could willfully 
adopt, on command, different ‘‘mind-sets’’ as a 
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Fig. 4. Single subject and patient data. Overlay of the single subjects (dark shades; blue-green-red in the web version) and patient 
(light shades; orange-yellow in the web version) results for the target detection minus passive listening contrast. Graphs depict the 
average peristimulus activation profile of a representative ROI in medial cortex (highlighted in white; red in the web version) for the 
group of healthy volunteers and the patient (dashed lines indicate the standard error). 

Fig. 5. ROI time course. Activation time course of the medial frontal cluster for the patient and healthy volunteers (dashed lines 
indicate the standard error). 
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function of condition. Furthermore, he must have 
been capable of voluntarily assigning, in a top-
down fashion, saliency to words (i.e., the targets) 
that would otherwise be ‘‘neutral’’ and logically 
incapable of eliciting such activation automati-
cally. Remarkably, none of these cognitive abil-
ities was apparent when the patient was tested at 
the bedside. While behavioral signs of awareness 
were apparent, including some level of command 
following, the information provided by the fMRI 
assessment far exceeded what could be learned 
with the standard clinical tools. 

Previous studies have used electroencephalo-
graphy (EEG) and event-related potentials 
(ERPs) to investigate the ability of patients to 
detect and recognize targets among distracters (Di 
et al., 2007; Perrin et al., 2006; Qin et al., 2008). 
These studies, however, have used the patient’s 
own name as the target word; that is, an 
intrinsically salient and over-learned stimulus. 
Under these circumstances, differential brain 
response to the target stimulus, compared to 
nontargets, is very informative in terms of residual 
linguistic processing, but is not a good indicator of 
whether such a response is voluntary or purely 
automatic. In one notable exception, however, the 
own name paradigm was adapted to include, as 
targets, both the patient’s own name and other 
‘‘non-salient’’ names (e.g., similarly frequent 
names that had no relation to the patient or his/ 
her family; Schnakers et al., 2008). In that study, 
all the tested MCS patients exhibited a significant 
response when passively listening to their own 
name, as in the above mentioned studies. In 
addition, however, five out of fourteen patients 
showed greater activity for hearing their own 
name when instructed to count its occurrences as 
opposed to when they passively heard it. Remark-
ably, a similar effect was found, in a different 
subset of four patients, for neutral targets (i.e., not 
the patient’s own name). 

The study reported here takes this same idea 
one step further, making exclusive use of neutral 
words as targets and nontargets. In both 
approaches, differential activity across tasks for 
neutral words is difficult to explain without 
assuming a conscious decision on the part of the 
patient to actively maintain in working memory a 

target word and to monitor incoming stimuli. In 
addition, while Schnakers and colleagues focus on 
the detection of targets, our study focuses on the 
more general notion of executive functions, 
including willful adoption of ‘‘mind-sets,’’ main-
tenance of information in working memory, and 
monitoring of incoming stimuli. Crucially, our task 
addresses the process of ‘‘holding in mind’’ 
information through time, which is considered 
to require conscious awareness (Dehaene and 
Naccache, 2001). Furthermore, our fMRI 
approach is also able to reveal that this particular 
task elicits activation in regions that are thought 
to be a crucial component of the neural basis of 
consciousness (Baars, 2002; Baars et al., 2003; 
Dehaene et al., 2003; Rees et al., 2002). 

Conclusions

Detecting consciousness in brain injury survivors 
is critical for appropriate diagnosis and patient 
management (Bernat, 2006). Objective assess-
ment on the basis of observed and elicited 
behavior, however, can be extremely challenging 
in patients with little ability for behavioral output. 
Use of noninvasive neuroimaging techniques to 
detect residual cognitive abilities and awareness 
may thus be crucial to reducing diagnostic error 
(Owen and Coleman, 2008). While there is at 
present limited information on the prognostic 
value of ‘‘activation’’ paradigms, the increasing 
number of studies reporting the integrity of 
cognitive functions that are not detectable at the 
bedside (Coleman et al., 2007; Laureys et al., 
2002; Owen et al., 2006; Schnakers et al., 2008) 
does warrant the use of such tools to supplement 
standard diagnostic assessments. 

Experimental approaches such as the one we 
present here directly address processes that are 
thought to require consciousness (Dehaene and 
Naccache, 2001). First, successful completion of 
our target detection task requires durable and 
explicit maintenance of information through 
time including task instructions and the target 
word. Such processes, as pointed out by Dehaene 
and Naccache (2001), are not possible in the 
absence of awareness. For example, while much 
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information processing can occur automatically 
(e.g., Dehaene et al., 1998), the neural response to 
nonconscious stimuli is typically short lived, and 
access to such information tends to decay very 
quickly (Dehaene et al., 2006). Beyond active 
maintenance of information, our paradigm also 
requires intentional behavior, which also implies 
consciousness (Dehaene and Naccache, 2001). In 
the absence of a conscious decision to keep in 
mind the target word and monitor incoming 
stimuli, the careful matching of perceptual stimu-
lation in the two conditions should yield identical 
neural activity. 

Overall, these findings further confirm the 
potential for neuroimaging to define both the 
extent and the precise nature of cognitive proces-
sing that is available to patients with disorders of 
consciousness, without the need for any beha-
vioral (i.e., physical) response (Laureys et al., 
2004; Owen and Coleman, 2008; Owen et al., 
2007). Indeed, in the MCS case report here, fMRI 
provided novel information about the patient’s 
working memory abilities that far exceeded 
expectations based on the standard behavioral 
assessment. It is important to keep in mind, 
however, that application of this technology to 
such patient groups requires careful consideration 
of many issues (see Giacino et al., 2006; Owen 
and Coleman, 2007). First, not all patients will 
benefit from undergoing neuroimaging testing. 
Where sufficient levels of behavior are preserved, 
simple motor responses may suffice to assess 
residual cognition and awareness. Second, neu-
roimaging tools often impose constraints on the 
ability of patients to enter their environment 
(e.g., compatibility with the magnetic field in 
MRI) and require a level of cooperation through-
out the experimental session (e.g., limited motion) 
that may not always be possible. Third, differ-
ences in the coupling of hemodynamic response 
and neuronal firing (Gsell et al., 2000; Rossini 
et al., 2004), as well as the pathological anatomy 
and functional neuroanatomy in this patient 
group, may affect the interpretability of neuro-
imaging data. 

Several studies have shown that brain responses 
to stimuli can be detected in the absence of 
conscious processing (e.g., Dehaene et al., 1998; 

Vuilleumier et al., 2002a, 2002b). Classifying brain 
activity as conscious thus requires careful neuroi-
maging methodology with different conditions 
being closely matched for perceptual stimulation, 
and only differing with respect to the required 
mind-set. Under such circumstances, differential 
activations across conditions cannot be explained 
in terms of automatic brain response and hence 
reveal conscious processing. Finally, it should also 
be noted that, as for behavioral testing, negative 
results in neuroimaging experiments cannot be 
taken as evidence of lack of awareness or 
cognition. Indeed, lack of brain response may 
simply result from the patient being asleep 
throughout the session, or unwilling to cooperate. 
Nonetheless, when careful methodology is 
employed, activation studies may be used in 
patients with disorders of consciousness as 
‘‘neural markers’’ of residual cognitive abilities 
and awareness, thus providing information that 
may well exceed bedside assessments and valu-
ably inform the diagnostic process. 
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CHAPTER 18

Reaching across the abyss: recent advances in
functional magnetic resonance imaging and their
potential relevance to disorders of consciousness
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Abstract: Disorders of consciousness (DOC) raise profound scientific, clinical, ethical, and philosophical
issues. Growing knowledge on fundamental principles of brain organization in healthy individuals offers
new opportunities for a better understanding of residual brain function in DOCs. We here discuss new
perspectives derived from a recently proposed scheme of brain organization underlying consciousness in
healthy individuals. In this scheme, thalamo-cortical networks can be divided into two, often antagonistic,
global systems: (i) a system of externally oriented, sensory-motor networks (the ‘‘extrinsic’’ system); and
(ii) a system of inward-oriented networks (the ‘‘intrinsic’’ or default system). According to this
framework, four distinct mental states would be possible that could be relevant for understanding DOCs.
In normal healthy volunteers and locked-in syndrome patients, a state of high functionality of both the
extrinsic and intrinsic or default systems is expected — associated with full awareness of environment and
self. In this case, mental imagery tasks combined with fMRI can be used to detect covert awareness in
patients that are unable to communicate. According to the framework, two complementary states of
system imbalance are also possible, in which one system is in a hyperfunctional state, while the other is
hypoactive. Extrinsic system hyperfunction is expected to lead to a state of total sensory-motor
‘‘absorption’’ or ‘‘lost self.’’ In contrast, intrinsic or default system hyperfunction is expected to lead to a
state of complete detachment from the external world. A state where both extrinsic and intrinsic systems
are hypofunctional is predicted to lead to markedly impaired consciousness as seen in DOCs. Finally, we
review the potential use of ultra-slow fluctuations in BOLD signal as a tool for assessing the functional
integrity of extrinsic and intrinsic systems during ‘‘resting state’’ fMRI acquisitions. In particular, we
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discuss the potential provided by assessment of these slow spontaneous BOLD fluctuations as a novel tool
in assessing the cognitive state and chances of recovery from brain pathologies underlying DOCs.

Keywords: coma; consciousness; resting state; spontaneous activity; imagery; functional magnetic
resonance imaging; default network

Introduction

Disorders of consciousness (DOC) are a devastat-
ing spectrum of clinical conditions involving
profound disruption in global conscious states
due to massive brain lesions (Bernat, 2006;
Giacino et al., 2002; Laureys et al., 2004; Plum
and Posner, 1972; Schiff, 2006b). Clinical char-
acterization of the different DOCs is based on two
main distinct components of human conscious-
ness: arousal and awareness (Plum and Posner,
1972). If arousal refers to the behavioral alterna-
tion of sleep and wakefulness, awareness refers to
the collective thoughts and feelings of an indivi-
dual (Laureys, 2005). Coma is characterized by
the absence of arousal and hence of awareness.
Vegetative-state patients are aroused but unaware
of environment and self (Jennett and Plum, 1972).
Minimally conscious state patients are unable to
reliably communicate but show reproducible
behavioral evidence of awareness of environment
or self (Giacino et al., 2002, 2004; Majerus et al.,
2005). Locked-in syndrome patients (Plum and
Posner, 1972) are fully conscious but have no
means of producing speech, limb, or facial move-
ments, except for small movements of the eyes or
eyelids.

While progress has been made in describing
DOCs from the clinical perspective (Giacino
et al., 2004), we focus in the present review on
examining DOCs from the point of view of recent
developments and understandings derived from
the healthy human brain. We argue that recent
insights obtained through functional magnetic
resonance imaging (fMRI) are relevant to a better
understanding of DOCs and have the potential
of allowing a better diagnosis and treatment
(Giacino et al., 2006; Laureys et al., 2006; Schiff,
2006a, b). Specifically, we will focus on assessing
brain function in a set of areas, termed the
‘‘default’’ network (Raichle et al., 2001; Raichle

and Snyder, 2007), characterized by higher activity
at rest than during externally oriented sensory-
motor or cognitive tasks. This network appears to
show antagonistic behavior to sensory-motor
areas, which show increased fMRI signal under
such tasks. Importantly, areas belonging to the
default network also show a tendency for coherent
fluctuations both during rest (Greicius et al., 2003;
Nir et al., 2006) and during visual activation
(Hasson et al., 2004) further supporting their
association within a common functional system.

Based on the functional antagonistic profile of
the sensory-motor cortex on the one hand and the
default system on the other, as well as their
complementary neuroanatomical organization
(Boly et al., 2007a; Fox et al., 2005, 2009; Golland
et al., 2007, 2008; Tian et al., 2007; see Fig. 1) we
have proposed (Boly et al., 2008a, b; Golland et
al., 2008) a fundamental ‘‘dual’’ subdivision of the
human cortex into two basic — ‘‘extrinsic’’ versus
‘‘intrinsic’’ — functionalities. More specifically, we
hypothesize that the cerebral cortex can be
subdivided according to two basic functional
orientations — an ‘‘extrinsic’’ orientation, which
engages sensory-motor cortices, and an ‘‘intrinsic’’
orientation, which engages the default system.
Sensory-motor cortices are involved in the pro-
cessing of information immediately incoming from
the external world, while the complementary
‘‘intrinsic’’ or default system appears to be
involved in self-representations, episodic memory,
mind wandering, and stimulus-independent
thoughts (e.g., see Goldberg et al., 2006; Mason
et al., 2007; D’Argembeau et al., 2005; Laureys et
al., 2007).

We here will address the study of residual brain
function in DOCs from the perspective of this
‘‘extrinsic’’ versus ‘‘intrinsic’’ functional subdivi-
sion and propose a conceptual framework around
which to organize our knowledge and hypotheses
concerning DOCs. Specifically we will consider
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Fig. 1. An illustration of the proposed fundamental specialization of the human cortex showing the ‘‘extrinsic’’ sensory motor system
and the ‘‘intrinsic’’ or default networks. It is hypothesized that the extrinsic system specializes in processing incoming information
from the external environment, while the more enigmatic intrinsic or default system is specialized in internally oriented functions.
Note the complementary nature of the ‘‘extrinsic’’ and ‘‘intrinsic’’ or default networks. Adapted from Golland et al. (2007).

four different mental states associated with differ-
ent extrinsic–intrinsic organizations, as predicted
by our framework.

High extrinsic and intrinsic functionality: the
‘‘locked-in’’ syndrome

The first case to consider is the situation in which
both the extrinsic and intrinsic systems are highly
functional yet the patient is unable to commu-
nicate or report in an effective manner about her
or his mental state. In the case of locked-in
syndrome this situation of disconnection between
internal states and verbal or nonverbal report is
due to quadriplegia and anarthria, classically
caused by a ventral pontine lesion, disrupting the
corticospinal and corticobulbar pathways (Plum
and Posner, 1972; Smart et al., 2008). In the case
of fully conscious but completely paralyzed
patients (i.e., complete locked-in syndrome;
Schnakers et al., 2009), fMRI may be able to
detect response to command using brain activa-
tion in the absence of any overt motor response.
fMRI activation paradigms offer the opportunity
to directly communicate with locked-in syndrome
patients by assessing responses from their brains
without dependence on motor output (Birbaumer
et al., 2008, 2006; Sorger et al., 2009). A
demonstration that this method could effectively

work was provided in recent years by the
successful use of mental imagery tasks and fMRI
imaging to uncover awareness in a patient clinically
assessed as vegetative (Boly et al., 2007b; Owen
et al., 2006). Two important methodological con-
siderations have to be taken into account while
developing fMRI activation paradigms. First, we
need to find tasks that produce the most reliable
and robust activation pattern in a single subject.
Second, we need to be cautious in designing the
fMRI paradigms, in order to avoid brain activa-
tions which could occur passively, in the absence of
any willful mental effort. To address these two
issues, we conducted two fMRI experiments in
healthy individuals.

In the first experiment, six healthy subjects were
scanned in a 3 T MRI scanner during: (i) passive
listening to verbal commands and (ii) active mental
imagery in response to the same instructions.
Mental imagery tasks included: (1) imagining
opening and closing the left hand, (2) mental
calculation (counting down), (3) imaging preparing
luggage, (4) imaging walking from home to work,
(5) covertly describing a face, (6) imaging filling in
a check, and (7) covertly describing ones own
thoughts. An eighth condition of rest (eyes closed)
was used as a baseline. In the second experiment,
we compared visual mental imagery (eyes closed)
with passive visual stimulation (Farah, 1989; Ganis
et al., 2004). Here, eight healthy subjects were
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scanned in four different conditions: (i) visual,
(ii) imagery, (iii) visual and verbal description
(covert), and (iv) imagery and verbal description
(covert). The tasks (lasting 12 s) included viewing
or imaging: (a) walking from home to work,
(b) filling a check, (c) observing the own face, and
(d) preparing a luggage. A fifth condition of rest
(blank screen for visual and keeping the eyes
closed for imagery) was used as reference ‘‘base-
line’’ activity. A common finding for all active tasks
in the first experiment (Fig. 2) was a widespread
activation encompassing bilateral intraparietal sul-
cus, primary sensory-motor areas, supplementary
motor area, parahippocampal gyrus, inferior and
middle temporal gyri, language-related and inferior
frontal areas. Together with the activation pattern,
there was also a consistent activity reduction in the
intrinsic or default network during performance of
the tasks. In Fig. 2, the superimposed contour map
show the intrinsic or default network (identified
using independent component analysis from a
group of seven healthy volunteers scanned during
10 min ‘‘eyes-closed resting state’’) encompassing
precuneus and adjacent posterior cingulate cortex,
mesiofrontal cortex and adjacent anterior cingulate

cortex, and bilateral temporoparietal junctions
areas. The combined increased activation of the
extrinsic network and the deactivation of the
intrinsic system suggest that mental imagery tasks
have a preferentially extrinsic component, likely
due to a process of ‘‘replay’’ of extrinsic sensory-
motor activations (Gelbard-Sagiv et al., 2008).
These activations were consistent across individual
subjects. Table 1 shows identified areas for the
seven different mental imagery tasks. In line with
previous studies (e.g., Boly et al., 2007b), the
spatial navigation task (imagining walking from
home to work) was among the tasks showing the
most consistent activity across subjects (together
with imagery tasks of writing a check and prepar-
ing a luggage). Figure 3 shows the activation
patterns during two different sessions for the active
mental imagery task (spatial navigation) compared
to activation induced by passive listening to the
same task instructions. While passive listening did
not elicit activation, both active imagery tasks
elicited activation of parahippocampal areas, well
known to be involved in spatial navigation tasks
(Epstein et al., 1999; Epstein and Kanwisher,
1998). This differential activation in active

Fig. 2. Common activation and deactivation patterns (as compared to eyes-closed resting) observed during seven mental imagery
tasks (i.e., imagining opening and closing the left hand; mental calculation; imaging preparing luggage; imaging walking from home to
work; covertly describing ones own face; imaging filling in a check and covertly describing ones own thoughts). Fixed effects group
analysis thresholded at false discovery rate corrected po0.05. The contours of the independently identified default mode network are
contoured in black. Note the robust imagery-related activation overlapping with regions associated with the extrinsic system (see text
for details).
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Table 1. Random effect group analyses identifying areas activating during the seven mental imagery tasks as compared to eyes-
closed resting state

Imagery task Region X Y Z T-value p-value

Imagining opening and Superior parietal lobe �36 �35 40 9.3 o0.001
closing the left hand Supplementary motor area 2 7 50 6.5 o0.001

Middle temporal gyrus �50 �52 3 6.4 o0.001
Counting down Superior parietal lobe �42 �33 40 5.7 o0.001

Precentral gyrus �53 2 23 5.5 o0.001
Supplementary motor area �1 4 51 5.2 o0.001

Imaging preparing luggage Superior parietal lobe �35 �34 42 6.2 o0.001
Parieto-occipital sulcus �18 �59 44 5.4 o0.001
Supplementary motor area �5 5 48 5.3 o0.001

Imaging walking from home to work Parahippocampal gyrus �13 �56 10 7.1 o0.001
Superior parietal lobe �35 �34 38 6.6 o0.001
Medial occipitotemporal gyrus �24 �36 �7 5.7 o0.001

Describing a face Superior parietal lobe �44 �30 38 7.9 o0.001
Supplementary motor area �5 5 50 5.9 o0.001
Lateral occipitotemporal gyrus �40 �54 �14 5.3 o0.001

Imaging filling a check Superior parietal lobe �48 �29 42 6.7 o0.001
Superior parietal lobe �33 �35 40 6.4 o0.001
Middle temporal gyrus �44 �45 �4 6.2 o0.001

Describing own thoughts Middle frontal gyrus �44 �1 51 4.9 o0.001
Superior parietal lobe �46 �33 41 4.6 o0.001
Superior temporal gyrus �61 �39 10 4.3 o0.001

compared to passive conditions strengthens the
hypothesis that observed brain responses are
indeed associated with intentional mental effort
and are not merely induced by passive listening to
the task instructions. Finally, Fig. 4 illustrates brain
activation patterns when one sees a video of
oneself walking (visual) compared to imagining
oneself walking, and when the visual imagery
process is accompanied by a covert description.
The activation of Broca’s area both in the
‘‘imagining’’ and ‘‘imagining and verbal descrip-
tion’’ conditions suggests that even when subjects
were asked to perform the mental imagery tasks
using only visualization strategies they could not
avoid adding a verbal component to the visual
imagery aspect.

Overall, three conclusions can be drawn from
these results. First, robust brain activations can be
elicited and measured with fMRI without the
subjects performing any overt responses. This
brain activation seems particularly robust in tasks
involving action planning, while recognition tasks
such as imagining faces seemed less effective.
Second, the obtained activations could be

differentiated in a reproducible manner from the
passive conditions in which subjects did not engage
in any active mental imagery. Finally, requiring a
verbal description of the cognitive action while
performing mental imaging tasks increases the
neural activation intensity and extent. These results
are encouraging in showing that a consistently
detected increase in fMRI signal can be obtained
when subjects are engaged in active mental
imagery, and that this activation pattern can be
reliably differentiated from the more automatic
neural responses to presentation of the task
instructions. On the other hand, for communication
purposes, it appears that relying only on the
patterns of activations associated with different
mental imagery tasks may not be an effective
solution as in the above-reported study many
patterns of activations were rather similar between
tasks. In this context, it is useful to also collect
information on the timing of the fMRI response to
a given task (i.e., starting time and latency of the
subject’s BOLD response) in order to better
segregate the activation patterns elicited by differ-
ent mental imagery tasks (see Sorger et al., 2009).
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Fig. 3. Activation patterns observed during two different sessions of active mental imagery (spatial navigation) compared to
activation induced by passive listening to the same task instructions. Fixed effects group analysis thresholded at false discovery rate
corrected po0.05. Superimposed are the contours of the default mode network as in Fig. 2. Parahippocampal gyrus activity
(Talairach coordinates X ¼ �13, Y ¼ �15, Z ¼ 10 mm) is shown for each of the six healthy volunteers for the three acquisitions.
Note the consistently higher activation during active imagery compared to passive listening.

We described here the first condition predicted
by the framework, that is, full consciousness with
preserved functionality of both extrinsic and
intrinsic networks, and the use of mental imagery
tasks to detect this condition in brain-damaged
patients. We will now consider two hypothetical
situations in which there is an imbalance between
the extrinsic and intrinsic systems.

‘‘Losing the self’’: hypoactivity of the
intrinsic system

Perhaps the most robust fMRI finding which
concerns the functionality of the intrinsic or
default system is the consistent reduction of
activity in this network during performance of
cognitively demanding externally oriented tasks

such as visual recognition and motor planning
(Gusnard et al., 2001). In contrast, the intrinsic
system shows increased fMRI activity during no-
task ‘‘resting’’ conditions, leading to the notion
that this network might be a ‘‘task-negative’’
system (Fox et al., 2005, 2009) or be engaged in a
‘‘default’’ function during resting conditions
(Raichle et al., 2001; Raichle and Snyder, 2007).
It has been proposed that this reduced activity
may be attributed to the fact that during an
intense externally oriented task, the performing
subject is fully attentive to the external world, and
metaphorically speaking ‘‘loses itself’’ in the act
(Goldberg et al., 2006; Golland et al., 2007). What
then could be the outcome of a permanent
reduction in the intrinsic system activity due to
brain abnormality? Since no direct data are
available, yet from DOCs one can only
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Fig. 4. Activation patterns induced by passively seeing a video of oneself walking (visual); imagining oneself walking (imagery),
covert verbal description during the visual stimulation, and covert verbal description during the mental visual imagery task. Fixed
effects group analysis thresholded at false discovery rate corrected po0.01. Superimposed are the contours of the default mode
network. Note the substantial overlap of activity patterns between all four conditions, and the enhancement in neural activation
associated with verbal descriptions.

extrapolate from studies in healthy individuals. It
appears that some aspect of the intrinsic system
function may be associated with voluntary deci-
sions and action initiation (Goldberg et al., 2008).
Extrapolating from such findings leads to the
conjecture that a possible consequence of a
pathological damage to this system might be a
condition akin to catatonic or akinetic mutism
(Naccache et al., 2004) in which the patient is
unable to voluntarily initiate a motor action — in
De Tiege et al. (2003) akinetic mutism was indeed
linked to medial prefrontal dysfunction. Note that
such a condition, associated with lack of move-
ment, could in principle masquerade as a DOC
since the patient may not initiate any response or
communication.

‘‘Self-centered absorption’’

The third condition predicted by the framework,
in which the extrinsic system is hypofunctional,
would be reflected by the disengagement of the
subjects from the external environment. Few hints
associate such conditions with ‘‘mind wandering,’’
where typically high default network activity is
observed (Christoff et al., 2009; Gilbert et al.,
2007; Mason et al., 2007; Wang et al., 2009). While
these notions fit the conceptual framework of an
antagonistic relationship between the extrinsic
and intrinsic networks — that is, an enhancement
in intrinsic activity comes at the expense of
processing of the extrinsic information, the
relevant data are too scant as yet. Nevertheless,
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it is tempting to speculate how a pathological
imbalance in which the extrinsic system is largely
inactive should be reflected in the mental state of
DOCs. From our conceptual framework we
anticipate that such an imbalance would manifest
itself again in a severe motor inaction, but also in
a reduced sensory responsivity (since the patient
is detached and self-absorbed and is incapable
of orienting to the external world) either in terms
of receiving sensory signals, or emitting motor
actions. Behaviorally, then, the two conditions
(‘‘lost self’’ and ‘‘self-centered absorption’’) could
paradoxically lead to similar behavioral manifes-
tations. Again, brain imaging, and particularly the
study of spontaneous cerebral BOLD fluctuations
by means of fMRI, might provide useful clues in
diagnosing these hypothetical conditions — as will
be discussed later. Finally, we consider the
possibility that both systems are abnormally
hypofunctional. In this case, we predict a deep
DOC in which the patient does not respond and is
also incapable of initiating any voluntary commu-
nication. In such severe and widespread brain
abnormalities we expect a greatly reduced brain
metabolism and a general reduction in neuronal
activity.

Spontaneous fMRI activity patterns as a
diagnostic tool in DOCs

Although the above discussions of possible
abnormalities associated with the new framework
of brain organization are largely hypothetical and
speculative, they do illustrate the complexity of
brain abnormalities that could produce behavioral
symptoms which may deceptively appear identical
at the behavioral level. Here, the potentially
powerful approach of functional brain imaging
(Hirsch, 2005; Laureys et al., 2000, 1999a, b;
Schiff et al., 2005) and particularly of fMRI may
come as a useful and incisive tool. It may be
argued that functional neuroimaging, if using
active paradigms (Boly et al., 2007b; Owen et al.,
2006, 2007) will be useful only in those limited
‘‘pseudo locked-in’’ cases where the patient
behaviorally looks unconscious but in reality is
fully aware and can initiate complex voluntary

mental activity. Recent progress in studying
spontaneous brain activity (Biswal et al., 1995;
Cordes et al., 2000; Damoiseaux et al., 2006; Fox
and Raichle, 2007; Fox et al., 2005; Greicius et al.,
2003; Lowe et al., 1998; Mitra et al., 1997; Nir
et al., 2006; Vincent et al., 2007; Xiong et al., 1999)
demonstrating activity patterns that emerge
without any task or sensory stimulation, promise
for studying higher-order associative network
functionality and revealing their potential
abnormalities in the absence of the patients’
collaboration (Boly et al., 2009b; Greicius et al.,
2004; Rombouts et al., 2009).

The functional significance of low-frequency
fMRI activity fluctuations remains yet poorly
understood. A demonstration that such sponta-
neous activity occurs in primary sensory systems is
of particular importance in this context. Indeed,
the spontaneous nature of brain activity can be
ascertained in such systems, if the sensory stimuli
are completely blocked, and careful controls for
imagery and attention are used (Nir et al., 2006,
2008). Recent research using intracranial record-
ings have revealed a putative electrophysiolo-
gical correlate of such fMRI spontaneous activity
in the neuronal responses of human cortex
(He et al., 2008; Nir et al., 2008). More specifi-
cally, during resting-state conditions the human
cortex manifests ultra-slow modulations of neuro-
nal activity reflected both in firing rate modula-
tions of individually isolated cortical neurons, as
well as in modulation of high-frequency gamma
power of local field potentials. These ultra-slow
fluctuations show a remarkable coherence
across functionally similar sites, and interestingly,
are greatly accentuated during different sleep
stages. Figure 5 depicts an example of such
spontaneous activity recorded bilaterally from
human auditory cortex during quiet rest (stage
II sleep), showing a remarkable coherence of the
activity in auditory cortices of both hemispheres.
Although these activity patterns have a much
slower dynamics than task-related activations
(Nir et al., 2008), their widespread nature and
remarkable reproducibility among subjects
(Damoiseaux et al., 2006) makes them a potential
tool for assessing the viability and functionality of
cortical networks.
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Fig. 5. Intracranial recordings obtained from bilateral auditory cortex depicting gamma power modulations in the local field
potentials. Note the ultra-slow, spontaneous fluctuations and their remarkable correlation across the two hemispheres. Adapted from
Nir et al. (2008).

Data-driven approaches such as independent
component analysis (Hyvärinen, 1999) or k-clus-
tering (Golland et al., 2008) applied to spontaneous
activity, could reveal a full set of independent
networks with a particular spatial distribution
and a characteristic frequency power spectrum
(Beckmann et al., 2005; De Luca et al., 2006;
Esposito et al., 2008, 2006, 2005; Mantini et al.,
2007; McKeown et al., 1998; Perlbarg and Marre-
lec, 2008). The advantage of studying these activity
patterns is that they nicely correspond to the
functional organization of global brain systems
(Bullmore and Sporns, 2009; Hagmann et al., 2008;
Honey et al., 2009). Thus, cortical systems, which
are functionally coupled during task performance,
also show a similar coupling of spontaneous
activity. Consequently, these spontaneous activa-
tions offer a tool in assessing cortical functional

abnormalities in patients that cannot cooperate.
Indeed, a recent report has presented important
evidence that such spontaneous activity can pro-
vide a sensitive marker for detecting cortical
abnormalities in neurodegenerative disorders
(Seeley et al., 2009). More specific to DOCs, we
have recently demonstrated that default network
connectivity was decreased in severely brain-
damaged patients in proportion to their degree of
consciousness impairment Boly et al., (2009);
Vanhaudenhuyse et al. (submitted), Boly et al.,
(2009), demonstrated absent cortico-thalamic
BOLD functional connectivity (i.e., cross-correla-
tion between precuneal areas and medial thalamus)
but partially preserved cortico-cortical connectivity
within the default network in a vegetative-state
patient studied 2.5 years following cardio-respira-
tory arrest (see Fig. 6). In a more comprehensive
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Fig. 6. Positive correlations with precuneal and posterior cingulate activity in a healthy volunteer, a patient in brain death and a
patient in a vegetative state. Results are thresholded at false discovery rate corrected po0.001. Note that there is no residual long-
range functional connectivity in brain death. In the vegetative state, despite the presence of residual functional connectivity within
the default network, the observed activity is reduced compared to healthy controls. Adapted from Boly et al. (2009).

study (Vanhaudenhuyse et al. (submitted)) 14
noncommunicative brain-damaged patients and 14
healthy controls participated in a resting-state
fMRI protocol. Connectivity was investigated using
probabilistic-independent component analysis and
an automated template-matching component selec-
tion approach. Connectivity in all default network
areas was found to be linearly correlated with the
degree of consciousness, ranging from healthy
volunteers and locked-in syndrome to minimally
conscious, vegetative, and comatose patients.
Furthermore, precuneus connectivity was found to
be significantly stronger in minimally conscious
patients compared to vegetative-state patients.
Locked-in syndrome patients’ default network
connectivity was shown not to be significantly
different from healthy control subjects.

A remaining issue in the study of spontaneous
BOLD signal fluctuations, especially for patients
that show a significantly reduced neuronal activ-
ity, is the possible contamination by noise sources
(Birn et al., 2006; Chuang and Chen, 2001; Cordes
et al., 2000). Different strategies have been
adopted based on two major defining character-
istics of spontaneous brain activity as reported
also by fMRI studies: (i) their tendency to be
correlated across hemispheres (Biswal et al., 1995;
Cordes et al., 2000; Damoiseaux et al., 2006; Fox
and Raichle, 2007; Fox et al., 2005; Golland et al.,
2007; Greicius et al., 2003; Lowe et al., 1998; Nir
et al., 2006; Vincent et al., 2007; Xiong et al., 1999)
and (ii) their neuroanatomical selectivity, that is,
such fluctuations are not global, and distinct
functional systems are often decorrelated (Biswal
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et al., 1995; Cordes et al., 2000; Damoiseaux et al.,
2006; Fox and Raichle, 2007; Fox et al., 2005;
Golland et al., 2007; Greicius et al., 2003; Lowe
et al., 1998; Nir et al., 2006; Vincent et al., 2007;
Xiong et al., 1999). Data-driven approaches like
independent component analysis offer the advan-
tage to better isolate physiological artifacts from
the neuronal components and are now being
commonly adopted in this field (Beall and Lowe,
2007; Birn et al., 2008; Perlbarg et al., 2007).

In conclusion, the integration and cross-refer-
encing from recent advances in studying the
healthy human brain provide new conceptual
frameworks and methodological approaches that
could help better diagnosing and understanding
DOC. We here emphasized two perspectives for
such integration: (i) from a neuroanatomical point
of view (i.e., the subdivision of the human cortex
according to a fundamental extrinsic versus
intrinsic specialization reflected in two global and
complementary cortico-thalamic systems); and
(ii) from a functional point of view (i.e., the
discovery of spontaneous ultra-slow and coherent
activity patterns). Both perspectives are likely to
provide important advances in our attempts to
reach across the abyss and gain further insight in
the neural correlates of human consciousness.
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CHAPTER 19 
Another kind of ‘BOLD Response’: answering 
multiple-choice questions via online decoded 

single-trial brain signals 
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Abstract: The term ‘locked-in’ syndrome (LIS) describes a medical condition in which persons concerned 
are severely paralyzed and at the same time fully conscious and awake. The resulting anarthria makes it 
impossible for these patients to naturally communicate, which results in diagnostic as well as serious 
practical and ethical problems. Therefore, developing alternative, muscle-independent communication 
means is of prime importance. Such communication means can be realized via brain–computer interfaces 
(BCIs) circumventing the muscular system by using brain signals associated with preserved cognitive, 
sensory, and emotional brain functions. Primarily, BCIs based on electrophysiological measures have 
been developed and applied with remarkable success. Recently, also blood flow–based neuroimaging 
methods, such as functional magnetic resonance imaging (fMRI) and functional near-infrared spectro-
scopy (fNIRS), have been explored in this context. 
After reviewing recent literature on the development of especially hemodynamically based BCIs, we

introduce a highly reliable and easy-to-apply communication procedure that enables untrained participants
to motor-independently and relatively effortlessly answer multiple-choice questions based on intentionally
generated single-trial fMRI signals that can be decoded online. Our technique takes advantage of the
participants’ capability to voluntarily influence certain spatio-temporal aspects of the blood oxygenation
level–dependent (BOLD) signal: source location (by using different mental tasks), signal onset and offset.
We show that healthy participants are capable of hemodynamically encoding at least four distinct
information units on a single-trial level without extensive pretraining and with little effort. Moreover, real-
time data analysis based on simple multi-filter correlations allows for automated answer decoding with a
high accuracy (94.9%) demonstrating the robustness of the presented method. Following our ‘proof of
concept’, the next step will involve clinical trials with LIS patients, undertaken in close collaboration with
their relatives and caretakers in order to elaborate individually tailored communication protocols.
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As our procedure can be easily transferred to MRI-equipped clinical sites, it may constitute a simple and
effective possibility for online detection of residual consciousness and for LIS patients to communicate
basic thoughts and needs in case no other alternative communication means are available (yet) — especially
in the acute phase of the LIS. Future research may focus on further increasing the efficiency and accuracy
of fMRI-based BCIs by implementing sophisticated data analysis methods (e.g., multivariate and
independent component analysis) and neurofeedback training techniques. Finally, the presented BCI
approach could be transferred to portable fNIRS systems as only this would enable hemodynamically
based communication in daily life situations.

Keywords: ‘locked-in’ syndrome; motor disability; communication; consciousness; neurorehabilitation; 
clinical neuroscience; brain–computer interface; real-time functional magnetic resonance imaging; online 
data analysis; mental imagery 
Introduction

The ‘locked-in’ syndrome (LIS) constitutes a 
medical condition in which patients suffer from 
an almost complete motor de-efferentiation lead-
ing to quadriparesis or quadriplegia and anarthria 
(Plum and Posner, 1966). However, cognitive, 
sensory, and emotional functions can be widely 
preserved (e.g., Schnakers et al., 2008). Conse-
quently and most characteristically, LIS patients 
are unable to communicate naturally but are fully 
awake and conscious. 

The acute LIS is most commonly caused by 
stroke, more precisely by small circumscribed 
bilateral ventro-pontine lesions in the brainstem. 
Other potential causes are various neurological 
diseases, such as infections (e.g., encephalitis), 
central pontine myelinolysis, or dysequilibrated 
states like hypo- or hyperglycemia (Gosseries 
et al., 2008; Leon-Carrion et al., 2002). A slowly 
developing LIS is found in the context of 
progressive motor neuron diseases, such as 
amyotrophic lateral sclerosis (ALS) (Birbaumer 
et al., 1999; Bruno et al., 2008). 

The prevalence of the LIS is difficult to 
establish considering the probably high number 
of unregistered cases caused by the challenging 
diagnostics. However, the prevalence is estimated 
to lie around 0.7 or 0.8 per 100,000 inhabitants in 
Western countries. In 2008, the French Associa-
tion for the ‘Locked-in’ Syndrome (ALIS) counted 
about 490 LIS patients in France since its 
foundation in 1997 (La lettre d’ALIS, August 
2008). In Western countries, the yearly incidence 
of ALS cases is about two persons out of 100,000 
(Wijesekera and Leigh, 2009). 

Three LIS subtypes have been defined (Bauer 
et al., 1979): (1) the so-called incomplete LIS, in 
which voluntary movements are still possible to a 
small extent, (2) the classical LIS, in which the 
whole body is immobile except for eye blinking 
and small vertical eye movements, and finally, 
(3) the complete (or total) LIS, in which patients 
are completely unable to voluntarily move any 
part of their body. The patient’s inability to 
communicate naturally poses serious problems, 
especially in terms of diagnostics and treatment as 
detailed below. 

Diagnostic of the LIS

Misdiagnosis of the LIS as vegetative state or as 
minimally conscious state occurs frequently, espe-
cially during the first months after brain injury 
onset (Leon-Carrion et al., 2002). Studies report 
percentages of up to 40% of erroneous diagnoses 
(Majerus et al., 2005). Interestingly, in most cases 
(55%) the first signs of consciousness in LIS 
patients are detected by family members and not 
by treating physicians (Leon-Carrion et al., 2002). 
Therefore, it remains a great challenge to reliably 
assess the patient’s residual state of consciousness 
and therewith to diagnose a LIS immediately 
following acute stroke or traumatic brain injury. 
Functional neuroimaging can provide information 
on the presence, degree, and location of residual 
brain function in patients with severe brain 
damage (Laureys et al., 2004) and may thus play 
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a key role in detecting consciousness. Recently, 
Owen and colleagues successfully used functional 
magnetic resonance imaging (fMRI) to assess 
residual brain activation associated with pre-
served cognitive function. Through letting the 
patient — initially diagnosed with vegetative 
state — perform mental imagery tasks (e.g., 
imagining playing tennis), preserved conscious 
awareness could be demonstrated by revealing 
brain activation that unmistakably resulted from 
the patient’s cooperation (Owen et al., 2006). 

Patient care and treatment

In patients with incomplete or classical LIS, 
residual control over small (mostly eye) move-
ments can enable social interactions (Laureys 
et al., 2005). Of course, these remaining capabil-
ities are very limited but at least they allow for 
basic communication. However, the complete LIS 
prevents even this rudimentary form of commu-
nication. A complete inability to communicate can 
result in serious psychological, practical, and 
ethical problems. For example, as communication 
is a basic human need, the unavoidable social 
isolation associated with the complete LIS can 
reduce the quality of life to an unacceptable 
degree and result in depression. Note that for the 
patient’s relatives and caretakers, the situation 
can constitute a tremendous burden as well. The 
inability to express thoughts, feelings, and desires 
also impedes individualized patient care and 
treatment, and can leave ethical issues unresolved. 
The development of alternative muscle-indepen-
dent communication means constitutes a possibi-
lity to cope with these two main problems and is 
thus of great importance. Such devices can be 
realized via brain–computer interfaces (BCIs). 
A BCI is a system that ‘translates’ an individual’s 
thoughts via brain signals into commands to 
control or communicate via computer or electro-
mechanical hardware. It therewith establishes a 
direct connection between thoughts and the 
external world in the absence of motor output 
(Kubler and Neumann, 2005). 

In this article, we first review recent BCI 
research relevant for the development of alter-
native communication devices under particular 
consideration of techniques based on hemody-
namic brain signals. Moreover, we present a novel 
method for answering multiple-choice questions 
that exploits intentionally generated single-trial 
blood oxygenation level–dependent (BOLD) 
responses and real-time fMRI. Finally, we indi-
cate potential clinical applications for the diag-
nosis and treatment of noncommunicative 
patients and promising paths for future research 
in the field of hemodynamically based BCI 
development. 
Brain–computer interfaces for severely
motor-disabled patients

BCI techniques rely on either electrophysiologic 
(neuroelectric) or hemodynamic brain signals. 
Figure 1 provides an overview of currently avail-
able and potential techniques. Effective BCI-based 
communication or device control in severely motor-
disabled patients has been demonstrated using: 

1. electroencephalography (EEG) employing 
slow cortical potentials (Birbaumer et al., 
1999; Karim et al., 2006; Kubler et al., 1999), 
brain oscillations (Pfurtscheller et al., 2000), 
or event-related potentials (Nijboer et al., 
2008), 

2. intracortical recordings (ICoR) using ensem-
ble spiking activity (Hochberg et al., 2006), 
and 

3. magnetoencephalography (MEG) through 
volitional modulation of micro-rhythm 
amplitudes (Buch et al., 2008). 

Other functional brain imaging techniques, 
namely electrocorticography (ECoG) (Felton 
et al., 2007; Leuthardt et al., 2006; Ramsey 
et al., 2006; Scherer et al., 2003) and blood flow-
based methods, such as fMRI (Lee et al., 2009b; 
Weiskopf et al., 2003; Yoo et al., 2004) and func-
tional near-infrared spectroscopy (fNIRS) (Coyle 
et al., 2004; Naito et al., 2007; Sitaram et al., 
2007b), also show potential for communication 
and device control in motor-disabled patients. 

In the following, we will focus our review on 
hemodynamically based BCI research [for elec-
trophysiological BCI techniques see other reviews 



278 

Fig. 1. Classification of current and potential BCI techniques. The figure provides an overview of both already available and 
currently explored BCI techniques classified according to the specific nature of the signal they are based on. Moreover, relevant 
references of pioneering research are quoted. Since EEG-based communication devices have played a prominent role so far, the 
most commonly known speller interfaces and the particular brain measure they rely on are shown at the lowest branch. Remarks: 
References marked with ‘‘�’’ indicate clinical studies in motor-disabled patients. Non-invasive methods are underlined (green in the 
web version) and invasive methods are not underlined (red in the web version). 
(Allison et al., 2007; Birbaumer and Cohen, 2007; 
Birbaumer et al., 2008; Lebedev and Nicolelis, 
2006; Schwartz et al., 2006)]. Hemodynamically 
based brain imaging modalities (fMRI, fNIRS or 
invasive optical imaging) exploit the physiological 
fact that neural activity in a certain brain region 
results in an increased local blood flow and 
metabolic changes (hemodynamics). Therefore, 
these methods provide relatively indirect mea-
sures of brain activation. 

To our knowledge, invasive optical imaging has 
not been explored in the context of BCI research 
yet, but this might be promising given its high 
spatio-temporal resolution in the order of a few 
microns and milliseconds (Vanzetta, 2006). Most 
hemodynamic BCI studies have actually used 
fMRI. This imaging technique has developed at 
a breathtaking pace, especially during the last ten 
years. Recent advances, e.g., in computational 
power, data acquisition and analysis techniques, 
gave rise to a variety of potential real-time 
fMRI applications for research and clinical use 
(Bagarinao et al., 2006). 
fMRI-based BCI research

Besides research that has explicitly dealt with the 
development of fMRI-based BCI techniques for 
communication and control purposes (see below), 
there is another stream of BCI research — 
focusing on neurofeedback training effects and 
exploiting fMRI-based BCI as a tool for neuros-
cientific research and treatment (deCharms, 2007, 
2008; Sitaram et al., 2007a; Weiskopf et al., 2004b, 
2007), e.g., to learn more about and enhance 
cognitive functioning in healthy humans (e.g., 
Rota et al., 2009; Scharnowski et al., 2004). 
Moreover, fMRI-based neurofeedback training 
may help to understand and ultimately treat certain 
pathological conditions as recently shown by 
deCharms et al. (2005): Chronic pain patients were 
trained to control BOLD activation in the rostral 
anterior cingulate cortex — a region putatively 
involved in pain perception and regulation — and 
reported accordant decreases in the ongoing level 
of chronic pain. Further clinical applications are 
conceivable (see e.g., Birbaumer et al., 2006). 
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One major goal in BCI research focusing on the 
development of alternative communication and 
control means is to increase the number of 
different commands that can be generated by the 
BCI user (e.g., a LIS patient), measured by the 
applied brain imaging method, and ‘interpreted’ 
(decoded) by the BCI system as this would 
increase communication efficiency. Since human 
brain functions can be spatially localized and 
fMRI provides relatively high spatial resolution 
(i.e., the source location of the measured signal 
can be determined quite well), this method 
provides a great opportunity to increase the 
degrees of freedom in BCI applications: Separate 
commands can be encoded by employing different 
cognitive brain functions. Since different cognitive 
states evoke spatially different brain activation 
patterns and fMRI techniques can disentangle 
these, the original intention of the encoder can be 
derived. 

This possibility was tested by Yoo et al. (2004) 
in a pioneering study: They asked participants to 
perform four different mental tasks (‘right hand 
motor imagery’, ‘left hand motor imagery’, 
‘mental calculation’, and ‘inner speech’) that 
evoke differential brain activation in four distinct 
brain locations and were interpreted as predeter-
mined BCI commands (‘‘right,’’ ‘‘left,’’ ‘‘up,’’ and 
‘‘down’’). This allowed the participants to navi-
gate through a simple two-dimensional (2D) maze 
by solely using their thoughts. Each movement 
command (e.g., ‘‘up’’) was based on the average 
of three separate (e.g., ‘mental calculation’) trials 
and took 2 min and 15 s. Only recently, this 
research group demonstrated that it is also 
possible to control 2D movements of a robotic 
arm by using the same principles (Lee et al., 
2009b). A similar approach was followed by 
another research group (Monti et al., 2008): 
Participants were asked autobiographical ques-
tions that they answered with ‘‘yes’’ or ‘‘no’’ by 
generating two different mental states (‘motor 
imagery’ and ‘spatial navigation’). Based on 
multiple trials, the experimenters were able to 
infer the answers of 16 participants with 100% 
accuracy by the end of each 5 min-run. 

Our research group has tested another 
approach, namely utilizing the fMRI signal 
amplitude to encode discrete information units. 
By using real-time fMRI-based neurofeedback, 
participants were able to differentially adjust 
regional brain activation to three different target 
levels (‘‘low,’’ ‘‘middle,’’ and ‘‘high’’) within one 
fMRI session (Sorger et al., 2004). In a later study, 
extending the training to four fMRI sessions, a 
differentiation of four levels was possible when 
averaging across all sessions (Dahmen et al., 
2008). Finally, we could show that participants 
can play an analog of the computer game ‘pong’ 
just by using their differentially generated brain 
signal level (Goebel et al., 2004, 2005). Note that 
this approach relied on single-trial responses for 
coding one command which is of course much 
more desirable for BCI applications. During the 
last years, our research group has further focused 
on the possibility to increase the degrees of 
freedom that can be coded by a single cognitive 
event. In a later section, we will propose a new 
fMRI-based BCI communication technique that 
works on the single-trial level. 

fNIRS-based BCI research

fNIRS offers a noninvasive, safe, potentially 
portable, and relatively inexpensive possibility 
to indirectly measure brain activity (Irani et al., 
2007; Villringer and Chance, 1997). Its suitability 
for BCI applications has been demonstrated by 
several studies using multi-channel systems (Luu 
and Chau, 2009; Sitaram et al., 2007b). However, 
the results of the study by Naito et al. (2007) using 
a single-channel fNIRS system are of particular 
importance — showing that for about 40% of 
the 17 tested patients in a complete LIS state, 
voluntary control via performing different mental 
tasks was possible (coding ‘‘yes’’ and ‘‘no’’ 
answers with 80% accuracy). Before that, no 
other kind of BCI had been successfully applied 
to this patient group. 
Answering multiple-choice questions based on
single-trial BOLD responses

Based on previous research reviewed above, we 
have developed a novel information encoding 
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technique that allows to further increase the 
number of distinct information units transmitted. 
Next to the advantageous high spatial resolution of 
fMRI, we exploited the fact that the signal-to-
noise ratio in fMRI time courses is sufficiently high 
to reliably detect BOLD signal onsets and offsets 
on a single-trial level. This led us to the hypothesis 
that a systematic variation of temporal aspects of 
executing a mental task would result in differenti-
able dynamic BOLD activation patterns, which 
might be exploited to encode distinctive BCI 
commands — even using only one mental task. 
To test our hypothesis, we performed a real-time 
Fig. 2. Answer coding scheme. The figure displays the particular pa
answer options (column 1) used by participant 7. Schematic single-tri
shown in order to illustrate their expected temporal differences (cur
web version) in column 4 represent phases in which the participant d
in web version) respectively represent active encoding phases withi
fMRI communication experiment in which parti-
cipants motor-independently answered multiple-
choice questions based on intentionally generated 
single-trial BOLD responses. Figure 2 shows the 
encoding parameters that we used for generating 
differential BOLD responses necessary to answer 
multiple-choice questions with four response 
options in a reasonable timeframe (1 min). The 
parameters were chosen in such a way that each 
of the expected BOLD responses differed with 
respect to at least two of three influenceable 
BOLD signal aspects (source location, onset, 
offset). Furthermore, given the sluggishness and 
rameters (columns 2/3) assigned for coding the four different 
al time courses for coding the four different answer options are 
ves in column 4). Remarks: Gray-shaded areas (red-shaded in 
oes not perform any mental task; brighter areas (green-shaded 
n the general answer encoding period (0–20 s). 
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therewith the temporal limits of the BOLD 
response (Menon and Kim, 1999), we expected 
that varying the temporal encoding parameters in 
steps of 5 s would still result in clearly distinguish-
able fMRI responses (see Fig. 2). 

Materials and methods

General procedure of the study 

At first, a ‘localizer experiment’ was performed in 
order to determine brain regions (regions-of-
interest; ROIs) that were differentially engaged 
in the performance of three mental tasks (‘motor 
imagery’, ‘mental calculation’, and ‘inner speech’) 
and showed clear and consistent task-related 
BOLD signal changes. Later, fMRI activation 
time courses derived from two of these three 
ROIs were used for deciphering the participants’ 
answers (see section Real-time data analysis). 
Table 1. Questions and multiple-choice answers provided to the par

Question A B 

Which color do you like most? Red Bl
Which animal do you like best? Cat D
Which fruit do you like most? Pear A
Do you have children? None A
How did you get to work today? Walk Ca
What music style do you like? Punk Ja
Which TV genre do you prefer? News Sp
What do you prefer to drink? Tea Co

Fig. 3. Multiple-choice question and appropriate answer options. T
participant immediately before scanning to initiate answer encodi
possibilities were visually presented. 
Then, questions (that could be generally answered 
by all participants and of which the answer was 
unknown to the experimenters) and possible 
multiple-choice answers were visually presented 
to the volunteers (see Table 1 and Fig. 3). 

Participants were asked to select a response 
option and encode the corresponding letter (A, B, 
C, or D) by performing a certain mental task in a 
specific time window (see Fig. 2). The encoding 
process was facilitated by a convenient dynamic 
display that fully guided the answer encoding. To 
encode a particular answer option, participants 
only had to visually attend to the corresponding 
letter and perform the designated mental task as 
long as the letter was highlighted in the display 
(see Fig. 4). 

Immediately after answer encoding, an auto-
mated decoding procedure deciphered the answer 
by analyzing the generated single-trial BOLD 
responses online (see below). 
ticipants (selection) 

C D 

ue Green Black 
og Bird Horse 
pple Orange Banana 
 son A daughter More children 
r Public transport (motor-) Bike 

zz Classical music Pop/rock 
ort Movies Documentary 
ffee Milk Soft drink 

his figure demonstrates an example display presented to the 
ng. A multiple-choice question and four appropriate answer 
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Fig. 4. Answer encoding display with time-line. The dynamic display consists of a sequence of monochrome images. Participants are 
asked to attend to the letter corresponding with their selected answer and to perform the particular mental task assigned to the 
respective row (indicated in the first column of each window) as long as the accordant letter cell is highlighted by the moving light 
gray bar. In order to encode, e.g., answer ‘‘A’’, the participant focuses on letter ‘‘A’’. During the initial resting period (25 s), no 
mental task has to be performed. When the ‘‘A’’ cell gets highlighted, the participant immediately starts performing ‘motor imagery’ 
and stops as soon as the letter cell is no longer highlighted (after 10 s in this example). Finally, the participant keeps focusing on letter 
‘‘A’’ for 25 s until the whole functional mini-run has ended. Remark: Circles were not visible for participants; they are additionally 
inserted in order to emphasize active (white; green in web version) and passive (gray; red in web version) answer encoding phases 
within the general answer encoding period when encoding answer ‘‘A’’. 
Participants 

Eight healthy volunteers (age: 28.477.2 years 
[mean71 s.d.]; two males) with normal or 
corrected-to-normal vision participated in the 
fMRI study. Table 2 documents relevant partici-
pants’ characteristics. All participants were right-
handed as evaluated by the Edinburgh Handed-
ness Inventory (Oldfield, 1971). Note that five 
volunteers had no or very little fMRI experience. 
The participants gave their written informed 
consent prior to the fMRI experiment that was 
conducted in conformity to the Declaration of 
Helsinki and approved by the local Ethics 
Committee of the Faculty of Psychology and 
Neuroscience at Maastricht University. 
Preparation 

Before starting the fMRI experiment, the partici-
pants were introduced to the general proce-
dure and logic of the study. Moreover, the 
experimenters shortly explained how to perform 
the different mental tasks and the use of the 
answer encoding display. The participants prac-
ticed the mental tasks performance and answer 
encoding for about 10 min. Participants were 
instructed to suppress any movements (including 
lip and tongue movements) while being scanned. 
fMRI experiments 

‘Localizer experiment’. The ‘localizer experi-
ment’ consisted of one functional run. Participants 
were instructed to perform the three mental tasks 
via visually presented gray letter strings on black 
background (e.g., ‘‘motor imagery’’). Each mental 
task had to be performed nine times (three times 
for 5, 10, and 15 s). The experimental blocks 
appeared in pseudorandom order separated by 
baseline periods of 20 s (indicated by ‘‘resting’’). 
Participants were asked to pay attention to the 
instructions and to perform the respective mental 
task as long as it was indicated. 
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Table 2. Participants’ characteristics and ROI specifications 

Participant Age (years) Previous fMRI 
sessions 

Mental task selected Regions selected Talairach coordinates 

x y z 

1 31 0 Motor imagery 
Inner speech 

IPS 
PreCG/preCS (ventrPM) 

�37 
�52 

�39 
�7 

32 
41  

2 22 1 Motor imagery 
Inner speech 

PreCG/preCS (dorsPM) 
STS 

�20 
�58 

�9 
�29 

65  
1 

3 24 0 Motor imagery 
Inner speech 

PreCG/preCS (dorsPM) 
STS 

�28 
�56 

�7 
�24 

50  
5 

4 21 1 Motor imagery 
Inner speech 

SPL 
PreCG/preCS (ventrPM) 

�34 
�50 

�55 
�8 

57 
42  

5 39 0 Motor imagery 
Inner speech 

IPS 
PostSTG/SMG 

�27 
�53 

�56 
�27 

50 
12 

6 25 5 Motor imagery 
Inner speech 

SPL 
STS/STG 

�37 
�55 

�47 
�33 

54 
7 

7 26 5 Motor imagery 
Mental calculation 

PreCG/preCS 
MFG/IFS 

�26 
�45 

�18 
19 

45 
26 

8 39 10 Motor imagery 
Inner speech 

PreCG/preCS (dorsPM) 
Med-post SFG (SMA) 

�31 
�1 

�11 
�7 

51 
62  

Remarks/abbreviations: participants 5 and 8, males; CG, central gyrus; CS, central sulcus; dors, dorsal; IFS, inferior frontal sulcus; inf, inferior; IPS, 
intraparietal sulcus; med-post, medio-posterior; MFG, middle frontal gyrus; post, posterior; PM, premotor area; SFG, superior frontal gyrus; SMA, 
supplementary motor area; SMG, supramarginal gyrus; SPL, superior parietal lobule; STG, superior temporal gyrus; STS, superior temporal sulcus; 
ventr, ventral. 
Pretraining during the acquisition of the anatomical 
data set. During acquisition of the three-
dimensional (3D) anatomical data set, partici-
pants were provided with the answer encoding 
display and asked to further practice answer 
encoding. In the meantime, experimenters ana-
lyzed the data of the ‘localizer experiment’ using 
Turbo-BrainVoyager (Version 2.6; Brain Innova-
tion, Maastricht, The Netherlands) that was 
employed for online data analysis throughout the 
whole fMRI session. 
‘Communication experiment’. After the anato-
mical scan had been obtained, a question and four 
appropriate answer possibilities (A–D) were 
visually presented to the participant (see Fig. 3 
for an example trial). Participants were asked to 
encode their answers using the encoding display 
while functional images were collected. Each 
communication trial took 60 s. During answer 
encoding, the functional data were analyzed in 
real time (see below). Following automated 
answer decoding, an experimenter auditorily 
informed the participant via the intercom system 
about the decoding result (supposed answer). 
Participants performed at least four different 
answer encoding trials. Some participants volun-
teered to run more (up to seven) cycles. Each 
MRI session lasted approximately 45 min. Follow-
ing scanning, the participants filled in a ques-
tionnaire to verify the encoded answers. 
Stimulus presentation in the scanner 

Visual stimuli were generated by a personal 
computer and were projected onto a frosted 
screen located at the end of the scanner bore 
(at the side of the participant’s head) with a liquid 
crystal display projector (PLC-XT11, Sanyo North 
America Corporation, San Diego, USA) and 
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presented in the center of the visual field. 
Participants viewed the screen via a mirror 
mounted onto the head coil at an angle of B451. 
MRI data acquisition 

Images were acquired using a commercial head 
scanner with a magnetic field strength of 3 T 
(Siemens Allegra, Siemens AG, Erlangen, 
Germany) and equipped with a standard quad-
rature birdcage head coil. The participants were 
placed comfortably in the scanner and their head 
was fixated with foam padding to minimize 
spontaneous or task-related motion. 
Functional measurements. Repeated single-shot 
echo-planar imaging (EPI) was performed using 
the BOLD effect as an indirect marker of local 
neuronal activity (Ogawa et al., 1990). Except for 
the number of acquisitions (‘localizer experiment’: 
835 volumes; ‘communication experiment’: 60 vol-
umes) identical scanning parameters were used 
during both experimental steps resulting in 
almost whole brain coverage (repetition time 
[TR] ¼ 1000 ms, echo time [TE] ¼ 30 ms, flip angle 
[FA] ¼ 901, field of view [FOV]  ¼ 224 � 224 mm2, 
matrix size ¼ 64 � 64, number of slices ¼ 34, slice 
thickness ¼ 3.5 mm, no gap, slice order ¼ ascend-
ing/interleaved). Functional images were recon-
structed and written to the scanner console’s hard 
disk in real time using a custom-made image export 
running on the image reconstruction computer 
(Weiskopf et al., 2004a, 2005) (implemented in 
Siemens ICE VA30). The real-time data analysis 
software (see below) running on a separate PC 
retrieved the image files via a local area network 
and a Windows drive map as soon as they were 
created by the image reconstruction system. 
1Usage of the expression mental task-‘preference’ instead of 
mental task-‘specificity’ was intended to indicate that in most 
cases the selected ROIs also showed a clear BOLD response 
during the performance of the other two mental tasks. 
Therefore, the ROIs did not exclusively respond to any of the 
mental tasks. Moreover, the expression mental task-‘sensitiv-
ity’ seems to be inappropriate also as this would not stress that 
ROI selection was focused on regions ideally demonstrating a 
stronger response for the particular mental task compared to 
the other two mental tasks. 
Anatomical measurements. For each participant, 
a 3D T1-weighted data set encompassing the 
whole brain was acquired following the ‘localizer 
experiment’ (scan parameters: TR ¼ 2250 ms, 
TE ¼ 2.6 ms, FA ¼ 91, FOV ¼ 256 � 256 mm2, 
matrix size ¼ 256 � 256, number of slices ¼ 192, 
slice thickness ¼ 1 mm, no gap, total scan time ¼ 
8 min and 26 s). Parameters of this anatomical 
MRI sequence were based on the Alzheimer’s 
Disease Neuroimaging Initiative (ADNI). 
Real-time data analysis 

Online analysis of the ‘localizer experiment’. The 
first five volumes of each functional run were 
skipped to account for their stronger T1 satura-
tion. Then, the functional time series were 
preprocessed (online intra-session motion correc-
tion, linear trend removal, temporal high-pass 
filtering [cut-off: seven cycles/time course]). 

Three ROIs (one for each mental task) were 
functionally determined (see Table 2) for each 
participant by performing regression analysis 
based on a general linear model and using 
predictors corresponding to the particular mental 
task conditions. More precisely, potential regions 
were initially identified by comparing the hemo-
dynamic responses during the different mental 
task conditions (separately) to the activation in 
the resting condition (e.g., ‘motor imagery’ vs. 
‘resting’). Although not mandatory in the current 
context, all applied contrasts were significant at 
po0.05 (one-tailed, Bonferroni-corrected). 

During ROI selection, the following ROI 
definition criteria were applied: 

1. The ROI should show a clear mental task 
‘preference’1 for the particular task it is 
selected for (i.e., pronounced BOLD signal 
level differences between the three mental 
task conditions). 

2. The ROI time courses should demonstrate a 
reliable, robust, and typical hemodynamic 
response shape (low noise level, high signal-
to-noise ratio, high onset and offset 
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sensitivity) and a high % BOLD signal 
amplitude relative to baseline. 

3. The ROI should comprise four contiguous 
voxels within a single fMRI slice. 

The two ROIs that fulfilled these criteria the 
most were chosen as regions for feeding the 
automated answer decoder (see below). 
Online analysis of the ‘communication experiment’ 
data. The answer coding procedure was based 
on the combination of two mental tasks and 
certain temporal aspects of their execution. In 
order to describe the temporal parameters of the 
different BOLD response shapes expected, four 
(two for each ROI) standard reference time 
courses (RTCs) derived from the two gamma 
response function (Friston et al., 1998) were 
generated (see Fig. 2). Each of the four RTCs 
consisted of 40 time points encompassing five data 
points before the general encoding onset, the 20 
data points of the whole answer encoding period, 
and 15 data points following the general encoding 
offset (see Figs. 2 and 5). 

The automated answer decoding procedure was 
applied to online motion-corrected time series. As 
soon as the sequential measurements were avail-
able, the respective time courses of the two 
selected ROIs were extracted and normalized to 
% BOLD signal change values using as baseline 
the mean of the five last data point values of the 
preceding resting period. In order to decode 
the participants’ answers, the two extracted ROI 
time courses were separately correlated with the 
four modeled RTCs that were relevant for the 
particular ROI (see above) resulting in four 
correlation values representing the goodness of 
fit between the empirical data and the used model 
responses. These and the corresponding answer 
choices were displayed to the experimenters in 
ranked order. 
Offline data analysis 

Post hoc analysis of the individual anatomical and 
functional data sets was performed using Brain-
Voyager QX (Version 1.10; Brain Innovation, 
Maastricht, The Netherlands). This additional 
analysis primarily served for determining the 
Talairach coordinates of the selected ROIs, thus 
enabling the comparison between participants 
and to previous fMRI studies. All anatomical and 
functional volumes as well as the ROIs were 
spatially transferred to Talairach space (Talairach 
and Tournoux, 1988). 

Results

‘Localizer experiment’ (ROI selection) 

The individually selected ROIs considerably 
differed across participants in terms of location 
(see Table 2). Except for participant 7, ‘motor 
imagery’ and ‘inner speech’ were chosen as 
mental tasks to be used in the ‘communication 
experiment’ as the corresponding ROIs had 
proven to be most promising with respect to the 
above-mentioned ROI definition criteria. The 
anatomical descriptions of the selected regions 
and their Talairach coordinates are provided in 
Table 2. 
‘Communication experiment’ (online answer 
decoding accuracy) 

Participants’ answers were correctly decoded in 37 
out of 39 answer encoding trials resulting in a 
mean accuracy of 94.9% (see Table 3). Thus, for 
six participants (75%) the decoding accuracy was 
100% and also for the two remaining participants, 
the decoding accuracy was clearly above chance 
level (85.7 and 75%; chance level: 25%). Figure 5 
shows answer encoding data for a representative 
trial demonstrating the robustness of the 
extracted single-trial fMRI time courses. 
Results of the post hoc analysis 

In order to disclose potential reasons for the two 
decoding errors that occurred, we explored all 
obtained data related to these two trials (online 
motion correction parameters, ROI time courses, 
and answer decoding values). The decoding error 
of participant 6 was very likely caused by severe 
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Table 3. Online answer decoding results 

Participant Trial Encoded Answer decoding choices (correlation coefficients in brackets) Accuracy (%) 
answer 

1st 2nd 3rd 4th 1st–2nd 

1 1 A A (0.84) C (0.30) B (�0.09) D (�0.52) 0.54 100 
2 D D (0.70) C (0.22) A (0.15) B (�0.03) 0.48 
3 C C (0.72) A (0.63) D (0.50) B (0.41) 0.11 
4 A A (0.69) B (0.25) C (0.03) D (�0.56) 0.44 

2 1 C C (0.68) A (0.37) D (0.01) B (�0.17) 0.31 100 
2 B B (0.45) D (0.24) A (0.17) C (�0.10) 0.21 
3 A A (0.81) C (0.20) D (�0.05) B (�0.17) 0.61 
4 D D (0.62) B (�0.02) C (�0.15) A (�0.32) 0.64 

3 1 C C (0.83) A (0.30) D (0.18) B (0.11) 0.53 100 
2 D D (0.63) B (0.25) C (0.18) A (0.17) 0.38 
3 A A (0.46) C (0.11) D (0.00) B (�0.02) 0.35 
4 C C (0.67) D (0.52) B (0.05) A (0.23) 0.15 
5 D D (0.60) B (0.50) C (0.35) A (0.26) 0.10 

4 1 C C (0.71) A (0.38) D (0.36) B (�0.06) 0.33 100 
2 D D (0.82) C (0.37) B (0.22) A (0.18) 0.45 
3 C C (0.72) D (0.49) A (0.43) B (�0.32) 0.23 
4 D D (0.81) C (0.31) A (0.14) B (0.10) 0.50 
5 B B (0.71) C (0.36) A (�0.03) D (�0.08) 0.35 

5 1 D D (0.78) C (0.51) A (0.19) B (0.06) 0.27 85.7 
2 D D (0.76) A (0.74) C (0.49) B (0.21) 0.02 
3 Aa D (0.06) B (�0.04) A (�0.06) C (�0.15) 0.10 
4 C C (0.59) D (0.38) A (0.28) B (0.19) 0.21 
5 B B (0.82) A (0.81) C (0.39) D (�0.13) 0.01 
6 D D (0.83) A (0.72) C (0.37) B (0.24) 0.11 
7 B B (0.79) A (0.72) C (0.17) D (�0.09) 0.07 

6 1 C C (0.81) B (0.24) A (0.23) D (0.11) 0.57 75 
2 B B (0.20) D (�0.15) A (�0.31) C (�0.44) 0.35 
3 D D (0.56) A (0.21) B (0.14) C (0.06) 0.35 
4 Aa C (0.18) B (0.11) D (0.00) A (�0.15) 0.07 

7 1 A A (0.89) B (0.52) C (0.06) D (�0.20) 0.37 100 
2 A A (0.81) C (0.05) D (�0.02) B (�0.08) 0.76 
3 B B (0.59) A (0.20) D (�0.17) C (�0.24) 0.39 
4 C C (0.82) A (0.43) D (0.41) B (0.15) 0.39 
5 B B (0.58) A (0.40) C (0.09) D (0.48) 0.18 

8 1 B B (0.66) A (0.60) C (�0.07) D (�0.21) 0.06 100 
2 C C (0.89) D (0.82) B (0.37) A (0.26) 0.07 
3 D D (0.74) A (0.45) B (0.23) C (�0.13) 0.29 
4 A A (0.69) B (0.63) C (0.18) D (0.11) 0.06 
5 D D (0.81) A (0.62) B (0.13) C (0.12) 0.19 

Group 94.9 

aMisclassified answer trials. 
head motion that could not be corrected success-
fully by the online motion correction procedure. 
Using BrainVoyager QX post hoc, a more 
advanced motion correction procedure successfully 
coped with the head motion, in the end leading to 
the correct decoding of the given answer. When 
looking at the answer decoding value of the third 
trial of participant 5 (r ¼ 0.06), it becomes clear 
that this value is extremely small (especially 
compared to the corresponding values of all other 
trials of this participant; r ¼ 0.7670.09 [mean71 
s.d.]) — and in this sense constitutes an outlier that 
led to a misclassification. Thus, we assume that in 
this case the participant made an encoding error. 
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Fig. 5. Single-trial ROI time courses and corresponding RTCs. The figure provides the particular parameters used for coding the 
four different answer options. Moreover, single-trial time courses (black curves; red and blue curves in web version) generated by 
participant 7 during encoding of the answer option ‘‘A’’ are shown separately for the ‘motor imagery’ (rows 1 and 3) and the ‘mental 
calculation’ ROI (rows 2 and 4). Additionally, the RTCs corresponding to each answer option are displayed within the time course 
plots (gray curves) to demonstrate the close match of the data encoding the answer ‘‘A’’ with the particular RTC. The final column 
indicates the resulting correlation values and the automated ranking of the answer options according to their probability. Remarks: 
dashed vertical lines signify onsets and offsets of the general encoding periods; only time course segments relevant for decoding are 
shown (first 20 volumes skipped). 
Discussion

The present research shows that by using appro-
priate experimental designs, participants are able 
to reliably generate differentiable fMRI brain 
signals that can be used to encode at least four 
distinct information units on a single-trial basis 
and in a reasonable amount of time, e.g., in order 
to motor-independently answer multiple-choice 
questions. The participants’ answers were success-
fully extracted in 94.9% of the cases (chance level: 
25%). Note that this high decoding accuracy was 
achieved in untrained volunteers of whom three 
had not participated in any fMRI study before-
hand, i.e., prior fMRI experience was not 
mandatory for successful participation. All these 
facts argue for the robustness of the suggested 
procedure. 

In our study, real-time fMRI data analysis 
allowed for online decoding of a chosen answer, 
opening the possibility for back-and-forth com-
munication within a single fMRI session. Note, 
however, that our encoding technique can be 
beneficial even when real-time facilities (in terms 
of data throughput and analysis) are not (yet) 
available. Offline decoded answers might still be 
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of great importance. Moreover, a post hoc data 
analysis could result in additional gains in 
accuracy and might be advisable anyway, espe-
cially when the patient’s answers would have a 
substantial impact on decisions, e.g., with respect 
to patient care. Another advantage of our method 
is that it requires very little effort and preparation 
time. Note also that the ‘localizer experiment’ 
needs to be conducted only once: The ROIs of 
the first fMRI session can be simply imported 
and used for communication experiments in later 
sessions. 

Our study constitutes a ‘proof of concept’ 
working with nonclinical participants who 
mimicked the LIS patients’ limited behavioral 
capabilities by exclusively using thought processes 
for communication. Next, clinical trials in LIS 
patients are needed. 
Potential clinical applications for patients with
severe motor disabilities

By reviewing the relevant literature and present-
ing a novel effective encoding technique we could 
show that using fMRI-based BCIs constitutes 
a promising approach for the development of 
alternative communication and control tools for 
motor-disabled patients. Therewith, this direction 
considerably enriches the spectrum of already 
available non-fMRI-based BCI techniques 
(Birbaumer et al., 2008). Since each brain imaging 
method has its strengths and weaknesses, patients 
may differently benefit from one or the other 
technique. Thus, providing a method exploiting a 
complementary, namely hemodynamic (vs. elec-
trophysiological) brain signal can have consider-
able merits. In the following, we will shortly 
discuss potential clinical applications. 

Online detection of consciousness

It is conceivable that the available real-time fMRI 
methods are also suited for online detection of 
consciousness in nonresponsive patients following 
acute brain damage. This would further extend 
the approach developed by Owen et al. (2006) 
that relied on offline analyses. A short real-time 
fMRI experiment to assess consciousness might be 
performed in the context of standard (anatomical) 
MRI diagnostics and — if successful — could be 
followed by a back-and-forth communication 
procedure. Additionally, the proposed procedures 
could be exploited for a further refinement of the 
diagnostics, e.g., by adaptive testing of cognitive 
functions (Iversen et al., 2008). 
Communication and control

The suggested method for answering multiple-
choice questions based on fMRI signals might 
offer a simple and effective possibility for LIS 
patients to communicate basic thoughts and needs 
in case no other alternative communication means 
are available (yet). Thus, especially patients in the 
acute phase of the LIS may benefit: Since the 
introduced method is grounded on relatively basic 
experimental and statistical principles and MRI 
scanners constitute standard clinical equipment, 
the techniques are easy to apply and can be 
readily transferred to clinical sites. Basic commu-
nication in an early stage of the LIS could give 
patients confidence and may therefore prevent the 
development of depression and loss of general 
communication or cognitive abilities. In this 
context, an immediately usable communication 
approach as shown here to be feasible with real-
time fMRI could serve as ‘first-aid’ intervention. 
Promising paths for future hemodynamically
based BCI developments

One principle goal in BCI research is to increase 
the number of correctly decoded information 
units within a certain time interval, thus improving 
the efficiency and accuracy of the BCI method. 
Moreover, a BCI system should be patient-
friendly, easy-to-handle, and flexible. The current 
developmental state of BCIs exploiting hemody-
namic brain signals leaves room for improvements 
in any of these respects. Therefore, we will, in the 
following sections, propose possible promising 
paths for future research in this field. 
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Increasing efficiency

Although gains in the efficiency and the accuracy 
of information transfer are more closely linked to, 
respectively, the encoding and decoding aspect of 
the discussed techniques, multiple interdependen-
cies exist as, e.g., more sophisticated decoding 
methods can open up advanced possibilities for 
more efficient information encoding. 

We think that the currently achieved degree of 
freedom in generating differential single-trial 
brain signals — that can be decoded online — 
can be significantly increased. For instance, more 
mental tasks and temporal variations of their 
execution can be included in the design, e.g., in 
order to encode single letters (Sorger et al., 2007). 
However, more sensitive decoding procedures 
have to be developed or implemented (see below) 
to reliably disentangle very similar but still 
distinctive brain activation patterns online. These 
more sophisticated methods in turn may contri-
bute to the decrease of necessary encoding time. 
Another possibility to increase the communica-
tion efficacy is the implementation of adaptive 
procedures, like automatic word completion or 
the use of ‘communication trees’. 
Increasing accuracy

In order to improve decoding accuracy, it might 
be beneficial to follow a (coarse) multivariate 
approach by, e.g., selecting more than one region 
per mental task as this would most probably 
increase the robustness of the classification. How-
ever, this could result in a time-consuming ROI 
selection process that would need to be overcome 
by implementing automated ROI selection proce-
dures. Additionally, it might be advantageous to use 
individually determined (vs. standard) reference 
time courses (Handwerker et al., 2004), especially in 
brain-damaged patients for whom the BOLD signal 
might differ from that of healthy humans. More-
over, the following more sophisticated data analysis 
techniques might be implemented: 

1. real-time independent component analysis 
(Esposito et al., 2003), e.g., to automatically 
detect artifacts (caused by motion or unde-
sired thought processes during encoding) and 

2. real-time multivariate analysis techniques, 
such as real-time multi-voxel pattern analysis 
(LaConte et al., 2007), e.g., support vector 
machines (Lee et al., 2009a), that might help 
to increase the sensitivity to detect more subtle 
spatial differences of brain activation patterns. 

Customizing

One important aspect in further developing 
fMRI-based BCI methods for communication and 
control would be the design of more patient-
friendly procedures. This implicates that the 
particular communication procedures should be 
individually tailored for each participant and 
might involve the following aspects: 

1. elaborating the individual degrees of free-
dom in generating differentiable brain signals 
for each participant resulting in patient-
tailored communication protocols (ranging 
from two-class BCI based on multiple trials 
up to multi-class BCI based on a single-trial 
level), 

2. improving BOLD signal quality, e.g., 
through training of general mental imagery 
abilities, meditation (Eskandari and Erfa-
nian, 2008) or neurofeedback training 
(Hwang et al., 2009), 

3. developing encoding aids based on nonvi-
sual, e.g., auditory (Kubler et al., 2009; 
Nijboer et al., 2008) or tactile sensory 
modalities to allow for communication in 
case of impaired vision, 

4. considering individual preferences and parti-
cular abilities of the patient (e.g., when 
choosing the mental tasks). 

Mobility

Finally and maybe most importantly, the devel-
oped real-time fMRI-based methods should be 
transferred to portable high-density fNIRS sys-
tems allowing extending the use of hemodynamic 
brain signals for communication and control 
beyond clinical settings. 
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After overcoming the current challenges, hemo-
dynamic BCI techniques might become beneficial 
even for patients in the incomplete and classical 
LIS state. Although these patient groups still 
do have some form of residual muscle control, 
BCIs based on the hemodynamic response (or any 
other BCI type) could constitute an alternative 
means of interaction, e.g., in situations of mus-
cular fatigue. Moreover, it is conceivable that the 
suggested techniques may provide considerably 
more degrees of freedom and would therewith 
allow for more effective communication com-
pared to other non-BCI-based solutions. 
Abbreviations

BCI(s) brain–computer interface(s) 
BOLD blood oxygenation level–dependent 
ECoG electrocorticography 
EEG electroencephalography 
(f)MRI (functional) magnetic resonance 

imaging 
(f)NIRS (functional) near-infrared spectro-

scopy 
ICoR intracortical recordings 
LIS ‘locked-in’ syndrome 
MEG magnetoencephalography 
ROI(s) region(s)-of-interest 
RTC(s) reference time course(s) 
2D two-dimensional 
3D three-dimensional 
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CHAPTER 20

Pharmacotherapy to enhance arousal: what is
known and what is not

Ross Zafonte1,�, Flora Hammond2, Andrew Dennison2 and Effie Chew1

1Department of Physical Medicine and Rehabilitation, Harvard Medical School,
Spaulding Rehabilitation Network, Boston, MA
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Abstract: Severe brain injury results in a disturbance among a wide range of critical neurotransmitter
systems. Each neurotransmitter system places its own functional role while being interconnected to a
multitude of other systems and functions. This chapter seeks to review the major neurotransmitter
systems involved after severe acquired brain injury. While limited in their construct, animal models of
brain injury have demonstrated agents that may assist in the recovery process and those that may further
slow recovery. We review further the issue of laboratory evidence and what is transferable to the clinic.
Lastly, this chapter reviews published clinical pharmacotherapy studies or trials in the arena of arousal for
those with clinical severe brain injury. We discuss limitations as well as findings and present the available
evidence in a table-based format. While no clear evidence exists to suggest a defined and rigid
pharmacotherapeutic approach, interesting data does suggest that several medications have been
associated with enhanced arousal. Several studies are underway or about to begin that will shed more light
on the utility of such agents in improving function after severe brain injury. For now, clinicians must
employ their own judgment and what has been learned from the limited literature to the care of a
challenging group of persons.

Keywords: brain injury; arousal; pharmacotherapy; neurotransmitter; clinical trial

Introduction Arousal may be seen as a starting point for
consciousness. It is the general activation of the

This chapter will seek to describe the neurotrans- mind upon which more directed aspects of
mitters and systems involved in arousal and consciousness including awareness and attention
subsequently review the clinical studies that have may be superimposed (Pop-Jordanov and Pop-
been employed so far to enhance arousal after Jordanova, 2009). Some definitions have linked
brain injury. arousal and consciousness, including ‘‘the general

operation of consciousness’’ (Thacher and John,
1977) and the ‘‘background state of conscious-
ness’’ (Chalmers, 2000). Arousal is distinguished
from both the content of consciousness (‘‘the�Corresponding author:

Tel.: +617 573 2754; Fax: 617 573 2759; present moment’’) and the focused operation
E-mail: rzafonte@partners.org of consciousness (attention). A foundation of
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arousal is necessary for the emergence of these
higher level functions. From the neurophysical
perspective, continued progress is being made in
developing an explanation of the substrates of
consciousness through the use of quantum
mechanics (Pop-Jordanov and Pop-Jordanova,
2009). Much has been learned about the neuroa-
natomical structures important for arousal and the
redundant widely-projecting neurotransmitter sys-
tems important for arousal. The influence of the
widespread neurotransmitter systems on arousal
provides the clinician with the opportunity to
influence arousal through the use of pharmacolo-
gical treatments. An understanding of these
processes is important to learning how to best
apply this information clinically while weighing the
considerations of benefit versus potential harm.

In the first section, we outline important
anatomical structures involved in arousal and look
at how several different neurotransmitter systems
may influence arousal. Second, we summarize
what has been learned about brain injury and
these neuroanatomic functions. Lastly, the authors
seek to review prior clinical studies, discuss limita-
tions, and briefly touch on trials that are underway.

Neuroanatomy of arousal

Reticular formation

The reticular formation (RF) stretches from the
pons to the midbrain and is in the position to
incorporate multiple modalities of bottom-up
afferent and top-down inputs and cause an appro-
priate arousing response. The RF was identified by
Moruzzi and Magoun in 1949 when stimulation of
the region in a cat model resulted in the replace-
ment of slow, high-voltage, synchronized EEG
activity with low-voltage, fast desynchronized EEG
activity consistent with waking (Moruzzi et al.,
1995). Ascending projections predominately from
the mesencephalic and oral pontine RF connect
the RF with the forebrain via two pathways: a
dorsal pathway connecting to the thalamus and a
ventral pathway connecting to the hypothalamus
and basal forebrain (Jones and Jones, 2003).
Descending projections arising predominately from

the caudal pontine and medullary RF project to
both the dorsal and ventral horns and the
intermediate zone of the spinal cord. It has been
postulated that glutamate is the primary neuro-
transmitter in the RF (Jones, 1995). In one study
using in situ hybridization, the murine vesicular
glutamate transporter DNPI/VGLUT2 has been
detected to be present in analogous regions to the
RF (Stornetta et al., 2002). In a study using a
labeled antibody, regions of the RF were presumed
to have the ability to produce glutamate due to the
presence of glutaminase, a major synthetic enzyme
for the production of glutamate (Kaneko et al.,
1989). However, in both of these examples, these
markers were also found in nearby regions of the
brainstem outside the RF proper.

GABAergic neurons are also present both
within the RF as well as in nearby diffusely
projecting nuclei including the dopaminergic ven-
tral tegmental area (VTA) and substantia nigra
pars compacta (SNc), the serotonergic dorsal
raphe, and the cholinergic laterodorsal and ped-
unculopontine tegmental nuclei (LDT and PPT)
(Ford et al., 1995). While many of these GABAer-
gic neurons project within the reticular core where
they exert local inhibition on output from the
diffusely projecting systems, a subset of GABAer-
gic neurons projects more diffusely alongside
presumed glutaminergic, monoaminergic, and cho-
linergic neurons to exert a more direct influence on
distant regions (Jones and Jones, 2003).

Cholinergic pontine tegmentum

The cholinergic LDT and PPT are located
adjacent to the rostral aspect of the RF at the
junction of oral pons and caudal mesencephalon.
These nuclei appear to communicate with the RF
and send projections along a parallel path to the
thalamus, though they also project to the lateral
hypothalamus and basal forebrain through the
ventral pathway (Jones and Jones, 2008). Stimula-
tion of the PPT nuclei in a cat model resulted in
increased 20–40 Hz EEG activity consistent with a
waking state. This was independent of cholinergic
inputs from the basal forebrain and disrupted
by administration of scopolamine, a muscarinic
antagonist (Steriade et al., 1991). These nuclei
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appear to be important not only for generation of
a waking state, but also for rapid eye movement
(REM) sleep, causing increased cortical activation
and eliciting a descending atonia through spinal
projections at the onset of REM sleep. Increased
activity of the PPT and LDT nuclei during waking
and REM sleep likely exerts an inhibitory
influence on the thalamic system that generates
synchronized spindle oscillations seen in non-
REM sleep (Steriade et al., 1990).

Noradrenergic locus ceruleus

The noradrenergic locus ceruleus is located close
to the LDT and PPT nuclei in the periventricular
gray at the midpons. Projections may be excitatory
or inhibitory depending on the receptor type, with
alpha-1 and beta receptors generally being excita-
tory and alpha-2 receptors generally being inhibi-
tory. Excitatory projections may increase arousal
through connections to the dorsal thalamo-cortical
system (McCormick and McCormick, 1992) or
through the ventral cholinergic basalo-cortical
network (Fort et al., 1995). The medial preoptic
area and the median septal areas in the basal
forebrain have been particularly recognized as
being wake-promoting (Berridge, 2008). Projec-
tions from noradrenergic nuclei may also directly
excite the cortex and inhibit sleep-promoting
regions. The prefornical region of the lateral
hypothalamus has been shown to have noradre-
nergic afferent input in a rat model (Baldo et al.,
2003), suggesting a vital role for norepinephrine in
the release of orexin. This suggests a further
mechanism for norepinephrine to influence arou-
sal and wakefulness. There is evidence that REM
sleep is inhibited by the presence of adrenergic
activity (Hobson et al., 1975). This system is
particularly active in facilitating cortical activation
during times of stress and is dependent on local
release of corticotrophin releasing factor in a
mouse model (Valentino et al., 1991). Norepi-
nephrine also appears to be important for the
arousal effect of amphetamine medications, with
one experiment showing that halothane anesthe-
tized rates show no EEG evidence of arousal with
the administration of amphetamine if pretreated
with a beta antagonist (Lin et al., 1992).

Dopaminergic ventral mesencephalon

Dopaminergic neurons can be found in both the
substantia nigra (SN) and the VTA within the
ventral mesencephalon. The nigrostriatal pathway
projects from the SN through the median fore-
brain bundle to the dorsal striatum. The meso-
limbo-cortical pathways project primarily from
the VTA diffusely to the basal forebrain, ventral
striatum (including the nucleus accumbens), and
the cortex. Though no changes in dopamine have
been found related to sleep patterns (Miller et al.,
1983), dopamine can have an effect in the
promotion of arousal in tasks involving reward
and positive stimulation through the nucleus
accumbens. Resulting deficits in dopamine there-
fore can cause profound behavioral deficits such
as anhedonia superimposed on an intact basal
substrate of arousal (Wise et al., 1978).

Serotonergic raphe nuclei

Several raphe nuclei can be found throughout the
brainstem, with the midbrain dorsal raphe nucleus
being notable for ascending projections to the
forebrain and cortex. Generally, the release of
serotonin has been thought to be associated with
satiety, with lesions to serotonergic regions caus-
ing increased eating and sexual activity (Dement
and Henriksen, 1973). Stimulation of the dorsal
raphe nucleus in cats resulted in mild increase of
arousal along with suppression of feeding in an
animal deprived of food for three days (Jacogs
et al., 1973). Lesions to the central superior raphe
nucleus in cats have been shown to cause a
disinhibition of wakefulness that secondarily may
cause a decrease in sleep (Arpa and De Andres,
1993). Another study monitoring raphe activity on
freely moving cats showed a relationship between
levels of arousal and activity in the raphe nuclei.
In comparison to waking levels, extracellular
serotonin levels are decreased in non-REMs and
yet lower, but still present in REMs (Portas et al.,
1998). On the contrary, however, a depletion of
serotonin may lead to insomnia and increased
arousal due to increased sexual and eating
behaviors (Jones and Jones, 2003).
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Dorsal pathway: thalamo-cortical activating
system

Projections from the RF, LDT, PPT, locus
ceruleus, and raphe nuclei project through a
dorsal pathway to the midline and intralaminar
thalamic nuclei. These ‘‘nonspecific’’ thalamic
nuclei are differentiated from classic thalamic
‘‘specific’’ relay nuclei due to a higher proportion
of diffusely projecting ‘‘matrix’’ cells in place of
modality-specific ‘‘core’’ cells (Benarroch, 2008).
From these thalamic relays, a ‘‘nonspecific’’
thalamo-cortical system emerges with multiple
reciprocal connections. This system creates two
major firing patterns: a rhythmic burst firing
associated with non-REM sleep with a high
amplitude, slow EEG pattern, and a tonic firing
pattern associated with wakefulness and REM
sleep with a high-frequency, low-amplitude EEG
pattern. While thalamo-cortical projections seem
to use primarily glutamate as a neurotransmitter,
the thin reticular nucleus surrounds the thalamus
and influences thalamic activity through
GABAergic projections within the thalamus. The
reticular nucleus of the thalamus also receives
inputs from the brainstem nuclei. The reticular
nucleus becomes hyperpolarized when the inputs
from the brainstem decrease with the onset of
sleep, leading to the creation of spindles and delta
waves during slow-wave sleep (Jones and Jones,
2003). Thalamocortical projections are posited to
be critical for the content of consciousness due to
their ability to synchronize cortical activity, but
are thought not to be entirely necessary for basic
arousal, as a crude awake state may be main-
tained with only input from the ventral pathway.
The thalamic projections are key and have been
posited to be a major concern in disorders of
consciousness.

Ventral pathway: hypothalamic arousal systems

Several areas within the hypothalamus are impor-
tant in the generation and maintenance of arousal:
the posterior hypothalamus, the tuberomammil-
lary neurons, and the prefornical neurons. Inhibi-
tion with muscimol (a GABA agonist) of the
preoptic and anterior hypothalamus causes

increased vigilance and arousal, while inhibition
of the middle and anterior portions of the poster-
ior hypothalamus with muscimol causes decreased
arousal with loss of REM sleep. Additionally,
inhibition of the ventrolateral portion of the
hypothalamus causes an increase in both non-
REM and REM sleep (Lin et al., 1989). Similarly
to the RF, there is evidence of both glutamate
(Ziegler et al., 2002) and GABA (Decavel et al.,
1990; Vincent et al., 1983) activity in the
hypothalamus.

Located in the ventrolateral aspect of the
posterior hypothalamus, the tuberomamillary
nucleus sends histaminergic projections diffusely
to multiple areas of the brain. Histamine-immu-
noreactive nerve fibers were found to be most
dense in the hypothalamus itself, followed by
dense projections in the medial septum, nucleus of
the diagonal band, and the VTA. Less dense
regions included the cortex, the olfactory bulb and
tubercle, the bed nucleus of the stria terminalis,
the amygdale, basal parts of the hippocampus,
inferior and superior colliculi, SN, lateral and
medial parabrachial nucleus, and the nucleus
of the solitary tract. Finally, small amounts of
projections were found in the caudate, putamen,
thalamic nuclei, and pontine and ventral medul-
lary nuclei (Panula et al., 1989). Knockout rats
unable to produce histamine have shown
decreased arousal to novel environments though
the basal amount of waking is unaffected.
Presumably, histamine is an important component
in maintaining arousal when faced with behavioral
challenges (Parmentier et al., 2002).

A more recently identified neuropeptide orexin
(or hypocretin) is produced in the prefornical
region of the hypothalamus. This region of the
hypothalamus has diffuse projections in addition
to projections to multiple regions: the hypothala-
mus itself, the locus coeruleus, the septal nuclei,
the bed nucleus of the stria terminalis, the
paraventricular and reunions nuclei of the thala-
mus, the zona incerta, the subthalamic nucleus,
the central gray, the SN, the raphe nuclei, the
parabrachial area, the medullary reticular area,
and the nucleus of the solitary tract (Peyron et al.,
1998). Notably, orexin projections lead to the
basal forebrain acetylcholine regions, but not to
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the PPT and LDT nuclei in the pontine tegmen-
tum. Orexin appears to have a critical role in sleep
and sleep dysfunction (Dugovic et al., 2009).
While the densest extrahypothalamic projections
were found in the locus ceruleus, there is also
evidence that noradrenergic input is important for
the activation of orexin neurons in the prefornical
areas (Baldo et al., 2003), suggesting a close
interplay between these two neurotransmitter
systems in the maintenance of arousal. A defect
in the function of orexin has been implicated in
the etiology of narcolepsy with subsequent cata-
plexy and decreased latency to REM sleep. This
would be consistent with the theory that orexin is
an important factor in preventing descending
inhibition of spinal pathways by brainstem choli-
nergic activity in the waking state. Cells within the
pontine tegmentum have been found to possess
both orexin 2 receptors and muscarinic 2 recep-
tors that presumably have opposite effects (Jones
and Jones, 2008), with orexin leading to continued
muscle tone and acetylcholine leading to loss of
descending muscle tone as seen in REM sleep or
cataplexy.

Ventral pathway: basal forebrain

Cholinergic, glutamatergic, and GABAergic neu-
rons are found in the medial septum-diagonal
band, magnocellular preoptic nucleus, substantia
innominata, and globus pallidus. These nuclei
receive inputs from multiple brainstem and
hypothalamic neurons including cholinergic, ser-
otonergic, monoaminergic (Jones et al., 1989),
and histaminergic (Panula et al., 1989) inputs. The
cholinergic basal forebrain projections have been
shown to be activated by glutamatergic (Khateb
et al., 1995b), noradrenergic (Fort et al., 1995),
and histaminergic (Khateb et al., 1995a) inputs,
but there is evidence of decreased tonic firing
from serotonin inputs (Khateb et al., 1993).

Basal forebrain projections that are 35–45%
cholinergic extend to the hippocampus from the
medial septal nucleus and the vertical limb of the
diagonal band. Basal forebrain projections that
are 80–90% cholinergic extend to the cortex from
the horizontal and vertical limbs of the diagonal
band and the substantia innominata-nucleus

basalis (Rye et al., 1984). Similar to the cholinergic
projections from the LDT and PPT, cholinergic
projections from the basal forebrain show
increased activity in the waking state and during
REM sleep, with a bursting discharge synchronous
with theta waves (Lee et al., 2005). On the other
hand, basal forebrain GABAergic activity has
been shown to be associated slow-wave activity
consistent with non-REM sleep, while a general
decrease in activity is seen with increased cortical
activity (Manns et al., 2000). Therefore, the
presence of both a thalamo-cortical system and a
basal forebrain-cortical system may be another
example of the redundant nature of arousal-
promoting mechanism in the brain (Table 1).

Neuroanatomic and neurotransmitter function
following brain injury

Traumatic brain injury

Alterations in neurotransmitter function have been
recognized after traumatic brain injury (TBI). An
important component of the pathophysiology of
TBI is diffuse axonal injury (DAI) due to stretch or
shear of neurons. DAI has been categorized using
three progressively more severe grades by Adams
et al. (1989): Grade 1 DAI shows scattered axonal
bulbs throughout the white matter; Grade 2 DAI
shows a focal lesion in the corpus callosum in
addition to white matter changes; and Grade 3
DAI has a focal lesion in the dorsolateral aspect of
the brainstem in addition to white matter damage.
Damage to the dorsolateral aspect of the brainstem
does not occur without other lesions being seen in
the cerebral hemispheres and the brainstem
(Meythaler et al., 2001b).

In one swine model of experimental DAI,
greater strain was observed along cortical margins
than within the deep white matter (Meaney et al.,
1995), suggesting that the higher centripetal forces
at a greater distance from the center of rotation
contribute to greater strain. As the rotational
forces become greater, the noted damage may
occur more and more central to the axis of
rotation, as seen with the progressive stages of
DAI suggested by Adams. It is possible that the
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Table 1. Summary of diffusely projecting neurotransmitter systems important in arousal

Neurotransmitter Origin Projections Function

Glutamate (1) Mesencephalic and oral
pontine RFp;

(2) Thalamocortical
projections.

(3) basalocortical systems:
MS-DB, magnocellular
preoptic nucleus, SI, and
GP

GABA Widely distributed throughout
all systems: RF, VTA, SNc,
dorsal raphe nucleus, LDT,
PDT, basal forebrain, and
reticular nucleus of the
thalamus

Acetylcholine (1) Brainstem tegmentum:
PPT, LDT

(2) Basal forebrain:
SI-nucleus basalis,
MS-DB, GP, magno-
cellular preoptic nucleus

Norepinephrine LC (supplies W50%) and
scattered nuclei within the
lateral tegmentum

Dopamine VTA and SNc

Serotonin Raphe nuclei – particularly the
dorsal raphe nucleus

Pathways from the mesencephalic
and oral pontine RF:

(1) dorsal pathway: projects to
thalamic nuclei;

(2) ventral pathway: projects to
the hypothalamus and basal
forebrain

Locally as an interneuron and
diffusely with glutamatergic,
serotonergic, and monoaminergic
projections

(1) Dorsal: thalamus
(thalamocortical system);

(2) ventral pathway: basal
forebrain and lateral
hypothalamus

(1) The MS-DB projects to the
hippocampus;

(2) horizontal and vertical limbs
of the DB and the SI-nucleus
basalis project to the cortex

(1) Dorsal: thalamo-cortical
system;

(2) ventral: medial preoptic area,
median septal area,
prefornical area of the lateral
hypothalamus;

(3) cortical: direct connections to
multiple regions

(1) Mesolimbic projections to the
nucleus accumbens, basal
forebrain, amygdale,
hippocampus, and limbic
cortex;

(2) mesocortical projections to
the prefrontal cortex;

(3) nigrostriatal projections to the
dorsal striatum

Diffuse projections, both
excitatory and inhibitory to the
cortex, thalamus (thalamo-cortical
system), basal ganglia, brainstem,
cerebellum and spinal cord

Primary excitatory
neurotransmitter. A key
neurotransmitter in
thalamocortical system and
basalocortical system,
whose activities form basic
substrates of arousal

Exerts both locally and
diffusely projecting
inhibition.
Hyperpolarization of the
reticular nucleus of the
thalamus leads to loss of
GABA input and
subsequent disinhibition of
production of spindles and
delta waves consistent with
slow-wave sleep
Important for generation of
EEG activity consistent
with both the awake state
and with REM sleep

May function as a
redundant system to the
thalamocortical system to
maintain a state of arousal

Important for increased
arousal during times of
stress, norepinephrine
influences arousal through
multiple pathways.
Postulated to be
responsible for the arousing
effects of amphetamine
medications
Postulated effect on arousal
in tasks involving reward
and positive stimulation
through the nucleus
accumbens. Deficiencies in
dopamine may cause severe
anhedonia or abulia that
may appear similar to a
disorder of arousal
Appears to modulate
satiety. Deficiencies lead to
insomnia and increased
arousal due to increased
sexual and eating behaviors
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Table 1. (Continued )

Neurotransmitter Origin Projections Function

Histamine TMN in the posterior
hypothalamus

Orexin Prefornical region of the lateral
hypothalamus

Highest in the hypothalamus, MD-
DB, and VTA. Moderate levels in
the olfactory bulb, BN-ST,
amygdala, hippocampus, inferior
and superior colliculi, SN, lateral
and medial parabrachial nucleus,
and nucleus of the solitary tract.
Lower levels still seen in the
caudate, putamen, thalamic nuclei,
and pontine and ventral medullary
nuclei
Hypothalamus (most dense), locus
coeruleus (most dense outside the
hypothalamus), septal nuclei, BN-
ST, paraventricular and reunions
nuclei of the thalamus, zona
incerta, subthalamic nucleus,
central gray, SN, raphe nuclei,
parabrachial area, medullary
reticular area, nucleus of the
solitary tract

Shown to be important for
increasing arousal when
confronted with novel
environments/behavioral
challenges in a rat model

Loss of orexin activity leads
to narcolepsy with daytime
lethargy, decreased latency
to REM sleep and
cataplexy. Likely plays an
important role in the
normal transition through
stages of sleep, activated by
norepinephrine to prevent
premature transition from
non-REM sleep to REM
sleep

BN-ST, bed nucleus of the stria terminalis; GP, globus pallidus; LC, locus coeruleus; LDT, laterodorsal tegmental nucleus; MCPO, magnocellular
preoptic nucleus; MS-DB, medial septum diagonal band; PPT, pedunculopontine tegmental nucleus; RF, reticular formation; SI, substantia innominata;
SNc, substantia nigra pars compacta; TMN, tuberomamillary nucleus; VTA, ventral tegmental area.

more profound effects on arousal seen in the
severe injuries that involve greater shear forces
may be due to a disruption of the more centrally
located pathways of the widely distributed neuro-
transmitter systems mentioned above, particularly
norepinephrine (Morrison et al., 1979) and
acetylcholine. Supporting this concept is the
observation by Smith et al. (2003) that axonal
injury in the brainstem seems to be a primary
factor in coma after TBI.

A two-phase model of brain injury has been
developed that describes an initial hyperglycolytic
stage associated with a ‘‘neurotransmitter storm’’
that is notable for elevated levels of most of the
excitatory neurotransmitters and associated excito-
toxicity. Subsequently, a chronic state develops
characterized by a global reduction in metabolic
activity and associated with alterations in neuro-
transmitter levels (Arciniegas and Silver, 2006;
Povlishock and Katz, 2005). This conceptualization
brings into focus the relevance of appropriate

timing of medication administration to address
impairments in arousal, attention, and other
cognitive processes.

Levels of excitatory amino acids increase
dramatically immediately after TBI and appear
to be related to severity of injury. In one study
using rat models, levels of both aspartate and
glutamate measured by microdialysis increased
significantly after fluid percussion injury. Levels
reached a peak value at 10 min and continued to
be elevated over an hour. Additionally, antagon-
ism of NMDA receptors in an animal model
appeared to decrease subsequent signs of damage,
suggesting that elevated levels of glutamate
mediate excitotoxicity through the activation of
NMDA receptors (Faden et al., 1989). Human
studies of cerebrospinal fluid (CSF) samples after
TBI also confirm a positive relationship between
severity of injury and elevation of glutamate
(Baker et al., 1993) and aspartate levels up over
one week out (Zhang et al., 2001).
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Catecholamine levels have also generally been
found to be altered following TBI. Elevated levels
of dopamine, norepinephrine, and epinephrine
exist that may further contribute to the excitotoxic
phenomenon. In a rat model TBI study, an acute
decrease in cortical dopamine levels was seen
within 1 h of injury that persisted at the last
measurement at two weeks. In the same study,
striatal dopamine concentrations were slightly
elevated at 6 h and quickly resolved to normal
levels, and hypothalamic concentrations of both
dopamine and norepinephrine were increased at
1 h and stayed elevated up to 24 h for dopamine
and one week for norepinephrine (McIntosh
et al., 1994). This uneven distribution of changes
in dopamine concentrations would seem to indi-
cate a loss of the ability to transport the neuro-
transmitters from their origin to their appropriate
destination, though other explanations could
certainly be given. Chronic deficits have been
established in the ipsilateral frontal cortex of an
injured rodent model, and upregulation of tyrosine
hydroxylase — a critical step in the synthesis of
dopamine — is also observed (Massucci et al.,
2004; Yan et al., 2007). Dopamine transporter
plays a key role in the uptake of dopamine
and is noted to undergo downregulation in
chronic TBI models (Yan et al., 2002). It has
been found the dopamine transporter genotype
and sex may alter the degree of dopamine-
mediated damage (Wagner et al., 2007). Human
studies have found increased blood levels of
norepinephrine, epinephrine, and dopamine
within 48 h that are correlated with severity of
injury after TBI (Clifton et al., 1981; Hamill et al.,
1987). On the other hand, another rat study
using a cortical impact method of low-grade
severity showed a decrease in norepinephrine
levels in the region of focal damage as soon as
30 min (Prasad et al., 1994), suggesting that a focal
cortical lesion may respond differently than DAI
in terms of norepinephrine. Accordingly, one
must be careful not to generalize about neuro-
transmitter fluctuations throughout the whole
range of pathology in acquired brain injury.
Metabolites of norepinephrine and dopamine
have been shown to be increased and directly

correlated with severity acutely in TBI, and a
subsequent decrease in metabolite levels closer to
control levels was associated with clinical
improvement (Markianos et al., 1992; Markianos
et al., 1996). Chronically, children with TBI have
been shown to have a chronic systemic tonic
increase in both norepinephrine and epinephrine
given elevated resting excretion levels of the
corresponding metabolites normetanephrine and
metanephrine, though the effects of this on the
central nervous system are uncertain (Konrad
et al., 2003).

The rate of serotonin synthesis has been found
to be increased after 72 h in a rat model of brain
injury using a freezing technique (Tsuiki et al.,
1995b). In this study, elevated levels of serotonin
were found to mediate a decrease in glucose
utilization. In human subjects, two studies
showed an increase in the concentration of CSF
serotonin metabolites (Markianos et al., 1992;
Markianos et al., 1996) and another showed
decreased CSF levels of serotonin within 24 h
after injury (Karakucuk et al., 1997). This
apparent discrepancy may be due to an increase
in neurotransmitter turnover after TBI that
generally improves along with an improvement
in the clinical state.

Though usually absent in the CSF (Bakay et al.,
1986), acetylcholine has been found to be present
in the CSF in both experimental TBI models
(Bornstein, 1946) and in human TBI (Tower and
McEachern, 1949). Fluid percussion injury in a
rat model of TBI has shown a loss of basal
forebrain cholinergic neurons but maintained
pontomesencephalic cholinergic neurons
(Schmidt et al., 1995). A study in rats showed an
increase over weeks in hippocampal levels of
vesicular acetylcholine transferase and a decrease
in M2 presynaptic receptors that serve as an
inhibitory feedback mechanism, suggesting a
compensatory cellular response to decreased
acetylcholine levels after TBI (Ciallella et al.,
1998). Finally, low levels of hypocretin-1 (orexin
A) in the CSF have been identified during the
acute phase after brain injury and were seen to be
present in 30 of 31 human subjects after severe
TBI (Baumann et al., 2005).
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Ischemia and anoxia

Similarly to TBI, anoxia and ischemia within the
brain have been shown to alter neurotransmitter
levels. A review of the literature found the most
common regions affected by anoxia to be the
watershed cerebral cortex and basal ganglia,
followed by the hippocampus (Caine and Watson,
2000). Within the striatum, ischemia is associated
with a 500-fold increase in dopamine, a 7-fold
increase in glutamate and a 5-fold increase in
GABA. When the dopamine increase is blocked
by a lesion to the SN, there is an attenuation of
glutamate release, suggesting that dopamine plays
a role in mediating cytotoxic damage (Globus et
al., 1988). Within the hippocampus, norepinephr-
ine levels are found to be acutely elevated after
transient ischemia (Globus et al., 1989). Cell
death within the hippocampus CA1 region in
particular has been postulated to be mediated
through serotonin release (Globus et al., 1992).
On the other hand, serotonin has been shown to
attenuate glutamate efflux after cortical ischemia
in human subjects and is thought to possibly be
protective against glutamate-mediated excitotoxi-
city (Marcoli et al., 2004). In a human sample of
ischemia cerebral tissue in the temporal lobe, a
marked increase in glutamate was seen along with
a milder but more significant increase in serotonin
and no increase in norepinephrine (Kanthan
et al., 1996). In a study involving bilateral
common carotid artery occlusion (a technique to
cause chronic mild hypoperfusion in rats), an
initial decrease of acetylcholine in the striatum
was seen at one month and a subsequent decrease
of acetylcholine in the cortex, striatum, and hypo-
thalamus was evident at four months, suggesting
two phases of injury and subsequent memory
impairment (Ni et al., 1995). This was accompa-
nied by two corresponding types of damage: acute
initial damage to the cortex and striatum stable at
one month and presumed to be due to the initial
ischemia, and progressive damage to the hippo-
campus and white matter not yet visible at one
month, but visible at four months. Chronic
decreases in the turnover rates of norepinephrine
in the hippocampus and dopamine in the

caudate-putamen have been seen in rats six
months out of anoxic injury (Speiser et al., 1990).

Challenges

One of the significant challenges in translating the
basic science data to the clinic is the limitation that
exists in severe TBI models. Few, if any, adequate
animal models of disorders of consciousness exist.
Such injuries are challenging to reproduce, and it
remains difficult to avoid injury so severe as to
cause animal death. Thus, few animal-based trials
have focused on pharmacotherapy to enhance
arousal and responses.

Enhancement of dopaminergic pathways with
methylphenidate (Kline et al., 2000), amantadine
(Dixon et al., 1999), and bromocriptine (Kline
et al., 2002) has been shown to improve cognitive
performance in experimental models of TBI.
Experimental models of TBI have further shown
that the action of methylphenidate on dopamine
function is likely to be through alteration of
dopamine transporter (DAT) expression and tran-
scriptional changes. Wagner et al. (2005) found that
controlled cortical impact (CCI) in rats resulted in a
decrease in total tissue striatal DAT expression 2–4
weeks after CCI, and reduced evoked dopamine
neurotransmission and clearance. Furthermore,
daily injections of methylphenidate 5 mg/kg for 14
days following CCI resulted in robust increases in
evoked striatal dopamine neurotransmission and
transcription factor c-fos expression (Wagner et al.,
2009). Total DAT expression was unchanged by
treatment. Bromocriptine treatment is also asso-
ciated with increased survival of hippocampal
neurons (Kline et al., 2002), although the same
effect was not seen with amantadine (Dixon et al.,
1999). Rat studies also suggest that bromocriptine
attenuates the effect of oxidative stress, in parti-
cular lipid peroxidation, following TBI (Kline et al.,
2004b). This was associated with better spatial
learning on the water maze performance.

Noradrenergic augmentation in the form of
amphetamine administration, when combined with
physical therapy, was shown to augment plasticity,
significantly increase axonal growth in the deaf-
ferented basilar pontine nuclei in rats that had
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sustained a unilateral sensorimotor cortical lesion
(Ramic et al., 2006). Low-dose atomoxetine (1 mg/
kg) is also shown to improve cognitive ability in rat
TBI model (Reid and Hamm, 2008). Higher doses
of atomoxetine did not further improve cognitive
deficits. No cognitive improvement was observed
when treatment was delayed for 11 days.

There is some evidence from experimental
models of TBI to suggest the efficacy of the
5-HT(1A) receptor agonist 8-Hydroxy-N,N-
dipropyl-2-aminotetralin (8-OH-DPAT) in
enhancing cognitive recovery after TBI. When
administered early as a single dose (Kline et al.,
2004a; Kline et al., 2007b), 8-OH-DPAT is
reported to improve performance at the water
maze task, decrease cortical lesion volume, and
improve hippocampal neuronal survival (Kline
et al., 2004a). When given in a delayed and
chronic fashion (Cheng et al., 2008) at a lower
dose (0.1 mg/kg), it was associated with enhanced
spatial learning and memory retention. Higher
doses (0.5 mg/kg) did not confer benefit and, in
fact, worsened performance. The mechanism is
proposed to be through restoration of dopamine
neurotransmission.

Trials of a number of other drugs have been
carried out in animal models of TBI to enhance
cognitive recovery, including the nootropic anir-
acetam (Baranova et al., 2006), which conferred
benefit when given acutely, or in a delayed, chronic
manner. Ker et al. (2009) recently reviewed the
literature on the effects of beta-2 receptor antago-
nists in animal models of TBI. Although metho-
dological quality was poor, the evidence suggested
that beta-2 antagonists are associated with
improved functional outcomes and reduced cere-
bral edema. The proposed mechanism is through
the blockade of the kinin-kallikrein system, pre-
venting the production of bradykinin, which is
implicated in the breakdown of the endothelial
junctions that comprise the blood–brain barrier,
contributing to increased intracranial pressure.

Pharmacotherapy that may impair arousal

Over the past two decades an increasing body of
literature has begun to focus on medications that

may slow or impair recovery. In a landmark
article published in Science in 1982, Feeney et al.
(1982) demonstrated slowed recovery in animals
who received the dopaminergic blocking drug
haloperidol. Since that time, investigators have
suggested that dopamainergic and alpha adener-
gic blocking medications appear to have a
negative impact on the recovery process in the
animal model (Kline et al., 2007a). However, the
clarity within the human literature is as yet
lacking. Recent evidence suggest that some but
not all atypical antipsychotic agents may have a
similar negative profile, specifically when admi-
nistered on a more chronic basis (Goldstein and
Bullman, 2002; Kline et al., 2008; Wilson et al.,
2003). Thus, at least in the chronic setting,
catecholimergic blocking agents remain a concern.
Animal evidence notes later acetylcholine neuro-
transmission after TBI, and clinical suspicion
exists that anticholinergic agents may slow the
recovery process (Arciniegas, 2003; Dixon et al.,
1995).

Pharmacotherapy of arousal

Review of clinical research in arousal
and awareness

The purpose of this section is to review the
present clinical data and findings involving studies
aimed at enhancing arousal and improving aware-
ness.

Review of clinical literature on drugs

Neurostimulants

Amphetamines and methylphenidate increase
dopamine and norepinephrine availability at the
synaptic cleft by (1) increasing their release,
(2) blocking reuptake, and (3) inhibiting mono-
amine oxidase-mediated degradation of dopa-
mine, (4) binding to and reversing the action of
dopamine reuptake transporter, resulting in
greater dopamine activity in the striatum and
large areas of the cerebral cortex in animal
models, particularly in dopamine-rich areas of the
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caudate nucleus and mediofrontal cortex. Amphe-
tamines appear to promote the release of newly
synthesized dopamine more selectively.

The dose of methylphenidate used in most
studies is 0.15–0.3 mg/kg/dose twice daily, to a
maximum of 20 mg/dose; and the dose of dex-
troamphetamine is 5–30 mg/day. The onset of
action is within 0.5–1 h after administration.

There are few studies on the use of neurosti-
mulants to enhance emergence from states of
impaired consciousness. The evidence is incon-
clusive. A recent meta-analysis of 22 single-
subject repeated crossover trials in patients with
altered consciousness found no clinically mean-
ingful effect of methylphenidate on responsive-
ness or command-following (Martin and Whyte,
2007). Seventeen of these subjects had sustained a
TBI. Another randomized, placebo-controlled
study suggests that early use of methylphenidate
in the ICU is associated with shorter hospital
lengths of stay, with a trend toward shorter ICU
length of stay following severe injury (Moein
et al., 2006).

Some clinicians are reluctant to use methylphe-
nidate in brain-injured patients due to the risk of
lowering seizure threshold, particularly in suscep-
tible patients with more severe injury. A retro-
spective study of seizure frequency before and
after methylphenidate initiation in 30 consecutive
patients with active seizure disorders with brain
injury showed a trend toward less frequent
seizures while on methylphenidate (Wroblewski
et al., 1992). Four patients had greater seizure
frequency while on methylphenidate, three of
whom received concomitant tricyclic antidepres-
sants. Small open-label trials of methylphenidate
in adult epilepsy patients with concomitant atten-
tion deficit hyperactivity disorder (ADHD) have
not demonstrated increased seizure activity
(Moore et al., 2002; van der Feltz-Cornelis and
Aldenkamp, 2006). In the pediatric ADHD
population, no controlled studies have shown
convincing evidence of increased development,
or increased frequency of seizures in children with
concomitant active seizure or those with electro-
encephalographic abnormalities (Gucuyener
et al., 2003; Hemmer et al., 2001). Children with
well-controlled epilepsy have been treated safely

with methylphenidate (Hemmer et al., 2001). In
addition, several trials have been conducted using
the combination of methylphenidate and seroto-
nin reuptake inhibitors such as fluoxetine, without
demonstrating an increase in the incidence of
seizures (Lavretsky et al., 2006; Patkar et al.,
2006).

With regard to the adverse effects of methyl-
phenidate on blood pressure and heart rate, one
randomized placebo-controlled crossover study
found modest increases in mean pulse rate and
blood pressure with methylphenidate therapy,
0.3 mg/kg/dose, twice daily (Alban et al., 2004).
The mean pulse increase was 7 beats/min. The
average increase in mean arterial pressure was
2.5 mmHg (p ¼ 0.046). Average systolic pressure
rise was 3.67 (p ¼ 0.024). There was no correla-
tion between baseline blood pressure and pulse
rate, and their subsequent increase with treat-
ment. The authors concluded that pretreatment
hypertension was not an indication for with-
holding methylphenidate. Nevertheless, monitor-
ing of vital signs is important upon initiation of
methylphenidate therapy.

Dopaminergic agents

Amantadine was originally developed as an
antiviral for influenza A. It is also an antiparkin-
sonion that increases presynaptic dopamine
release, inhibits dopamine reuptake, and increases
the density of postsynaptic dopamine receptors,
increasing the availability of dopamine in the
striatum. It is also an uncompetitive antagonist at
NMDA receptors. The role of NMDA antagon-
ism in the action of amantadine in promoting
arousal is yet unclear. It may act via prevention of
glutamate-mediated neurotoxicity, and also indir-
ectly through stimulation of striatal acetylcholine
release. There is also interesting evidence that this
class of medications may enhance brain neuro-
trophic factors and thus improve the repairative
process (Meisner et al., 2008).

There is a small body of evidence supporting
the use of amantadine in impairment of con-
sciousness due to TBI. A double-blind, placebo-
controlled, crossover study evaluated the effect of
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early and later use of amantadine in subjects 4–6
weeks postinjury. A trend toward significant
improvement in Mini Mental State Examination
(MMSE), Glasgow Outcome Scale (GOS), and
Disability Rating Scale (DRS) was demonstrated
with six weeks of amantadine, compared to
placebo, whichever drug was administered first
(Meythaler et al., 2002). Baseline differences in
DRS between the treatment and control groups,
and spontaneous recovery in the acute phase
made comparison between the two groups
difficult in a crossover design. In another case
report, Zafonte et al. (2001) reported a dose-
dependent effect of amantadine on emergence
from MCS in a single subject. The effect on
arousal was reversed upon withdrawal of amanta-
dine, and improved again on reinitiation of the
drug. Amantadine has also been reported to
improve survival and GCS at the time of
discharge, when given intravenously for three
days, from the third day of acute admission
(Saniova et al., 2004). Gualtieri et al. (1989)
reported benefits in arousal, fatigue, distractibil-
ity, and assaultiveness in 30 TBI patients with
amantadine treatment.

Negative studies include a retrospective cohort
study of 123 medically stable subjects with severe
TBI in coma for more than one week, 28 of whom
had received amantadine 100–200 mg twice daily
(Hughes et al., 2005). No difference was found in
the rate of coma emergence between those who
had received amantadine and those who had not.

In the pediatric population, both amantadine
and pramipexole, another dopamine agonist, were
associated with improved responses in patients in
low-response states following TBI, in a rando-
mized, double-blind study (Patrick et al., 2006).
Significant improvement was found on the Coma
Near Coma (CNC) Scale, Western NeuroSensory
Stimulation Profile (WNSSP), and DRS in 10
children and adolescents in low-response states
while on amantadine or pramipexole compared to
off medication. No difference was found between
the two treatment groups.

The starting dose of amantadine is 50 mg twice
daily. Effective dose is generally 100 mg twice
daily. Doses beyond 400 mg/day result in the
emergence of adverse effects with minimal added

benefit. Gastrointestinal side effects, confusion,
and psychosis may occur at high doses. Amanta-
dine is renally excreted and dose adjustment is
required in the presence of renal impairment.
Neuroleptic malignant syndrome has been
reported with rapid withdrawal of amantadine
(Ito et al., 2001). Amantadine has also been
reported to lower seizure threshold. Case reports
of amantadine-induced generalized seizure exist
(Ohta et al., 2000), although amantadine is also
reported to be used as an adjunct anticonvulsant
agent in select populations (Drake, et al., 1991;
Shields et al., 1985). In overdose, amantadine
has been reported to induce status epilepticus
(Claudet and Marechal, 2009), besides arrhyth-
mia, cardiac arrest (Pimentel and Hughes, 1991),
and anticholinergic side effects.

Bromocriptine is another dopamine-enhancing
agent that has been examined less extensively. It
is a predominantly postsynaptic D2 dopamine
receptor agonist, which has been reported to
effect a greater rate of transition from persistent
VS to MCS in a retrospective chart review
(Passler and Riggs, 2001). Levodopa, another
dopamine agent, has been credited with the
remarkable recovery of a 24-year-old man in a
VS six months postinjury who became conversant
within days of levodopa initiation (Haig and
Ruess, 1990), as well as greater responsiveness
in chronic TBI patients in PVS and MCS for
whom levodopa was initiated for the treatment of
rigidity (Matsuda et al., 2005). Krimchansky et al.
(2004) described the clinical pattern of recovery of
consciousness in eight patients in VS who were
treated with incremental doses of levodopa. All
patients could follow commands within two weeks
of initiating medication; seven achieved ability for
reciprocal interaction, including two who were
more than nine months postinjury. Another
retrospective review of 10 children and adoles-
cents in VS or MCS who were on various
dopamine-enhancing medications (amantadine,
methylphenidate, pramipexole, bromocriptine,
levodopa) demonstrated significant improvement
in responses to structured stimuli, in a double
baseline serial measure AABBB design (Patrick
et al., 2003). Seven of the 10 subjects had
sustained a TBI.
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Apomorphine is among the most powerful
of dopaminergic medications and has been
employed in resistant cases of Parkinson’s disease.
Employing a unique pump-based delivery system,
Fridman et al. (2009) reported on a case of fast
awakening after continuous administration of
apomorphine. These investigators have also
recently completed an open-label series of eight
subjects with severe TBI who were difficult to
arouse. The results of this study have been
presented as positive and await publication.

Antidepressants

Serotonergic projections to frontal, limbic, and
hippocampal areas are susceptible to biomecha-
nical injury in TBI. Acute injury appears to be
associated with an increase in hemispheric ser-
otonin levels, and a decrease in cerebral glucose
utilization in areas of high serotonin synthesis
(Tsuiki et al., 1995a). Increase in levels of
serotonin is postulated to cause neuronal cell
death. However, some studies have documented a
decrease in serotonin levels, suggesting a chronic
downregulation of the serotonin system
(Mobayed and Dinan, 1990). Chronic supplemen-
tation with serotonin agents has been associated
with neurogenesis in the animal model (Duan
et al., 2008). Sertraline, a selective serotonin
reuptake inhibitor (SSRI), did not result in
improvement in arousal after a two-week course
in a small, randomized, prospective, placebo-
controlled trial with 11 subjects with severe TBI
(Meythaler et al., 2001a).

Amitriptyline and desipramine are tricyclic
antidepressants that are postulated to exert their
action by blocking reuptake of serotonin and
norepinephrine. Reinhard et al. (1996) reported
three patients with severe injury who demon-
strated significant improvement in arousal and
initiation following administration of amitriptyline
or desipramine. Two of these experienced
deterioration of symptoms when the medications
were discontinued and improvement again when
reinitiated. The third patient began verbalizing
after being mute for more than a year following
TBI.

Modafinil

Modafinil is a wakefulness-promoting agent
approved for treatment of excessive daytime
sleepiness associated with narcolepsy. Its mechan-
ism of action is unclear. It has little effect on the
catecholamine, serotonin, histamine, adenosine,
and monamine oxidase B systems. There is
evidence that it causes inhibition of the posterior
hypothalamus and medial preoptic area and also
an increase in the level of glutamate in these
regions. Animal models have demonstrated
increased activation in the anterior hypothalamus,
hippocampus, and amygdala. In the narcolepsy
population, it resulted in improved energy level,
overall social functioning, improved psychological
well-being, increased productivity, attention, and
self-esteem when compared to controls. In sleep-
deprived military personnel, modafinil improved
performance in cognitive tasks (Elovic, 2000). In
one open-label series of 10 patients with closed
head injury not otherwise characterized, modafinil
was reported to decrease daytime sleepiness
(Teitelman, 2001). However, a recent, rando-
mized, placebo-controlled, crossover study of
chronic TBI subjects with disabling fatigue and/
or excessive daytime sleepiness showed no sig-
nificant difference in measures of fatigue and
daytime sleepiness between treatment and control
groups (Jha et al., 2008). A substantial placebo
effect in fatigue symptoms was noted. No studies
to date have investigated the use of modafinil to
improve emergence from impaired conscious
states following severe TBI, although its use is
being clinically employed.

Zolpidem

Zolpidem belongs to the drug class imidazopir-
idines. It acts as an agonist on the a1 subtype of
gamma-aminobutyric acid (GABA)-A receptors,
while benzodiazepines act on all GABA-A
receptor subtypes. The postulated mechanism of
zolpidem in ‘‘awakening’’ is through reversing
GABA-mediated diaschisis in the brain. Single
photon emission computed tomography (SPECT)
studies have shown improved blood flow in areas
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of hypoperfusion after zolpidem administration
(Clauss and Nel, 2006; Clauss et al., 2000).

Its use as an ‘‘awakening’’ agent has been
reported by several authors (Clauss and Nel, 2006;
Clauss et al., 2000; Clauss et al., 2001; Cohen and
Duong, 2008; Shames and Ring, 2008) in PVS
following traumatic and anoxic brain injury to
dramatic effect. Its effect on consciousness was
reversed 2–4 h after drug administration and
recurred with zolpidem readministration. How-
ever, an assessor-blinded, single case study of a
man in MCS following TBI documented no
improvement in ability to follow instructions with
zolpidem. There was slight worsening in perfor-
mance at some tasks. Assessments in this study
were performed daily for one week while on
zolpidem and for another week off zolpidem
(Singh et al., 2008). A recent study of 15 subjects
by Whyte and Myers (2009) suggest that a few
patients made a clear and discernable improve-
ment associated with the drug; however, most
failed to respond. Further controlled studies are
required to determine the role of zolpidem in
disorders of consciousness following TBI.

Naltrexone

Naltrexone is a competitive pure opioid antago-
nist. It is commonly used as an opioid antidote
and for the treatment of alcohol dependence.
Endogenous opioids have been implicated in
pathophysiological processes contributing to neu-
ronal damage following brain injury, through
impairing NMDA-mediated cerebrovasodilation
in the pial arteries (Armstead, 1997). Selective
activation of kappa receptors has been shown to
exacerbate, while selective blockade of kappa
receptors provided protection in animal models of
TBI (McIntosh et al., 1987b; McIntosh et al.,
1987a; McIntosh, 1993). Immunoreactivity to
dynorphin, an endogenous opioid, is also
increased in regions of histopathologic damage
and decreased blood flow in rat brain following
fluid percussion TBI (McIntosh et al., 1987b).
However, other studies suggest the protective
effect of mu-selective agonist and the deleterious
effect of mu-selective antagonists in rat models of

TBI (Hayes et al., 1990; Lyeth et al., 1995).
Clinical data is currently limited to case reports, in
which naltrexone resulted in overall improvement
in functional status in TBI patients in low-arousal
states, and in cases of abulia and akinesia
(Calvanio et al., 2000; Seliger et al., 1998). It is
also reported to improve symptoms of postcon-
cussional syndrome (Tennant and Wild, 1987)
(Table 2).

Nonpharmacologic

Deep brain stimulation

Deep brain stimulation (DBS) involves the con-
tinuous application of electrical stimulation pulses
at high frequency to specific brain regions via
implanted electrodes. Stimulation to different
structures in the basal ganglia is used in the
treatment of movement disorders including
Parkinson’s disease, dystonia, and tremors. It has
also been used in major depression and chronic
pain. The role of this technique is covered by
another chapter.

Noninvasive brain stimulation

Noninvasive brain stimulation techniques such
as repetitive transcranial magnetic stimulation
(rTMS) and transcranial direct stimulation
(tDCS) have demonstrated efficacy in a number
of rehabilitation settings. rTMS and tDCS have
been shown to augment motor recovery following
stroke (Boggio et al., 2007; Hummel et al., 2005).
Preliminary data also suggests that tDCS has a
role in motor recovery following TBI. rTMS and
tDCS have also been reported to improve
functional performance in Parkinson’s disease
subjects.

With rTMS, repeated magnetic pulses are
delivered over the scalp using a coil, inducing
weak eddy currents in the underlying cortex. The
depth and focality of the stimulation varies with
the shape of the magnetic coil. In tDCS, a
constant current of 1–2 mA is delivered through
surface electrodes over the scalp.
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Table 2. Psychopharmacologic treatments for slow to recover states

Reference Population Study design Regimen Results

Neurostimulants
Methylphenidate:

Martin and Whyte
(2007)

Methylphenidate:
Moein et al.
(2006)

Dopaminergic agents
Amantadine:

Zafonte et al.
(2001)

Amantadine:
Gualtieri et al.
(1989)

Amantadine:
Meythaler et al.
(2002)

Amantadine:
Hughes et al.
(2005)

Amantadine:
Saniova et al.
(2004)

N ¼ 22, MCS or VS (17
traumatic)

N ¼ 80, ICU patients
with moderate (40) to
severe (40) TBI

N ¼ 1, MCS 5 months
postinjury

N ¼ 30

N ¼ 35, severe TBI,
4 days to 6 weeks
postinjury

N ¼ 123, severe TBI
who remained in coma
for more than 1 week
despite being medically
stable

N ¼ 74, severe TBI in
ICU 3 days post-trauma

Meta-analysis of
single-subject
crossover studies
Randomized
placebo-controlled
study

ABAB

Case series

Randomized
double-blind
placebo-controlled
crossover study

Retrospective
cohort study

Retrospective
review

Methylphenidate
7.5–25 mg/day

Methylphenidate
0.3 mg/kg/dose twice
daily to max of 20 mg/
dose

Amantadine
100–400 mg/day

Amantadine
200 mg/day for
6 weeks

Amantadine
100–200 mg twice
daily

IV amantadine 200 mg
twice daily for 3 days

No significant difference in
responsiveness or accuracy
in command-following
23% decrease in ICU LOS
(9.85 vs. 12.95; p ¼ 0.06)
and hospital LOS (14.1 vs.
18.35; p ¼ 0.029) in severe
TBI patients. 26% decrease
in ICU LOS (4.09 vs. 5.58;
p ¼ 0.05), no significant
difference in hospital LOS
in moderate TBI patients
(11.12 vs. 13.72; p ¼ 0.043)

Dose-dependent
emergence from MCS,
measured by CNCS
Improved arousal,
decreased fatigue,
decreased distractibility and
assaultiveness
Significant improvement in
MMSE, GOS, DRS and
FIM-cog, regardless of
when amantadine therapy
was initiated during the
recovery period. Group 2
(active drug second 6
weeks) demonstrated
significant spontaneous
recovery while on placebo.
Group 1 (active drug first 6
weeks) showed no
significant additional
improvement on placebo
28 of the 123 subjects
received amantadine. No
significant difference in the
rate of emergence from
coma with and without
amantadine
33 subjects received
standard therapy, 41
received IV amantadine
from day 3 of admission.
Survival and GCS on
discharge was significantly
better in those treated with
amantadine (9.76 vs., 5.73;
po0.001)
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Table 2. (Continued )

Reference Population Study design Regimen Results

Various dopamine
agonists:
Patrick et al. (2003)

Amantadine:
Nickels et al. (1994)

Pramipexole:
Patrick et al. (2006)

Bromocriptine:
Passler and Riggs
(2001)

Levodopa:
Haig and Ruess
(1990)

Levodopa:
Krimchansky et al.
(2004)

Apomorphine:
Fridman et al.
(2009)

Antidepressants
Sertraline:

Meythaler et al.
(2001a)

Amitriptyline &
desipramine:
Reinhard et al.
(1996)

N ¼ 10 Children and
adolescents in MCS/VS
at least 30 days
postinjury

N ¼ 12, heterogeneous
brain injury treated with
amantadine for
cognitive deficits
N ¼ 10 children and
adolescents in MCS or
VS at least 1 month
postinjury

N ¼ 5, consecutive VS
patients 33–50 days
postinjury

N ¼ 1, PVS patient

N ¼ 8, VSW1 month
postinjury (2 patients
W9 months postinjury)

N ¼ 1, MCS. 104 days
postinjury

N ¼ 11, within 2 weeks
of severe TBI

N ¼ 3, 5–19 months
post severe injury

Retrospective chart
review (AABBB)

Retrospective chart
review

Randomized
double-blind trial

Retrospective chart
review

Case report

Prospective series

Case report

Randomized
prospective placebo-
controlled trial

Case series

Amantadine,
methylphenidate,
pramipexole,
bromocriptine, or
levodopa
Amantadine
100–200 mg twice
daily

Amantadine up to
100 mg twice daily;
pramipexole dosed
according to age, up to
0.25 mg twice daily.
Medication increased
over 4 weeks, weaned
over 2, then
discontinued
Bromocriptine 2.5 mg
twice daily

Levodopa/carbidopa
100/10 mg twice daily

Carbidopa/levodopa
25/250 mg 1/4 tab 5
times a day to 1 tab TID

Continuous
apomorphine
subcutaneous 12 hours/
day up to 8 mg/h for 179
days

Sertraline 100 mg/day
for 2 weeks

Amitriptyline 50 mg/day
initiated for treatment
of complex regional
pain syndrome.
Desipramine 50 mg/day
and 75 mg/day

Rate of improvement of
WNSSP was significantly
better with dopamine
agonist treatment than
before treatment (p ¼ 0.03)
8 of 9 low-arousal subjects
had increased level of
responsiveness

No difference in efficacy
between amantadine and
pramipexole. Higher rate of
change of CNCS, WNSSP,
and DRS while on
medication than off
medication (po0.05)

Greater than normally
reported rate of transition
from persistent VS to MCS
on bromocriptine, on DRS,
over 12 months, compared
to reported literature
Became responsive and
conversant within days of
initiation of levodopa/
carbidopa
All followed commands
within 2 weeks of drug
initiation. 7 had reciprocal
interaction in a mean time
of 31 days (including the 2
patients W9 months
postinjury); 1 remained in
MCS
Able to follow commands
within the first day. CNCS,
DRS, and GOS improved.
Deterioration in cognitive
and motor function upon
trials of drug withdrawal

No significant difference in
the rate of cognitive
recovery measured by the
O-log, GOAT, and ABS
with sertraline
Significant improvement in
arousal and initiation which
was reversed in 2 subjects
on drug withdrawal
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Table 2. (Continued )

Reference Population Study design Regimen Results

Modafinil
Modafinil:

Teitelman (2001)
Modafinil:

Jha et al. (2008)

Zolpidem
Zolpidem:

Clauss et al. (2000)

Zolpidem:
Clauss and Nel
(2006)

Zolpidem:
Singh et al. (2008)

Naltrexone
Naltrexone:

Calvanio et al.
(2000)

Naltrexone:
Seliger et al. (1998)

N ¼ 10, closed head
injury
N ¼ 51, chronic TBI
without neurological
deficits

N ¼ 1, PVS 3 years
post-TBI

N ¼ 3, PVS at least 3
years post-TBI (2) or
anoxic injury

N ¼ 1, MCS, 4 years
post-TBI

N ¼ 1, Rancho Los
Amigos Level II, 14
weeks post-TBI

N ¼ 1, severe abulia
and akinesia following
TBI

Open-label case
series
Randomized,
blinded, placebo-
controlled crossover
study

Case report

Case reports

Assessor blinded
single case study

Case report

Case report

Modafinil 100–400 mg/
day
Modafinil 400 mg/day
for 4 weeks.

Zolpidem 10 mg/day
was administered
initially to treat
restlessness

Zolpidem 10 mg/day

Zolpidem 10 mg/day for
1 week

Naltrexone 50 mg/day
increased to 100 mg/day
after 1 week

Subjective decreased
daytime sleepiness
No significant differences in
measures of fatigue and
daytime sleepiness

Verbal responsiveness
improved 15 min after first
administration. Increased
blood flow was seen
through areas of
hypoactivity on brain
SPECT
GCS improved from
6–9 to 10–15. RLAS
improved from I–II to
V–VII
No benefit in tests of
following instructions of
increasing complexity,
compared to placebo

FIM score improved 16
points in 6 weeks vs. 5
points in 12 weeks before
medication. Improved
accuracy in answering
nonverbal questions,
initiation, and attention

Improvement in FIM scores
with naltrexone after
unsuccessful trials of other
pharmacotherapy

CNCS, coma/near coma scale; DRS, disability rating scale; FIM, functional independence measure; GCS, Glasgow Coma Scale; GOS, Glasgow
Outcome Scale; LOS, length of stay; MCS, minimally conscious state; MMSE, mini mental state examination; RLAS, Rancho Los Amigos Scale; VS,
vegetative state; WNSSP, Western NeuroSensory Stimulation Profile.

The nature of neuromodulation achieved by
these techniques depends on the frequency of
rTMS and the polarity of tDCS. Cortical excit-
ability is an indicator of neuromodulation and is
defined as the responsiveness of the brain region
to stimulation. Low-frequency rTMS (1 Hz and
below) and cathodal tDCS inhibit cortical excit-
ability (Nitsche et al., 2003). High-frequency
rTMS (>5 Hz) and anodal tDCS are facilitatory

(Nitsche and Paulus, 2000; Nitsche and Paulus,
2001), resulting in heightened cortical excitability.
The after-effects of stimulation last beyond the
period of stimulation and are associated with
synaptic strengthening (Liebetanz et al., 2002;
Nitsche et al., 2003). The after-effects depend on
the duration of stimulation, the number and
intensity of rTMS pulses delivered, and the
intensity of tDCS current.



310

No studies thus far have examined the ability of
noninvasive brain stimulation to augment arousal
following brain injury. However, rTMS to the
primary motor cortex has been shown to induce
release of striatal dopamine in healthy subjects
(Strafella, 2001; Strafella et al., 2003). In fact,
prefrontal rTMS has also been shown to increase
striatal dopamine activity to a similar degree as
that induced by 0.3 mg/kg of intravenous dex-
troamphetamine administration. In view of the
postulated role of disrupted dopaminergic path-
ways in hypoarousal post-TBI, a possible role
exists for noninvasive cortical stimulation in
augmenting arousal.

The modulation of cortical excitability may
have a role in enhancing arousal. Functional
imaging studies indicate the preservation of
cerebral networks, which are underactive in
certain subjects in MCS (Boly et al., 2004).
Cortical brain stimulation may be used to activate
these networks, similar to the postulated mechan-
ism of DBS. Furthermore, a combination of
noninvasive stimulation and pharmacological
augmentation may be more effective.

Recent studies have begun to shed light on the
interaction between medications acting on neuro-
transmitter pathways, and the neuroplasticity
induced by noninvasive brain stimulation. There
is an observation that dopamine prolongs the
inhibitory or facilitatory effect on neuroplasticity
in the motor cortex. It has been shown to
modulate tDCS-induced excitability changes, pos-
sibly contributing to NMDA-dependent neuro-
plasticity (Nitsche et al., 2006). Furthermore, D2
receptor blockade with sulpiride has been shown
to abolish tDCS-induced excitability changes.
tDCS appears to have dose-dependent effects
upon dopamine receptor activation thus impacting
plasticity in humans (Monte-Silva et al., 2009).
Conversely, it enhances the paired associative
stimulation (PAS)-induced synapse-specific
excitability, indicating that dopamine enhances
the synaptic strength of learning-related neuro-
nal connections represented by focal plasticity,
but inhibits nonfocal plasticity induced by tDCS.
This is in contrast to the finding that ampheta-
mines prolong the anodal tDCS-generated excit-
ability enhancement, but do not influence the

cathodal tDCS-induced inhibition (Nitsche et al.,
2004).

Further studies are required to ascertain
the effect of noninvasive brain stimulation on
the neural networks impacting arousal, and the
interaction between stimulation sites and spatial
release of neurotransmitters.

Conclusion

The field of pharmacologic intervention for those
in low-level states has been limited by limited
animal models, small studies, and challenging
metrics. However, optimism is justified as
improvements have been observed and novel
interventions are being tried. Further studies are
required also to elucidate the role of pharma-
cotherapy in the recovery of consciousness and
function.
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CHAPTER 21

Intrathecal administration of GABA agonists
in the vegetative state

Takaomi Taira�

Department of Neurosurgery, Tokyo Women’s Medical University, Shinjuku, Tokyo, Japan

Abstract: Gamma aminobutylic acid (GABA) is an inhibitor neurotransmitter that plays many important
roles in the central nervous system. Because the half-life time of GABA is very short in vivo, GABA itself
is not used for clinical practice. An analogue of GABA, baclofen, is an agonist of GABA-B receptor, and
has very strong antispastic effect by acting to the posterior horn of the spinal cord. However, baclofen
poorly crosses through the blood brain barrier, and the antispastic effect is modest when administered
orally. Therefore, direct continuous infusion of small doses of baclofen into the cerebrospinal fluid
(intrathecal baclofen therapy, ITB) has become an established treatment for control of otherwise
intractable severe spasticity. Spasticity is clinically defined as hypertonic state of the muscles with
increased tendon reflexes, muscles spasm, spasm pain, abnormal posture, and limitation of involuntary
movements. Spasticity is a common symptom after damage mainly to the pyramidal tract system in the
brain or the spinal cord. Such damage is caused by traumatic brain injury, stroke, spinal cord injury,
multiple sclerosis, and so on. Patients in persistent vegetative state (PVS) usually have diffuse and
widespread damage to the brain, spasticity is generally seen in such patients. Control of spasticity may
become important in the management of PVS patients in terms of nursing care, pain relief, and hygiene,
and ITB may be indicated. Among PVS patients who had ITB to control spasticity, sporadic cases of
dramatic recovery from PVS after ITB have been reported worldwide. The mechanism of such recovery
of consciousness is poorly understood, and it may simply be a coincidence. On the other hand, electrical
spinal cord stimulation (SCS) has been tried for many years in many patients in PVS, and some positive
effects on recovery of consciousness have been reported. SCS is usually indicated for control of
neuropathic pain, but it has also antispastic effect. The mechanism of SCS on pain is known to be
mediated through the spinal GABA neuronal system. Thus, ITB and SCS have a common background,
spinal GABA neuronal mechanism. The effect of GABA agonists on recovery of consciousness is not yet
established, but review of such case studies becomes a clue to solve problems in PVS, and there may be
hidden serendipity.

Keywords: GABA; vegetative state; spasticity; intrathecal baclofen; spinal cord stimulation; consciousness
recovery
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Introduction

Patients in either minimally conscious state
(MCS) or persistent vegetative state (PVS) have
diffuse brain damage due to cerebral stroke,
traumatic brain injury, anoxic insult, and other
neurological disorders. In such diffusely damaged
brain, the neural structures for motor control are
generally involved, and patients have a various
types of motor dysfunctions such as paresis,
spasticity, involuntary movements, and dystonia.
In clinical settings of management of MCS or PVS
patients, control of spasticity is an important issue.
Spasticity is caused by hyperexcitation of motor
neurons anterior horn of the spinal cord due to
decreased inhibitory control from the higher
canters. Spasticity is defined as ‘‘a movement
disorder characterized by a velocity-dependent
increase in tonic stretch reflexes with exaggerated
tendon jerks, resulting from hyperexcitability of
stretch reflex, as one component of the upper
motor neuron syndrome’’ (Lance, 1980, 1990;
Lance and Burke, 1974). This is basically neuro-
physiological definition. In clinical situations,
abnormal postures like abnormally flexed fingers,
wrists, elbow joints, or abnormal extension of the
lower extremities with decreased passive motion
may become a problem in rehabilitation or
nursing care. Of course, if the spasticity is mild,
it helps paralyzed limbs to maintain good posture
or to support standing and gait. However, severe
spasticity restricts voluntary movements, induces
organic contractures, and may induce pain due to
muscle spasms. Such severe spasticity is regarded
as harmful, and active control of spasticity should
be considered. There are both medical (Young,
1994; Young and Delwaide, 1981a, b) and surgical
treatment of spasticity (Dones et al., 2006; Kan
et al., 2008; Sgouros, 2007; Steinbok, 2006).
Medical treatment with benzodiazepine drugs,
baclofen, and dantrolene is useful when spasticity
is mild, but not satisfactory for most severe cases.
If high doses are given to relieve spasticity, side
effects such as sleepiness become a problem.
There are three major surgical treatments: selec-
tive peripheral neurotomy (Berard et al., 1998;
Sindou et al., 1985; Sindou and Mertens, 1988),
selective dorsal rhizotomy (Fasano et al., 1978;

Gul et al., 1999; McLaughlin et al., 1998; Park
and Johnston, 2006; Peacock and Arens, 1982;
Peacock and Staudt, 1991; Steinbok, 2007), and
intrathecal baclofen therapy (ITB). Indication of
each surgical treatment is mainly decided with the
patient’s age and distribution of spasticity. For
example, selective peripheral neurotomy is indi-
cated for focal spasticity in adults like post-stroke
ankle equinus posture. Selective dorsal rhizotomy
is mainly for paraplegic spasticity in cerebral palsy
children. In patients with diffuse spasticity invol-
ving in both extremities and even in cervical and
trunk muscles, continuous infusion of baclofen
into the spinal subarachnoid space is a good
choice, and majority of MCS or PVS patients have
such kind of diffuse spasticity.

Intrathecal baclofen therapy

Baclofen is a derivative of gamma aminobutyric
acid (GABA) and an agonist of GABA-B
receptor (Fig. 1). Baclofen has been known for
many years to be a useful drug in the treatment
of spasticity. However, when the spasticity is
severe, the systemic administration has to be
increased, often without therapeutic effects but
frequently with central side effects. Baclofen

Fig. 1. Chemical structures of GABA and baclofen.



319

given intrathecally, however, in microgram doses
has been reported to be effective and safe. After
some preliminary studies (Kroin et al., 1984),
Penn, a neurosurgeon in Chicago, introduced and
established ITB treatment for severe spasticity
(Penn and Kroin, 1984, 1985, 1987; Penn et al.,
1989), and more than 50,000 patients have been
treated so far.

As baclofen is poorly permeable through the
blood brain barrier, and the effect of bolus
injection lasts only for 24 h, we have to use an
implantable infusion pump that is connected to a
spinal subarachnoid catheter. The pump is about
8 cm in diameter and the infusion rates are
controlled with a programmer. This is usually
implanted under the abdominal skin. The volume
of the drug reservoir is 20 ml, and it is refilled
through percutaneous puncture about every 3
months in outpatient clinic. The battery longevity
of the pump is about 7 years and once the battery
is depleted, the pump itself is replaced. The
surgical procedure is straightforward, but we have
to pay very careful attention for catheter trouble
or unexpected overdose that may lead serious
complications (Albright et al., 2006). Sudden
cessation of baclofen infusion may induce serious
withdrawal syndrome such as excessive hyperto-
nus, fever, and malignant syndrome (Alden et al.,
2002; Coffey et al., 2002; Salazar and Eiland, 2008;
Shirley et al., 2006). Overdose may induce deep
comatose state that is usually reversible with
appropriate respiratory and circulation manage-
ment (Anderson et al., 2002; Romijn et al., 1986;
Tunali et al., 2006). Although such complications
may occur, ITB is accepted as the most reliable
and adjustable treatment for diffuse severe
spasticity of both spinal and cerebral origin such
as spinal cord injury (Elovic and Kirshblum, 2003;
Lewis and Mueller, 1993; Loubser et al., 1991),
multiple sclerosis (Dario and Tomei, 2007; Ridley,
2006), cerebral palsy (Albright et al., 2003;
Hoving et al., 2007; Kolaski and Logan, 2007;
Motta et al., 2008), traumatic and anoxic brain
damage (Becker et al., 1997; Francisco et al., 2007;
Francois et al., 2001; Rifici et al., 1994), and stroke
(Francisco, 2001; Francisco et al., 2006; Meythaler
et al., 2001). Thus, ITB is a choice of treatment of
otherwise uncontrollable spasticity in patients in

MCS or PVS to improve hygiene and daily care,
to reduce spasm related pain, and to calm down
respiratory distress. Patients in PVS, MCS, or in
acute stage of severe brain damage may have
attack-wise or persistent autonomic dysfunction
or so-called hypothalamic storm characterized
with tachycardia, tachypnea, high fever, and harsh
respiration. Such abnormal autonomic reaction is
also controlled effectively with ITB (Becker et al.,
1999, 2000; Francois et al., 2001; Turner, 2003).
ITB may be indicated for other rare conditions
such as stiff-person syndrome and tetanus
(Bardutzky et al., 2003; Boots et al., 2000;
Engrand et al., 1999; Penn and Mangieri, 1993;
Santos et al., 2004; Silbert et al., 1995).

Recovery from unconscious state after ITB

There are sporadic case reports on unexpected
recovery from unconscious state after intrathecal
administration of baclofen (ITB) (Kawecki et al.,
2007; Sarà et al., 2007; Taira and Hori, 2003, 2007;
Taira et al., 2006). Most patients were treated with
ITB for control of intractable spasticity without
hoping recovery of consciousness. For example,
Kawecki et al. (2007) reported on an 11-year-old
girl with diffuse axonal injury after car accident.
On admission, she was unconscious (GCS 4) and
presented with brain contusion, pulmonary con-
tusion, severe tetraparesis, spasticity, and seizures.
Eighteen days after admission, she received
100 mg of baclofen, and her spasticity decreased
and motor and sensor aphasia resolved. Because
the duration of consciousness disturbance is too
short for PVS or MCS, we cannot conclude
whether this was really the effect of ITB or a
coincidence. However, Sarà et al. (2007) reported
a case of dramatic recovery of consciousness with
ITB after 19-month unconscious state. This was a
44-year-old man who had recovery of conscious-
ness with persistent severe disability 19 months
after a non-traumatic brain injury at least in part
triggered and maintained by ITB administration.

Sarà et al. (2009) and Sarà and Pistoia (2009)
described more detailed evaluation using a rating
scale. They summarized findings on five patients
with PVS treated with ITB. They were judged
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eligible for ITB therapy for spasticity: 2 weeks
after pump implantation, patients began to show a
clinical improvement in terms of consciousness,
that, at the end of a follow-up 6-month period,
was stable in all but one patients, ranging from a
mere increased alertness to a full recovery of
consciousness, as revealed by changes of the
Coma Recovery Scale-Revised (CRS-R) score
(Giacino et al., 2004; Kalmar and Giacino, 2005).
Before the ITB, the CRS-R was 5+1.5 in average,
and it became 15.2+6.3.

The author’s personal experience of unex-
pected recovery from persistent unconscious state
after intrathecal administration of baclofen (Taira
et al., 1997) is described as follows.

Case reports

Case 1

An 8-year-old boy suffered severe head injury due
to traffic accident. On admission to an emergency
hospital, he was deeply comatose (Glasgow Coma
Scale: GCS, E1MlV1). He underwent cardiopul-
monary resuscitation. A computed tomography
(CT) scan showed spotty hemorrhages in the
thalamus and basal ganglia (Fig. 2). Two and half
months after the accident, he was transferred to
our hospital for further possible treatment. At this
point, his consciousness level was E2V2M3
(GCS). Although minimal involuntary eye

Fig. 2. A computed tomographic scan of case 1.
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Fig. 3. Clinical course of case 1 after intrathecal baclofen treatment (ITB).

movements were noted to verbal stimulation,
there was no spontaneous eye opening or verbal
communication. Bilateral upper extremities were
markedly in flexed position and the lower extre-
mities showed marked extension posture. He
showed opisthotonus to painful stimuli. Ashworth
scale of the extremities was 4–5. Electroencepha-
lography showed diffuse slow waves without
epileptic discharges. The left upper photo of Fig. 3
shows the patient 2.5 months after the injury. ITB
was started to relieve his spasticity. Because an
implantable pump for chronic administration was
not available, we administered baclofen though a
lumbar puncture. We gave 50 mg/day for the initial
3 days, and subsequently 75 mg/day for l0 day and
100 mg/day for l0 days. To our surprise, he began
to open his eyes spontaneously 3 days after
starting baclofen injection, to speak some words
from the fifth day, and to put out his fingers
responding to verbal commands from the eighth
day. He became able to sit up on the 14th day.

Figure 4 summarizes the clinical course. There
was no information of the patient’s IQ or
cognitive function before the accident, but he was
an ordinary schoolboy with normal mental and
physical development. One year after the head
injury, his IQ assessed by a pediatric psychologist
was 74, and he was able to walk with assist leg
brace. Figure 3 shows the sequential long-term
follow-up photographs of the patient. At the age
of 16, 8 years after the accident, he was able to
serve as a member of a basketball team of his high
school.

Case 2

An 18-year-old man suffered severe head injury
due to motorbike accident. On admission, his
consciousness was ElV1M3 (GCS) and the left
pupil was dilated. An emergency CT scan showed
subarachnoid hemorrhage in the basal cisterns
(Fig. 5). CT scan on the following day revealed
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Fig. 4. Time course of neurological changes in case 1.

Fig. 5. A computed tomographic scan of case 2.

clearance of the subarachnoid hemorrhage but showed marked spasticity of the extremities and
spotty hemorrhages appeared in the left side of both arms were in flexed position, and the legs
the midbrain. He was treated conservatively with showed extension posture. Ashworth scale of the
barbiturate coma therapy but on the third day, he extremities was 4–5. We started ITB injections
underwent splenectomy because of associated through a daily lumbar puncture 1.5 months after
intraperitoneal bleeding. His consciousness was the injury. The initial dose was 50 mg/day for 5
E2V2M4 (GCS) 1.5 months after the accident. He days, which controlled the spasticity effectively.
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Fig. 6. Time course of neurological changes in case 2.

On the fifth day, he began to respond vaguely to
verbal commands. He became able to open and
close his eyes slowly to our commands. The dose
was increased to 100 mg/day and the injection was
continued for 23 days. He started to open his eyes
spontaneously after five injections of 100 mg
baclofen. On the 18th day, he became able to put
out his fingers to verbal commands and he also
became able to take foods orally. The patient was
on prophylactic anticonvulsant (250 mg of pheny-
toin per day) and there were no clinical seizure
attacks during the course. The clinical course is
summarized in Fig. 6. He was discharged on foot
to a rehabilitation center 6 months after the
injury. Three years after the accident, he was
living independently.

Discussion

The patients reported here are young and the
durations of consciousness disturbance were 2–3
months, which does not fully fit to the criteria of
PVS (Ashwal, 2004, 2005). Therefore, the recov-
ery of their consciousness may have been a
spontaneous natural course. However, all the
attended doctors unanimously had a frank opi-
nion that the dramatic improvement of conscious-
ness was unexpectedly triggered with ITB
injections and this was not merely a coincidence.

Becker et al. (1997) administered spinal ITB to
relieve severe spasticity of supraspinal origin such
as anoxic encephalopathy and severe brain injury.

In their series of 13 patients, there were three
patients whose consciousness improved dramati-
cally after the treatment with ITB (Becker, 1996,
personal communication). They also reported that
severe autonomic dysfunction during the acute or
subacute stage of severe brain injury is effectively
controlled with ITB (Becker et al., 1997, 2000)
and such use of ITB is supported by others
(Baguley et al., 2004; Cuny et al., 2001).

In animal experiments of spinal cord injury, on
the other hand, baclofen is known to improve
axonal conduction of demyelinated axons
(Nockels and Young, 1992). This experimental
finding is interesting in that the present cases
showed lesions compatible with diffuse axonal
injury (Tong et al., 2004), and it can be suggested
that the axonal conduction might have been
improved with baclofen. As spontaneous recovery
from PVS is an exceptional event and it is a big
socioeconomical problem, any possible treatment
for the recovery of consciousness is worth trying.
The present experience, therefore, indicates that
further investigation about effects of ITB on
improvement of consciousness is crucial in
patients with severe spasticity of supraspinal
origin.

The initial purposes of ITB in the present cases
were to relieve spasticity, to prevent organic
contractures, and to facilitate rehabilitation. As
shown here, Ashworth scale improved with the
treatment and in this sense, the treatment was
successful. Such application of ITB as in subacute
stage of severe brain damage would be of
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importance in terms of functional outcome of the
patients. This view is also supported by Turner
(2003). When we treated these patients, contin-
uous infusion pump was not available in Japan,
and we had to inject baclofen through repeated
lumbar punctures. Such bolus injection gives
sharp rise of baclofen concentration in the
cerebrospinal fluid, and baclofen may reach to
the intracranial space and act to the brain itself.

As for spasticity control, spinal cord stimulation
(SCS) has long been used and extensively studied
before the introduction of ITB treatment (Broseta
et al., 1987; Dimitrijevic et al., 1986a, b; Illis et al.,
1983; Koulousakis et al., 1987; Maiman et al.,
1987; Pinter et al., 2000; Siegfried, 1980). How-
ever, SCS is abundant because of modest long-
term effect (Gottlieb et al., 1985; Katz, 1988). SCS
is generally indicated for control of intractable
neuropathic pain (Deer, 2001; Meyerson et al.,
1997; Meyerson and Linderoth, 2000; Olsson
et al., 2008), and it also shows antispastic effect
to some extent. Although the precise mechanism
of SCS remains unsolved, release of inhibitory
neurotransmitters such as GABA and glycine are
suggested for the basic mechanism of SCS (Cui
et al., 1996; Simpson et al., 1991, 1993; Stiller
et al., 1996). Glycine is a neurotransmitter of the
Renshaw cells in the spinal dorsal horn and it is
used to be applied to the treatment of spasticity
(Smith et al., 1979; Stern and Bokonjic, 1974).
Glycine is also tried experimentally for the relief
of neuropathic pain (Huang and Simpson, 2000;
Simpson et al., 1997; Zeilhofer, 2005). Baclofen
not only relieves spasticity but also reduces
neuropathic pain (Gwak et al., 2006; Herman
et al., 1992; Slonimski et al., 2004; Taira and Hori,
2007; Taira et al., 1994), and combination of SCS
and ITB enhances pain suppression (Lind et al.,
2007; Meyerson et al., 1997). Thus, baclofen and
SCS resemble to each other in terms of antispastic
effect, analgesic action for neuropathic pain, and
involvement of the spinal GABA and glycine
systems. It has also been reported that SCS may
improve consciousness in patients with PVS (Fujii
et al., 1998; Funahashi et al., 1989; Kanno et al.,
1987, 1988, 1989; Liu et al., 2008; Matsui et al.,
1989). It is also interesting that SCS may increase
cerebral blood flow and may improve ischemic

damage of the brain (Hosobuchi, 1985, 1991;
Inoue et al., 2000; Liu et al., 2008; Matsui and
Hosobuchi, 1989; Nagamachi et al., 2006;
Visocchi, 2006, 2008; Visocchi et al., 1994).
Therefore, it is highly suggested that the recovery
of consciousness after intrathecal administration
of baclofen is triggered by the similar mechanisms
as in SCS in patients with PVS. Because the effect
of SCS is basically segmental while baclofen acts
diffusely on the spinal cord, ITB may show
stronger and widespread effects.

In PVS or MCS patients, the extent of brain
damage is not uniform, and consequently stan-
dardization or randomization of such patients for
ITB treatment in terms of assessing the effect on
consciousness recovery is not feasible. ITB is not
yet, of course, a recommended treatment for
aiming at improving impaired consciousness, and
we need more accumulation of cases with detailed
assessment of chronological changes of conscious-
ness state after ITB treatment. Improvement of
prolonged consciousness disturbance with any
kinds of treatment is considered as serendipity,
but serendipity comes only to prepared mind.
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Sarà, M., Pistoia, F., Mura, E., Onorati, P., Govoni, S. (2009).
Intrathecal baclofen in patients with persistent vegetative
state: Two hypotheses. Archives of Physical Medicine and
Rehabilitation, 90, 1245–1249.
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CHAPTER 22 

Different beliefs about pain perception
in the vegetative and minimally conscious
states: a European survey of medical and

paramedical professionals$
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4Department of Neurology, CHU University Hospital, Liège, Belgium

Abstract: Pain management in severely brain-damaged patients constitutes a clinical and ethical stake. At 
the bedside, assessing the presence of pain and suffering is challenging due to both patients’ physical 
condition and inherent limitations of clinical assessment. Neuroimaging studies support the existence of 
distinct cerebral responses to noxious stimulation in brain death, vegetative state, and minimally conscious 
state. We here provide results from a European survey on 2059 medical and paramedical professionals’ 
beliefs on possible pain perception in patients with disorders of consciousness. To the question ‘‘Do you 
think that patients in a vegetative state can feel pain?,’’ 68% of the interviewed paramedical caregivers 
(n ¼ 538) and 56% of medical doctors (n ¼ 1166) answered ‘‘yes’’ (no data on exact profession in 17% of 
total sample). Logistic regression analysis showed that paramedical professionals, religious caregivers, and 
older caregivers reported more often that vegetative patients may experience pain. Following professional 
background, religion was the highest predictor of caregivers’ opinion: 64% of religious (n ¼ 1009; 850 
Christians) versus 52% of nonreligious respondents (n ¼ 830) answered positively (missing data on 
religion in 11% of total sample). To the question ‘‘Do you think that patients in a minimally conscious 
state can feel pain?’’ nearly all interviewed caregivers answered ‘‘yes’’ (96% of the medical doctors and 
97% of the paramedical caregivers). Women and religious caregivers reported more often that minimally 
conscious patients may experience pain. These results are discussed in terms of existing definitions of pain 
and suffering, the remaining uncertainty on the clinical assessment of pain as a subjective first-person 
experience and recent functional neuroimaging findings on nociceptive processing in disorders of 
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consciousness. In our view, more research is needed to increase our understanding of residual sensation in 
vegetative and minimally conscious patients and to propose evidence-based medical guidelines for the 
management of possible pain perception and suffering in these vulnerable patient populations. 

Keywords: pain; brain injury; disorders of consciousness; survey; neuroimaging; ethics; end-of-life; 
vegetative state 

Introduction

The International Association for the Study of 
Pain (IASP, 1994) defines pain as ‘‘an unpleasant 
sensory and emotional experience associated with 
real or potential tissue damage.’’ As stressed by 
the IASP, the inability to communicate verbally 
does not negate the possibility that an individual is 
experiencing pain and is in need of appropriate 
pain-relieving treatment. Pain may also be 
reported in the absence of tissue damage or any 
likely pathophysiological cause; usually this hap
pens for psychological reasons. Activity induced 
in the nociceptor and nociceptive pathways by a 
noxious stimulus is not pain, which is always a 
psychological state, even though pain most often 
has a proximate physical cause. Pain is a 
subjective first-person experience with both phy
sical and affective aspects (Kupers et al., 2005). It 
is a sensation in a part or parts of the body, which 
is, always unpleasant and, therefore, an emotional 
experience. Pain and suffering are not inter
changeable constructs. However, the concept of 
suffering is surprisingly ill defined and given 
relatively little attention in medicine. A person 
might experience significant pain-related suffering 
from a relatively low-level noxious stimulation if 
she or he believes the implications are ominous, 
interminable, and beyond their control (Turk and 
Wilson, 2009). Cassell (1991) defined suffering as 
‘‘the state of severe distress associated with events 
that threaten the intactness of the person.’’ 
Pain by itself does not seem to be sufficient 
to cause suffering; rather it seems that the 
person’s interpretation of the symptoms is crucial. 
We will here consider (as expressed by the Multi-
Society Task Force on PVS, 1994) that pain and 
suffering refer to the unpleasant experiences that 
occur in response to stimulation of peripheral 
nociceptive receptors and their peripheral and 

central afferent pathways or that they may 
emanate endogenously from the depths of human 
self-perception. 

The management of pain and suffering in 
disorders of consciousness (DOCs) is challenging 
because, by definition, patients in a vegetative state 
(VS) or minimally conscious state (MCS) cannot 
verbally or nonverbally communicate their feelings 
or experiences (e.g., McQuillen, 1991; Bernat, 
2006; Laureys and Boly, 2007). The VS is a 
condition of preserved wakefulness contrasted with 
absent voluntary interaction with the environment 
(Jennett and Plum, 1972). The MCS was only 
recently defined (Giacino et al., 2002) and  is  
characterized by discernible but fluctuating signs 
of awareness without consistent communication 
with the environment. How can we know if 
patients in VS or in MCS feel pain or suffering? 
The perceptions of pain and suffering are con
scious experiences: the wakeful unconsciousness of 
vegetative patients, by definition, precludes these 
experiences. Of course, there is a theoretical 
problem to evaluate the subjective experience of 
pain (and any other conscious perception or 
thought) in another person. At the patient’s 
bedside, we are limited to evaluate the behavioral 
responsiveness to pain. If patients never show any 
sign of voluntary movement in response to noxious 
stimuli it will be concluded they do not experience 
pain. They may, however, be aroused by noxious 
stimuli by opening their eyes if they are closed, 
quickening their breathing, increasing heart rate 
and blood pressure, and occasionally show gri
mace-like or crying-like behavior. As all these 
abilities are also seen in infants with anencephaly 
(The Medical Task Force on Anencephaly, 1990; 
Payne and Taylor, 1997) they are considered to be 
of subcortical origin and not necessarily reflecting 
conscious perception of pain. We also know from 
studies in general anesthesia that motor or 
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autonomic responses are no reliable indicators of 
consciousness (e.g., Halliburton, 1998). 

DOC patients classically are bed- or chair-bound 
and may suffer from spasticity, contractures, 
fractures, pressure sores, soft tissue ischemia, 
peripheral nerve injuries, complex regional pain 
syndrome, central pain syndromes, and post
surgical incisional pain (Schnakers and Zasler, 
2007). Since they cannot communicate their 
potential painful state, the existence of pain is 
clinically inferred from observing their sponta
neous behavior or their motor responses to 
noxious stimulation. Stereotyped responses (i.e., 
slow generalized flexion or extension of the upper 
and lower extremities), flexion withdrawal (i.e., 
withdrawal of the limb away from the point of the 
stimulation), and localization responses (i.e., the 
nonstimulated limb locates and makes contact with 
the stimulated body part at the point of stimula
tion) are linked to, respectively, brainstem, sub
cortical, or cortical activity (e.g., Stevens and 
Nyquist, 2006). No response after intense noxious 
stimulation reveals a deep stage of coma; stereo
typed responses are considered as ‘‘automatic’’ 
unconscious reflexes, whereas localization of nox
ious stimulation is usually considered as indicative 
of conscious perception (Posner et al., 2007). 

Repeated clinical examinations by trained and 
experienced examiners are paramount for the 
behavioral assessment of pain. To date, several 
scales are used for assessing pain in noncommu
nicative individuals with end-stage dementia, in 
newborns and in sedated intensive care patients, 
but no scale was developed to assess pain in 
DOCs (Schnakers et al., 2009b). We therefore 
recently proposed the Nociception Coma Scale as 
a standardized and validated tool measuring 
motor, verbal, and visual responses and facial 
expression in response to pain (Schnakers et al., 
2009a). However, the absence of a behavioral 
response cannot be taken as an absolute proof of 
the absence of consciousness (McQuillen, 1991; 
Bernat, 1992) and inferring pain and suffering 
solely by observing behavioral responses may be 
misleading, especially in patients with extreme 
motor impairment or with fluctuating levels of 
vigilance (e.g., Majerus et al., 2005). Given these 
limitations of our bedside clinical assessment of 

pain in noncommunicative brain injured patients, 
inherent to the first-person subjective dimension 
of pain, we will next review the usefulness of 
functional neuroimaging methods in the study 
of pain and suffering in VS and MCS. 

Neuroimaging of pain

Since brain responses are the final common path
way in behavioral responses to pain (unconscious 
and conscious), we believe that the application of 
functional imaging will allow us to study pain in an 
objective manner and to propose evidence-based 
guidelines on the use of analgesia and symptom 
management in DOCs (e.g., Borsook and Becerra, 
2006; Laureys et al., 2006; Laureys and Boly, 2008). 
In healthy controls, studies with positron emission 
tomography (PET) and functional magnetic reso
nance imaging (fMRI) have revealed that pain 
cannot be localized in an isolated ‘‘pain centre’’ but 
rather encompasses a neural circuitry, the pain 
‘‘neuromatrix’’ (Jones et al., 1991; Peyron et al., 
2000). More specifically, two distinct cerebral 
networks have been identified to be involved in 
pain perception: (i) a lateral pain system or sensory 
network, encompassing lateral thalamic nuclei, 
primary and secondary somatosensory, as well as 
posterior parietal cortices; and (ii) a medial pain 
system or affective network, which involves the 
medial thalamus, anterior cingulate, and prefrontal 
cortices; the insular cortices playing an intermedi
ate role (Hofbauer et al., 2001). For example, 
increased activity in the insular and anterior 
cingulate cortices prior to painful stimulation has 
been linearly associated with increased painfulness 
(Boly et al., 2007). Inversely, a hypnotic-induced 
absence of activation in these areas was associ
ated with reduced subjective pain reports 
(Vanhaudenhuyse et al., 2009). These and other 
studies are increasing our understanding of the 
neural correlates of the sensory and affective 
components of pain (e.g., see review in Kupers 
et al., 2005), but it should be noted that at present 
our understanding of suffering (i.e., distress asso
ciated with events that threaten the intactness of 
the person; Cassell, 1991) is very limited and barely 
studied. 
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Recent neuroimaging studies have shown that 
DOCs are characterized by distinct cerebral 
patterns in response to sensory stimulation (e.g., 
Laureys et al., 2004; Laureys, 2005a; Giacino 
et al., 2006; Schiff, 2007; Owen, 2008). In 15 VS 
patients, our group found no evidence of noxious 
stimulation-related downstream activation 
beyond primary somatosensory cortex (Laureys 
et al., 2002). More importantly, functional con
nectivity assessment showed that the observed 
cortical activation subsisted as an island, disso
ciated from the pain matrix and the higher-order 
cortices that are currently thought to be necessary 
for conscious awareness (as shown by studies on 
conscious perception in healthy controls and on 
loss of consciousness in sleep and anesthesia; e.g., 
Baars et al., 2003; Boveroux et al., 2008; Laureys, 
2005b). However, another study reported addi
tional activation of secondary somatosensory and 
insula cortices in VS patients (Kassubek et al., 
2003), implying the possibility of affective experi
ences of pain. 

In striking contrast to what we observed in VS, 
MCS patients showed activation in not only 
midbrain, thalamus, and primary somatosensory 
cortex but also in secondary somatosensory, 
insular, posterior parietal, and anterior cingulate 

cortices (Fig. 1). The spatial extent of the 
activation in MCS patients was comparable to 
controls and no brain region showed less activa
tion in MCS as compared to healthy individuals. 
A functional connectivity assessment of insular 
cortex demonstrated its preserved connections 
with a large set of associative areas encompassing 
posterior parietal, motor and supplementary 
motor, striatum, and dorsolateral prefrontal and 
temporal associative cortices as observed in 
controls (Boly et al., 2005). These neuroimaging 
data show large differences in brain activation 
between VS and MCS patients, despite a similar 
bedside behavioral evaluation. In the next section, 
we report differences in healthcare workers’ 
beliefs toward possible pain in DOCs. 

Attitudes toward pain perception

To our knowledge, no data exist on the thoughts 
of physicians and paramedical personnel toward 
pain perception in patients in VS as compared to 
MCS. We here present results from a question
naire survey on attitudes on DOCs, which was 
distributed during lectures at medical and scien
tific conferences and meetings (n ¼ 48) within 

Fig. 1. Cerebral activation to noxious stimulation in brain death (adapted from Laureys, 2005a with permission), the VS (Laureys 
et al., 2002 with permission), and the MCS (Boly et al., 2008 with permission) as compared to healthy volunteers. Note: (i) the 
absence of activation in brain death; (ii) the preserved but low-level subcortical and primary cortical activation in the VS (the primary 
cortical activation was disconnected from the rest of the brain), and (iii) the near-normal activation in the minimally conscious state. 
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Europe (data were collected by SL, AD, MAB, 
AV, MAB, and DL between June 2007 and April 
2009). Participation to the survey was voluntary 
and anonymous. Participants were first introduced 
to the clinical definitions of DOCs and were then 
asked to provide ‘yes’ or ‘no’ answers to 16 
questions related to consciousness, VS, MCS, and 
locked-in syndrome. We here report the replies 
obtained in European medical and paramedical 
professionals to the questions ‘‘Do you think that 
patients in a vegetative state can feel pain?’’ and 
‘‘Do you think that patients in a minimally 
conscious state can feel pain?’’ — the questions 
related to consciousness and the brain have been 
reported elsewhere (Demertzi et al., 2009). 
Recorded demographic data included age, gen
der, nationality, profession, and religious beliefs. 
Nationalities were categorized into three geogra
phical regions based on previous classification 
criteria (Sprung et al., 2003): Northern (Denmark, 
Estonia, Finland, Lithuania, Netherlands, Norway, 
Poland, Russia, Sweden, United Kingdom), Central 
(Austria, Belgium, Czech Republic, Germany, 
Hungary, Luxembourg, Moldavia, Romania, 
Serbia, Slovakia, Slovenia, Switzerland), and 
Southern Europe (Bulgaria, Croatia, Cyprus, 
France, FYROM, Greece, Italy, Portugal, Spain, 
Turkey). Statistical analyses were performed using 
SPSS v.16.0 software packages. Multiple logistic 
regression (stepwise backward; i.e., independent 
variables are removed from the equation at 
consecutive steps; entry, p ¼ 0.05 and removal, 
p ¼ 0.1) was used to assess associations between 
obtained answers to the two questions and age, 
gender, profession, region, and religiosity. Chi-
square tests assessed differences within categorical 
variables. Results were considered significant at 
po0.05 (two-sided). 

The study sample included 2059 medical and 
paramedical professionals coming from 32 Eur
opean countries (see Table 1 for demographic 
data). As a whole, the sampled participants 
replied more often that MCS patients could feel 
pain than that VS patients could feel pain 
(w2(1) ¼ 7.9, po0.001). Participants’ opinions 
were much more consistent for pain perception 
in MCS (96% of the total sample considered MCS 
patients can feel pain), while responses were 

Table 1. Demographic characteristics of the study sample 
(n ¼ 2059) 

Age, mean7SD (range), years 43712 (18–83) 
Gender, no. (%) 

Women 993 (47%) 
Men 962 (48%) 
Missing 104 (5%) 

Respondents by geographical region, no. (%) 
Northern Europe 283 (13%) 
Central Europe 1011 (49%) 
Southern Europe 470 (24%) 
Missing 295 (14%) 

Profession, no. (%) 
Medical professionals 1196 (58%) 
Paramedical professionals 548 (27%) 
Missing 315 (15%) 

Religiosity, no. (%) 
Religious respondents 1033 (50%) 
Non-religious respondents 849 (41%) 
Missing 177 (9%) 

much more discordant for VS (59% considered 
vegetative patients could feel pain). Paramedical 
caregivers (n ¼ 538) replied more often that 
patients in a VS could feel pain than did medical 
doctors (n ¼ 1166) (68% versus 56%; w2(1) ¼
23.07, po0.001; Fig. 2a). Following professional 
background, religion was the highest predictor of 
caregivers’ opinion: 64% of religious (n ¼ 1009; 
94% Christians) versus 52% of nonreligious 
respondents (n ¼ 830) answered positively (see 
Fig. 3a). There was no effect of religion practice 
(317 were practicing and 664 were not practicing 
their religion) on attitudes toward pain perception 
in the VS (w2(1) ¼ 0.261, p ¼ 0.609). Logistic 
regression analysis showed that paramedical 
professionals, religious caregivers, and older 
caregivers reported more often that vegetative 
patients may experience pain (Table 2). To the 
question ‘‘Do you think that patients in a 
minimally conscious state can feel pain?’’ nearly 
all interviewed caregivers answered ‘‘yes’’ (96% 
of the medical doctors and 97% of the para
medical caregivers; Fig. 2b). Logistic regression 
analysis showed that women and religious care
givers reported more often that minimally con
scious patients may experience pain. For attitudes 
on pain in MCS, the difference between medical 
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Fig. 2. Attitudes toward pain perception in the vegetative and the minimally conscious as expressed by European medical and 
paramedical professionals. 

Fig. 3. The effect of religion on attitudes toward pain perception in patients with DOCs. 

and paramedical professionals was not significant 
(w2(1) ¼ 1.07, p ¼ 0.295). 

According to our survey, healthcare workers 
have different beliefs about possible pain percep
tion in MCS as compared to VS patients. This 
finding implies that, despite the recent introduc
tion of MCS (Giacino et al., 2002), the medical 
community regards MCS and VS as two separate 
clinical entities characterized by different pain 
perception profiles. The major differences in 
physicians’ beliefs about pain in VS as compared 
to MCS are supported by results from the 
functional neuroimaging data discussed above 
(Laureys et al., 2002; Boly et al., 2008). However, 
our survey showed that a high proportion of 
medical doctors (56%) and paramedical 

professionals (68%) considered that VS patients 
feel pain. The observed differences in viewpoint 
depending on professional background might be 
related to many factors including differences in 
proximity to the patient, time spent at the bedside, 
sensibilities, and education. Previous American 
studies reported a smaller minority of physicians 
holding these views. Payne et al. (1996) surveyed 
170 physicians from the American Academy of 
Neurology and 150 from the American Medical 
Directors Association and reported that only 30% 
believed VS patients experience pain (they 
found no differences between academic and 
non-academic physicians). Similarly, an unpub
lished survey by the American Neurological 
Association reported that 31% of its members 
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Table 2. Logistic regression results on participants’ characteristics (age, gender, region, professional background, religiosity) and 
‘‘Yes’’ versus ‘‘No’’ answers to the questions on pain perception in VS and MCS 

Question predictors Odds ratioa 95% Confidence interval p-value 

Do VS patients feel pain?b 

Age 1.01 1.00 1.02 0.05 
Women 1.25 0.99 1.58 0.06 
Northern Europe 1 
Central Europe 0.81 0.58 1.14 0.24 
Southern Europe 1.1 0.76 1.6 0.6 
Paramedical professionals 1.56 1.2 2 o0.001 
Religious respondents 1.37 1.1 1.7 0.004 

Do MCS patients feel pain?c 

Women 2.38 1.33 4.26 0.003 
Religious respondents 1.83 1.05 3.18 0.031 

aFor the continuous variables, the odds ratio equals the relative change in the odds ratio when the variable is increased by one unit.
bStepwise backward (Step 1).
cStepwise backward (Step 4).

were ‘‘uncertain’’ about whether VS patients 
could experience pain (31%) and suffering 
(26%) (Daroff, 1990). Tresch et al. (1991) found 
that only 22% of the relatives of patients in VS 
believed that their relative could experience pain 
and suffering. We can only speculate about 
possible explanations for the seemingly increased 
proportion of physicians considering that VS 
patients feel pain. It maybe that the recent 
publication of the diagnostic criteria for the MCS 
(Giacino et al., 2002) or the highly mediatized 
report of a VS patient ‘‘playing tennis in her 
head’’ (Owen et al., 2006) may have changed 
physicians opinions. In addition, cultural and 
religious differences could underlie the observed 
discrepancies between our European study and 
the older American surveys. 

Physician and caregivers’ opinions on patients’ 
pain perception was significantly influenced by 
religious beliefs. We have previously shown that 
personal philosophical convictions are of major 
influence on our views on the relationship 
between consciousness and the brain (Demertzi 
et al., 2009). Such personal beliefs have also been 
shown to weight on physicians’ clinical decisions 
(e.g., see Jennett, 2002). In line with our findings 
on the influence of religion and age on beliefs on 
pain perception in VS, other studies on, for 
example, end-of-life decisions in intensive care 

patients have shown that older and more experi
enced doctors and doctors with religious convic
tions (i.e., Christians) more often refused to opt 
for treatment limitations (Christakis and Asch, 
1995; Sprung et al., 2003). 

Considering our results on varying beliefs about 
pain perception in DOCs, physicians and health-
care workers’ views on pain and symptom 
management may also be affected. Since nearly 
half of the interviewed doctors express that VS 
patients do not feel pain, they could be expected 
to act accordingly by, for instance, not providing 
analgesic medication in these patients. These 
issues become even more important in cases when 
VS patients are agreed to be withdrawn from life-
supporting treatment, such as artificial nutrition 
and hydration. In these cases (e.g., Terri Schiavo) 
patients may be left without administration of 
opioids or other analgesic drugs during their dying 
process (Fins, 2006; Laureys, 2005a) on the 
grounds that they are deployed from experiencing 
suffering from hunger and thirst (Ahronheim and 
Gasner, 1990). In light of an incomplete picture 
of pain perception in VS patients, the existing 
risk for misdiagnosis (Andrews et al., 1996; 
Childs et al., 1993; Schnakers et al., 2009c), the 
inconclusive drug-related effects in DOCs 
(Demertzi et al., 2008) and the limitations in 
interpreting neuroimaging results (Poldrack, 2008; 



336 

Laureys and Boly, 2007), pain prophylaxis and 
treatment have been proposed for all patients 
suffering from DOCs (Schnakers and Zasler, 
2007; Schnakers et al., 2009b). 

The reported discrepancies in opinions about 
pain perception in VS patients may also be related 
to the absence of a unanimously accepted defini
tion of pain and suffering. The Multi-Society Task 
Force on PVS (1994) considered that grimace-like 
or crying-like behaviors are not likely to reflect 
conscious awareness of pain or suffering ‘‘unless 
they are consistent, sustained, and definitive in 
nature.’’ They differentiated between pain and 
nociception, in that the latter is merely a response 
to noxious stimulation that can be present without 
conscious awareness and stated that nociceptive 
stimulation may elicit unconscious postural 
responses, as well as other motor, autonomic, and 
endocrinologic reflexive responses without evok
ing the experience of pain and suffering if the 
brain has lost its capacity for self-awareness 
(Multi-Society Task Force on PVS, 1994). The 
IASP (1994) definition of pain also refers to 
cognitive and affective properties of pain, stres
sing the importance of subjectivity and environ
mental influences in the experience of pain. Some 
authors support the view that pain can be 
regarded as any response to a noxious stimulus 
(e.g., see Anand and Craig, 1996) — but it is clear 
that not just any reaction to changes in the 
environment can be considered as conscious 
(e.g., brain-death-associated reflexes and automa
tisms; Laureys, 2005a; Jain and DeGeorgia, 2005). 
Others have hypothesized, based on observations 
from children with hydrancephaly (Shewmon 
et al., 1999) newborns (Anand and Hickey, 
1987) and fetuses (Derbyshire, 2008), that mid
brain structures may mediate consciousness, 
supporting the claim that cortical activity is not 
necessary for conscious perception (Merker, 
2007). 

In conclusion, our survey shows clear differ
ences in medical professionals’ beliefs on pain 
perception in VS patients as compared to MCS 
patients. Nearly all respondents considered that 
MCS patients can feel pain and medical doctors 
and paramedical professionals largely concur. 
In contrast, the beliefs on pain perception in VS 

patients were much more divided. Paramedical 
professionals, religious participants, and older 
caregivers reported more often that VS patients 
may experience pain. In light of many controver
sies around pain (and hence pain management) in 
VS and MCS patients, an increase in scientific 
evidence is essential to enhance our understand
ing and to permit the development of adapted 
standards of care and improved clinical guidelines 
for these challenging and vulnerable noncommu
nicative patients with DOCs. 
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CHAPTER 23 

Life can be worth living in locked-in syndrome 
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Abstract: The locked-in syndrome (LIS) describes patients who are awake and conscious but severely 
deefferented leaving the patient in a state of almost complete immobility and loss of verbal communication. 
The etiology ranges from acute (e.g., brainstem stroke, which is the most frequent cause of LIS) to chronic 
causes (e.g., amyotrophic lateral sclerosis; ALS). In this article we review and present new data on the 
psychosocial adjustment to LIS. We refer to quality of life (QoL) and the degree of depressive symptoms as a 
measure of psychosocial adjustment. Various studies suggest that despite their extreme motor impairment, a 
significant number of LIS patients maintain a good QoL that seems unrelated to their state of physical 
functioning. Likewise, depression is not predicted by the physical state of the patients. A successful 
psychological adjustment to the disease was shown to be related to problem-oriented coping strategies, like 
seeking for information, and emotional coping strategies like denial — the latter may, nevertheless, vary with 
disease stage. Perceived social support seems to be the strongest predictor of psychosocial adjustment. QoL 
in LIS patients is often in the same range as in age-matched healthy individuals. Interestingly, there is 
evidence that significant others, like primary caregivers or spouses, rate LIS patients’ QoL significantly lower 
than the patients themselves. With regard to depressed mood, ALS patients without symptoms focus 
significantly more often on internal factors that can be retained in the course of the disease contrary to 
patients with depressive symptoms who preferably name external factors as very important, such as health, 
which will degrade in the course of the disease. Typically, ALS patients with a higher degree of depressive 
symptoms experience significantly less ‘‘very pleasant’’ situations. The herein presented data strongly 
question the assumption among doctors, health-care workers, lay persons, and politicians that severe motor 
disability necessarily is intolerable and leads to end-of-life decisions or euthanasia. Existing evidence supports 
that biased clinicians provide less-aggressive medical treatment in LIS patients. Thus, psychological treatment 
for depression, effective strategies for coping with the disease, and support concerning the maintenance of the 
social network are needed to cope with the disease. Novel communication devices and assistive technology 
now offers an increasing number of LIS patients to resume a meaningful life and an active role in society. 
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Introduction

The term locked-in syndrome (LIS) was first 
introduced by Plum and Posner in 1983 and 
describes patients who are awake and conscious 
but selectively deefferented, that is, have no 
means of producing speech, limb or facial move
ments. The American Congress of Rehabilitation 
Medicine (1995) defined LIS as a neurological 
impairment characterized by the presence of 
sustained eye opening (bilateral ptosis should be 
ruled out as a complicating factor), quadriplegia 
or quadriparesis, aphonia or severe hypophonia, 
preserved cognitive function, and a primary and 
elementary code of communication that use eye 
movement or blinking. The LIS can be subcate
gorized according to the severity of the motor 
impairment in: (1) classical LIS, characterized by 
quadriplegia and aphonia with preserved con
sciousness and vertical eye movements or blink
ing; (2) incomplete LIS, characterized by remnants 
of voluntary motion other than vertical eye 
movements; and (3) total LIS, characterized by 
complete immobility (including eye movements) 
with preserved consciousness (Bauer et al., 1979). 
Acute pontine lesions following vascular pathol
ogy are its most common cause (Plum and Posner, 
1983; Laureys et al., 2005). LIS can also be 
observed in progressive neurologic pathologies 
like end-stage amyotrophic lateral sclerosis (ALS) 
(Ludolph and Dengler, 1999). It has been 
traditionally stated that long-term survival in LIS 
is rare (Ohry, 1990). Mortality is indeed high in 
acute LIS of vascular origin (87% within the first 4 
months; Patterson and Grabois, 1986) and mean 
survival rate in ALS is 3–5 years with only a short 
period of time in LIS (Ludolph and Dengler, 
1999). However, individuals in LIS may survive 
for long periods of time, sometimes exceeding 20 
years (Doble et al., 2003; Leó n-Carrió n et al., 
2002; Laureys et al., 2005). Doble et al. (2003) 
reported a 10-year survival of 83% and 20-year 
survival of 40% in 29 stabilized (i.e., surviving 

more than 1 year) LIS patients. Data from the 
French Association for Locked-In Syndrome 
(ALIS; www.alis-asso.fr) on 250 patients showed 
that mean time spent in LIS was 674 years (range 
14 days–27 years; Laureys et al., 2005). With 
improving medical technology, life with severe 
physical impairment can be significantly pro
longed — for example, by application of non
invasive and invasive ventilation in ALS. 
Noninvasive ventilation prolongs life for 250 up 
to 300 days and has therefore the same life-
prolonging effect as Riluzole, the only approved 
drug in ALS (Bourke et al., 2006). However, 
motor recovery is futile in a progressive motor 
neuron disease like ALS and the hope for motor 
recovery is limited in LIS of vascular origin 
(Doble et al., 2003). Despite the severe persisting 
motor deficits in classic LIS, some patients may 
present improvement (classically showing a distal 
to proximal progression) and recover voluntary 
control of head, finger, or foot (Richard et al., 
1995; Laureys et al., 2005). Overall, the level of 
care remains extensive in chronic LIS and patients 
classically remain dependent on others for activ
ities of daily living. 

Autonomy and physical functioning has long 
been seen as the prerequisite of a life worth living 
(Chin et al., 1999). In recent years this was 
adjusted and life was defined to be worth living if 
there was a perspective of gaining autonomy (e.g., 
Bruno et al., 2008a, b). Studies show that QoL 
often equates with social rather than physical 
interaction or autonomy (Laureys et al., 2005). 
The arising question from our definition of ‘‘a life 
worth living’’ is what the consequences are for 
people with such extreme motor impairment, in 
which the probability for regaining autonomy in 
daily life is very limited. We may have to revise our 
classical idea of autonomy emphasizing that mental 
autonomy can be maintained even in a state of 
high dependence on others, in which much if not 
all physical autonomy is lost. The present work will 
review the available literature and present new 

http://www.alis-asso.fr
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data on psychological adjustment of patients with 
severe states of motor impairment leading a life 
depending on others — including both LIS 
following an acute brainstem lesion and following 
chronic motor neuron diseases such as ALS. 

Quality of life

Successful adjustment to a diagnosis can be 
measured as a degree of quality of life (QoL). 
According to the World Health Organization 
(WHO) ‘‘quality of life is defined as the indivi
dual’s perception of their position in life. (y) It is  
a broad ranging concept affected in a complex way 
by a person’s physical health, psychological state, 
level of independence and their relationship to 
salient features of their environment’’ (The 
WHOQOL Group, 1995). In the field of neurology 
and neuro-critical care, QoL has only been studied 
relatively recently. Communication limitations 
make QoL assessments in LIS patients particularly 
difficult (Murrell, 1999). Additionally, QoL mea
sures may not be sensitive enough to capture 
specific issues relating to the disease. This seems 
especially true for patients with a LIS. A common 
approach to refining the concept of QoL is to 
restrict its definition to health-related QoL. The 
common understanding of a good QoL implies 
being in good health and experiencing subjective 
well-being and life satisfaction (Goode, 1994). 
According to this concept, LIS patients could not 
have a high QoL due to their low level of physical 
functioning. In reality, patients’ perceptions of 
personal health, well-being, and life satisfaction 
are often discordant with their objective health 
status and disability (Albrecht and Higgins, 1977; 
Albrecht, 1994). Accordingly, LIS patients report 
a QoL often comparable to age-matched healthy 
controls and other chronically ill patients without 
severe motor impairment (Kübler et al., 2005; 
Rabkin et al., 2000; Lulé et al., 2008; Laureys et al., 
2005). The self-reported subjectively experienced 
QoL of LIS patients with ALS is neither asso
ciated with physical functioning nor can it be 
predicted by this factor (Kü bler et al., 2005; Lulé 
et al., 2008; Matuz et al., submitted). Notably, with 
the progression of the disease, patients with higher 

physical restrictions indicated a higher QoL than 
patients who were less impaired (Lulé et al., 2008). 

We here report unpublished data on QoL 
measured in 30 ALS patients by means of the 
Schedule for the Evaluation of Individual Quality 
of Life Direct Weighting (SEIQoL-DW; Hickey 
et al., 1996) and the seiquol index score (SIS). 
Patients’ age ranged from 37 to 72 years (mean 
5878.9 years; 16 females). Physical restrictions 
were measured with the ALS functional rating 
scale revised form (ALS-FRS; Cedarbaum et al., 
1999). We observed that QoL was better in patients 
with more severe motor impairment (Pearson 
correlation rpart ¼ 0.43; po0.05, corrected for age). 
This correlation could be attributed to artificial 
ventilation: ALS patients who were on artificial 
ventilation (either noninvasive or invasive; n ¼ 13) 
experienced a higher QoL compared to patients 
without ventilation (n ¼ 17) (mean SIS ¼ 77.47
18.0 SD versus 64.2714.8; univariate ANOVA 
with age as covariate, F1/27 ¼ 5.0, po0.05; Zickler, 
unpublished). Note that a SIS of 77 is in the range 
of results obtained in healthy controls (McGee 
et al., 1991). Our finding may be explained by the 
possible beneficial symptomatic effects of ventila
tion, including lessening daytime fatigue and 
reduced anxiety. 

In line with these findings in ALS, we observed 
in 17 patients with a LIS caused by a vascular 
brainstem lesion (mean age, 4476; range, 33–57 
years; 5 females; LIS duration, 674 years)  that  
patients’ subjective QoL was not related to 
physical impairment nor could it be predicted by 
this factor (Ghorbel et al., unpublished). According 
to the employed Short Form-36 questionnaire 
(SF-36; Ware et al., 1993) and compared to age-
matched French control subjects (Leplege et al., 
1998), LIS patients unsurprisingly showed maximal 
limitations in physical activities and significant 
limitations in usual role activities because of health 
problems, and in social activities due to physical or 
emotional problems. They also showed significant 
limitations in usual role activities because of 
emotional problems and scored significantly less 
on the vitality items (dealing with energy and 
fatigue). With the exception of the vitality score, 
all these items showed a significant floor effect 
(frequent use of the lowest possible score). 
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Fig. 1. Short Form-36 self-rated quality of general health status in 17 chronic locked-in patients (caused by brainstem stroke) as 
compared to healthy age-matched French controls (part of these data were reported in Laureys et al., 2005 with permission from 
Coma Science group, University of Liége). 

Interestingly, self-scored perception of mental 
health (evaluating mental well-being and psycho
logical distress), personal general health, and 
bodily pain were close to control values (Fig. 1). 
We also observed that perception of mental health 
and the presence of physical pain was correlated to 
the frequency of suicidal thoughts (r ¼ �0.67 and 
0.56, respectively, po0.05). 

This ‘‘disability paradox’’ refers to the fact that 
people with serious and persistent disability report 
that they experience a good QoL (Albrecht and 
Devlieger, 1999). In contrast, advanced-stage carci
noma patients show a subjective QoL that seems 
significantly lower as compared to ALS patients 
(Fegg et al., 2005) and which continues to decline as 
the disease leads to progressive physical impairment 
(Frick et al., 2007; Jenewein et al., 2008). Patients 
with severe paralysis leading in its most extreme 
form to a LIS seem to experience a subjective QoL 
that is better than that of patients with terminal 
cancer, and comparable to that of patients with 
nonterminal chronic disease (McGee et al., 1991; 
Moons et al., 2004). The published literature 
and the data here presented (summarized in 
Table 1) suggest that patients at any stage of 
physical restrictions can subjectively experience a 
high QoL. 

Family members or significant others tend to 
assume that patients’ QoL is poor and under
estimate the QoL of patients with chronic illness 
(McDonald et al., 1996; Sprangers and Aaronson, 
1992; Trail et al., 2003). It was shown that when 
significant others were asked to evaluate the QoL 
of a patient with severe motor impairment, they 
rated a significantly lower QoL than did the 
patients themselves (Kü bler et al., 2005). These 
findings support the assumption of Ganzini and 
Block (2002) that healthy people may present a 
defense mechanism having difficulty imagining 
the feelings and experiences of severely impaired 
patients. Albrecht and Devlieger (1999) stated 
that QoL is dependent on establishing and 
maintaining a harmonious set of relationships 
within the person’s social context and external 
environment. Appropriate medical and technical 
intervention as well as social support may strongly 
influence the QoL of patients with very severe 
motor impairment. When ALS patients were 
asked about the determinants of their subjective 
QoL, health and mobility were factors most often 
mentioned by patients with clinically relevant 
depressive symptoms. This indicates that 
depressed ALS patients seem to define their QoL 
to a great extent as a function of ‘‘external 



343 

Table 1. Studies on adaptation to LIS (following brainstem lesion and ALS2) 

Study Number of Etiology Mean age Good self-scored Self-scored Time since onset 
patients (years; range) QoL depression (range or mean) 

Doble et al. (2003) 27 Brainstem 34 (1–70) 7/13 (54%)a 5/13 (38%)d 12–132 months 
lesion 

Leó n-Carrió n et al. (2002) 44 Brainstem 47 (22–77) 21/48 (48%)a 6/44 (13%)d 62 months 
lesion 

Bruno et al. (2008b) 11 Brainstem 43 (27–61) ‘‘Not lower than NA 84 months 
lesion controls’’b 

Ghorbel et al. (unpublished) 17 Brainstem 44 (33–57) ‘‘Not lower than NA 72 months 
and Laureys et al. (2005) lesion controls’’c 

Bruno and Laureys 53 Brainstem 46 (22–69) NA 5/53 (9%) 72 months 
(unpublished) lesion 
Zickler (unpublished) 30 ALS 58 (37–72) 23/30 (77%)c 9/30 (30%)e 41 months 
Hacker (unpublished) 33 ALS 58 (37–72) 28/33 (85%) 8/33 (24%) 40 months 
Hammer et al. (2008) 39 ALS 58 (37–72) 33/39 (85%)c 11/39 (28%)e 44 months 
Lule et al. (2008) 30 ALS 59 (39–71) 21/30 (70%)c 4/30(13%)e NA 

NA ¼ not available
aAs assessed using open questions.
bAs assessed using ACSA scale.
cAs assessed using , SF-36, or SEIQoL.
dDepression was evaluated using open questions: the question was asked ‘‘Is the patient depressed: often, sometimes, never.’’
eDepression was evaluated using the ALS depression inventory, ADI (Kü bler et al., 2005).

experiences’’ that are no longer accessible (i.e., 
health and mobility). For patients without symp
toms of depression, ‘‘internal’’ experiences, such 
as personal well-being, seem to be more impor
tant for their QoL (Lulé et al., 2008). Importantly, 
these areas can remain intact even as the disease 
progresses. These findings underline the close 
relationship of QoL and affective state (e.g., 
depression) and provided support (e.g., social, 
medical, technical aids). Severely impaired ALS 
patients more often named communication and 
medical care as determinants of QoL than did 
mildly to moderately impaired ALS patients — 
who did not name these areas as determinants of 
their QoL at all (Lulé et al., 2008). This suggests 
that specific determinants become increasingly 
important for patients’ subjective QoL, while 
physical impairment worsens. Such an adaptation 
to disease is referred to as response shift 
(Sprangers and Schwartz, 1999). 

Psychological adaptation in LIS

Psychological adaptation to extreme motor 
impairment is mediated by coping strategies, 

coping resources, and social support (Matuz 
et al., submitted) and thus is the prerequisite for 
a high QoL in LIS. Factors which help to cope 
with the disease are various and may change in 
the course of the disease. Avoidance showed to be 
a successful strategy at the beginning of the 
disease, but became nonadaptive as the disease 
progressed (Matuz et al., submitted). In accor
dance with our previous studies (Lulé et al., 2008), 
Neudert and colleagues confirmed that ALS 
patients shift their priorities with respect to QoL 
and focus more on social aspects (Neudert et al., 
2001). Such an adaptive response shift was also 
found by Zickler (unpublished). With the pro
gression of the disease, ALS patients named 
family and social contact more frequently as a 
determining factor of their subjective QoL. Data 
from Zickler (unpublished) showed the impor
tance of family contacts (comparison between 
first and second interview 3 months later; 
Chi2(1) ¼ 4.9, p ¼ 0.05, Fisher’s exact) and social 
contacts (second interview Chi2(1) ¼ 5.08, 
p ¼ 0.05). ALS patients named their friends and 
social environment as determinants of their QoL 
more often than age-matched healthy controls, 
who more often mentioned their occupation and 
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Fig. 2. Satisfaction with factors determining quality of life. Schedule for the evaluation of individual QoL in ALS patients (n ¼ 30) 
and healthy subjects (n ¼ 30). The degree of satisfaction in each area was rated on a seven-point Likert scale ranging from 0 (could 
not be worse) to 100 (could not be better). Adapted from Lulé et al. (2008) with permission from Medical Psychology and 
Neurobiology, University of Tübingen, and Coma Science group, University of Liége. 

financial status. Finally, we observed that ALS 
patients were more satisfied with their families 
than healthy control subjects (Lulé et al., 2008; 
Fig. 2). When patients in LIS of vascular origin 
were interviewed with the Reintegration to 
Normal Living Index (Wood-Dauphinee and 
Williams, 1987), 70% of patients assumed that 
their role in their family meets their needs and 
those of their family members (study on 53 
patients; mean age, 46710; range, 22–69 years; 
17 females; LIS duration, 675 years; Bruno and 
Laureys, unpublished). Quite in contrast to the 
assumption of medical doctors, caregivers, and lay 
people, the physical state does not predict 
psychological adjustment. Social support, coping 
strategies, and coping resources predict more than 
50% of the variance in psychological adaptation 
to chronic disease measured as QoL and severity 
of depression (Matuz et al., submitted). The 
subjective feeling of control over one’s life and 
the feeling of a purposeful life irrespectively of the 
actual physical conditions seem to be strong 
determinants of a good QoL in patients with 
severe physical impairment (Albrecht and Dev
lieger, 1999; Matuz et al., submitted). It seems that 
many LIS patients develop successful adaptive 
strategies with respect to their needs and priorities 

in different stages of the disease (Lulé et al., 2008; 
Matuz et al., submitted). In the ‘‘International 
classification of Impairment, Disease, and Handi
cap’’ the World Health Organization states that 
disease, impairment, activity, and life satisfaction 
are defined as separate aspects of health. The 
presented data strongly support this notion 
dissociating physical restrictions from residual 
QoL in LIS patients. 

Depression rate

Depression is a well-described psychological 
disorder permitting effective psychotherapeutic 
and pharmacologic treatment (e.g., De Jong-
Meyer et al., 2007). Similarly to QoL, the 
presence of depression can be regarded as a 
measure of adjustment to the circumstances of the 
disease. Comparable to the findings for QoL 
previously discussed, there is evidence that the 
incidence of depressive symptoms in patients with 
severe physical impairment is not associated with 
physical function. This was true for LIS patients 
when assessed by means of a short self-report on 
depression (Ghorbel, unpublished; Laureys et al., 
2005) as well as for ALS patients when using a 
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disease-specific screening instrument for depres
sion (Lulé et al., 2008). Likewise, the severity of 
depressive symptoms in ALS patients was not 
associated with the time since diagnosis (Kü bler 
et al., 2005; Lulé et al., 2008). For patients with 
carcinoma, however, depressive symptoms have 
been reported to correlate with the extent of 
physical impairment (Frick et al., 2007). The 
prevalence of depression diagnosed with a struc
tured interview according to DSM-IV criteria 
among ALS patients is around 9–11% (Ganzini 
et al., 1999; Rabkin et al., 2000, 2005; Kurt et al., 
2007; Hammer et al., 2008) — which is only 
slightly higher than that observed in the general 
population (4–7%, Narrow et al., 2002, Kessler 
et al., 2003) yet lower than among patients with 
multiple sclerosis (up to 46%, Feinstein and 
Feinstein, 2001; Galeazzi et al., 2005). Disease-
independent factors like level of education (num
ber of school years) correlated significantly with 
the prevalence of depression in ALS. The higher 
the education, the lower was the prevalence of 
depression for ALS patients (Lulé et al., 2008). 
Although correlations do not tell anything about 
causal relationships, it might be speculated that 
better educated people have a better ability to 
develop functional coping strategies. 

Depression and QoL seem anticorrelated in 
patients with severe motor impairment (Lulé et 
al., 2008; Kü bler et al., 2005) — confirming the 
well-known relationship of affective state and 
QoL (Badger, 2001; Kü bler et al., 2005). Not only 
LIS patients with full-blown depression but also 
with depressed mood should be treated and not 
be left alone with feelings of hopelessness and 
despair. This claim is underlined by data showing 
that an interaction of stress factors like depression 
and despair cause a mortality risk 6.8 times higher 
than in patients without these stressors (McDo
nald et al., 1994). Nevertheless, ALS patients are 
dramatically undertreated in two ways: first, 
depression is often left undiscovered; and second, 
when pharmacologically treated, the dose of 
antidepressants is too low, and treatment effect 
is not followed up (Kurt et al., 2007). Psycholo
gical interventions tailored to the specific needs of 
LIS patients which take also into account the 
progressive nature of ALS are not yet available. 

In the absence of an empirical basis for the 
fatalistically postulated causal relationship 
between the loss of physical function and depres
sion (Goldstein et al., 2006), we conclude that 
depression is not a widespread phenomenon 
among LIS patients but when it is identified it 
should be adequately treated. 

Social participation

One of the strongest factors which help to cope 
with severe motor impairment as seen in LIS and 
ALS is social support. Matuz and colleagues 
(submitted) demonstrated that perceived social 
support is the most powerful predictor for a good 
QoL and low depression rate. The same was 
shown by Häcker (unpublished) in a study 
encompassing 33 ALS patients (mean age, 
5879.0; range, 37–72 years; 18 females; ALS
FRS mean, 20.0711.0; range, 0–38; diagnosed 
since 40731; range, 1–126 months): patients 
perceiving social support (n ¼ 24) rated their 
QoL significantly higher than patients (n ¼ 9) 
who did not experience the benefit of social 
support (SIS mean 75.7711.8 versus 60.7720.2; 
univariate ANOVA with age as covariate, 
F1/25 ¼ 11.9; p ¼ 0.002). Perceived social support 
could explain almost one-third of the variance 
between both groups (partial Eta2 

¼ 0.32). 
With the help of family and friends, many LIS 

patients lead meaningful lives and show strong 
social participation. Vocational and avocational 
activities listed by these persons included, among 
others, visiting with family members, visit vacation 
home, e-mail, telephone, and teaching. One 
individual, an attorney, used Morse code eye 
blinks interpreted by a caregiver so that he could 
provide legal opinions and keep up with collea
gues through fax and e-mail. Another helped to 
teach maths and spelling to third graders using a 
mouth stick to trigger an electronic voice device 
(Doble et al., 2003; Laureys et al., 2005; Leó n-
Carrió n et al., 2002). In a survey of 44 people 
diagnosed with LIS, 73% enjoyed going out and 
81% met with friends at least twice a month 
(León-Carrión et al., 2002). Häcker (unpublished) 
showed that 71% of ALS LIS patients were able 
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to participate in recreational activities (hobbies, 
crafts, sports, reading, television, games, compu
ters, etc.) as they wanted to. Given that most LIS 
patients need support by others, those numbers 
imply that there must be, and normally are, other 
people that help and organize this type of activity 
for people with LIS (Leó n-Carrió n et al., 2002). 

Alternative communication devices

Another decisive factor for successful adjustment 
strategies in LIS patients is communication — 
classically and most basically via an eye move
ment code (Leó n-Carrió n et al., 2002; Laureys et 
al., 2005). Those functions are usually retained in 
LIS patients with pontine lesions (Leó n-Carrió n 
et al., 2002) and are usually preserved in ALS 
patients (Ludolph and Dengler, 1999). However, 
this way of communication always requires the 
help of a second person who needs to be willing 
and capable to follow this time-consuming proce
dure. Furthermore, LIS patients with progressive 
etiology like ALS may loose control of eye 
movement in the end-stage of the disease and are 
therefore dependent on alternative ways of 
communication. Assistive communication devices 
that can be controlled even with one single 
movement have drastically changed the lives of 
people with LIS in the last years (Doble et al., 
2003; Kü bler et al., 2008). Instead of passively 
responding to the requests of others, the patients 
can initiate conversation and interaction. Camera-
guided systems which scan eye movement or 
infrared eye movement sensors can be coupled to 
on-screen virtual keyboards and allow LIS 
patients not only to communicate via spelling 
systems on a computer (which can be coupled to a 
text-to-speech synthesizer to give the LIS patient 
a ‘‘voice’’) but also to control their environment 
(lights, doorbell, wheelchair, telephone, etc.) 
(Laureys et al., 2005). To provide LIS patients 
with a device for communication and control 
independent of any muscular input, brain–com
puter interfaces (BCI) have been developed and 
are continuously improved. Brain activity linked 
to specific imagery or evoked by sensory stimula
tion is recorded, filtered, classified, and translated 

into command signals to control a device 
(Dornhege et al., 2007). BCIs have been used by 
LIS patients to communicate (Birbaumer et al., 
1999; Neumann et al., 2003; Nijboer et al., 2008), 
to surf on the Internet (Karim et al., 2006; Mugler 
et al., 2008), and even to paint (Kü bler et al., 
2008). BCI-controlled devices also permitted 
patients with spinal cord injury to regain move
ment (e.g., grasping could be restored with a BCI 
linked to functional electric stimulation; 
Pfurtscheller et al., 2003) and control a wheelchair 
(Galán et al., 2008; Iturrate et al., 2009). Devices 
are currently being developed using multiple input 
channels (speech, muscular and eye movement, 
and brain activity recording) and with multiple 
output options (movement, environmental control, 
communication, or Internet access), which can be 
easily adapted to the individual’s needs (e.g., see 
www.tobi-project.org). We predict that in near 
future LIS patients will have even more options to 
be included in the world of electronic information 
transfer and social networking. 

Wish to die

The discussed studies on successful adaptation in 
severely disabled patients like LIS and ALS have 
strong implications for the management, end-of
life decisions, and euthanasia in these challenging 
patients. Reports from LIS patients contradict the 
widespread opinion that patients with severe 
physical impairment inevitably suffer from poor 
QoL, depression, despair, and hopelessness 
which, consequently lead to the wish to die. In 
fact, the wish to die and the request for euthanasia 
is low, albeit existing, in LIS. In a study on spinal 
cord injury patients, 95% reported to be glad to 
be alive (Hall et al., 1999). In retrospective 
studies in ALS (Kü hnlein et al., 2008; Neudert, 
unpublished) and LIS patients with brainstem 
lesions (Doble et al., 2003) there was almost no 
evidence for euthanasia requests although around 
35% may have had periodic suicidal thoughts. In 
the longest surviving group of LIS patients with 
brainstem lesion (studied after 11 years), 54% had 
never considered euthanasia, 46% had previously 
considered it but none of the patients voted 

http://www.tobi-project.org
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against resuscitation if necessary (Doble et al., 
2003). These data demonstrate that almost all of 
the patients chose to continue living despite 
severe physical limitations. In reply to the ques
tion ‘‘would you like to receive antibiotics in case 
of pneumonia?’’ 80% answered ‘‘yes’’ and to the 
question ‘‘would you like to reanimation to be 
tempted in case of cardiac arrest?’’ 62% answered 
positively (Bruno and Laureys, unpublished). 

The decision not to undergo life-prolonging 
treatment in severely disabled patients is due to 
the fear of loss of autonomy and control and to 
the worry that the lack of mobility and impaired 
communication will lead to social isolation 
(Ganzini and Block, 2002). Moreover, it is often 
assumed that severely paralyzed patients have a 
poor QoL, particularly when they are on life-
sustaining treatment (McDonald et al., 1996). The 
data presented here and the fact that ventilated 
ALS patients reported enjoying a significant 
higher QoL than nonventilated patients contra
dicts this notion (Lulé et al., 2008; Zickler, 
unpublished). Many useful therapeutic measures 
are available, including communication devices 
that help the patient to maintain autonomy and 
QoL (Miller et al., 1999; Voltz and Borasio, 1997) 
by generating a feeling of control over one’s own 
fate. Patients who experience a more internal 
locus of control also seemed to show less 
symptoms of depression (Nedele, unpublished). 

While the right of individuals to withdraw from 
treatment should not be questioned, the reviewed 
data call into question the assumption among 
some health-care providers and policy makers that 
severe disability is necessarily perceived as intol
erable by the patient her- or himself. Preliminary 
results from our study on clinicians’ perception of 
LIS show that in 97 interviewed health-care 
workers the majority (66%) considered that 
‘‘being LIS is worse than being in a vegetative or 
minimally conscious state’’ (Bruno et al., 2008b). 
These prejudices toward LIS may be clinically 
consequential. Biased health-care workers may 
provide less-aggressive medical treatment or 
influence the patient’s family in ways not appro
priate to the situation (Doble et al., 2003). Infor
mation on LIS may be inadequately communi
cated and the available treatment modalities may 

be underutilized (Ganzini and Block, 2002). Some 
authors have argued that optimized palliative care 
would reduce the number of requests for a 
hastened death (Ganzini and Block, 2002; Bascom 
and Tolle, 2002). The understanding of successful 
adaptation to a life in LIS or ALS is the essential 
prerequisite for debates about euthanasia and the 
will to live, especially in the vulnerable nonre
sponsive patients or the rare cases of complete LIS 
(e.g., Schnakers et al., 2009) or in the utterly 
challenging problem of LIS in children (for review 
see Bruno et al., 2009). As the philosopher Soren 
Kierkegard put it in 1859, ‘‘If you really want to 
help somebody, first you must find out where he is. 
This is the true secret of caring y Helping 
somebody implies y [that] you must understand 
what he understands.’’ 

Conclusion

Superficially involved for the short-term of clinical 
surveillance clinicians may tend to assume that 
LIS patients will die anyway or would choose to 
die if they only knew what the clinicians knew 
(Laureys et al., 2005). Ganzini and Block (2002) 
suspect that this is due to a psychological defense 
mechanism: healthy people have difficulty imagin
ing the feelings and experiences of a severely 
impaired patient and may assume that the 
patient’s QoL is poor (McDonald et al., 1996). 
As a result, discussions on QoL, withdrawing or 
withholding of care, end-of-life decisions, and 
euthanasia are often based on prejudices and the 
input of the patients themselves is sometimes 
lacking. Decisions on hastening death or refusal of 
life-sustaining treatments are still too often made, 
or at least strongly influenced, by physicians and 
relatives (Moss et al., 1993; Borasio and Voltz, 
1998). Biased clinicians might provide less-aggres
sive medical treatment and influence the family 
according to their own biased view of a life in LIS 
(Doble et al., 2003; Laureys et al., 2005). Like
wise, insufficiently informed ALS patients are 
regularly advised by physicians to refuse intuba
tion and withhold life-saving interventions (Trail 
et al., 2003). We thus argue that LIS patients — 
whose competence and cognitive capabilities still 
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too often are underestimated (e.g., Schnakers 
et al., 2008) — have to be exhaustively informed 
about their options to continue life (or not). We 
need to increase our efforts to integrate these 
extremely motor handicapped patients in social 
life and offer the patients who fail to adapt with 
adaptive coping strategies. The presented data 
provide evidence that a life with LIS can be worth 
living, provided the organization of medical, 
emotional, and social support (including adapted 
communication devices). LIS patients may regain 
a productive life and become active members of 
society; they may return to live at home and can 
start a new, different, but meaningful life. 
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Humaine et Handicap, Laboratory of Biostatistics, Epide
miology and Clinical Research. Dissertation in Medicine. 
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CHAPTER 24

Defining personal loss after severe brain damage
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Abstract: The impact of disorders of consciousness in terms of compensation for patients’ personal non-
economic injuries often raises vigorous debates in legal courts. Attributing personal loss to non-
communicating brain damaged patients based on assessment of residual levels of consciousness remains
controversial. Is the loss of consciousness in vegetative or minimally conscious state a condition to be
compensated for? Does alteration of consciousness diminish the seriousness of injury? To answer these
challenging medico-legal questions, three distinct aspects are here taken into consideration: (i) the
recognition that disorders of consciousness constitute a personal injury for non-communicative patients;
(ii) the scope of the compensation for this injury and (iii) the purpose of the compensation granted.
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Introduction into consideration: (i) the recognition that dis-
orders of consciousness constitute a personal

The impact that disorders of consciousness (i.e. injury for non-communicative patients; (ii) the
coma, vegetative state, minimally conscious state) scope of the compensation for this injury and
have on patients in terms of compensation for (iii) the purpose of the compensation granted.
their personal (non-economic) injuries often
raises vigorous debates in courts. Following The principles
severe brain injury, is unconsciousness a condition
to be compensated for? Does alteration of The conditions of liability
consciousness diminish the seriousness of injury?
In other words, is it justifiable to reject or reduce Liability rests on the union of three conditions:
compensation for non-material injuries and suf- (1) the operative event or the fault, (2) the
fering in non-communicative patients on the damage and (3) a cause and effect link between
grounds that they suffer from disorders of the fault and the alleged damage. We will here
consciousness? To answer these questions, the limit our topic to the question of damage.
following three distinct aspects should be taken

The damage

Damage refers to the loss of an advantage or to�Corresponding author.
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E-mail: ilutte@thelius.be damage is often plural; it can be material
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(economic) or moral (non-economic), direct or by
repercussion, immediate or deferred. Damage is
also designated as the negative difference
between two situations in which the victims find
themselves as a result of the operative event
causing their damage or the faulty action, and in
which they were before the occurrence of this
event or this action. Any negative difference,
however minimal, entitles them for compensation.

The present article focuses on the non-eco-
nomic (moral) damage, the definition of which is
not easy. In a broad sense, non-material damage
designates all the victim’s infringements of inter-
ests, other than professional or economic. ‘It is the
very essence of the victim, body and soul, which is
affected by damages referred to as non-economic,
moral, personal or extra-patrimonial’ (Lambert–
Faivre, 2000). The definition of André (1986)
cites, among non-material damages, ‘the loss of
the pleasures, recreations and satisfactions that
life can bring when one is healthy in mind and
body’. We will see that this loss is indeed real in a
person suffering from disorders of consciousness.
In a more restrictive sense, non-material damage
is an expression which designates the mental
suffering of the victim, who experiences mental
suffering inherent in the disability itself, following
an impairment of her or his physical integrity.

Evaluation in concreto and full compensation of
the damage

The evaluation of damage is governed by the
principle of full compensation of the sustained
injury. This principle obliges the perpetrators of
the harmful event to restore the victims to the
state in which they would have found themselves
if the operative event had not occurred, and if the
fault had not been committed. The in concreto
character of the evaluation of damage makes it
necessary to investigate concretely the nature of
the effects that the impairment of physical
integrity has on the victim’s habitual activities
(Papart and Ceulemans, 2004). However, in terms
of physical injuries, the damaged body tissue is
hardly replaceable and, often, cannot be repaired.
The exact evaluation of non-material damage is

utopian. ‘How can one put a figure, in an exact
way, on the non-material damage resulting from
the loss of an eye, a hand, or the possibility of
procreation?’ (Fagnart, 1993). How can non-
material damage be repaired? In addition, the
‘compensation’ can only be carried out by
equivalent, by granting the victims reparation
intended to compensate for impairment of their
bodily integrity (either physical or mental) and, in
the view of some, to ‘console the victims’. Let us
clarify to that point that, in reality, it cannot be a
matter of consolation: this is of no relevance to
the courts. Granting indemnification is rather a
response to the objective of compensation in
search for an equilibrium, which aims to counter-
balance the ’loss’ suffered on behalf of the victim,
without claiming either to restore her/his physical
integrity or to afford her/him consolation. Even if
this equilibrium is difficult to achieve, a difficulty
in calculation or evaluation cannot obscure the
right of the victims to obtain compensation (even
by substitution) for their injury. Nobody would
refuse to grant a prosthesis to a victim whose leg
had been amputated on the grounds that this
prosthesis, a mere substitute, cannot restore the
victim to the situation in which she/he would have
been without the amputation.

The recognition of personal injuries of the
unconscious victim

Attributing personal loss to non-communicating
patients based on residual levels of consciousness
is controversial. This opposition is best reflected in
the following two theses: the subjective thesis and
the objective thesis.

The subjective thesis

According to the subjective thesis, the injury is
attached to the person who sustains it. Thus, it has
been held that it is incongruous to recompense the
physical suffering of a person no longer aware of
her/his body (French Council of State, 1997). No
compensation is due if the victims are not aware
of their state and injury. In the ruling of 13
October 1999, the Supreme Court of Belgium,
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evaluating the extent of the non-material injury of
the victims, resolved that the judge can, by an
assessment based on facts, consider the victims’
diminished state of consciousness resulting from
their state of mental health. By this way of
reasoning, the Supreme Court seemed to approve
the so-called subjective thesis. A recent review of
the various decisions pronounced in this matter
has allowed us to establish that the judicial
approach to the compensation of an unconscious
victim is strongly influenced by the subjective
thesis (Table 1).

The partisans of such a thesis, basing their
argument on the obligation to repair the injury in
concreto, support the reasoning according to
which a diminished state of consciousness neces-
sarily diminishes the injury of the victim. Thus,
they feel authorized to reduce the compensation
for the pain, mental injury, aesthetic injury and
loss of amenity of such victims. Only the conscious
injury is held to exist and be ‘repairable’.

This thesis elicits three observations. First, the
evidence for such a sustained absence of con-
sciousness resembles more to a colossus with feet
of clay than a genuine certainty. It is appropriate
to bear in mind that even if the scientific literature

provides a catalogue of concepts or definitions
with regard to the different altered states of
consciousness, the barrier is not only tenuous, but
also fluctuating between what is or is not
considered conscious. A patient in coma can pass
into a vegetative state, then into a minimally
conscious state, possibly to fall again into a state
of unconsciousness (Laureys et al., 2004). This
implies that consciousness is not and cannot be
envisaged as an all-or-nothing phenomenon;
rather, it is located on a continuum (Laureys and
Boly, 2008). This feature of consciousness has not
escaped a portion of jurisprudence. Thus, in the
ruling of 15 May 2000 the Court of Appeals of
Brussels stated that ‘it has not been scientifically
proven that a person in coma is totally uncon-
scious . The starting point, then, should be that
this person experiences the same injury as a victim
who can express her or his suffering’ (Court of
Appeals of Brussels, 2001). Nowadays, the only
scientific certainty of absence of consciousness is
the state of brain death, a state leading to the
recognition of the patient’s death (Laureys, 2005).
Second, if the recognition of personal injury were
dependent on the victim’s consciousness, there
would be good reason to claim that the injury

Table 1. Review of Belgian Court rulings related to the compensation of personal injuries in disorders of consciousness

Court Date Journal Diagnosis Decisions

Bruxelles (Court of Appeal) 23/11/1988 R.G.A.R. 1990, no. 11.678 Coma Accepted
Bruxelles (Criminal Court) 10/02/1989 R.G.A.R. 1991, no. 11.879 Coma Accepted
Bruxelles (Court of Appeal) 18/10/1989 Bull. Ass. 1990, p. 177 Coma Rejected
Anvers (Criminal Court) 20/10/1992 Bull. Ass. 1993, p. 108 Coma Accepted
Liège (Court of Appeal) 25/02/1992 Bull. Ass. 1992, p. 537 Coma Rejected
Courtrai (Criminal Court) 23/10/1992 Bull. Ass. 1993, p. 112 Coma Rejected
Anvers (Court of Appeal) 24/01/1997 T.A.V.W. 2000, p. 144 Coma Accepted
Tournai (Police Court) 28/04/2000 E.P.C. 2003, II.1, Tournai, p. 9 Absence of evidence of Rejected

conscience
Bruxelles (Court of Appeal) 15/04/2000 T.A.V.W. 2001, p. 308 Absence of evidence of Accepted

absolute lack of conscience
Arlon (Criminal Court) 29/06/2001 E.P.C 2004, II.2, Arlon, p. 9 Coma Rejected
Tournai (Criminal Court) 07/12/2001 E.P.C. 2003, Suppl. 8, p. 19 Absence of evidence of Rejected

conscience
Liège (Police Court) 08/06/2004 E.P.C 2006, II.1, Liège, p. 27 Unconsciousness Rejected
Namur (Criminal Court) 15/02/2005 R.G.A.R 2006 no. 14.123 Disorder of the Reduced

consciousness
Charleroi (Police Court) 08/05/2007 C.R.A. 2007, p. 373 Irreversible coma Rejected
Termonde (Civil Court) 08/06/2007 Bull. Ass. 2008, p. 204 Therapeutic/artificial coma Reduced

Note: Eight rulings refused compensation, five accepted compensation and two received reduced compensation claims.
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lessens or even disappears during sleep (a state of
reversible unconsciousness). Why grant compen-
sation to a victim showing daily periods ‘of
reversible unconsciousness’ and refuse compensa-
tion to a victim displaying an alteration or
fluctuation in her/his state of consciousness?
Third, the non-economic injury of an unconscious
victim results from the alteration of her or his
consciousness state. This injury is an objective fact
and corresponds to the negative difference
between the state in which the victim was before
the occurrence of the brain injury and the state
following it. If one resorts to the subjective thesis,
such an injury is not compensated while the
objective situation of the victim is profoundly
modified by it. How can the absence of compen-
sation for this damage be explained?

The objective thesis

For the partisans of the objective thesis, the
recognition of the injury alone suffices to consti-
tute a basis for a compensation request, with no
reference to the victim’s state of consciousness.
A person, even unconscious, is nonetheless a
person in possession of her/his rights. This thesis
is followed by the Supreme Court of France
(1979). Thus, the recognition of the victim’s
unconscious or quasi-unconscious state is not in
itself sufficient to justify a refusal to compensate
the loss of amenity, as ‘compensation for injury is
not a function of the victim’s presentation of it, but
of its recognition by the judges and its objective
evaluation within the limits of the claim with which
they are confronted’. This ruling has been
unevenly applied in the French doctrine. None-
theless, the French Council of State has recently
applied the objective thesis in deeming that ‘the
circumstance that a patient is in a chronic
vegetative coma [author’s note: observe the erro-
neous terminology; italics added] does not lead, in
itself, to the exclusion of any grounds for
compensation, nor does it form an obstacle to the
full compensation of the injury suffered by the
victim’ (Momas, 2005). Anglo-Saxon law considers
that the victim’s unconsciousness does not elim-
inate the right to compensation. The House of

Lords has ruled that unconsciousness does not
eliminate the actuality of the deprivations of the
ordinary experiences and merits of life y’ (West
and v. Chephard, 1999). Doctrine agrees comple-
tely: ‘Damages are awarded for the fact of
deprivation, a substantial loss. The award for loss
of amenities must be made on the basis of
amenities lost; it is irrelevant that the plaintiff is
unaware of his deprivation. [y] In short, damages
under this head [y] are not reduced because the
plaintiff has been rendered unconscious or unable
to appreciate his loss’ (Street, 1983). Other
European countries accept the non-material injury
of the unconscious person, as is the case in
Germany (Supreme Court (BG), 1976), Austria
(Supreme Court (OGH) 1992) and Switzerland
(Supreme Court (BGH), 1982). The Supreme
Court of Belgium has not yet pronounced an
opinion on this question. Fagnart (2004) empha-
sizes, ‘when it is a question of economic damage,
no one has ever maintained that its reality depends
on the psyche of a living person. Why should it not
be the same with regard to non-economic injuries?
Physical integrity, the pleasures of life, and other
people’s opinion are objective realities. Impair-
ment of one of these values constitutes in itself an
objective loss which should be compensated’. This
view complies with the idea of damage as defined
by the Supreme Court of Belgium (1955):
‘Damage is an element of pure fact which consists
of a diminution of assets or the privation of a
benefit’. The loss of a victim’s capacity to work is
an objective fact and just as independent of the
state of consciousness as the loss of her/his ability
to benefit from the pleasures of life, such as that of
sharing a meal with friends or embracing her/his
children. In line with Lambert–Faivre (2000) we
consider that ‘while the principle remains that a
victim who claims compensation for an injury must
prove it, one can legally concede that the very
gravity of the chronic vegetative state implies the
reality of the personal injuries invoked’.

The scope of compensation for personal injuries

If the personal injury of victims who are uncon-
scious or have an altered state of consciousness is
recognized, the question of the scope of this
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compensation is inevitably posed. For some, ‘the
assessment in concreto of such damage would
even be unrealistic. Setting the compensation
according to the actual scale of the injury is
meaningless’ (Viney, 1982). However, the extent
of the injury to the victim who is unconscious or
has an altered level of consciousness is difficult to
understand in concreto. It is certain that such a
victim can no longer enjoy the recreational
activities of daily living (e.g. reading, watching
television, going on holiday etc). These privations
are hardly contestable. The unpleasantness
related to this condition of unconsciousness or
altered consciousness is just as obvious. Consider
gastrostomy feeding, bronchial aspirations, bed-
sores etc. In reality, in such situations, the non-
economic injury in concreto is intense: it is 100
percent. It is probably due to the maximal nature
of this damage that some have thought that
evaluation of the non-economic injury to a person
who is unconscious or has an altered state of
consciousness required recourse to a method in
abstracto, in reference to what a person capable of
expressing her/himself would feel (Court of
Appeals of Bordeaux, 1992). But the maximal
nature of an injury per se does not in any way
exclude its evaluation in concreto.

The purpose of compensation for personal
injuries

The question of the extent of the injury is
regularly confused with that of the purpose of
the compensation granted to the victim. The
Supreme Court of Belgium (1990) recognizes that
the right to full compensation for non-economic
injury is not subject to the condition that the
victim is aware that the indemnification is
intended to compensate for this damage. The
Supreme Court of Belgium, thus, agrees with the
House of Lords: ‘Damages cannot be refused
because the plaintiff will be unable to enjoy the
damages in view of the severity of his injuries’
(Street, 1983). However, certain authors and
jurisdictions of law and fact are reluctant to
compensate the non-economic injury of uncon-
scious victims. They also uphold as obstacles the
impossibility for the victims or their

representatives to demonstrate their injury and
the danger of an undue profit. The indemnity paid
is held to be a source of enrichment without cause
for the victims or, indirectly, for their family.

Out of concern for an undue profit, some have
thought that ‘in case of prolonged coma in a
chronic vegetative state, compensation for perso-
nal injuries could be suspended: if the victim
regains consciousness, all her or his rights should
then be respected, including compensation for the
loss of amenity suffered during the period of
unconsciousness; on the other hand, if the coma
and the vegetative state end in death, the
intransmissibility of such grounds for compensation
should be put forward to the heirs’ (Lambert–
Faivre, 2000). Maintaining such reasoning necessa-
rily implies the recognition of the reality of such
injury and its extent, even during the period of
unconsciousness. The sole concern of the author of
this proposal is the misappropriation of the
indemnities by persons other than the victims
themselves. The mechanism of suspending the
grant of indemnities until the victim returns to a
conscious state would provide a guarantee that the
funds would go to the right beneficiary. Such
reasoning should logically lead to refusing any
compensation to the mentally retarded, mentally ill
and children ‘who would be at risk of all sorts of
injury without the possibility of compensation’
(Fagnart, 2004) on the grounds that they would
also have a diminished perception of their injury.
In such case, there should also be concern for the
misappropriation of the indemnities by the family
or by other third parties making an undue profit.
This reasoning elicits three observations:

(1) It does not consider the mechanisms for
protection of the weaker among us, with
regard to both their person and their assets.
Consider parental authority, the possibility
of appointing a guardian, or the status of
extended minority. Moreover, the persons
of legal age, who by reason of their state of
health are totally or partially incapable of
managing their assets, can be provided with
a provisional executor by the justice of the
peace. In organizing this system for provi-
sional administration for the persons of legal
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age who are incapable of managing their
assets, the legislator has acted in the sole
interest of the said persons of legal age, so
that the provisional executor carries out his
mission under the supervision of the justice
of the peace. Thus, actions carried out
contrary to the interest of the person
protected, or considered as such, are sanc-
tioned by relative nullity.

(2) Regardless of the systems for protection of
our weaker and vulnerable citizens orga-
nized by the legislator, and consequently
even in the absence of these, concern for
misappropriation of indemnities or an
undue profit cannot in any way entail
disregard for the right of the victims to full
compensation for their injury.

(3) Making reparation for non-economic inju-
ries dependent on the victim’s consciousness
necessarily implies ‘a discrimination which
would follow from the fact that a patient in a
state of vegetative coma [y] would be
denied compensation while a victim much
more mildly impaired would be compen-
sated, solely on the grounds that she or he
has at least partially maintained her or his
consciousness’ (Olson, 2005). Thus, a maxim
such as ‘I am conscious, therefore I am
entitled to compensation’ cannot be upheld
(Lutte and Laureys, 2008). This is the
position of the Supreme Court of Belgium
which, in a ruling of 4 April 1990, pro-
nounced ‘that starting, by limiting to the
symbolic franc the compensation intended
to rectify the non-material injury, the
existence of which it recognizes in Innez
Chevalier as a result of the premature
disappearance of the benevolent presence
of her father, solely on the aforementioned
grounds that the right to compensation and
the amount of the compensation intended to
rectify the injury are limited due to ‘‘the
absence of perception’’ on behalf of the
victim, from the compensation for her injury
by the payment of an indemnity, the ruling
misapplied the legal concepts of non-mate-
rial injury and the link of causality as well as
the right to full compensation for the

damage suffered, which is not subject to the
condition that the victim can be aware that
the compensation is intended to rectify her
injury’ (Supreme Court of Belgium, 1990).

Conclusion

In disorders of consciousness, although much
remains unknown, scientific progress has removed
several uncertainties. First, consciousness is a
complex and multi-dimensional subject that can-
not be envisaged as an all-or-nothing phenom-
enon, but is rather placed along a continuum.
Patients may display fluctuating levels of con-
sciousness, sometimes in the course of a single day.
The case of brain death corresponds to a total and
definitive abolition of consciousness but for
patients in a vegetative or minimally conscious
state, diagnostic errors are not rare (e.g. the recent
study by Schnakers et al., 2009). The assessment of
unconscious victims requires experience, rigour
and competence. On such grounds, consciousness
cannot be a determining condition for recognition
of the reality of the non-economic injury to such
victims. The impairment of the victims’ capacity to
benefit from the pleasures of life and the
unpleasantness that they suffer constitute in
themselves an objective injury, the compensation
of which cannot be refused or reduced on the
pretext of an altered state of consciousness. Any
other solution would violate, in our opinion, the
fundamental principle of full compensation for the
injury suffered and create discrimination between
the victims, to the detriment of the most deprived.
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miques. In: Préjudices extrapatrimoniaux: Vers une



359
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CHAPTER 25

Moral significance of phenomenal consciousness

Neil Levy� and Julian Savulescu

Oxford Centre for Neuroethics, Littlegate House, Oxford, UK

Abstract: Recent work in neuroimaging suggests that some patients diagnosed as being in the persistent
vegetative state are actually conscious. In this paper, we critically examine this new evidence. We argue
that though it remains open to alternative interpretations, it strongly suggests the presence of
consciousness in some patients. However, we argue that its ethical significance is less than many people
seem to think. There are several different kinds of consciousness, and though all kinds of consciousness
have some ethical significance, different kinds underwrite different kinds of moral value. Demonstrating
that patients have phenomenal consciousness — conscious states with some kind of qualitative feel to
them — shows that they are moral patients, whose welfare must be taken into consideration. But only if
they are subjects of a sophisticated kind of access consciousness — where access consciousness entails
global availability of information to cognitive systems — are they persons, in the technical sense of the
word employed by philosophers. In this sense, being a person is having the full moral status of ordinary
human beings. We call for further research which might settle whether patients who manifest signs of
consciousness possess the sophisticated kind of access consciousness required for personhood.

Keywords: consciousness; persistent vegetative state; minimally conscious state; morality; right to life;
access consciousness; phenomenal consciousness

Consciousness is notoriously difficult to study significantly, on the consciousness of the patient.
empirically. But unlike most other nearly intract- Opponents of withdrawing life support often
able problems, consciousness matters. It matters claim that PVS patients are conscious, citing
practically to the quality of our lives, but also for spontaneous behavior by these patients as evi-
significant ethical questions. Consider the vexed dence; supporters of the right of family to with-
question concerning the withdrawal of the means draw life support maintain that PVS is
of life (whether life support or nutrition and incompatible with consciousness. Given this con-
hydration) from patients in a persistent vegetative text, the recent claim by Owen et al. (2006) that
state (PVS). As we recently witnessed in the Terri they have strong evidence of consciousness in a
Schiavo case, these cases are the focus of PVS patient is extremely significant.
passionate debate, and this is a debate that turns, In this paper, we shall sound a note of caution.

While the results reported are undoubtedly
significant, and leave little room for doubt that
some patients correctly diagnosed as PVS (i.e.,�Corresponding author.
who do not show the minimal behavioral respon-Tel.: +61 3 8344 3855; Fax: +61 3 8344 4280;
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some degree of consciousness, their ethical
importance should not be exaggerated. We shall
argue that given the current state of our knowl-
edge — a state which is, we acknowledge, in
flux — the research is unlikely to significantly alter
the ethical debate. If PVS patients are conscious,
then it is important to ensure that they do not
experience aversive mental states. Accordingly,
we have reason to give their analgesics and
perhaps sedatives and antidepressants. But
whether they are conscious or not, it can be
argued that we have little reason to maintain them
in existence (and perhaps even some reason to
bring about the cessation of their lives), unless
their mental states are at least as sophisticated as
those exhibited by children, and, importantly, as
connected across time. It is not merely conscious-
ness that is required for what we shall call full
moral status; it is self-consciousness, and we do
not believe that we can (yet) attribute self-
consciousness to any PVS patients.

Concepts of consciousness

In order to understand and properly appreciate
the significance of the work of Owen and
colleagues, it is necessary to recognize that
consciousness is a complex phenomenon, or
perhaps even a complex set of phenomena.
Different thinkers denote different properties
when they refer to ‘‘consciousness,’’ and different
concepts of consciousness underlie different kinds
of moral value. It is likely that the different
concepts of consciousness refer to properties that
co-occur in normal subjects under typical condi-
tions, but given that they may dissociate, in
normal and in pathological cases, we cannot
assume co-occurrence without further evidence.

What do researchers like Owen mean when
they say that a patient is conscious? Generally
speaking, neuroscientists and clinicians implicitly
work with a definition of consciousness that is
vague, but which might best be summed as
‘‘wakefulness with awareness.’’ Wakefulness is
relatively easily defined, at least behaviorally, and
is rarely in dispute. Wakefulness is a defining
feature of PVS: a patient is diagnosed as PVS

when they transition out of a coma and begin a
sleepwake cycle but remain unresponsive to
external stimuli. ‘‘Awareness,’’ too, is defined
behaviorally: a patient is aware if they make non-
reflexive responses to external stimuli. The
response need not be sophisticated: tracking a
moving object or even fixated their gaze for long
enough to rule out mere chance is enough to
indicate awareness. If the response is inconsistent,
the patient is said to be in a ‘‘minimally conscious
state’’ (MCS), where to be minimally conscious is
to have transitory conscious states (possibly
sometimes of a lower quality than the conscious
states of normal subjects). Now, people are free to
use words however they like; if they want define
‘‘consciousness’’ as ‘‘wakefulness with awareness’’
they may do so. But we should be aware that
consciousness is a word in everyday language.
Accordingly, there is a risk that consciousness, as
used by neuroscientists and clinicians, will be
understood as denoting not, or not only, ‘‘wake-
fulness with awareness’’ but the other properties
more usually associated with consciousness.
Indeed, neuroscientists and clinicians themselves
seem to assume that consciousness as they use it
has these further qualities. But this assumption
may be illegitimate.

What are these further properties? Ned Block
has famously distinguished two concepts of con-
sciousness, both of which, he asserts, have claims
to being the folk concept: phenomenal conscious-
ness and access consciousness (Block, 1995).
Phenomenal consciousness refers to the qualita-
tive character of experience. A state is phenom-
enally conscious inasmuch as there is something it
is like to be in it. In contrast, information is access
conscious if it is available for rational control, if it
is simultaneously accessible to the decision mak-
ing, planning, and volitional centers. Many neu-
roscientists seem committed to a global
workspace model of consciousness (Baars, 1988,
1997; Dehaene and Naccache, 2001). On the
global workspace account, information is con-
scious if it is in the global workspace, that is,
simultaneously accessible to a variety of (so-
called) consuming systems. Consuming systems
are relatively modular and possess few links to
one another; only through the conduit of the
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global workspace does information became avail-
able for the rational control of thought and
behavior.

Now, it is apparent that the participants in the
debate over whether some patients diagnosed as
PVS are conscious assume that consciousness, as
they define it and test for it, has the properties that
Block describes, that is, a patient who exhibits
wakeful awareness is both phenomenally con-
scious and access conscious. For instance, they
argue, on the basis of their evidence, that there is
case for giving PVS patients analgesia (Whyte,
2008); since the function of analgesics is to mitigate
the experience of pain, they clearly assume that
wakeful awareness is evidence of phenomenality.
Now, in general this is a warranted assumption:
the three concepts of consciousness (wakeful
awareness, phenomenality, and access) occur
together with great regularity. But it may be that
these different states can dissociate. Block has
argued that sometimes the contents of the
phenomenal consciousness of normal subjects are
richer than the contents of their access conscious-
ness; that is, they have phenomenal contents that
are not available to the full range of consuming
systems which have access to the global workspace
of access consciousness. The opposite dissociation
is also conceivable, that is, subjects may sometimes
be access conscious of information of which they
are not phenomenally conscious, perhaps, for
instance, when engaging in overlearned behavior.
This being so, we should not be too quick to
assume that access and phenomenal consciousness
co-occur in the patients tested. Thus, one chal-
lenge to researchers aiming to show that some
PVS patients are conscious is to answer the
question what kind of consciousness their tests
reveal. As we shall see, different answers to this
question have dramatically different moral impli-
cations.

A second (and more basic) challenge consists in
showing that the evidence produced is of con-
sciousness at all. The fact that a test shows that
information presented to a subject is available to
drive behavior is not evidence of consciousness,
all by itself. The mind contains a number of what
we might call ‘‘zombie systems,’’ modular systems
capable of guiding behavior in response to

environmental stimuli in the absence of conscious-
ness. Classic examples include the modules
involved in visual perception, which calculate
distance and trajectory of objects and motivate
reflexive avoidance behavior. The existence of
these systems, which may account for a great deal
of the behavior of normal awake subjects (Bargh
and Chartrand, 1999), is a product of our
evolutionary history, in which consciousness was
almost certainly a relatively late arrival. We were
behaving in adaptive ways for millennia before
consciousness arrived, and evolution is a conser-
vative process. Consciousness is a scarce resource,
one that is apparently called on only when zombie
systems do not suffice on their own; it is needed
only for complex or novel behavior.

Showing that a patient is (relevantly) conscious,
therefore, requires conceptual work as well as
empirical results. We need to establish what
behaviors require consciousness, and what kinds
of consciousness are required. We also need to
establish the precise relationship between access
and phenomenal consciousness. It may be that
once access consciousness is rich enough, its
contents are ipso facto phenomenally conscious,
but this remains to be demonstrated. We are not
entirely ignorant here: at least we have good
theories concerning the role of access conscious-
ness, which may shed light on the relationship
between the two concepts of consciousness. The
function of access consciousness is likely to be the
integration of information from diverse sources,
making that information available to many
systems (including zombie systems) in turn.
Information of which a person is aware is access
conscious if it is available to (enough of) the
consuming systems which make up the mind.
Information must achieve what Dennett (2001)
calls ‘‘cerebral celebrity’’ in order to be access
conscious. It may be that achieving this kind of
celebrity is also necessary for phenomenal con-
sciousness; perhaps, the richness or vividness of
phenomenal consciousness is a function of the
degree of global availability of information. The
mark of access consciousness is flexibility of
response; because a piece of information is
globally available, it can drive different kinds of
behavior, and behavior that is sensitive to many
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different kinds of information, fed from different
modules. Mere awareness, or mere response, is
therefore not an indicator, by itself, of conscious-
ness. Isolated zombie systems are perfectly cap-
able of such responses, but isolated zombie
systems are unlikely, by themselves, to give rise
to any kind of consciousness.

If all this is correct, we have good reason to be
suspicious of the standard behavioral tests for the
detection of consciousness. At very least, their use
requires validation; it must be shown that the
behaviors in question are unlikely to be produced
by zombie systems. One of the many reasons why
the work of Owen and colleagues constitutes an
advance on standard methodologies for the
detection of consciousness is that they are
sensitive to this kind of concern; the task they
use is demanding enough to make the hypothesis
that it is accomplished by zombie systems alone
unlikely.

Consciousness: new evidence

Owen et al. (2006) represents a revolution in
consciousness studies, not only in the results
contained but also in the methodology employed.
Previously, researchers who hoped to detect
consciousness in patients who, for one reason or
another, were unresponsive to external stimuli
had used fMRI or EEG in an attempt to detect
neural correlates of consciousness ‘‘the minimal
set of neuronal events and mechanisms jointly
sufficient for a specific conscious percept’’ (Koch,
2004, p. 16). This is a technique fraught with
conceptual difficulties, inasmuch as it is disputed
what neural processes constitute the correlates of
consciousness. Owen et al. sidestep this debate
brilliantly. We can reconstruct their reasoning as
follows: we do not ordinarily look for the neural
correlatives of consciousness in other people,
because we believe that the kinds of complex
cognitive processes in which they manifestly
engage — talking to one another paradigmati-
cally, but also interacting flexibly with the
environment in ways that outrun overlearned
processes — are clear evidence of access con-
sciousness, and almost certainly of phenomenal

consciousness as well. It is therefore not necessary
to look for the neural correlates of consciousness.
Instead, neuroimaging techniques can be
employed to look for neural correlates of less
controversial processes; if the subject gives
unequivocal evidence of engaging in complex
processes, of the sort which we ordinarily take to
be evidence of consciousness, we will have as
good reason to attribute consciousness to them as
to one another outside the clinical context.

The reasoning is, we think, unassailable. If
there are any doubts about their results, these
doubts must focus on the particular cognitive
processes selected, and on whether these pro-
cesses might be carried by zombie systems, and
not on the general line of argument. Let us now
turn to the processes and the evidence they have
produced.

There were two kinds of probes utilized by
Owen and colleagues. One tested for, and
successfully demonstrated, appropriate processing
of ambiguous words. This evidence is not espe-
cially informative, because semantic processing is
clearly the kind of thing that can be carried out by
zombie systems. A number of previous studies
have shown task-specific brain activation in
patients: Schoenle and Witzke (2004) measured
event-related potentials in the brains of PVS
patients, using sentences ending in congruent or
incongruent words as stimuli. In normal controls,
an N400 response is elicited by the incongruent
endings. Twelve percent of VS patients and 77%
of what the authors describe as near VS patients
exhibited the response, reflecting preserved
semantic processing in these patients. Unpub-
lished data reported by Perrin showed a P300
response — correlated reliably with recognition —
to the patient’s own name in PVS (Laureys et al.,
2005). The evidence from Owen et al. of semantic
processing in PVS is therefore unsurprising.
Semantic processing is mental activity, but mental
activity need not be conscious.

The second type of probe utilized produces far
more impressive evidence, and attention has
rightly been focused on it. The probes utilized
were instruction probes, and came in two variants.
One variant asked the patient to imagine playing
tennis, while the other asked her to imagine
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walking from room to room in her house. In each
case, she was asked to engage in the task for 30 s
at a time. During the tennis probe, significant
activity was observed in the supplementary motor
area (SMA); during the navigation task, activity
was observed in the parahippocampal gyrus, the
posterior parietal cortex, and the lateral premotor
cortex. In both cases, the responses were compar-
able to those observed in healthy controls.

The tasks the patient was asked to perform
matters relatively little; any task would do, so long
as it satisfied two conditions: initiation of the task
must be under voluntary control and it must give
rise to unambiguous neural correlates. It is
plausible to maintain that the instruction follow-
ing probes both satisfy these conditions (though it
is sufficient for their purposes if only one of them
satisfies the conditions). Might the behavior have
been carried out by zombie systems nevertheless?
Some critics have worried that the behavior might
be produced through priming (Greenberg, 2007),
that is, the processes which, in normal subjects,
lead later behavior to be responsive to uncon-
sciously processed information. In response,
Owen et al. (2007) point to the sustained nature
of the activity. Priming, they argue, is typically
transitory, not sustained for the full 30s. But this
reply is not decisive.

Owen and his critics seem to have the same
view of the unconscious: it is the ‘‘dumb’’
unconscious of cognitive psychology, which
engages in brief flickers of automatic behavior.
But the view of the unconscious mind suggested
by work in social psychology is of a set of flexible
and complex systems, capable of driving intelli-
gent behavior. Most of the actions of ordinary
people — some researchers believe the over-
whelming majority — are initiated and guided by
unconscious systems. Consciousness is a limited
resource and it is saved for difficult tasks. So there
is another way to interpret the evidence: rather
than inferring, with Owen et al., that the patient
engaged in goal-directed and complex behavior,
and thus must have been conscious, we can
conclude that they have provided further evidence
for the power of automatic systems.

Owen et al. argue that their study demonstrated
that the patient was conscious because the

activation in SMA and other regions persisted so
long, whereas responses to primes last only a few
seconds. But persisting activity by unconscious
processes has been demonstrated: Bargh et al.
(2001) primed subjects with stimuli related to high
performance, put them to work on a word finding
task, and then instructed them to stop after 2 min.
Primed subjects were more likely to ignore the
instruction, indicating the persistence of the
unconsciously activated goal. In a variation of
this study, primed subjects were interrupted at the
task after 1 min and then made to wait 5 min
before being given the choice of continuing the
word finding task or instead performing a cartoon-
rating task, which was rated as more enjoyable.
Once again, subjects primed with stimuli related
to high performance were more likely to return to
the word finding task then controls, indicating the
persistence of the unconsciously activated goal
through a full 5 min of rest.

Of course, this study is in many ways disanalo-
gous to Owen et al., most significantly in that it
concerned fully conscious subjects, albeit with
unconsciously primed attitudes. Nevertheless, it
demonstrates that we cannot infer from the mere
persistence of a mental state to the conclusion that
it is conscious. There is also some evidence that
instruction following can be performed in the
absence of consciousness, this time by subjects
who may be entirely unconscious. Automatism is
characterized by complex goal-directed behavior,
apparently in the absence of consciousness.
Automatism can persist for long periods of time.
Consider the case of Ken Parks, who in 1987
drove 23 km through the Ontario suburbs to the
home of his parents-in-law, where he stabbed
them both (Broughton et al., 1994). Parks was
held to be acting automatistically. Behavior in
automatism is less flexible and intelligent than
conscious behavior; some researchers believe that
the violence sometimes observed arises from an
unexpected obstacle interrupting an overlearned
script. But it is apparently compatible with
instruction following, at least in an extended
sense: Parks drove through the Ontario streets
apparently safely. We do not know if he obeyed
the instructions of traffic lights and stop signs, but
at very least he was able to guide his actions by
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the layout of the streets, all in the apparent
absence of consciousness.

It should be noted that though the existence of
automatism is not in doubt, there is little direct
evidence of the absence of consciousness in
subjects in this state. However, if the widely held
theory according to which consciousness requires
activation of higher-associative cortices is correct
(Dehaene et al., 2006), subjects in a state of
automatism are not conscious, since they do not
exhibit such activation (Laureys, 2005).

Despite the reservations expressed above, we
concede that the evidence presented by Owen
et al. (2006) is impressive. It is indicative of
a degree of complexity of behavior which is
unexpected. It is evidence of instruction following,
and there are grounds for regarding instruction
following as evidence of consciousness. Though
the objection from priming cannot be ruled out, it
might be thought that on balance the evidence
favors the view that their patient was conscious-
ness. What kind of consciousness is in question?
Instruction following is evidence of some degree
of access consciousness, the kind of consciousness
that makes possible verbal report in normal
subjects. Indeed, the PVS patient is engaging in
an unusual kind of verbal report. It is a further
step from the claim that the subject is access
conscious to the claim that she is phenomenally
conscious. It remains possible, as we have seen,
that zombie systems underlie the report, and
further work which tests for this possibility is
required (Block, 2005, 2007, suggests way in
which the dissociation between access and phe-
nomenal conscious may be empirically tractable).
However, given our doubts about the actual
dissociation of the kinds of consciousness, we
think it is reasonable to conclude that the patient
has some degree of phenomenal consciousness as
well as access consciousness.

The moral significance of consciousness

Even though we think that Owen et al. have
produced impressive evidence that patients cor-
rectly diagnosed as PVS (i.e., who do not show
sufficient behavioral responsiveness to qualify as

conscious on the standard tests) are sometimes
conscious, we want to sound a note of caution
over the moral significance of these findings. We
think that the moral issues are hardly altered at all
by the findings.

The distinction between the two concepts of
consciousness is important for ethics as well as
cognitive science and the philosophy of mind.
Consciousness is closely linked to the moral status
of those capable of experiencing it, but the
different kinds of consciousness underlie different
kinds of moral value. Phenomenal consciousness is
sufficient to make its bearer a moral patient
(though it may not be necessary — beings with
interests, like plants, who lack phenomenal con-
sciousness might be moral patients as well; if so,
however, they are a very low-grade kind of moral
patient). To be a moral patient is to be a being
whose welfare matters, whose welfare must be
taken into account when we decide what to do. To
be phenomenally consciousness makes one a moral
patient because a phenomenally conscious being
can experience states that have qualities of aver-
siveness (like pain or boredom) or of pleasantness
(like joy); these are states that matter intrinsically.
To undergo these states is to have experiences
which matter morally, and therefore beings capable
of such experiences are moral patients.

We cannot be indifferent to moral patients; we
are required to take their morally relevant states
into account when we decide how to act. If PVS
patients are sentient, then it matters what we do
to them. We can benefit them by giving pleasure
and harm them by causing pain. To that extent,
their moment-by-moment states are of potential
value and disvalue to them: they can suffer on the
assumption — contra Carruthers (2004) — that
the badness of pain consists in its phenomenality.
We are morally required to minimize the amount
of pain suffered by any sentient being (to the
extent to which this is compatible with our other
moral obligations), where sentience is the ability
to have phenomenally conscious states. One way
in which the findings under discussion should
affect the debate, therefore, is by indicating the
use of analgesics for some PVS patients. They
may suffer, and we ought to take steps to prevent
or minimize their suffering.



367

In our view, being a moral patient solely on the
grounds that one is capable of experiences that
are aversive or pleasant is a relatively low grade of
moral status. It is the status that we accord to
nonhuman animals. It is widely, and in our view
correctly, held that we ought to take the quality of
the experiences of nonhuman animals into
account in our decision making, such that, say,
we cannot cause them pain unless we have a good
justification for doing so. But it is also widely, and
we think correctly, held that other things being
equal we have little reason to maintain nonhuman
animals in existence; we need little justification to
(painlessly) kill them (that is not to say, of course,
that there are no differences between non-
human animals and human beings: in virtue of
having been a person, a certain kind of respectful
treatment might be due to a patient, for instance,
most of us think people ought to be buried. Our
claim, rather, is nonhuman animals and human
beings who are merely moral patients
are similar in lacking an interest in continuing
to live).

According to the view we are urging, nonhu-
man animals, with the possible exception of the
great apes and perhaps cetaceans, have a right to
have their interests taken into consideration, but
they do not have a right to life. By a right to life
here we do not mean the full inviolability that
deontologists mean by the phrase: we do not
mean an inviolability that can only be defeated by
nothing short of what Nozick calls ‘‘major moral
catastrophe’’ (Nozick, 1974). We mean something
less stringent: a right to inviolability that can be
defeated only by a sufficient number of compar-
able goods. We do not have space to develop our
conception of what it takes to defeat such a right
here; suffice it to say that this is a right that cannot
be defeated by any number of trivial interests,
though it can be defeated by important goods.
Nonhuman animals do not have any such right;
they have no interest in continuing to live and
therefore we can choose to kill them (once again,
painlessly) for the satisfaction of trivial interests
(other things being equal), normal adult human
beings do have such a right. What is it about
normal adult human beings that justifies this
difference in their moral status?

The justification lies in the mental states of
which they are capable, including, though not
only, their conscious mental states. The life of a
person typically matters much more than the life
of a nonhuman animal because only the former is
capable of very sophisticated mental states that
have an ineliminably temporal component. A
being acquires a full moral status, including the
right to life, if its life matters to it; that is, if it is not
only momentary experiences that matter — as for
the being capable only of phenomenal conscious-
ness — but also an ongoing series of experiences.
A full right to life requires that it is not only
experiences that matter to one, but also how one’s
life actually goes; that is, that satisfaction of one’s
interests matter to one, and this requires very
sophisticated cognitive abilities, such as an ability
to conceive of oneself as a being persisting
through time, to recall one’s past, to plan, and to
have preferences for how one’s life goes (Singer,
1993; McMahan, 2002). It is the connectedness
and continuity of one’s mental states that under-
write personhood, in one central sense of the
word; it is insofar as each of us is a single being
across (relatively long) stretches of time that we
count as moral persons.

But the abilities that underlie moral person-
hood and full moral status are abilities that
require access consciousness, not phenomenal
consciousness. Information must be sufficiently
available for rational thought and deliberation in
order for a being to be able to have future-
oriented desires or to conceive of itself as
persisting in time. So the demonstration that the
PVS patient was phenomenally conscious — that
is, that she was ‘‘consciously aware of herself and
her surroundings’’ (Owen et al., 2006, p. 1402) —
would not alter the debate significantly unless it
was also evidence for sophisticated cognitive
abilities, including a sophisticated kind of access
consciousness that was not the subject of evalua-
tion of the Owen tests.

In order to justifiably attribute to a being the right
to life, in the sense sketched above, we must have
good reason to attribute to them not phenomenal
consciousness, but a sophisticated kind of access
consciousness. It is not sufficient that information be
in the global workspace; there is every reason to
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think that this much is true of many nonhuman
animals, including many who are not capable of the
sophisticated mental states required for a right to
life. In addition, as we have seen, the right kinds of
information must be available to the right systems to
enable the organism to have extended and self-
referential mental states. The organism must be
capable of future-oriented desires (desires that some
future state of affairs be actual) and, of plans and
projects. It must be capable of preferences regarding
how its life goes. These capacities require that the
organism be capable not merely of phenomenal and
access consciousness, but also of self-consciousness,
because only a self-conscious being can have
preferences regarding how its life goes. This is one
reason why most nonhuman animals do not have a
right to life, but great apes and cetaceans might,
because the latter pass tests for self-consciousness
(like the mirror test; the ability to recognize that an
image in a mirror is oneself is thought to require a
conception of oneself as a separate being; see
Keenan et al., 2003) and the former do not.

In addition, however, it is plausible to think that
a full right to life requires not just access
consciousness — which, as we noted above, we
think that patients who pass the tests designed by
Owen et al. demonstrate — but a sustained and
sophisticated kind of access consciousness; that is,
for a being to possess a right to life, the
information in their global workspace must be
available to consuming systems for a sustained
period, to enable the being to link mental states
across time. It may in fact be the case that what we
shall call diachronic access consciousness is a
necessary condition of self-consciousness that only
a being who is able to maintain a thought about a
desire can refer that desire to itself and therefore
be self-conscious. There is, we note, evidence for
some kind of diachronic access consciousness in
the patient reported in Owen et al. (2006); the
patient sustained the instruction following task for
a full 30s. But before we can conclude that she is
self-conscious, we need evidence that her dia-
chronic access conscious had the right content:
that it included self-referential contents. So far
as we can tell, the study does not provide such
evidence, and therefore does not establish that the

patient has the right kinds of sophisticated mental
states that underlie full moral status.

Conclusion and future directions

Clearly, further research is needed. We do not
rule out the possibility that some patients who
pass the test are in a state akin to locked-in
syndrome, in which, usually as a result of a brain
stem stroke, a person is fully and normally
unconscious but incapable of voluntary move-
ment. Someone in this state has all the capacities
which underlie a full right to life. But we do not
take this claim to be established. We have
expressed some doubt that the patient in the
original study was conscious at all, but we concede
that the room for doubt is limited. We do think
that the evidence suggests strongly that some PVS
patients are actually conscious. But we think that
the degree of consciousness is likely to be closer
to that seen in MCS, rather than in LIS. We have
suggested that the transitory and fluctuating
consciousness seen in some MCS patients does
not underwrite full moral status because it is
transitory; only in those cases in which the mental
states of the person are appropriately connected
to one another does she have full moral status.

If the patient is conscious, then she is a moral
patient; it matters — morally — how we treat her.
We cannot cause her pain unless there is good
reason to do so. But we do not have a reason to
maintain her in being. Indeed, given that decisions
about patient treatment are made in contexts in
which resources are scarce, evidence that the
patient is neither self-conscious nor capable of
self-consciousness might be seen to be evidence
that we have a positive reason not to maintain her
in being (we acknowledge, of course, that there is
no direct evidence that any PVS patient is not
conscious). But we utterly reject the view that we
need evidence for the absence of consciousness
before we can justifiably conclude that conscious-
ness is lacking. Sometimes absence of evidence is
evidence of absence; were that not the case
induction, a fundamental part of the scientific
method in which one concludes on the basis of the
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fact that past experiences have had a certain
feature that future experiences will too would be
impossible (for a defence of this claim, see Sober,
1981). Given the current state of consciousness
studies, we believe that we can — fairly — reliably
conclude from the absence of certain kinds of
neural responses to the absence of states of
consciousness.

We conclude with some reflections on the
moral importance of the research examined here,
as well as related work. We have argued that
if the research shows that the patient is phenom-
enally consciousness but not self-conscious, we
have reason to take her experiences into con-
sideration but not to keep her alive. But we have
not ruled out the possibility that some PVS
patients will be shown to have more sophisticated
cognitive capacities, which would allow us justifi-
ably to attribute full moral status to them.
Moreover, it may be that evidence of conscious-
ness in PVS is not evidence of full moral status at
the time of the test, but predictive of later
recovery, perhaps even recovery of full moral
status. Obviously, we have good reason to
maintain a person in life if they have good
prospects of such a recovery. Given, however,
that MCS (unless it is a transition stage) is not a
state that gives a patient moral personhood, it is
no benefit to them to be in it.

Obviously, a great deal of further research is
necessary. In particular, we hope to see research
aimed at demonstrating the sophisticated kind of
access consciousness that underlies full moral
personhood. Such tests would demonstrate the
availability of self-referential information to the
patient across time; they would therefore probe
for desires which are about how the patient’s life
goes, and not merely for immediate experiences,
for hopes or fears regarding future times. We see
no way to test for these capacities without the
development of a communication paradigm that
would enable the probing of self-consciousness
and temporally persisting information. Unfortu-
nately, we believe that this is a case in which
failure to elicit the information would not be
absence of evidence that is evidence of absence:
there are many reasons why someone who is

conscious might fail to be capable of sophisticated
communication. But success at eliciting such
information would put the moral status of PVS
patients beyond any doubt.
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CHAPTER 26

The ethics of measuring and modulating
consciousness: the imperative of minding time

Joseph J. Fins�

Division of Medical Ethics, Weill Medical College of Cornell University,
New York, NY, USA

Abstract: Using time as an over-arching metaphor, and drawing upon resources in the sciences,
humanities, and the history of medicine, the author addresses the neuroethics of measuring and
modulating consciousness. Static and evolving views of time dating to the Ancients are contrasted and
applied to severe brain injury. These temporal worldviews are tracked progressively in the philosophies of
Democritus and Heraclitus, Hippocrates and Galen, and the neurosurgeon, Wilder Penfield on into the
modern era as they relate to current perceptions related to disorders of consciousness. These disorders,
typified by the vegetative and minimally conscious states, can be viewed as either fixed and immutable or
in flux depending upon social currents and scientific knowledge. Variable perspectives are examined in
light of right-to-die cases involving permanently vegetative patients like Quinlan and Schiavo and
contrasting ‘‘late’’ recoveries involving patients in the minimally conscious state. The author suggests that
disorders of consciousness should not be viewed categorically as static entities but rather assessed as a
reflection of a synchrony of time and biology that we are just beginning to understand. He stresses the
relationship of temporality to clinical evaluation, diagnosis assessment, and prognostication and their
association to new methods in functional neuroimaging. These time stamps have profound implications
for systems of care and reimbursement mechanisms, which often mistakenly conflates futility with
chronicity. This conflation is increasingly being challenged by patients who emerge from the minimally
conscious state after conventional temporal expectations for improvement had transpired. These cases
often referred to as ‘‘late emergences’’ point to the importance of better understanding the natural history
of these conditions and the tempo of associated recoveries.

Keywords: brain injury; disorders of consciousness; vegetative state; minimally conscious state; time;
ethics; neuroethics; right-to-die; Quinlan; Schiavo

Time is to Clock as Mind is to Brain. A time of discovery
Dava Sobel
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addressing the ethics of measuring and modulat-
ing consciousness.

Although we have just begun this work in
earnest, I have little doubt that measurement will
become a diagnostic task and modulation will
evolve into a therapeutic one. And it is quite
likely that certain measurement methods, such as
those that have been pioneered by Adrian Owen
et al. (2006), will become effective therapies and
communication devices for those with profoundly
discordant behavioral and cognitive capabilities.

From an ethical standpoint, linking measure-
ment and modulation in this clinical fashion
clearly promotes synergisms: all of these elements
go together in the service of patients with
disorders of consciousness. In linking assessment
and intervention, we will help meet the long
neglected needs (Fins, 2003) of a population too
often equated with near death states; conscious
individuals marginalized to the sidelines of com-
munity who are exiled from humanity.

Although this fiduciary obligation is a worthy
instrumental link, viewing this relationship solely
within the narrow framework of therapeutics
misses the larger theme of discovery, which ties
measurement and movement together. It is help-
ful to look for broader relationships that would
account for this process of inquiry and the acts of
discovery, which have been central to our
collective work.

And here I would suggest consideration of the
analogic concepts of latitude and longitude,
representing their own sort of global stereotaxy.
This tandem speaks to the Age of Discovery
undertaken by European navigators in search of
the New World and as such, is a fitting association
as we embark upon our own exploration of inner
space. Like the ancient mariners, we too are
mapping territories we could but once hardly
imagine, much less visualize, either structurally or
functionally.

As we look to the future, it is important to
remember just how far discovery has come in such
a short time. It is only 91 years since the Hopkins
neurosurgeon, Walter Dandy, experimented with
the ventriculogram to visualize central structures
(Dandy, 1918; Kilgore and Elster, 1995). Wilder
Penfield in his memoir, No Man Alone, writes of

his excitement traveling down to Baltimore in
1921 in order to learn this new method. His words
convey the excitement of novelty and reminds us
that our own quest is still less than a century old.
Penfield recalls:

I watched while the ventricular fluid
was drawn off and the air injected by a
long, hollow needle inserted through a
hole in the skull, deep into the
ventricular cavity within the brain. The
air, which replaced the fluid, did not
seem to disturb the patient at all. It
cast a clearly outlined shadow when
X-rays were made of the head. The
shadow showed the exact shape and
position of the ventricular cavities
within the brain.

It was clear to me now that this was
an important step forward, a surgical
method of locating tumors and, even
more important in my view, of study-
ing the brainy

(Penfield, 1977, p. 76)

More recently, the third edition of The Diag-
nosis of Stupor and Coma (Plum and Posner,
1982) is a time stamp for how far we have come in
imaging the brain over the past several decades.
In the 1982 iteration, the modern reader will find
grainy black and white image of CT scans of the
brain with large clunky pixilated blocks compris-
ing the images. Our perspective contrasts with the
text’s rather hopeful statement about resolution:
‘‘CT scanning is an ideal way to view the anatomy
of the brain and to identify either abnormal
structures (larger than 5 mm in diameter) or shifts
of normal structures.’’ (Plum and Posner, 1982,
p. 73).

And since that tentative start we have seen in
the past decade functional studies which reveal
the absence and presence of neural networks
depending upon brain state, the elucidation of
language processing (Schiff et al., 2005; Owen
et al., 2006) and the advent of structural changes
which may be associated with recovery of
cognitive function (Voss et al., 2006).
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Given these notable achievements, it is not
hyperbolic to suggest that we have indeed entered
into an Age of Cognitive Exploration as glorious
as that of the Age of Discovery. But latitude and
longitude do more than suggest an analogy to the
early navigators, it points us to what made it
possible for them to determine their location
when at sea far away from a home port. It points
us to the importance of time.

Dava Sobel, in her critically acclaimed volume,
Longitude writes that while latitude could be
discerned by the Ancients by looking merely at
the elevation of the stars in the sky, determining
longitude was a far more difficult matter. She
notes that:

The measurement of longitude meri-
dians, in comparison, is tempered by
time. To learn one’s longitude at sea,
one needs to know what time it is
aboard ship and also the time at the
home port or another place of known
longitude — at the very same moment.
The two clocks enable the navigator to
convert the hour difference into a
geographical separationy

Precise knowledge of the hour in
two different places at once — a
longitude prerequisite so easily acces-
sible today from any pair of cheap
wristwatches was utterly unattainable
up to and including the era of pendu-
lum clocksy

(Sobel, 2007, pp. 4–5)

Sobel continues by recounting the challenge
of timekeeping with a pendulum clock on a
rolling ship deck amidst the additional challe-
nges of extremes in temperature, barometric
pressure and gravitational pull encountered at
sea. These barriers were overcome with the
advent of a reliable chronometer in the early
18th century.

Just as time tempered space and allowed for the
precise localization of latitude and longitude, it
is also integral to understanding consciousness
and the relationship between its measurement
and modulation. Drawing upon resources in the

sciences and the humanities, I want to address the
interplay of time and consciousness as it relates to:
cultural and historical perceptions, clinical assess-
ment, and systems of care.

Cultural and historical perceptions

One of the great challenges we have all encoun-
tered in our work is its relevance. I would wager
that there is not a single clinician in this room who
has not encountered the perception of nihilism
that so closely affixes to patients with disorders of
consciousness. Despite our progress in neuroima-
ging characterizing these brain states and our
therapeutic forays utilizing pharmacology and
neuromodulation, our ranks remain small and the
utility of our work is still questioned.

Families who chose to be hopeful are counseled
to expect less function, not more. Consider the
advice offered by The Mayo Clinic’s Drs. Wijdicks
and Rabinstein for meeting with families whose
loved ones are comatose:

The attending physician of a patient
with a devastating neurologic illness
will have to come to terms with the
futility of care y Those families who
are unconvinced should be explicitly
told they should have markedly dimin-
ished expectations for what intensive
care can accomplish and that with-
drawal of life support or abstaining
from performing complex interven-
tions is more commensurate with the
neurologic status

(Wijdicks and Rabinstein, 2007).

One mother who we interviewed at Weill
Cornell Medical College in an IRB approved
study of families touched by disorders of con-
sciousness told us of her initial experiences after
her 19-year-old son was hit by a drunk driver
while he was walking on the sidewalk:

Mother: And actually I had a neurol-
ogist tell me ‘‘your son is basically just
an organ donor now.’’
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JJF: And when did that happen?

Mother: Within the first 72 hours. She
said, ‘‘well he doesn’t have the reflexes
of a frog.’’

JJF: He doesn’t have the reflexes of
a y?

Mother: Of a frogy She said ‘‘you
should really just consider him being
an organ donor. That’s the best thing
you can do for your son.’’ And I said,
‘‘I completely disagree with you. I’m
not making him an organ donor. Go
back in there and do the best you can.’’

(Weill Cornell Transcripts,
2007–2008, IN314WN).

Even as we gather here in Berlin to celebrate
our progress since the last symposium in Progress
in Brain Research five years ago, such margin-
alization continues. What accounts for the trun-
cated prognoses, the enduring skepticism about
the work and its applicability to real patients and
families burdened by disorders of consciousness?

There are at least two explanations and each
takes account of time. The first is that clinicians
who see patients early into the course of their
injury do not see longitudinal outcomes. These
clinicians are appropriately concerned about acute
prognoses and the provision of proportionate
care, recognizing the inherently serious and
fragile state of patients with severe brain injury
early in their course. They see patients at their
worst, devoid of consciousness, which in other
contexts is often the marker of end-stage disease
and a clear prompt for end-of-life decision making
like the designation of Do Not Resuscitate (DNR)
Orders (Fins, 2007a). Clinicians habituated to
respecting preferences at the end of life, and not
prolonging the dying process, can believe that they
are being patient advocates by routinely steering
families to less aggressive curative care and on to
palliative measures. While this is often appro-
priate in the neuro-intensive care unit, it is
essential that acute care clinicians avoid prognos-
tic errors about patients solely on the basis of a
loss of consciousness.

As well-intentioned as they might be, these
clinicians may in fact be victims of a temporal
error by falsely analogizing the loss of conscious-
ness that occurs with head injury to that which
accompanies end-stage degenerative conditions
like Alzheimer’s disease or are the sequelae of the
metabolic encephalopathies associated with term-
inal medical illnesses such as end-stage renal
disease, metastatic cancer or sepsis. The loss of
consciousness that occurs in these medical condi-
tions is the penultimate deterioration before
death. In contrast, the loss of consciousness in
brain injury — while it can be the immediate
harbinger of conventional or whole brain death —
may also be the start of a process of recovery
whose variability depends upon etiology.

The second reason for such errors is also
related to time but due to more of a fixed
perspective on its passage rather than an outright
temporal error. Since the Ancients, conceptions of
time have been either static or evolving. On the
one hand there were the atomists who did not
place time among their first principles. Instead,
their conceptualization of time was due to a
reconfiguration of atoms, which made up matter.
According to Milic Capek:

y Democritus regarded time as ‘‘an
appearance presenting itself under the
aspect of night and day’’; if he called
time ‘‘uncreated,’’ he meant by it that
notion (on which, in his view, time
depended) is without beginning. With
such a view of time and with their
anticipation of the law of constancy of
matter, the atomists greatly strength-
ened the static and substantialist
modes of thought (Capek, 1973, pp.
389–398).

This static view, stressing the immutability of
matter, found opposition in the perspective of
Heraclitus who stressed dynamic fluidity. His
antisubstantialist view was quite modern, empha-
sizing change, evolution and flux (Capek, 1973).
He famously observed that, ‘‘You cannot step
twice into the same river.’’ (Heraclitus, 1999).
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For the modern era concerned about patients
with disorders of consciousness, the point is to
learn from the Ancients and appreciate the
contrast between the atomists with their static
notion of things and the Heracliteans who
emphasized the process of evolution and becom-
ing. Though they knew little about disorders of
consciousness, this dichotomy of views is richly
analogous to the two camps of modern medicine
which embraces either a static view of brain states
or appreciates that recovery and progress is
possible.

I believe that this same tension was captured by
Wilder Penfield in his design of the entrance hall
of the Montreal Neurological Institute (MNI).
Invoking the Ancients, as we have just done,
Penfield takes a decidedly anti-static stance when
it comes to prognosis and brain injury. In his
inaugural address of September 27, 1934, com-
memorating the opening of the MNI, he explains
the important symbolism of the entrance hall in an

essay entitled, ‘‘The Significance of the Montreal
Neurological Institute’’ (see Fig. 1).

In his address, Penfield describes the ceiling in
his cathedral to neurosciencey Against the
backdrop of a fresco with ‘‘neuroglia cells after
a drawing by the great Italian neurologist Camillo
Golgi’’ is ‘‘the head of Aires the Ram, which in
astrological terms presides over the brain’’ and
four hieroglyphic figures, thought to be ‘‘the
earliest reference to the brain anywhere in human
records.’’ Encircling all of this is an outer ring in
which Galen — in Greek — refutes the Hippo-
cratic aphorism that ‘‘a wound involving the brain
is invariably fatal.’’ Penfield observed the impor-
tance of Galen’s contrarian views given the regard
he held the great physician from Cos:

y Galen called no man master save
only Hippocrates, but he took excep-
tion to the latter’s statement that a
wound involving the brain is invariably

Fig. 1. Entrance Hallway, Montreal Neurological Institute (Penfield, 1936).
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fatal in the above words which Dr.
Francis (Classicist and Nephew of Sir
William Osler) has translated, ‘‘But I
have seen a severely wounded brain
healed.’’

(Penfield, 1936, pp. 42–43).

Not to miss the importance of Galen’s defiance,
Penfield signals his own point of view by adding
the noteworthy endorsement of his own mentor
and teacher (Fins 2008a, b), the legendary Sir
William Osler:

Osler said of Galen, ‘‘There is no
ancient physician in whose writings are
contained so many indications of mod-
ern methods of research.’’ It is pleasing
to have from his pen, eighteen centu-
ries old, the statement that the brain
after all is a tissue like other tissues
with capacity for healing; a promise
that it too many yield to the physician
and surgeon who come to understand
the principles involved

(Penfield, 1936, pp. 42–43).

Make no mistake about it; Penfield was clear
about whose side he was on. His view was Galenic
not Hippocratic when it came to brain injury. He
saw the injured brain as an evolving entity
amenable to intervention and improvement. In
his cosmology, injuries were not immutable and
fixed, they evolve and were treatable.

Unfortunately for those who have gathered
here — and are fellow travelers in the lineage of
Heraclitus, Galen, and Penfield — in modern
society, static views continue to challenge a
dynamic view of the injured brain. For better or
worse, brain injuries — and disorders of con-
sciousness in particular — have taken on iconic
status becoming cultural talismans that achieve
certain societal ends by being fixed in place.

As previously articulated, the utter and fixed
futility of the vegetative state became the ethical
and legal justification for the genesis of the right-
to-die movement in the United States (Fins, 2003,
2006a). Although this right has become synon-
ymous with broader rubric of patient self-deter-
mination in the decades since Quinlan, the origins

of the right had its roots in a prognostic assess-
ment of a future in the vegetative state.

In considering her irretrievable loss of a
cognitive sapient state, Judge Hughes of the New
Jersey Supreme Court drew heavily on the expert
testimony of the court-appointed neurologist,
Fred Plum, who was co-originator of the diagnosis
with the late Brian Jennett (Jennett and Plum,
1972). In his decision, Judge Hughes noted:

y It was indicated by Dr. Plum that
the brain works in essentially two
ways, the vegetative and the sapient.
He testified:

y We have an internal vegetative
regulation y We have a more highly
developed brain which is uniquely
human which controls our relation to
the outside world, our capacity to talk,
to see, to feel, to sing, to think. Brain
death necessarily must mean the death
of both of these functions of the brain,
vegetative and sapienty

We have no hesitancy in deciding y

that no external compelling interest of
the State should compel Karen to
endure the unendurable, only to vege-
tate a few more measurable months
with no realistic possibility of returning
to any semblance of cognitive or
sapient life

(Matter of Karen Quinlan, 1976).

The cultural import of this decision in shaping
bioethical norms cannot be overstated (Cantor,
2001). It ensconced the right to die in American
life, institutionalized hospital bioethics commit-
tees and changed practice patterns at life’s end
(Fins, 2006a). Unfortunately, the right to die was a
fragile one. It was highly contextual and hinged on
the near certain futility of ongoing treatment of
those in the vegetative state. If vegetative
patients, or even those who resembled vegetative
patients, were seen as able to improve, that right
could be undermined and challenged. This was
the case in the Terri Schiavo saga where Amer-
ican ‘‘right-to-life’’ proponents sought to associate
disingenuously an unimpeachable diagnosis of a
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permanent vegetative state with the more favor-
able minimally conscious state (MCS) diagnosis
(Giacino et al., 2002) in order to undermine the
legitimacy of her prior wishes (Fins and Plum,
2004; Fins, 2006b).

On the opposite side of the political spectrum,
the need to sustain a right to die, in a society with
such strong pro-life currents, provides an on-going
incentive for the ‘‘pro-choice’’ segment to twinge
the diagnosis of disorders of consciousness with an
ideological coloring. This tends to view all
vegetative states as fixed and immutable, ignoring
seemingly small clinical nuances that might make
important diagnostic distinctions as some patients
progress from VS to MCS (Fins, 2007b).

In the clinical context this failure often results in
global pronouncements about disorders of con-
sciousness, which are over-arching and often
value-laden, such as comments about ‘‘hopes for
a meaningful recovery’’ (Fins, 2005). Although
such predispositions may reflect implicit values, or
more nefariously political views, they represent —
at their core — temporal errors and a failure to
appreciate that the diagnosis of disorders of
consciousness is Heraclitean, with diagnoses
remaining in flux after injury.

Clinical assessment

Disorders of consciousness should not be viewed
categorically as static entities but rather as a
reflection of a synchrony of time and biology we
are only beginning to understand. In some case
permanence will take hold, though in other
settings consciousness will change and evolve
over time en route to recovery. It is well
appreciated for this readership that the vegetative
state becomes permanent when it has lasted 3
months following an anoxic injury and 12 months
after a traumatic insult has occurred (Multi-
Society Task Force on PVS, 1994). Before those
temporal milestones are reached, patients can
move — often unobserved (Fins et al., 2007a) —
into the MCS. MCS is marked by definitive —
albeit intermittent — evidence of consciousness as
evidenced by demonstrations of intention,

attention, memory, and awareness of self, others
or the environment (Giacino et al., 2002).

Appreciating this temporal framework is a good
starting place for the interpretation of novel
findings such as the remarkable case presented
by Owen et al. (2006) of a woman in the
vegetative state who demonstrated integrated
network responses of neuroimaging following
traumatic brain injury (TBI) five months earlier.
Investigators elicited significant activity in the
supplementary motor areas when she was asked
to play tennis mentally. When asked to imagine
walking through her house she activated the
parahippocampal gyrus, posterior parietal cortex,
and the lateral premotor cortex. Finally, when
presented with linguistically unclear sentences she
activated the middle and superior temporal gyrus
bilaterally as well as the left inferior frontal
region. All of these network responses were
‘‘indistinguishable’’ from normals.

Although these findings represented a striking
discordance between what was observed behavio-
rally and that demonstrated on fMRI, the
patient’s responsiveness was consistent with the
Multi-Society Task Force diagnostic and prognos-
tic guidelines which noted that the vegetative state
becomes permanent 12 months after traumatic
injury. At five months it remained possible that
the patient was in the processing of transitioning
to MCS. The images of integrated network
responses, before there were behavioral manifes-
tations of the same, could be interpreted as
evidence of a liminal state between VS and MCS.
My colleague and I interpreted it as consistent
with a ‘‘non-behavioral minimally conscious
state.’’ (Owen et al., 2006; Multi-Society Task
Force on PVS, 1994; Fins and Schiff, 2006).
Whether one agrees with this designation, what
is important is that the neuroimaging evidence
for a state transition was consistent with current
temporal expectations about the potential for
recovery into MCS before the 12-month marker
of permanence occurs following TBI.

It is especially critical to be aware of these
prognostic time stamps because absent these
temporal markers it is difficult to interpret
neuroimaging data. If another behaviorally vege-
tative patient demonstrated these responses years
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after our current expectations of permanence had
passed, we would need to postulate at least two
explanations.

The first explanation might be that the Multi-
Society categories were incorrect. This is unlikely
based on the differential biology of the vegetative
and MCSs as demonstrated by Steven Laureys
et al. (2002) in a paper on pain response. Using
PET and concurrent recordings of evoked poten-
tials, the vegetative brain was compared to normal
controls. The response of the vegetative patients
was limited to the level of the mid brain,
contralateral thalamus and primary sensory areas
and functionally disconnected from activations of
secondary somatosensory areas and higher-level
associative areas seen in normal controls.

The second, and more probable explanation is
that the observed recoveries were somehow
unreliable or misleading. Bryan Jennett’s analysis
of data on late recoveries indicates that most
reports were incomplete, unverified, or based on
single case reports. Most importantly, he indicates
that, ‘‘Some alleged late recoveries might in fact
have been late discoveries of earlier recovery’’
(Jennett, 2001, pp. 63–64).

Notice the use of chronological terms in Dr.
Jennett’s elegant sentence. It suggests that what
was observed late in the course of injury may in
fact have been a missed diagnosis of higher
function missed on an earlier examination, thus
distorting or complicating our understanding of
the epidemiology of these conditions (Fins et al.,
2007a). These concerns are compounded as we
introduce neuroimaging into the assessment pro-
cess. Network responses, which are only discern-
ible by neuroimaging and not by the conventional
neurological examination could lead to the
erroneous conclusion that their appearance coin-
cided with the performance of the neuroimaging
study and did not predate it.

This is a logical analysis based on the biological
differences between VS and MCS brains (Laureys
et al., 2002), the review of ‘‘late recoveries’’ done
by the Multi-Society Task Force on PVS (1994)
and the late Dr. Jennett’s (2001) analysis. It is also
an assessment that points to the compelling need
to define the natural history of recovery and the
public health importance of establishing

longitudinal registries (Fins et al., 2007b) integrat-
ing behavioral metrics and neuroimaging data to
assess the recovery of both latent and manifest
function over time (Fins et al., 2008).

The errors which occur in the diagnostic
differentiation of VS from MCS, which make
such a clarion call for longitudinal assessment,
have their basis in the temporal inconsistency of
MCS itself. Putting aside the confounding dimen-
sions of neuroimaging assessment, the frequency
of bedside behaviors, which cinch the diagnosis
and differentiate the MCS from the VS patient are
themselves episodic. Their lack of clockwork
reproducibility makes it difficult for the examiner
to make the diagnosis quickly or accurately on a
single occasion. To distinguish MCS from VS
requires multiple moments in time.

Assessment of an individual patient in MCS
requires the rigor of multiple exams as well as an
awareness of the patient’s timing. It is well
appreciated that the processing speed of patients
who have sustained TBI can be slowed. A large
meta-analysis of 41 studies and 823 persons with
severe brain injury recently concluded, ‘‘that the
time taken to process even simple stimuli is
affected by a severe TBI and that the contribution
of this deficit to performance on tests of attention
cannot be ignored’’ (Mathias and Wheaton, 2007).
More recently, investigators studying brain
injured U.S. service members found that dimin-
ished ‘‘processing speed contributes significantly
to performance on some measures of executive
functioning in a sample of TBI veterans with and
without post traumatic stress disorder (PTSD)’’
(Nelson et al, 2009).

These data point to the need to be especially
sensitive to response time when examining
patients with severe injury. These patients may
not be in our accustomed time zones but in a
delayed frame marked by a degree of latency.
Their slowed response time may lead clinicians to
miss affirmative indications of cognitive capacity,
albeit demonstrated at a slower pace.

I remember quite vividly examining a patient
with a neurologist colleague during a therapeutic
trial of zolpidem. The patient’s diagnosis had been
the vegetative state. After the drug had been
administered, we sought to assess command
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following by asking the patient to stick out his
tongue. After more than the usual delay, my
colleague turned away to his doctor’s bag for the
next item he would need in the examination. As
he did this, my eyes were fixed on the patient who
then executed the command. The patient’s action
was delayed way beyond the normal temporal
window for a response. Despite the delay, his
action had profound implications for his diagnosis,
suggesting that, at least on zolpidem, he was
responsive and now in the MCS.

The clinical — and ethical — importance of
time cannot be overstated. Had we utilized a
normal time frame we would have missed the
response and the realization that this patient was
at least minimally conscious. I suggest ‘‘at least
minimally conscious’’ because once a patient
shows some degree of awareness, the response
could be indicative of a capability to do much
more. Consider the case of a patient who is in a
brain trauma unit receiving occupational therapy.
The therapist, herself a poet, asked her students
to write a poem. Often after an interminable
delay, a time when most would give up on a
writing effort, the patient comes up with a
poignant and parsimonious Haiku-like sentiment.
An excerpt from a poem entitled, ‘‘Transience’’
by John Wosinski captures the temporal displace-
ment of brain injury:

Endless cycles of
Birth, growth, atrophy
and death
But not necessarily
in that order.

(Corbett, 2006)

The therapist collected her charges’ poetry to
demonstrate that profound physical disability
does not always correlate with an equally sig-
nificant cognitive impairment (Corbett, 2006).
Readers of the equally elegant and sparse The
Diving Bell and the Butterfly know this. This
memoir of the locked-in state makes clear that
patients who at first appear inert, or as Jean-
Dominique Bauby put it, like a ‘‘zombie father’’,
sometimes need a bit more time to demonstrate
their capabilities. Their slowed cognitive response

coupled with impaired motor function can
obscure a conscious life (Bauby, 1998, p. 69).

At the bedside — and soon in the neuroimaging
suite — clinicians will need to take account of
latency and slowed processing speed to avoid
depriving conscious individuals of their rightful
place within our shared community.

Systems of care

As important as it is to be cognizant of when time
is diagnostically determinative, it is equally
important to appreciate when it is not necessarily
a factor. Although we are accustomed to inversely
correlate the chronicity of a condition with the
likelihood of additional recovery, Lammi and
colleagues have shown that emergence out of
MCS (Giacino et al., 2002) is unpredictable and
occurs in a rather open-ended fashion 2–5 years
after injury (Lammi et al., 2005). They have found
that the reacquisition of functional communica-
tion and object manipulation (Taylor et al., 2007),
not time, predicts emergence from MCS:

The low correlation coefficients
between duration of MCS and the
outcome measures suggest that prog-
nostic statements based on length of
time a person is in the MCS cannot be
made with confidence

(Lammi et al., 2005).

Nowhere is the dis-synchrony of time and
recovery more plaintively revealed than in the
musing of Donald Herbert, the brain-injured
Buffalo fire fighter who began to speak fluently
after a decade in the MCS (Blake, 2007; Fins,
2008c). After learning that a decade had passed,
the forlorn father of four sons lamented, ‘‘I’ve
been gone long time y’’

Beyond the pathos of Donny Herbert’s story
and the fire fighter’s misplaced sense of culpability
for being an absent father, the work of Lammi and
colleagues is a critically important finding because
it points to the dis-synchrony of patient recovery
with the provision of care and reimbursement.
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At least in the Unites States, patients with
disorders of consciousness are denied benefits or
additional time in the hospital because when they
fail to demonstrate medical progress based on
expectations of progress derived from somatic
illness or injury. Under a bureaucratic rubric of
‘‘medical necessity’’ governing payment, if a
patient fails to improve demonstrably, services
are cut as institutions are put under pressure to
discharge patients (Granger et al., 2009). Simply
put, medical necessity applies a somatic time
frame to cognitive injuries that do not obey
conventional temporal expectations.

Although a 1999 National Institutes of Health
(NIH) consensus panel on TBI advocated that
‘‘Persons with TBI should have access to rehabi-
litation services through the entire course of
recovery, which may last for many years after the
injury,’’ (NIH, 1999) the on-going temporal
discordance fostered by conventions like ‘‘medical
necessity’’ coupled with the uncertain pace of
cognitive recovery leaves a heavy financial bur-
den — including the risk of personal bank-
ruptcy — on patients and families touched by
TBI (Relvea-Chew et al., 2009).

The problem is that medical necessity is derived
from illnesses for which the natural history is
known and predictable. If a patient is getting
rehabilitation after hip replacement, the course
and pace of recovery is relatively well understood.
A failure to progress at certain intervals is
predictive of a low likelihood benefiting from
additional rehabilitative services. This relation-
ship may not be as certain in cognitive rehabilita-
tion for several reasons. First, the pace of
recovery may not adhere to somatic standards.
Second what is observed by overt behavioral
criteria may belie with what is actually happening
inside the patient’s brain. The wife of a patient in
the Locked-In-Syndrome put it this way:

I see some improvement. They
stopped his physical therapy, they just
do occupational therapy and I would
rather see the physical therapy back.
I don’t understand their logic for not
doing it. You know, they were saying
like, you know, he’s not making an

effort to roll or get to, try to get from
the bed to a chair, you know. (He)
might never get from the bed to a
chair. His whole left side does not
move at all. And his right only pushes.
He can do thumbs up, if you say give
me thumbs up he can give me thumbs
up. He tries to roll his hands over, he
can wiggle his fingers goodbye, he can
rock his foot. Um, shrugs his shoulder.
And I still think this part of physical
therapy, as much as it is occupational
therapy, according to them, there
words to me were from the therapist
is that they can’t do physical therapy
forever. [pause] Now, I was like very
upset over that. Because why can’t you
do physical therapy forever? If the
brain is so complex, what he might not
do today he might do 3 months from
now. But if you don’t continue to do it
with him he’s not gonna do it at all.
You know what I’m saying?

(Weill Cornell Transcripts,
2007–2008, IN321D).

These barriers to care are further amplified
because of the temporal stamp we lay upon the
places where individuals receive care. Patients
receive aggressive scientifically informed and
curative interventions in acute care settings. The
Oxford English Dictionary defines acute as
‘‘coming rapidly to a crisis.’’ In contrast, ‘‘chronic’’
is firstly defined as ‘‘of or relating to time’’ and
secondarily ‘‘lasting a long time, lingering, inve-
terate’’ (Oxford, 1987). Thus labeled, is it any
wonder that our expectations for improvement or
recovery are so low for those who have found
themselves in chronic care? Indeed, the lingering,
inveterate quality of the designation is reminis-
cent of the immutability of the fixed period of the
Ancients Atomists against which Heraclitus
railed.

The problem is that these temporal perceptions
about acute and chronic care are reinforced by
how patients are sequestered and distributed
within our health care system, where context so
often influences diagnosis, prognosis, and
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recovery. When we label outcomes as a ‘‘late
emergence’’ or marvel at a ‘‘late induced recov-
ery’’ from interventions like neuromodulation
(Schiff et al., 2007, 2009) or a pharmaceutical
trial (Whyte et al., 2005) we need to ask ourselves,
late by whose standards?

If ‘‘late’’ reflects the natural history and timing
of emergence, by natural or assisted means, why
do we view its arrival pejoratively before we know
what neuroscience might predict as an expected
time of arrival? To label recoveries late or
otherwise, before basic prognostic information is
available, is to imply that recovery should have
happened earlier. The absence of these ‘‘early’’
recoveries only serve to affirm the mistaken
notion that improvement should have already
taken place and that brain injuries are static and
immutable. These perceptions are increasingly
scientifically untenable and only serve to run out
the clock for hope and expectation. Would it not
be better if our expectations for what might be
possible were concordant with the actual tempo of
recovery experienced by patients with these
disorders?
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Theoretical approaches to the diagnosis of altered
states of consciousness
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Abstract: Assessing the level of consciousness of noncommunicative brain-damaged patients is difficult,
as one has to make inferences based on the patients’ behavior. However, behavioral responses of brain-
damaged patients are usually limited not only by their cognitive dysfunctions, but also by their frequent
motor impairment. For these reasons, it is essential to resort to para-clinical markers of the level of
consciousness. In recent years, a number of studies compared brain activity in comatose and vegetative
state patients to that in healthy volunteers, and in other conditions of reduced consciousness such as sleep,
anesthesia, or epileptic seizures. Despite the increasing amount of experimental results, no consensus on
the brain mechanisms generating consciousness has yet been reached. Here, we discuss the need to
combine a theoretical approach with current experimental procedures to obtain a coherent, parsimonious
explanation for the loss of consciousness in several different conditions, such as coma, vegetative state,
sleep, anesthesia, and epileptic seizures. In our view, without a theoretical account of how conscious
experience is generated by the brain, it will remain difficult to understand the mechanisms underlying the
generation of consciousness, and to predict reliably its presence or absence in noncommunicative brain-
damaged patients. In this context, we review current theoretical approaches to consciousness, and how
well they fit with current evidence on the neural correlates of experience. Specifically, we emphasize the
principled approach provided by the Integrated Information Theory of Consciousness (IITC). We
describe the different conditions where the theory predicts markedly reduced states of consciousness, and
discuss several technical and conceptual issues limiting its applicability to measuring the level of
consciousness of individual patients. Nevertheless, we argue that some of the predictions of the theory are
potentially testable using available imaging techniques.
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conscious state (MCS) show nonreflexive beha-
viors but are unable to communicate (Giacino
et al., 2002). To date, patients in altered states of
consciousness such as in coma, VS, and MCS
continue to pose great diagnostic and manage-
ment problems (Laureys and Boly, 2007). Several
studies have indeed shown how difficult is the
clinical diagnosis of consciousness at the bedside,
and this difficulty is reflected in a high rate of
misdiagnosis among these noncommunicative
patients (up to 43%) (Laureys et al., 2004). This
high frequency of diagnostic errors can be
partially explained by the fact that we can only
infer the patient’s consciousness from motor
responses obtained at the bedside, searching for
response to command or ‘‘purposeful’’ behaviors.
However, there is no clinical consensus on which
behavior has to be considered as ‘‘reflexive’’ or
‘‘meaningful’’ in this context. Furthermore,
patients’ motor responsiveness is often impaired
in parallel to cognitive dysfunction, leading to
frequent underestimation of their actual level of
awareness in clinical conditions (Owen et al.,
2006).

These clinical diagnosis issues emphasize the
need to find objective para-clinical markers of
consciousness in order to compensate for the lack
of clinical reliability at the bedside. A number of
studies thus investigated brain function in coma,
VS, and MCS patients, showing differences
between patients groups and healthy volunteers
(Boly et al., 2004; Boly et al., 2008a; Laureys et al.,
1999; Owen et al., 2005b; Schiff et al., 2002b).
However, several studies have also shown that
brain activity patterns of individual VS and MCS
patients are extremely variable (Coleman et al.,
2007; Di et al., 2007). Pathophysiological mechan-
isms and/or brain lesions leading to coma or VS
are also heterogeneous, leading to even bigger
difficulties in finding consistent para-clinical mar-
kers of unconsciousness in these patients’ popula-
tions. Moreover, in the absence of consensus on
the neural correlates of conscious perception, and
in the absence of a subjective report, even an
abnormal pattern of brain activity compared to a
normal control population is to date not sufficient
to ensure the presence or absence of conscious-
ness in individual noncommunicative patients.

The need for a scientific theory of consciousness

Over the past few years, several studies have
appeared that aimed at comparing brain function
in several conditions of no or reduced conscious-
ness, such as coma and VS, anesthesia, sleep, and
epileptic seizures (Baars et al., 2003; Boly et al.,
2008b; Boveroux et al., 2008; Davis et al., 2007;
Laureys, 2005). These studies have often pointed
to a complex of brain regions, mostly involving a
frontoparietal network bilaterally, as a potential
locus for consciousness, as suggested by a relative
deactivation in relation to loss of consciousness.
However, there are exceptions to this general
rule. For example, during the tonic phase of
generalized tonico-clonic seizures, loss of con-
sciousness is not related to a deactivation, but
rather to a diffuse increase in metabolism in the
same frontoparietal cortices. Moreover, a relative
deactivation of a frontoparietal complex involved
in attention and executive function might be the
inevitable consequence of loss of consciousness,
even though consciousness itself might be gener-
ated in a more restricted set of areas (Tononi and
Laureys, 2008). Thus, at present there is still no
consensus on what would constitute a reliable
marker of consciousness in the absence of the
subject’s report. In our view, to move closer to this
goal, it is important to complement clinical and
experimental investigations with a theoretical
approach aiming at understanding conscious-
ness — what it is and how it can be generated —
at a fundamental level: one could say that theories
without experiments are lame, but experiments
without theories are blind (Tononi, 2008a). For
instance, only a theoretical framework can go
beyond a provisional list of candidate mechanisms
or brain areas and account, in a coherent manner,
for key but puzzling facts about consciousness and
the brain, coming from classical neurology as well
as from neuroimaging experiments (Tononi,
2008a). These include the preeminence of the
corticothalamic system in generating conscious-
ness as opposed to the irrelevance of the
cerebellar system, despite the latter’s remarkable
complexity; the loss of consciousness in NREM
sleep despite the persistence of neuronal firing at
levels similar to quiet wakefulness; the fact that
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afferent and efferent pathways do not seem to
contribute directly to experience; the existence of
a large amount of ‘‘unconscious’’ neural activity in
cortico-subcortical loops, despite the central role
of these loops in parsing inputs and outputs from
consciousness; the splitting of consciousness after
sections of the corpus callosum; and the loss of
consciousness during generalized seizures despite
the presence of intense hypersynchronous neuro-
nal activity. Moreover, only a theoretical stance
can offer some guidance in evaluating the quantity
and quality of consciousness in clinical conditions
such as the MCS, or instances of the VS with brain
‘‘islands’’ of preserved functionality (Schiff et al.,
2002a).

Several theoretical viewpoints about conscious-
ness have been proposed over the last few years.
Here, we will limit our description to theories that
attempt to find an explanation for loss of
consciousness during coma, sleep, anesthesia, or
epilepsy, by accounting for some available neuro-
scientific data. A first category of theories
emphasizes one given neural activity pattern, or
one particular brain function, as being the likely
mechanism sufficient to generate conscious per-
ception. Examples of proposed mechanisms
would be activation of higher order association
cortices (Owen et al., 2005a), long-range synchro-
nization of brain activity in fast frequencies
(Engel and Singer, 2001; Tallon-Baudry, 2004),
dynamic formation of neural coalitions (Crick and
Koch, 2003), or high level of cortical depolariza-
tion with background high-frequency activity
(Llinas et al., 1998).

A second category of theories is related to the
concept of a ‘‘global workspace,’’ and can be
viewed as a theater metaphor of mental function-
ing (Baars, 1988; Baars, 2005). According to
Baars et al. (2003), once conscious sensory
content is established, it is distributed widely to
a decentralized ‘‘audience’’ of expert networks —
executive interpreters, involving parietal and
prefrontal cortices. Consequently, conscious per-
ception should involve widespread brain sources,
and unconscious sensory processing should be
much more limited. In the same line, loss of
consciousness in states like coma, VS, sleep, and
anesthesia should be explained by decreased

activity in ‘‘observing self’’ frontoparietal regions
(Baars et al., 2003).

A different viewpoint on global workspace
theory is provided by Dehaene, Naccache, and
Changeux (Dehaene and Changeux, 2004;
Dehaene and Changeux, 2005; Dehaene et al.,
2006; Dehaene and Naccache, 2001). These
authors explicitly limit themselves the application
of global workspace theory to the case of ‘‘access
consciousness,’’ and state that their ‘‘global
neuronal workspace’’ is essentially a theory of
conscious content (Dehaene and Changeux,
2004). They specify that this theory does not
attempt to describe the mechanisms of the ‘‘state
of consciousness, usually considered as a contin-
uous variable (coma, sleep, drowsiness, awake
state y)’’ (Dehaene and Changeux, 2004). In a
later work, in line with Llinas et al. (1998), they
suggest that the level of consciousness should be
determined by the amount of spontaneous fast
frequency oscillatory activity in the thalamocor-
tical system (Dehaene and Changeux, 2005).

Despite their attempt to find coherent explana-
tions of the mechanisms of generation of con-
sciousness in the brain, the previously cited
theories generally fail to account in a coherent
manner for all the observations accumulated in
neurological, neurophysiological, and neuroima-
ging experiments over the last few years. A
particularly problematic case for these theories is,
for example, to explain loss of consciousness
during generalized tonico-clonic seizures. The tonic
phase of this affection has indeed been shown to be
characterized by increased metabolic activity and
long-range synchronization in fast frequencies, in
higher order associative areas like frontoparietal
cortices (Blumenfeld, 2008; Blumenfeld et al.,
2003). According to the previously described
theories, such a pattern of highly active and
synchronous brain activity in higher order fronto-
parietal cortices would have no reason to lead to
unconsciousness (Tononi, 2008a). On the contrary,
this pattern of brain activity should rather lead to a
higher level of consciousness, because of an intense
synchronized activity, or ‘‘binding,’’ in frontopar-
ietal cortices. Theories linking consciousness to
widespread brain activity would also fail to explain
reports of widespread cerebral activity, and even
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hypersensitivity, in response to sensory stimulation
observed both during anesthesia and during sleep
(Alkire, 2008; Kakigi et al., 2003; Kroeger and
Amzica, 2007), or reports of widespread brain
activation and gamma band synchronization in
response to subliminal stimuli in awake volunteers
(Diaz and McCarthy, 2007; Luo et al., 2009).
Finally, theories linking consciousness to a high
level of brain depolarization and fast rhyth-
mic background brain activity would fail to
explain consciousness impairment resulting from
ketamine-induced anesthesia, occurring despite
increased cerebral fast rhythmic activity and brain
metabolism compared to normal wakefulness
(Itoh et al., 2005; Langsjo et al., 2005; Maksimow
et al., 2006). They would also not be in line with
findings of loss of consciousness induced by
inhalation agents, occurring despite increased
gamma power in the EEG (Alkire, 2008; Imas
et al., 2005).

Thus, it appears to be difficult to provide a
coherent account for most of the key clinical
observations on loss of consciousness in coma,
sleep anesthesia, and generalized seizures without
ad hoc assumptions (e.g., that synchrony is good
but too much synchrony, as in seizures, is bad).
We now turn in more detail to the Integrated
Information Theory of Consciousness (IITC),
as it offers a single perspective that, at least in
principle, can provide a parsimonious account for
many empirical observations starting, as it were,
from first principles.

Introduction to information integration
theory of consciousness

Let us define consciousness as ‘‘what disappears
when we fall into dreamless sleep’’ (Tononi and
Edelman, 1998; Tononi and Massimini, 2008).
This commonsensical, intuitive definition is clearly
related to the clinical one according to which
unconsciousness is the ‘‘absence of perception of
self and environment’’ (Laureys et al., 2004). In
this sense, consciousness would be defined as any
kind of experience, from the simplest perception
(pure darkness and silence) to the most complex
one (say a bustling market scene). The IITC

claims that, at the fundamental level, conscious-
ness is integrated information, and that its quality
is given by the informational relationships gener-
ated by a complex of elements (Tononi, 2004;
Tononi, 2008a). These claims stem from realizing
that information and integration are the essential
properties of our own experience. Note that we
will only consider here the part of the theory
concerning the quantity or level of consciousness.
Further details on how the theory addresses
qualitative aspects of conscious experience can
be found in Tononi (2008a).

The IITC claims that consciousness is indepen-
dent of specific cognitive functions. This claim
seems to fit neurological evidence in favor of a
dissociation between consciousness and specia-
lized processes like episodic memory, language,
introspection or reflection, sense of space, sense of
body, sense of self, or sensorimotor processing, or
attention (Tononi and Laureys, 2008). In short,
consciousness can be dissociated from episodic
memory in the case of amnesic patients, who lack
memory encoding, but yet are still conscious of
themselves and their environment. Consciousness
can also be dissociated from language in aphasic
patients, because even globally aphasic patients
retain a preserved perception of their environ-
ment. In the same manner, introspection and
reflection are not necessarily associated with each
and every conscious experience: self-conscious-
ness can sometimes be absent, for example, when
watching an absorbing movie or when engaged in
cognitively demanding sensorimotor categoriza-
tion experiments (Goldberg et al., 2006). A
dissociation between consciousness and sense of
space can be found in Balint’s syndrome. A
similar dissociation can be found in patients with
spatial neglect, in whom attention, rather than
perception, seems to be impaired. Indeed, neglect
patients manifest deficits preferentially in pre-
sence of competing stimuli, but usually remain
able to perceive a stimulus if it is presented
isolated (Phan et al., 2000). A dissociation
between consciousness and the sense of body or
self can be found in out-of-body experiences,
where a subject has the experience of not being
located in his own body (Blanke et al., 2002).
A dissociation between consciousness and
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sensorimotor processing can be found for instance
during dreaming, where the subject has vivid
experiences despite the absence of sensorimotor
interactions with the external world (Tononi,
2008b). Finally, it seems that consciousness cannot
be equated with attention: several studies have
shown that attended stimuli can be processed by
the brain in the absence of awareness, while
stimuli can be perceived in the absence of
attention, that is, in the case of environmental
features processed in the peripheral visual field
(Koch and Tsuchiya, 2007).

According to IITC, what is instead specific to
consciousness are the following two constitutive
properties: (i) consciousness is highly informative,
because each conscious experience constitutes a
discrimination among a large repertoire of alter-
native experiences; (ii) consciousness is highly
integrated, because each conscious experience is
unified and cannot be decomposed into elements
that can be experienced independently. We will
develop these concepts in the following para-
graphs, and briefly discuss their mathematical
implementation.

Information: the photodiode thought experiment

IITC states that consciousness is highly informa-
tive, in the sense that each conscious experience is
implicitly discriminated by ruling out a very large
number of alternatives. According to the theory,
the more alternatives you can rule out, the more
informative is your conscious experience, and the
higher your level of consciousness. A useful
thought experiment (Fig. 1, upper panel) is to
imagine the performance of a photodiode com-
pared to one of us, when facing a blank screen
(Tononi, 2008a). The photodiode is a simple light-
sensitive device, composed of a sensor that
responds to light with an increase in current and
a detector connected to the sensor that says
‘‘light’’ if the current is above a certain threshold
and ‘‘dark’’ otherwise. In front of a screen
switching alternately from black to white, the
photodiode would perform as well as we in
discriminating ‘‘light’’ from ‘‘dark.’’ Obviously,
however, it is implausible that the photodiode
would be conscious of the screen. The difference

between us and the photodiode is that when we
look at a blank screen, we have a choice among
many alternatives, and not just a few like the
photodiode. The discrimination you can perform
is thus much more informative than the photo-
diode, who has a limited level of surprise. The key
here is to realize that the number of discrimina-
tions that can be potentially available affects the
meaning of the discrimination at hand, the one
between light and dark. For example, the photo-
diode has no mechanism to discriminate colored
from achromatic light, even less to tell which
particular color the light might be. As a conse-
quence, all light is the same to it, as long as it
exceeds a certain threshold. In short, the only
specification a photodiode can make is whether
things are this or that way: any further specifica-
tion is impossible because it does not have
mechanisms for it. Therefore, when the photo-
diode detects ‘‘light,’’ such ‘‘light’’ cannot possibly
mean what it means for us; it does not even mean
that it is a visual attribute. By contrast, when we
see ‘‘light’’ in full consciousness, we are implicitly
being much more specific: we simultaneously
specify that things are this way rather than that
way (light as opposed to dark), that whatever we
are discriminating is not colored (in any particular
color), does not have a shape (any particular one),
is visual as opposed to auditory or olfactory,
sensory as opposed to thought-like, and so on. To
us, then, light has much more meaning, precisely
because we have mechanisms that can discrimi-
nate this particular state of affairs we call ‘‘light’’
against a large number of alternatives, and we can
do so in a specific way (Tononi, 2008a). According
to the IITC, it is all this added meaning, provided
implicitly by how we discriminate pure light from
all these alternatives, that increases the level of
consciousness.

How can we express this information in
mathematical terms? To address this issue, we
have to look more closely at the photodiode.
Indeed, even if it has only two alternatives, the
photodiode is the smallest device able to perform
a discrimination, and looking at its mechanism can
help building the blocks for further discussion. Let
us look in more detail at how the photodiode
performs a given discrimination, for example,
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Fig. 1. Information and integration are fundamental properties of conscious experience. (A) Information: the photodiode thought
experiment. IITC states that consciousness is highly informative, because each conscious experience is implicitly discriminated by
ruling out an infinite number of other available alternatives. According to the theory, the more alternatives you can rule out, the
more informative is your conscious experience, and the higher your level of consciousness. This concept is illustrated when
comparing a photodiode, simple light-sensitive device to anyone of us (here Galileo Galilei, for the sake of the example), facing a
blank screen. According to the theory, the key difference between us and the photodiode relies in the fact that when specifying
‘‘dark,’’ the photodiode discriminates between only two alternatives, while we discriminate it from a large repertoire of other
available percepts. This difference affects the meaning of the discrimination performed, and the amount of information generated.
(B) Integration: the camera thought experiment. By multiplying the number of photodiodes, like in the case of a camera, one can
considerably increase the amount of information generated. The difference between us and the camera is that the information
generated by each photodiode is not communicated to the whole system, that is, the information the systems generates is not
integrated. This is reflected by the fact that if one would separate the camera in two parts with an infinitely thin line, this would not
impair its function, nor diminish the amount of information generated. If the same procedure is applied to the brain, this will result in
a split in two independent consciousnesses, similarly to what is observed in split-brain patients. Integration of information allows to
perform a single discrimination at the scale of the whole system, in order to generate a unified perception.

when it reports ‘‘dark’’ (Fig. 2). Because of the specifies an actual repertoire (of states it could
architecture of this device (the presence of a have come from) that is smaller than the
causal interaction between its elements that we repertoire of states potentially available to it
call a mechanism), the fact that the photodiode (potential repertoire). This reduction of uncer-
sensor signals ‘‘dark’’ at a given time t implies that tainty constitutes the ‘‘effective information’’
at the previous time step (time t�1), its sensor generated by the system. Effective information is
unit had to be silent. Thus, the photodiode, by measured in bits, and it can be calculated as
virtue of its causal mechanism and current state, the difference (relative entropy) between two
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Fig. 2. Measuring effective information. (A) A ‘‘photodiode’’
consisting of a sensor and detector unit. The photodiode’s
mechanism is such that the detector unit turns on if the sensor’s
current is above a threshold. Here both units are on (binary 1,
indicated in gray). (B) For the entire system (sensor unit,
detector unit) there are four possible states: (00, 01, 10, 11).
The potential distribution p(X0(maxH)) ¼ (1/4, 1/4, 1/4, 1/4) is
the maximum entropy distribution on the four states. Given the
photodiode’s mechanism and the fact that the detector is on,
the sensor must have been on. Thus, the photodiode’s
mechanism, and its current state, specifies the following
distribution: two of the four possible states (00, 01) are ruled
out; the other two states (10, 11) are equally likely, since they
are indistinguishable to the mechanism (the prior state of the
detector makes no difference to the current state of the
sensor). The actual distribution is therefore p(X0(mech,
x1)) ¼ (0, 0, 1/2, 1/2). Relative entropy (Kullback–Leibler
divergence) between two probability distributions p and q is
H[p|q] ¼ pi log 2 pi/qi, so the effective information ei(X(mech,
x1)) associated with output x1 ¼ 11 is 1 bit (effective informa-
tion is the entropy of the actual relative to the potential
distributions). Adapted with permission from Tononi (2008a).

probability distributions (the actual and potential
repertoires). For instance, the photodiode report-
ing ‘‘dark’’ generates 1 bit of effective information

(Fig. 2). Clearly, a system such as our brain (or
some privileged part of it) that has a much larger
potential repertoire of states (corresponding to all
possible experiences) and a powerful set of causal
mechanisms capable of discriminating among
them so as to rule all of them out except for, say,
a state of pure darkness and silence will generate
much more than a mere photodiode.

Integration: the camera thought experiment

In a system constituted of several elements
interacting through causal interactions, another
problem has to be faced: the information has to be
integrated in order to allow a single discrimination
to be available simultaneously to the whole
system. This integration of the information avail-
able across the system accounts for the unified
character of conscious experience as perceived in
our daily life. A second thought experiment that
helps to clarify this issue involves a digital camera
(Fig. 1, lower panel). A camera can be considered
as an army of millions of photodiodes, each one
generating 1 bit of effective information. The
repertoire of states available to the camera is
large, so the information it generates can be very
high — several millions bits. However, it still
seems implausible that a camera would be able to
consciously perceive the visual scene. According
to the IITC, the difference between us and the
camera is that each photodiode generates 1 bit of
information independently, and the information
generated by the system as a whole (the camera)
can be decomposed without loss into the informa-
tion generated by each photodiode indepen-
dently, that is, the information the camera
generates is not integrated. When we perceive a
visual scene, by contrast, we perceive it as a
whole, and our experience cannot be subdivided
into independent sub-experiences. A discrimina-
tion is performed by the system as a whole,
between this particular visual scene and all the
other possible alternatives.

How can this observation be translated in
mathematical terms? Figure 3 shows two systems
constituted of several elements interacting with
each other through causal mechanisms. One can
see that the system on the left is not integrated,
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because it can be decomposed in two different
subsystems that do not interact with each other.
This simple example already shows that concep-
tually, the way to check if a system is integrated is
by searching for its weakest link in terms of
interactions. Specifically, one can partition the
system in all possible ways and find the ‘‘cut’’ that
least diminishes the information generated by the
system as a whole (the informational ‘‘weakest
link’’). This way to partition the system is called
the minimum information partition (MIP). For
the system on the left, the MIP is obviously
obtained when separating the elements in a
vertical manner: no information is lost after this
cut (the system generates as much information as
before the cut). For the system on the right, on the
other hand, one has to compute all the possible
partitions and calculate the difference between
the information generated by the system as a
whole (the actual repertoire of the system) and
the information generated independently by the
parts (the product of the actual repertoires of the
parts). The partition for which this difference is
minimal is the MIP, and the amount of informa-
tion generated by the system above the MIP is
‘‘integrated information’’ or j. According to the
IITC, consciousness is integrated information, and
j can be seen as a measure of the level of
consciousness of a given system, generated when
entering in a particular state. Note that j is an
intrinsic property of a given system entering in a
particular state, due to the presence of causal
interactions between its elements.

Finally, once j has been calculated for different
subsets of elements, one can identify complexes.
Specifically, a complex is a set of elements that
generate integrated information that is not fully
contained in some larger set of higher j. A
complex, then, can be properly considered to form
a single entity having its own intrinsic ‘‘point of
view’’ (as opposed to being treated as a single
entity from an outside, extrinsic point of view).
Since integrated information is generated within a
complex and not outside its boundaries, experi-
ence is necessarily private and related to a single
point of view or perspective (Tononi, 2004;
Tononi and Edelman, 1998). A given physical
system, such as a brain, is likely to contain more
than one complex, many small ones with low
values, and perhaps a few large ones. In fact, at
any given time there may be a single main
complex of comparatively much higher j that
underlies the dominant experience (a main com-
plex is such that its subsets have strictly lower j).
Indeed, a main complex can be embedded into
larger complexes of lower j. Thus, a complex can
be casually connected, through ports-in and ports-
out, to elements that are not part of it. Indeed,
according to the IITC, such elements can indir-
ectly influence the state of the main complex
without contributing directly to the conscious
experience that it generates (Tononi and Sporns,
2003).

At this stage, it is hard to say precisely which
cortical circuits may behave as a large complex
of high j, and which instead may remain

Fig. 3. Integrated information. Left-hand side: two photodiodes in a digital camera. (A) Information generated by the system as
a whole. The system as a whole generates 2 bits of effective information by specifying that n1 and n3 must have been on.
(B) Information generated by the parts. The minimum information partition (MIP) is the decomposition of a system into (minimal)
parts, that is, the decomposition that leaves the least information unaccounted for. Here the parts are two photodiodes. (C) The
information generated by the system as a whole is completely accounted for by the information generated by its parts. In this case,
the actual repertoire of the whole is identical to the combined actual repertoires of the parts (the product of their respective
probability distributions), so that relative entropy is zero. The system generates no information above and beyond the parts, so it
cannot be considered a single entity. Right-hand side: an integrated system. Elements in the system are on if they receive two or more
spikes. The system is in state x1 ¼ 1000. (Au) The mechanism specifies a unique prior state that can cause state x1, so the system
generates 4 bits of effective information. All other initial states are ruled out, since they cause different outputs. (Bu) Effective
information generated by the two minimal parts considered as systems in their own right. External inputs are treated as extrinsic
noise. (Cu) Integrated information is information generated by the whole (black arrows) over and above the parts (gray arrows). In
this case, the actual repertoire of the whole is different from the combined actual repertoires of the parts, and the relative entropy is 2
bits. The system generates information above and beyond the parts, so it can be considered a single entity (a complex). Adapted with
permission from Tononi (2008a).
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informationally insulated. One limitation for the
direct testing of the theory is the need to find a
principled way to determine the proper spatial
and temporal scales to measure informational
relationships and integrated information. An
informed guess (Tononi, 2008a) would, however,
likely position the relevant spatial scale at the
grain size of neurons or minicolumns, and the
relevant time scale at periods of tens to hundreds
of milliseconds. For both theoretical and practical
reasons, the measure of j remains unrealistic in
real biological systems.

Conditions where IITC predicts markedly
reduced levels of consciousness

Even if measuring the j value for biological
systems is to date impossible, computer simula-
tions on simple systems allow already making
predictions about systems architecture and activ-
ity patterns that may be associated with high or
low values of information integration. We will
review these conditions in the following sections.

Neuroanatomy

Computer simulations suggest that the optimal
configuration of a system to generate high j
should combine functional segregation and inte-
gration in a balanced manner. According to the
theory, systems characterized by excessively
abundant anatomical connectivity, resulting in a
loss of individual specificity of the system’s
individual elements, are expected to have low
values of j. On the other hand, j is expected to
be low for systems with a modular organization —
such as that of the cerebellum — and to be higher
for systems combining specialization and integra-
tion — such as the corticothalamic system.

Anatomical or functional disconnections among
the system’s elements should also lead to a
decrease of j in the system. A complete
disconnection of some elements from the system,
while the elements by themselves could still be
activated, would have virtually the same effect
than the destruction or permanent inactivation of
these elements. In line with this prediction,

computer simulations confirm that functional
disconnection can reduce the size of a complex
and reduce its capacity to integrate information
(Tononi, 2004).

Finally, according to the theory, for a given
number of interacting elements, systems built of
strictly feed-forward architecture generate j
values lower than systems combining feed-for-
ward and feedback connections. Thus, it is
conceivable that the abundant reentrant connec-
tions that are thought to exist in the human brain
would be ideally suited to generate high levels of
information integration.

Neurophysiology

In addition to neuroanatomical constraints, IITC
also predicts that the amount of integrated
information generated by a system depends on
its firing pattern, and should be higher for
balanced firing states. Simulations indicate that a
system with only a low number of elements firing
generates low values of j, even if the system has
complex architecture. Low levels of activity are
likely to be found in some deep coma, but have
mostly been observed during deep anesthesia. On
the other hand, if the whole system is in a state
where every element fires, the available repertoire
of discriminable states of the system is also
expected to be greatly reduced. This particular
mechanism could explain the loss of consciousness
observed in generalized seizures (Fig. 4).

A combination of these two mechanisms
(excessively low and excessively high firing)
occurs in the presence of bistable dynamics, a
condition which, according to IITC, also impairs
the capacity of a system to integrate information.
The term bistability means that in response to
local activation, the system can only respond in a
whole-or-none manner, with no gradations in the
firing patterns between these two states. Bistable
dynamics are actually found in the corticothalamic
system during slow wave sleep, and are expressed
in the EEG by the presence of high amplitude
slow waves. In line with the predictions of the
theory, loss of consciousness during sleep has
been related to slow wave activity power in the
EEG (Tononi, 2008b).
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Fig. 4. Conditions where IIT predicts low levels of consciousness. (A) An optimal system to generate integrated information is a
system combining integration and differentiation, firing in a balanced manner. (B) Breakdown of anatomical connectivity between
parts of an integrated system results in a splitting of the system in smaller independent modules, generating less integrated
information. (C) Excessively low or high levels of firing in a system typically result in a dramatic decrease of j vales generated by a
system, even if the system’s architecture is properly designed to generate high j values in balanced firing states. (D) Bistable
dynamics typically lead to lower j values in integrated systems. Partly adapted with permission from Tononi (2008a).

Location of the main complex — an the system. However, as previously mentioned,
informed guess this computation is to date still out of our reach in

real brains. As a starting hypothesis, one could
According to the theory, to assess the level of propose to investigate the functional conse-
consciousness generated by a system, that is, the quences of altered brain activity patterns invol-
amount of integrated information it generates, ving most of the corticothalamic system. Indeed, it
one has first to identify the so-called main is undisputed and certainly not new that broad
complex. In principle, the identification of the lesions or inactivations of the corticothalamic
main complex requires a computational approach, system abolish consciousness, whereas lesions of
where j is measured for all possible partitions of other parts of the brain do not (Tononi and
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Laureys, 2008). Beyond this, it is still difficult to
identify with confidence specific regions of the
corticothalamic system that are necessary and
sufficient to sustain conscious experience. Yet,
one could predict that higher order associative
areas such as frontal, or more likely, parietal
cortices may play a privileged role. These areas
have indeed been recently shown to be among
the most densely connected areas of the human
brain, both in structural (Hagmann et al., 2008)
and in functional (Buckner et al., 2009) measure-
ments. On the contrary, computer simulations
suggest that subcortical loops and afferent path-
ways would be less likely to play a crucial role
(Tononi, 2005). When investigating altered states
of consciousness, one could thus try to classify
patients by looking for global alterations of
connectivity or firing patterns in a large part of
the corticothalamic system, encompassing bilat-
eral frontoparietal cortices. It may, however, turn
true that the parts of the brain crucially involved
in the generation of conscious experience (consti-
tuting the main complex) are limited to a smaller
part of the corticothalamic complex. Future experi-
ments may provide useful information on which
parts of the brain are critically necessary for the
generation of conscious perception.

Available in vivo brain imaging techniques and
potential applications

Positron emission tomography

According to IITC, minimal levels of neuronal
firing throughout the brain should lead to reduced
levels of consciousness. Diffusely decreased neu-
ronal firing throughout the brain is expected to
globally decrease brain metabolism as measured
in PET studies. Practically, according to the
theory, consciousness is thus likely to vanish in
the presence of diffuse hypometabolism in large
parts of the corticothalamic system.

On the other hand, according to IITC, a state of
hyperactivity of the system is also expected to lead
to reduced consciousness. Diffuse cerebral hyper-
metabolism can be observed, for example, in
absence or generalized tonico-clonic seizures
(Blumenfeld, 2008; Engel et al., 1982). In our

experience (unpublished data), cerebral hyperme-
tabolism can also be observed in some non-
epileptic MCS patients, resuming to a normal
level during recovery of consciousness.

By a theoretical point of view, however, brain
metabolism cannot be considered as a reliable
marker of consciousness at the individual level,
since it is not a direct reflect of neural firing, but
can also be influenced by other factors, such as for
instance membrane potential depolarization.
Thus, even if the information provided by PET
is undoubtedly useful, it may be advantageously
complemented by other imaging techniques, such
as functional MRI or EEG.

Functional MRI

Resting state functional MRI connectivity mea-
surements in large-scale brain networks may help
identifying patients in which connectivity patterns
are severely altered. According to IITC, major
impairment of connectivity is expected to reduce
the brain’s ability to integrate information, and
thus the level of consciousness. In line with this
hypothesis, studies of our group and others show
that connectivity in default network is decreased in
some VS patients compared to controls (Boly et al.,
2009; Cauda et al., 2009; see Soddu et al., 2009).
Normative data should be acquired to evaluate to
which extent brain connectivity patterns have to be
altered in order to lead to clinical unconsciousness.

On the contrary, according to IITC, the presence
of a near-to-normal level of connectivity in large-
scale brain networks is necessary but not sufficient
to ensure normal consciousness. Indeed, the pre-
sence of firing patterns such as bistable dynamics or
excessive hypersynchronous firing are important
conditions where IITC also predicts a low level of
consciousness, despite preserved connectivity in the
system. In line with this prediction, a recent study
showed preserved connectivity in frontoparietal
cortices during non-REM sleep (a condition char-
acterized by the presence of bistable dynamics) as
compared to wakefulness (Larson-Prior et al., 2009).

EEG

According to IITC, in order to generate high j in a
given system, not only the amount of integration
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(connectivity) matters but also the information
present in the system. Computer simulations suggest
that even if a system has the proper connectivity
architecture to generate high j in balanced firing
states, the presence of activity patterns such as
low firing, hyperactivity, or bistable dynamics is
expected to markedly impair the capacity of the
system to integrate information. To date, a systema-
tic assessment of the prevalence of firing patterns
such as very low firing, seizures, or bistable
dynamics in scalp EEG of patients in MCS and
VS has not been performed. Future experiments
should, for example, investigate the correlation
between the presence of widespread bistable
dynamics throughout the brain and behavioral
responsiveness in brain-damaged patients. These
widespread bistable dynamics should likely be
reflected by high amplitude slow waves in sponta-
neous EEG. High-density EEG recordings and
source reconstruction should evaluate if the pre-
sence of these slow waves correspond to a diffuse
increase in delta frequency involving most of the
brain (Murphy et al., 2009). In the same line, silent
or seizure-like patterns should be present in a
widespread bilateral cortical network in order to
significantly impair the brain’s ability to generate
information. These firing patterns are likely to be
preferentially found in VS patients, and much less in
MCS patients. In this context, EEG studies using
high-density recordings and source reconstruction
may also help better differentiating MCS from VS
patients, by precising the brain topography of
dysfunctional firing patterns (such as bistable
dynamics, low firing, or epileptic activity). Indeed,
in a first guess, firing patterns involving large parts
of the corticothalamic system should preferentially
be expected to markedly impair the level of con-
sciousness. As previously mentioned, it is also
possible that the part of the corticothalamic system
critically necessary for the presence of consciousness
could be much more limited in space. By the same
token, high-density EEG and source modeling may
thus help localizing the precise scale and constitu-
ents of the actual main complex in the human brain.

Perturbational approaches

According to the theory, the actual succession of
states one can observe by passively looking at a

system is not necessarily representative of the
potential repertoire of this system. Indeed, in order
to properly assess the potential repertoire of a
system, one would have to observe it for an infinite
time. This is obviously not feasible in real condi-
tions. Thus, the repertoire of a system should be
more efficiently approximated using a perturba-
tional approach, that is, by recording the reaction of
the system to the activation of its different subparts.
Perturbational approaches also offer the advantage
to uniquely record effective connectivity — changes
in the system due to neuronal causal interactions.

A perturbational approach based on a combina-
tion of TMS and EEG has recently been employed
to understand what changes in thalamocortical
circuits when consciousness fades during slow wave
sleep ((Massimini et al., 2007; Massimini et al.,
2005), see also this volume). In principle, assessing
the response to external stimuli in the auditory,
visual or somatosensory modalities may also
provide insights on the brain’s capacity for
integration and information. In fact, this approach
goes clearly beyond the simple assessment of the
spatial extent of the responses to stimulation (Boly
et al., 2004; Boly et al., 2008a). In this case,
according to IITC, both the extent of activation
and the specificity of brain responses to different
stimulations are relevant criteria to assess the
capacity of the patient’s brain to integrate informa-
tion. We previously mentioned that the relevant
temporal scale to assess information integration is
likely in the order of hundreds of milliseconds,
below the temporal resolution of functional MRI.
On the other hand, due to this limited temporal
resolution, functional MRI is also unable to
reliably differentiate connectivity due to forward
versus backward connections. In this perspective,
assessing the brain response to external stimuli
using high-density EEG recordings combined with
an explicit study of neural dynamics may represent
a useful complement of investigation.

A general framework

A systematic investigation of an individual
patients’ brain function requires not only one
imaging modality in isolation, but rather a
combination of techniques. Figure 5 proposes a
systematic summary of the potential use of each
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technique in this context. Future research should
identify the most efficient combination of techni-
ques to comprehensively evaluate brain ability to
generate integrated information.

Conclusion

In our view, there is a need to combine theoretical
and experimental approaches in the study of brain
function in noncommunicative brain-damaged
patients, in order to guide clinicians in the choice
of meaningful diagnostic criteria for the level of
consciousness. In particular, we emphasized the
IITC approach and the predictions of this theory
concerning for neural correlates of unconscious-
ness. We argued that though an exhaustive
measure of integrated information (j) is not yet
possible in real brains, reasonable approximations
can already be considered using currently available

imaging techniques. The use of these approximated
measures of a brain’s ability to integrate informa-
tion may help clinicians precising the individual
patients diagnosis and identifying which patterns
of brain activity are more likely to lead to
unconsciousness in different conditions. This pre-
liminary attempt to systematically implement IITC
criteria for unconsciousness in real situations may
also stimulate further efforts to bring theoretical
neuroscience closer to the patient’s bedside.
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Fig. 5. A provisional practical framework to investigate brain function in noncommunicative brain-damaged patients. FDG-PET:
fluoro-deoxyglucose positron emission tomography; spEEG: spontaneous electroencephalography; TMS-EEG: transcranial magnetic
stimulation coupled to electroencephalography; sERP: sensory evoked related potentials; rsFMRI: resting state functional MRI; SW:
slow waves. A remaining issue concerns the location of the main complex in the human brain. Future experiments may help precising
which parts of the corticothalamic system are crucially necessary for the generation of conscious perception.
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A new era of coma and consciousness science
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Abstract: In the past ten years, rapid technological developments in the field of neuroimaging have
produced a cornucopia of new techniques for examining both the structure and function of the human
brain in vivo. In specialized centers, many of these methods are now being employed routinely in the
assessment of patients diagnosed with disorders of consciousness, mapping patterns of residual function
and dysfunction and helping to reduce diagnostic errors between related conditions such as the vegetative
and minimally conscious states. Moreover, such efforts are beginning to provide important new prognostic
indicators, helping to disentangle differences in outcome on the basis of a greater understanding of the
underlying mechanisms responsible and providing information that will undoubtedly contribute to
improved therapeutic choices in these challenging populations. Of course, these emerging technologies
and the new information that they provide will bring new ethical challenges to this area and will have
profound implications for clinical care and medical–legal decision-making in this population of patients.
We review the most recent work in this area and suggest that the future integration of emerging
neuroimaging techniques with existing clinical and behavioral methods of assessment will pave the way
for new and innovative applications, both in basic neuroscience and in clinical practice.

Keywords: coma; vegetative state; minimally conscious state; locked-in syndrome; functional MRI;
consciousness; ethics

Introduction detailed information about brain structure (e.g.
anatomy) and connectivity. Thus, in less than ten

It has been a tremendously exciting decade for years, low-resolution metabolic group studies and
15Oresearch into disorders of consciousness. Rapid block design ‘activation studies’ using H2

technological advances have produced a variety positron emission tomography (PET) have largely
of novel neuroimaging approaches that allow a given way to event-related functional magnetic
comprehensive assessment of brain function resonance imaging (fMRI) investigations that
(e.g. cognitive performance) to be combined with combine high-resolution anatomical imaging

with sophisticated psychological paradigms. Until
recently, such methods were used primarily as
a correlational tool to ‘map’ the cerebral changes�Corresponding author.
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(e.g. to some kind of external stimulation) or a
thought. But recent advances in imaging technol-
ogy, and in particular the ability of fMRI to detect
reliable neural responses in individual participants
in real time, are beginning to reveal patient’s
thoughts, actions or intentions based solely on the
pattern of activity that is observed in their brain.
New techniques such as diffusion tensor imaging
(DTI) are also being used to probe the structural
integrity of white matter tracts between key brain
regions and emerging methods such as resting
state fMRI are beginning to reveal how the
intrinsic functional connectivity of the brain is
altered by serious brain injury. Throughout this
new volume of Progress in Brain Research — 
Coma Science: Clinical and Ethical Implications,
the influence of this ‘technical revolution’ is
palpable; from methodologically themed chapters
on multimodal approaches to assessment,
advances in fMRI, DTI and MRI spectroscopy
through to more philosophical chapters on the
problem of unreported awareness and the moral
significance of phenomenal consciousness. In the
following sections, we review some of the key
findings in this area and discuss how novel
neuroimaging methods and approaches are begin-
ning to make a significant impact on the assess-
ment and management of patients with disorders
of consciousness. The results have profound
implications for clinical care, diagnosis, prognosis
and ethical and medical–legal decision-making,
but are also beginning to address more basic
scientific questions concerning the nature of
consciousness and the neural representation of
our own thoughts and intentions.

fMRI: from passive paradigms to the assessment
of awareness

An accurate and reliable evaluation of the level
and content of cognitive processing is of para-
mount importance for the appropriate manage-
ment of patients diagnosed with disorders of
consciousness. Objective behavioral assessment
of residual cognitive function can be extremely
difficult as motor responses may be minimal,
inconsistent, and difficult to document, or may be

undetectable because no cognitive output is
possible (for a comprehensive discussion of this
issue — including the limitations of behavioral
assessment — see Giacino et al., 2009). This
situation may be further complicated when
patients with disorders of consciousness have
underlying deficits in the domain of communica-
tion functions, such as aphasia (the consequences
of receptive and/or productive aphasia on the
already limited behavioral repertoire presented in
these patients are reviewed in Majerus et al.,
2009). ‘Activation’ methods, such as H2

15O PET
and fMRI can be used to link residual neural
activity to the presence of covert cognitive
function. A significant development over the past
ten years has been the relative shift of emphasis
from PET activation studies using H2

15O metho-
dology, to functional magnetic resonance imaging
(fMRI; see Chapters by Coleman et al., 2009;
Soddu et al., 2009; Sorger et al., 2009; Monti et al.,
2009). Not only is MRI more widely available
than PET, it offers increased statistical power,
improved spatial and temporal resolution and
does not involve radiation. Given the heteroge-
neous nature of this patient group and the clinical
need to define each individual in terms of their
diagnosis, residual functions and potential for
recovery, these technical benefits are of para-
mount importance in the evaluation of disorders
of consciousness.

Recent notable examples include Di et al.
(2007) who used event-related fMRI to measure
brain activation in seven vegetative patients and
four minimally conscious patients in response to
the patient’s own name spoken by a familiar
voice. Two of the vegetative patients exhibited no
significant activity at all, three patients exhibited
activation in primary auditory areas and two
vegetative patients and four minimally conscious
patients exhibited activity in ‘higher-order’ asso-
ciative temporal-lobe areas. This result is encoura-
ging, particularly because the two vegetative
patients who showed the most widespread activa-
tion subsequently improved to a minimally con-
scious state in the following months. Staffen et al.
(2006) also used event-related fMRI to compare
sentences containing the patient’s own name
(e.g. ‘Martin, hello Martin’), with sentences using
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another first name, in a patient who had been
vegetative for ten months at the time of the scan.
Differential cortical processing was observed to
the patient’s own name in a region of the medial
prefrontal cortex, similar to that observed in three
healthy volunteers. These findings concur closely
with a recent electrophysiological study, which has
shown differential P3 responses to patient’s own
names (compared to other’s names) in some
vegetative patients (Perrin et al., 2006). Selective
cortical processing of one’s own name (when it is
compared directly with another name) requires
the ability to perceive and access the meaning of
words and may imply some level of comprehen-
sion on the part of these patients. However, as
several authors have pointed out, a response to
one’s own name is one of the most basic forms of
language and may not depend on the higher-level
linguistic processes that are assumed to underpin
comprehension (Perrin et al., 2006; Owen and
Coleman, 2008; Laureys et al., 2007).

Several recent studies have sought to address
this problem of interpretation by adopting an
‘hierarchical’ approach to fMRI assessment of
language processing in disorders of consciousness
(Owen et al., 2005a, b; Coleman et al., 2007, in
press). At the highest level, responses to sen-
tences containing semantically ambiguous words
(e.g. ‘the creak/creek came from a beam in the
ceiling/sealing’) are compared to sentences con-
taining no ambiguous words (e.g. ‘her secrets
were written in her diary’), in order to reveal
brain activity associated with spoken language
comprehension (Rodd et al., 2005). In one large
study of 41 patients, 2 who had been diagnosed as
behaviorally vegetative were shown to exhibit
‘normal’ fMRI activity during the speech compre-
hension task (Coleman et al., in press), Moreover,
these fMRI findings were found to have no
association with the patients’ behavioral presenta-
tion at the time of investigation and thus provide
additional diagnostic information beyond the
traditional clinical assessment. These results
illustrate how technically complex event-related
fMRI designs are now being combined with
well-characterized psycholinguistic paradigms
to demonstrate that some of the processes
involved in activating, selecting and integrating

contextually appropriate word meanings may be
intact in some vegetative patients, despite their
clinical diagnoses.

Does the presence of ‘normal’ brain activation
in patients with disorders of consciousness indi-
cate a level of awareness, perhaps even similar to
that which exists in healthy volunteers when
exposed to the same type of information? Many
types of stimuli, including faces, speech and pain
will elicit relatively ‘automatic’ responses from
the brain; that is to say, they will occur without
the need for willful intervention on the part of the
participant (e.g. you cannot choose to not 
recognize a face, or to not understand speech that
is presented clearly in your native language). In
addition, there is a wealth of data in healthy
volunteers, from studies of implicit learning and
the effects of priming (Schacter, 1994) to studies
of learning and speech perception during anesthe-
sia (Davis et al., 2007) that have demonstrated
that many aspects of human cognition can go on
in the absence of awareness. Even the semantic
content of masked information can be primed to
affect subsequent behavior without the explicit
knowledge of the participant, suggesting that
some aspects of semantic processing may occur
without conscious awareness (Dehaene et al.,
1998). By the same argument, ‘normal’ neural
responses in patients who are diagnosed with
disorders of consciousness do not necessarily 
indicate that these patients have any conscious
experience associated with processing those same
types of stimuli. This logic exposes a central
conundrum in the study of conscious awareness
and in particular, how it relates to the vegetative
and minimally conscious states; our ability to
know unequivocally that another being is con-
sciously aware is determined, not by whether they
are aware or not, but by their ability to commu-
nicate that fact through a recognized behavioral
response (for a fuller discussion of this ‘problem
of unreportable awareness’ see Adam Zeman’s
chapter, 2009).

A significant recent development in this field,
therefore, has been the development of fMRI
paradigms that render awareness reportable in the
absence of an overt behavioral (e.g. motor or
speech) response (Owen et al., 2006; Boly et al.,
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2007). Crucially, these paradigms differ from the
passive tasks described above (e.g. speech percep-
tion) because ‘normal’ patterns of fMRI activity
are only observed when the patient exerts a
willful, or voluntary, response that is not elicited
automatically by the stimulus (for a fuller discus-
sion of this issue, see Monti et al., 2009). Some of
these techniques make use of the general obser-
vation that imagining performing a particular task
generates a robust and reliable pattern of brain
activity in the fMRI scanner that is similar to
actually performing the activity itself. For exam-
ple, imagining moving or squeezing the hands will
generate activity in the motor and premotor
cortices (Boly et al., 2007) while imagining
navigating from one location to another will
activate the same regions of the parahippocampal
gyrus and the posterior parietal cortex that have
been widely implicated in map-reading and other
so-called spatial navigation tasks (Jeannerod and
Frak, 1999; Aguirre et al., 1996). The robustness
and reliability of these fMRI responses across
individuals means that activity in these regions
can be used as a neural proxy for behavior,
confirming that the participant retains the ability
to understand instructions, to carry out different
mental tasks in response to those instructions and,
therefore, is able to exhibit willed, voluntary
behavior in the absence of any overt action. On
this basis, they permit the identification of
awareness at the single-subject level, without the
need for a motor response (for discussion, see
Owen and Coleman, 2008; Monti et al., 2009).

This approach was used recently to demon-
strate that a young woman who fulfilled all
internationally agreed criteria for the vegetative
state was, in fact, consciously aware and able to
make responses of this sort using her brain activity
(Owen et al., 2006, 2007). Thus, when the patient
was asked to imagine playing tennis or navigate
her way around her house, significant activity was
observed that was indistinguishable from that
exhibited by healthy volunteers performing the
same tasks (Boly et al., 2007).

An alternative approach that has been explored
recently is to target processes that require the
willful adoption of ‘mind-sets’ in carefully
matched (perceptually identical) experimental

and control conditions. Monti et al. (2009)
describe a study in which healthy volunteers were
presented with a series of neutral words, and
alternatively instructed to just listen, or to count,
the number of times a given target was repeated.
The counting task revealed the frontoparietal
network that has been previously associated with
target detection and working memory. When
tested on this same procedure, a minimally
conscious patient produced a very similar pattern
of activity, confirming that he could willfully adopt
differential mind-sets as a function of the task
condition and could actively maintain these mind-
sets across time. A similar approach has been
adopted recently by Schnakers et al. (2008b) who
used, as targets, the patient’s own name and other
‘non-salient’ names (e.g. similarly frequent names
that had no relation to the patient or his/her
family). All of the minimally conscious patients
that were tested exhibited a significant response
when passively listening to their own name. In
addition, however, 9 of 14 patients exhibited more
activity when instructed to count the number of
times their own name (or another target name)
occurred than when they passively heard it.
This approach also allowed awareness to be
identified in a case of complete locked-in syn-
drome (Schnakers et al., 2009).

These types of approach all illustrate a paradig-
matic shift away from passive (e.g. perceptual)
tasks to more active (e.g. willful) tasks in the fMRI
and electroencephalography (EEG) assessment
of residual cognitive function in patients with
disorders of consciousness. What sets such tasks
apart is that the neural responses required are not
produced automatically by the eliciting stimulus,
but rather, depend on time-dependent and sus-
tained responses generated by the participant.
Such behavior (albeit neural ‘behavior’) provides
a proxy for an (e.g. motor) action and is, therefore,
an appropriate vehicle for reportable awareness 
(also see Zeman, 2009; Overgaard, 2009).

fMRI as a form of communication?

One major aim of clinical assessment in disorders
of consciousness is to harness and nurture any
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available response, through intervention, into a
form of reproducible communication, however
rudimentary. The acquisition of any interactive
and functional verbal or nonverbal method of
communication represents an important mile-
stone. Clinically, it demarcates the upper bound-
ary of minimally conscious state (MCS) (see
Giacino et al., 2009). More importantly, from a
quality of life perspective, it allows such patients
to communicate their wishes (e.g. concerning
treatment options), and, therefore, to exert their
right to autonomy. Thus, a key future question for
functional neuroimaging is whether fMRI data
could ever be used in this way; that is as a form of
communication, replacing speech or a motor act
in patients for whom such forms of behavioral
expression are unavailable?

Several recent studies using fMRI suggest that
this may be possible. For example, Haynes et al.
(2007) asked healthy volunteers to freely decide
which of two tasks to perform (to add or subtract
two numbers) and to covertly hold onto that
decision during a delay. After the delay they
performed the chosen task, the result indicating
which task they had intended to do (and
eventually executed). A classifier was trained to
recognize the characteristic fMRI signatures
associated with the two mental states and in
80% of trials was able to decode from activity in
medial and lateral regions of prefrontal cortex
which of the two tasks the volunteers were
intending to perform. Another previous study has
shown that fMRI can be used as a ‘brain–
computer interface’ (BCI) that allows real-time
communication of thoughts (Weiskopf et al.,
2004); healthy volunteers learned to regulate the
fMRI signal in a particular brain area using their
own fMRI signal as feedback. In general terms,
a brain–computer interface is any system that
translates an individual’s thoughts and intentions
into signals to control a computer or communicate
via external hardware, thereby establishing a
‘direct’ connection between the brain and the
external world without any need for motor output
(Kubler and Neumann, 2005; for further discus-
sion, see Sorger et al., 2009). In recent years,
significant progress has been made in developing
sophisticated noninvasive BCI methods for

‘decoding thoughts’ using both fMRI and EEG
(e.g. Birbaumer and Cohen, 2007; deCharms,
2007). However, all of these methods require
extensive training of participants, the decoding
algorithm, or both. Moreover, accuracy rates are
typically in the 60–80% range rendering them of
limited use in clinical decision-making. In an
exciting new development, Sorger et al. (2009)
have developed a novel information encoding
technique that exploits the fact that the signal-to-
noise ratio in fMRI time courses is sufficiently
high to reliably detect BOLD signal onsets and
offsets on a single-trial level with a high degree of
accuracy. Eight healthy participants ‘answered’
multiple-choice questions with 95% accuracy
by intentionally generating single-trial BOLD
responses in three tasks that were then ‘decoded’
in real time with respect to three influenceable
signal aspects (source location, onset and offset).
Although this ‘proof of concept’ was in healthy
participants, such feats of rudimentary ‘mind-
reading’ increase the likelihood that in the near
future, some patients with disorders of conscious-
ness may also be able to communicate their
thoughts to those around them by simply mod-
ulating their own neural activity.

Resting state fMRI

Another important new direction in the use of
fMRI data in the assessment of patients with
disorders of consciousness is in the examination of
so-called ‘resting-state’ data (for a comprehensive
discussion of this area see Soddu et al., 2009).
Recently, increasing attention has been paid to
the ‘intrinsic’ functional connectivity of the brain,
and this can be revealed by examination of fMRI
data collected while the participant is not per-
forming any active task (e.g. they are ‘at rest’).
Resting state data is very easy to obtain in
vegetative and minimally conscious patients, as it
does not require the participant to perform
any task. Boly et al. (2009a, b) have recently
investigated spontaneous activation in patients
with disorders of consciousness and showed that
resting state connectivity in the ‘default network’
is decreased in proportion to the degree of
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consciousness impairment. Specifically, they
demonstrated that cortico-thalamic BOLD func-
tional connectivity (i.e. between posterior cingu-
late/precuneal cortex and medial thalamus) was
notably absent, but cortico-cortical connectivity
was preserved within the default network in one
vegetative state patient studied 2.5 years following
cardio-respiratory arrest (Boly et al., 2009a). In a
second study, resting state connectivity was
investigated using probabilistic independent com-
ponent analysis in 14 noncommunicative brain
damaged patients and 14 healthy controls (Boly
et al., 2009b). Connectivity in all default network
areas was found to be linearly correlated with the
degree of ‘clinical consciousnesses’ (from healthy
controls, to locked-in syndrome, to minimally
conscious state, vegetative state and coma).
Moreover, precuneus connectivity was found to
be significantly stronger in minimally conscious
patients than vegetative state patients. As might
be expected given their preserved level of aware-
ness, in locked-in syndrome patients, default
network connectivity was not significantly differ-
ent from controls (for further discussion see
Soddu et al., 2009). In this volume, Boly et al.
(2009) suggest a theoretical framework for under-
standing the properties that grant a system a state
of consciousness, and highlight the notion of
‘integration’ as a necessary (but not sufficient)
component of consciousness. While measures of
integration have been proposed previously, the
fact that these may be computationally out of
reach for a system such as the brain, makes studies
of intrinsic connectivity (e.g. using resting state
data) a relatively crude, but informative, approx-
imation of the levels of functional integration
available at different levels of consciousness.

Using a somewhat different, but related,
approach to understanding consciousness and its
breakdown, Massimini et al. (2009) propose a
theoretically grounded methodology for assessing
a system’s capability for producing consciousness.
Adopting a ‘perturbational approach’ they sug-
gest that the combination of transcranial magnetic
stimulation (TMS) and high density EEG may
make it possible to evaluate the amount of
functional integration of a system — a theoretical
requisite for conscious experience.

Diffusion tensor imaging

Another significant development in the last
decade has been the development of various
methods for assessing the structural connectivity
of the brain (for a comprehensive discussion of
some of these techniques, see Tshibanda et al.,
2009). DTI is a noninvasive magnetic resonance
technique that allows examination of white matter
fiber tracts in vivo. In white matter, water
diffusion is higher along the direction of fiber
bundles (due to axonal organization and the
myelin sheath). This anisotropy is measured with
MRI to determine anatomical connectivity. To
date, detailed histopathological studies have
shown no pathological distinctions between vege-
tative state and some minimally conscious state
patients (Jennett et al., 2001). This approach has
been used to great effect recently by Voss et al.
(2006) who used DTI to longitudinally character-
ize brain structural connectivity in a minimally
conscious patient who regained expressive and
receptive language 19 years after sustaining a
traumatic brain injury. DTI not only revealed
severe diffuse axonal injury, as indicated by
volume loss in the medial corpus callosum, but
also large regions of increased connectivity
(relative to healthy controls) in posterior parts
of the brain (i.e. precuneal areas). In a second
DTI study 18 months later, these posterior regions
of white matter anisotrophy were reduced in
directionality. At the same time point, significant
increases in anisotrophy within the midline
cerebellar white matter were shown to correlate
with the observed clinical improvement in motor
control during the previous 18 months. These
findings strongly suggest that the observed struc-
tural changes within the patient’s white matter
played a role in his functional recovery.

Coleman et al. (2009) have also used this
technique as part of a multimodal approach to
the assessment of patients with disorders of
consciousness. In one minimally conscious patient
described in detail, DTI revealed reduced
(�38%) fractional anisotropy in comparison to
healthy control subjects, indicating widespread
loss of white matter integrity. Moreover DTI
revealed a significantly increased apparent
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diffusion coefficient in comparison to healthy
volunteers, suggesting loss of cortico-cortical
connectivity. Indeed, a qualitative view of white
matter paths revealed a loss of the inferior
temporal and inferior frontal pathways that have
been shown to mediate aspects of speech com-
prehension in some of the psycholinguistic fMRI
tasks described above (e.g. Rodd et al., 2005). Of
note, a prospective cohort study of serial DTI
imaging following severe traumatic brain injury
and coma found that cognitive and behavioral
improvement correlated with recovery of normal
to supranormal fractional anisotropy in prese-
lected white matter regions (Sidaros et al., 2008).
These findings showed a directional specificity
with improvements in fractional anisotropy seen
only in the eigenvectors of the diffusion tensor
associated with diffusion parallel to the axonal
fibers; these results are consistent with the Voss
et al. (2006) study and supportive of possible
axonal regrowth.

In the coming years, we expect that the
increasing use if routinely acquired DTI data in
disorders of consciousness will yield larger pro-
spective studies in this patient group which will
ultimately determine whether the sorts of slow
structural changes reported by Voss et al. (2006)
occur frequently in severe traumatic brain injury
and whether they have any influence on func-
tional outcomes (e.g. see Perlbarg et al., 2009;
Tollard et al., 2009; Tshibanda, 2009).

The impact on diagnosis and prognosis

As the use of multimodal imaging methods in the
assessment of disorders of consciousness is trans-
lated to clinical routine, the likely effects on
diagnosis and prognosis are beginning to become
more apparent. The main goal of the clinical
assessment in the vegetative and minimally con-
scious states is to determine whether the patient
retains any purposeful response to stimulation,
albeit inconsistent, suggesting they are at least
partially aware of their environment and/or
themselves. Crucially, this decision separates
vegetative state from minimally conscious state
patients and has, therefore, profound implications

for the subsequent care of the patient and
rehabilitation, as well as legal and ethical deci-
sion-making. Unfortunately, the behavior elicited
by these patients is often ambiguous, inconsistent
and typically constrained by varying degrees of
paresis making it very challenging to disentangle
purely reflexive from voluntary behaviors (for
further discussion, see Giacino et al., 2009), a fact
that undoubtedly contributes to the high rate of
diagnostic error (37–43%) in this patient group
(Andrews et al., 1996; Childs et al., 1993;
Schnakers et al., 2006). In several recent cases,
neuroimaging data has been entirely inconsistent
with the formal clinical diagnosis which remains
based on standard behavioral criteria. For exam-
ple, the patient described by Owen et al. (2006),
was clearly able to produce voluntary responses
(albeit neural responses) to command, yet was
unable to match this with any form of motor
response at the bedside. Paradoxically therefore,
this patient’s (motor) behavior was consistent with
a diagnosis of vegetative state which effectively
depends on an absence of evidence of awareness or 
purposeful response, yet her brain imaging data
were equally consistent with the alternative
hypothesis, that she was entirely aware during
the scanning procedure. Clearly the clinical
diagnosis of vegetative state based on behavioral
assessment was inaccurate in the sense that it did
not accurately reflect her internal state of aware-
ness. On the other hand, she was not misdiag-
nosed in the sense that no behavioral marker of
awareness was missed. Similarly, the minimally
conscious patient described by Monti et al. (2009)
was able to ‘perform’ a complex working memory
task in the scanner, in the sense that his brain
activity revealed consistent and repeatable com-
mand following. While this ‘behavior’ does not
necessarily alter the patient’s formal diagnosis
(from ‘low’ MCS) it certainly demonstrated a
level of responsively that was not revealed by the
behavioral examination.

A second question concerns the implications
that emerging neuroimaging approaches may
have for prognosis in this patient group. At
present, predicting survival, outcome and long-
term cognitive deficits in individual patients with
severe brain injury based on clinical assessment is
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very difficult (see extensive reviews by Whyte et
al., 2009; Katz et al., 2009; Azouvi et al., 2009;
Zasler, 2009). It is of interest that in the case
described by Owen et al. (2006), the patient began
to emerge from her vegetative state to demon-
strate diagnostically relevant behavioral markers
before the prognostically important 12-month
threshold was reached (for a diagnosis of perma-
nent vegetative state), suggesting that early
evidence of awareness acquired with functional
neuroimaging may have important prognostic
value. Indeed, with a marked increase in the
number of studies using neuroimaging techniques
in patients with disorders of consciousness a
consistent pattern is starting to emerge. Di et al.
(2008), reviewed 15 separate H2

15O PET and
fMRI studies involving 48 published cases which
were classified as ‘absent cortical activation’,
‘typical activation’, (involving low level primary
sensory cortices) and ‘atypical activation’ (corre-
sponding to higher-level associative cortices). The
results show that atypical activity patterns appear
to predict recovery from vegetative state with
93% specificity and 69% sensitivity. That is to say,
9 of 11 patients exhibiting atypical activity
patterns recovered consciousness, whereas 21 of
25 patients with typical primary cortical activity
patterns and 4 out of 4 patients with absent
activity failed to recover. This important review
strongly suggests that functional neuroimaging
data can provide important prognostic informa-
tion beyond that available from bedside examina-
tion alone.

In another recent study of 41 patients with
disorders of consciousness, Coleman et al. (in
press; also see Coleman et al., 2009) found direct
evidence of prognostically important information
within neuroimaging data that was at odds with
the behavioral assessment at the time of scanning.
Thus, contrary to the clinical impression of a
specialist team using behavioral assessment tools,
two patients who had been referred to the study
with a diagnosis of vegetative state, did in fact
demonstrate clear signs of speech comprehension
when assessed using fMRI. More importantly
however, across the whole group of patients, the
fMRI data were found to have no association with
the behavioral presentation at the time of the

investigation, but correlated significantly with
subsequent behavioral recovery, six months after
the scan. In this case, the fMRI data predicted
subsequent recovery in a way that a specialist
behavioral assessment could not. In future, the
full utility of neuroimaging in this context will
become clearer when even larger studies are
conducted, preferably involving multiple centers
using standardized techniques and paradigms.

Therapeutic advances

At present, there is no empirically proven inter-
vention to facilitate recovery in the vegetative
state and related disorders of consciousness (e.g.
Schnakers et al., 2008a; also see extensive review
by Zafonte et al. (2009) on pharmacotherapy of
arousal and Taira (2009), on intrathecal adminis-
tration of GABA agonists). The favored approach
is to create a stable clinical environment for
natural recovery to take place. The greatest
difficulty preventing the development of treat-
ment options is the extent and heterogeneity of
pathology underlying these conditions. It is
increasingly accepted; therefore, that novel treat-
ments designed for the individual or a small group
of very similar patients will be necessary. One
such approach is deep brain stimulation (DBS),
which uses stereotactically placed electrodes to
deliver electrical stimulation to the thalamus (also
see Moll et al., 2009, on subpallidal DBS-induced
wakeful unawareness during anesthesia). DBS has
recently been employed by Schiff et al. (2007)
with startling results in a patient in post traumatic
MCS. Electrical stimulation, delivered via electro-
des implanted bilaterally into the central thala-
mus, was found to produce increased periods of
arousal and responsiveness to command in a 38-
year-old male who had remained in a minimally
conscious state for six and a half years following
the injury. The changes correlated closely with the
commencement of DBS and could not be attrib-
uted to gradual recovery over time. Importantly
however, the patient was at the upper boundary
of the minimally conscious state before DBS was
commenced. He had also produced inconsistent,
but reproducible evidence of communication and
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fMRI had shown preservation of cortical language
networks. Yamamoto and Katayama (2005) used
a similar technique on more severely impaired
patients and reported positive effects in 8 out of
21 vegetative patients, who subsequently emerged
from vegetative state and obeyed commands.
However, in that study, DBS was commenced
within 3–6 months of brain injury and it is not
clear whether the behavioral improvement simply
reflected natural recovery. There are now wide-
spread calls for the methodology of Schiff et al.
(2007) to be extended to a larger number of more
severely impaired patients in order to evaluate the
potential of this technique to facilitate recovery.

Neuroimaging and ethics

Neuroimaging of severely brain-injured, noncom-
municative populations of patients raises several
important ethical concerns. Foremost is the
concern that diagnostic and prognostic accuracy
is assured, as treatment decisions typically include
the possibility of withdrawal of life support. In an
excellent discussion of these issues (Fins, 2009),
Joseph Fins notes that ‘the utter and fixed futility
of the vegetative state became the ethical and
legal justification for the genesis of the right-to-die
movement in the United States’ (Fins, 2003, 2006;
Fins et al., 2008). At present, although several of
the neuroimaging approaches discussed in this
chapter hold great promise to improve both
diagnostic and prognostic accuracy, the standard
approach remains the careful and repeated
neurological exam by a trained examiner.

That said, in future, the routine use of
techniques such as fMRI and quantitative EEG
in the diagnostic process (e.g. for the detection of
awareness), will raise additional issues relating
to legal decision-making and the prolongation,
or otherwise, of life after severe brain injury
(see Levy and Savulescu, 2009; Lutte, 2009). At
present, decisions concerning life support (nutri-
tion and hydration) are generally taken once a
diagnosis of permanent vegetative state has been
made. To date, fMRI has not demonstrated
unequivocal signs of awareness in any patient
that has survived beyond the time point required

for such a diagnosis (Owen and Coleman, 2008;
Laureys and Boly, 2008). Thus, whether fMRI will
ever be used in this context will only become
apparent when more patients have been scanned,
although if evidence for awareness were to be
found in a patient who had progressed beyond the
threshold for a diagnosis of permanent vegetative
state, this fact would certainly have profound
implications for this decision-making process. On
the other hand, it is important to point out that
neuroimaging is unlikely to influence legal pro-
ceedings where negative findings have been
acquired. False-negative findings in functional
neuroimaging studies are common, even in
healthy volunteers, and they present particular
difficulties in this patient population. For example,
a patient may have low levels of arousal or even
fall asleep during the study (e.g. see review by
Bekinschtein et al. (2009) on the influence of
arousal fluctuations on patients’ responsiveness)
or the patient may not have properly heard or
understood the task instructions, leading to an
erroneous negative result. Accordingly, single
negative fMRI or EEG findings in patients should
not be used as evidence for impaired cognitive
function or lack of awareness.

Ethical concerns are also sometimes raised
concerning the participation of severely brain–
injured patients in functional neuroimaging stu-
dies (e.g. to assess pain perception; see Demertzi
et al., 2009), studies that require invasive proce-
dures (e.g. intra-arterial or jugular lines required
for quantification of PET data or modeling), or
the use of neuromuscular paralytics. By definition,
unconscious or minimally conscious patients
cannot give informed consent to participate in
clinical research and written approval is typically
obtained from family or legal representatives
depending on governmental and hospital guide-
lines in each country. We side with a proposed
ethical framework that emphasizes balancing
access to research and medical advances alongside
protection for vulnerable patient populations.
Severe brain injury represents an immense social
and economic problem that warrants further
research. Unconscious, minimally conscious and
locked-in patients are very vulnerable and
deserve special procedural protections (also see
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Lulé et al., 2009, on quality of life in the locked-in
syndrome). However, it is important to stress that
these severely brain–injured patients are also
vulnerable to being denied potentially life-saving
therapy if clinical research cannot be performed
adequately (for further discussion, see Fins, 2009).

Conclusions

Disorders of consciousness present unique pro-
blems for diagnosis, prognosis, treatment and
everyday management. In this chapter, we have
reviewed a number of areas where novel neuroi-
maging methods and approaches are beginning to
make a significant impact on the assessment and
management of these patients. For example,
cognitive activation studies using event-related
fMRI are now being used to objectively describe
(using population norms) the regional distribution
of cerebral activity at rest and under various
conditions of stimulation. Indeed, in several rare
cases, functional neuroimaging has demonstrated
conscious awareness in patients who are assumed
to be vegetative, yet retain cognitive abilities that
have evaded detection using standard clinical
methods. Similarly, in some patients diagnosed
as minimally conscious, functional neuroimaging
has revealed residual cognitive capabilities that
extend well beyond that evident from even the
most comprehensive behavioral assessment.
Moreover, these detailed functional images are
now being combined with high-resolution infor-
mation about anatomy and images of structural
connectivity, acquired using techniques such as
DTI, to produce an increasingly cohesive picture
of normal and abnormal brain function following
serious brain injury.

Although insufficient population data currently
exists, evidence to include the use of such
techniques in the formal diagnostic and prognostic
procedure in this patient group is accumulating
rapidly. The emerging view is not that brain
imaging should replace behavioral assessment,
but rather that it should be used, wherever
possible, to acquire further information about the
patient and their condition. In doing so, the
current alarmingly high rate of misdiagnosis in

this patient group will undoubtedly fall. Likewise,
clinical teams will have the best possible informa-
tion for planning and monitoring interventions to
facilitate recovery.
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