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Foreword

Consciousness is the appearance of a world. In its absence there is no self, no environment, no pain, no
joy; there is simply nothing at all. Following Thomas Nagel, without consciousness there is ‘nothing like it
is to be’ (Nagel, 1974). Understanding the boundaries of consciousness is therefore of the highest clinical
and ethical importance. The new enterprise of ‘coma science’ is at the very forefront of this mission, and
the present volume — edited and in several chapters co-authored by the three pioneers of the field —
represents an essential and timely contribution.

Coma science is perhaps the most dynamic yet empirically grounded sub-field within the rapidly
maturing science of consciousness. It seeks to understand not only coma itself, but also the many
differentiated varieties of impaired conscious level following brain injury, including the vegetative state,
the minimally conscious state and the locked-in state. Its key objectives include: (i) reliable diagnosis of
residual consciousness in patients unable to produce verbal or behavioural reports, (ii) establishing non-
verbal or even non-behavioural means of communication where residual consciousness persists and
ultimately (iii) delivering improved prognosis and even treatment, for example via novel applications of
deep-brain stimulation or pharmacological intervention. More broadly, coma science provides an
invaluable window into the mechanisms of consciousness in general, by revealing which structural and
functional brain properties are either necessary or sufficient for the appearance of a world. As has often
been the case in the history of science, the proper understanding of a natural phenomenon may be best
pursued by examining those situations in which it is perturbed.

While the general goals of consciousness science carry substantial implications for our understanding of
our place in nature, the specific objectives of coma science impose clear and present clinical and ethical
challenges. Here are just of few of those discussed in the following pages: How is death to be defined
(Bernat)? When should treatment be withheld, or applied more aggressively (e.g. Katz et al., Fins)? What
is the quality of life like for patients (Azouvi et al., Lulé et al., Zasler, Lutte)? What are reliable criteria
for residual consciousness, or for the capacity to suffer (e.g. Giacino et al., Coleman et al., Majerus et al.,
Boly et al., and others)?

These challenges cannot be relegated to the armchair. They arise on a daily basis at the patient’s
bedside, in the intensive care, neurology, neurosurgery or neurorehabilitation units, often with family
members in attendance and sometimes with limited time for deliberation. Principled responses are
urgently required, and this volume should be a primary port-of-call for their formulation. Its contents,
collated and often co-written by Steven Laureys, Nicholas Schiff and Adrian Owen, span a remarkable
range of issues relevant to coma science, all the while maintaining an impressive focus on the clinical and
ethical implications they generate. A particularly worthwhile feature is the integration of novel theoretical
approaches to consciousness. For example, both Massimini et al. and Boly et al. discuss how theories
based on ‘information integration’ (Tononi, 2008) may be applied to clinical cases, potentially providing a
means to assay residual consciousness without relying on indirect behavioural measures (Seth et al., 2008).

It is indeed by combining theory and practice, by integrating insights from philosophy to pharmacology
to functional neuroimaging, and not least by conveying the excitement of real progress, that this volume
belongs on the shelf not only of neurologists and ethicists, but also of every scientist interested in the
neural basis of human consciousness.
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Foreword

This is a strange and exciting time to be interested in how brains do minds. It is an exciting time, for not a
week passes that yet another finding about how the brain works is published. There is a discernable sense
of progress here, unfortunately amplified in the continued and already stale interest that the press and
other media manifest towards anything neuroscientific.

It is a strange time too, at least for someone who’s been around for quite a while. When I first became
interested in cognitive psychology, about 25 years ago, almost nobody worked on consciousness per se.
I was not either. Instead, I was focused on the mechanisms of implicit learning — what is it that we can learn
without awareness? The first half of each of my lectures here and there about the topic was dedicated to
pre-emptive precautionary arguments: It is a complex domain, our measures are uncertain and imprecise,
some authors strongly disagree, there is ongoing controversy. Today, I hardly have to say anything at all
about the existence of learning without awareness: It goes without saying that the phenomenon exists.

So that’s a first strange turn of events: In the space of 25 years, not only does everybody agree that the
brain can process information without consciousness, but also many even believe that whatever the brain
does is better done without consciousness than with consciousness. The pendulum, however, always
swings back, and it is not too difficult to imagine which way it will go next.

A second reason why these are strange times is that it feels like we are reinventing cognitive psychology all
over again. Most imaging studies are replications of earlier behavioural findings. Likewise, most studies about
consciousness are replications of earlier studies in which the infamous C word had been carefully blotted out
in one way or another. And yet, there is also tremendous innovation in our methods, and in the way in which
traditional questions in cognitive psychology are approached anew. It is a real joy to see an entire new
generation of philosophers who know their empirical literature come up with new designs for testing out
hypotheses that are informed by deep, substantive ideas about the mind. Likewise, it is sobering to see
neuroscientists lose some of their arrogance and realise that their experiments are not, perhaps, as incisive as
they had initially thought. It is only by striving to combine subjective and objective data that the field will
make genuine progress. This is the only field in which I have witnessed genuine interdisciplinary progress.

A third reason that these are strange times is because, in what feels like an instant, we have moved from
living in the present to living in the future. Nothing illustrates this better than this excellent volume, edited
by Steven Laureys, Nicholas Schiff and Adrian Owen. How astonishing and unexpected it is that we can
now use brain imaging to obtain subjective reports! What an incredible hope do brain—computer
interfaces represent for people no longer able to control their environment! And how exciting is the
possibility that deep-brain stimulation will perhaps offer a new potent form of therapy. These
developments, at the border between clinical and fundamental neuroscience, were almost unthinkable
just a few years ago. Crucially, such developments have both clinical and fundamental import. ‘Coma
science’ is only beginning, and this volume will no doubt be remembered as its starting point.

Axel Cleeremans

Université Libre de Bruxelles

(Coordinator of the European Cooperation in the field of Scientific and
Technical Research Action on ‘Consciousness: A Transdisciplinary,
Integrated Approach’)
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Preface

Understanding consciousness is one of the major unsolved problems in science. An ever more important
method of studying consciousness is to study disorders of consciousness, such as brain damage leading to
coma, vegetative states, or minimally conscious states. Following the success of the first Coma and
Consciousness Conference held in Antwerp in 2004, satellite to the 8th Annual Meeting of the
Association for the Scientific Studies of Consciousness (ASSCS8), the 2nd Coma and Consciousness
Conference, satellite to ASSC13, focused on the clinical, societal, and ethical implications of “coma
science.” Held at the historic Berlin School of Mind and Brain of the Humboldt University in Berlin, 4-5
June 2009, the conference was a joint meeting of the European Cooperation in Science and Technology
COST Action BM0605 “Consciousness: A transdisciplinary, integrated approach”; the Coma and
Consciousness Consortium — McDonnell Foundation Initiative Grant “Recovery of consciousness after
severe brain injury”; the European Union Specific Targeted Research Projects (STREP) ‘“Measuring
consciousness: Bridging the mind-brain gap” (Mindbridge); and the Marie Curie Research Training
Network “Disorders & coherence of the embodied self” (DISCOS). The conference was endorsed by the
European Neurological Society and co-funded by the Mind Science Foundation. It brought together a
distinguished small group of neuroscientists and clinical investigators engaged in the study of coma and
consciousness and mechanisms underlying large-scale cortical integration, state-of-the-art neuroimaging
studies of sleep, anesthesia and patients with disorders of consciousness, and experts in the fields of the
neurology of consciousness and ethics who addressed the larger context in which the emerging
neuroscience will be received and integrated.

Recent studies have underscored that recovery of consciousness after severe brain injury remains
poorly understood. Many of these investigations are very much in the public eye in part because of their
relationship to controversies about end-of-life decisions in permanently unconscious patients (e.g., Terry
Schiavo in the United States and Eluana Englaro in Italy recently), and the relationship to one of the
major philosophical, sociological, political, and religious questions of humankind. The challenges are
surprisingly difficult with a degree of diagnostic uncertainty that may range at the bedside in some patients
from unconscious to fully aware, even for patients with no evidence of behavioral responsiveness. As
measurements improve, behaviorally defined states from vegetative state (wakeful unawareness),
minimally conscious state (at least some evidence of awareness), and up but not including patients in
locked-in syndrome (full consciousness with virtually no motor control) will reveal subcategories of
patients whose level of consciousness we cannot at present with confidence identify.

Although public interest is high, the broad needs for systematic research in this emerging area of
knowledge is currently unmet. This volume focuses on our current understanding of the neuroanatomical
and functional underpinnings of human consciousness by emphasizing a lesional approach offered via the
study of neurological patients. Our intended goal aims at updating and advancing knowledge of diagnostic
and prognostic methods, potential therapeutic strategies, and importantly identifying challenges for
professionals engaged in the study of these patient populations. The selected contributors are all
outstanding authors and undisputed leaders in their field.

The papers presented in this volume are likely to help form the scientific foundations for frameworks to
systematically organize information and approaches to future clinical assessments of consciousness. The
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interest of this is threefold. First, the exploration of brain function in disorders of consciousness represents
a unique lesional approach to the scientific study of consciousness and adds to the worldwide effort to
identify the “neural correlate of consciousness.” Second, patients with coma and related disorders of
consciousness continue to represent a major clinical problem in terms of diagnosis, prognosis, and
treatment. Third, new scientific insights in this field have major ethical, societal, and medico-legal
implications, which are the topic of the last part of this book.

We thank ASSC13 organizers John-Dylan Haynes, Michael Pauen, and Patrick Wilken and our funding
agencies including the James McDonnell Foundation, the European Commission, the Medical Research
Council (UK), the National Institutes of Health, the Charles A. Dana Foundation, the Mind Science
Foundation, the Belgian National Funds for Scientific Research and the University, and University
Hospital of Liege in helping to make the conference and this book possible and hope that our joint efforts
will ultimately improve the care and understanding of patients suffering from disorders of consciousness.

Steven Laureys (Liege)
Adrian Owen (Cambridge)
Nicholas Schiff (New York)
July 2009
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CHAPTER 1

The problem of unreportable awareness

Adam Zeman™

Cognitive and Behavioural Neurology, Peninsula Medical School, Exeter, UK

Abstract: We tend to regard consciousness as a fundamentally subjective phenomenon, yet we can only
study it scientifically if it has objective, publicly visible, manifestations. This creates a central, recurring,
tension in consciousness science which remains unresolved. On one ‘objectivist’ view, consciousness is not
merely revealed but endowed by the process of reporting which makes it publicly accessible. On a
contrasting ‘subjectivist’ view, consciousness, per se, is independent of the possibility of report, and indeed
will always remain beyond the reach of direct observation. I shall explore this tension with examples
drawn from clinical neurology, cognitive neuroscience and philosophy. The underlying aim of the paper is
to open up the simple but profoundly difficult question that lurks in the background of consciousness

science: what is it that are studying?

Keywords: consciousness; subjectivity; philosophy

Introduction

This paper will explore two ways of thinking
about consciousness. The tension between them
often lies in the background of discussions about
consciousness, but is not always clearly articu-
lated. The first, objective, conception tends to be
adopted by neuroscientists with an interest in
awareness; the second, subjective, view is closer to
intuitive common-sense thinking, but is also
familiar to doctors who care for patients with
impairments of awareness. The first approach
turns on the idea that the key to consciousness lies
in complexity, especially in complex forms of
neural processing which feed forward into action;
the second holds fast to the thought that

*Corresponding author.
Tel.: 01392-406747; Fax: 01392-406767;
E-mail: adam.zeman@pms.ac.uk

DOI: 10.1016/S0079-6123(09)17701-4

experience can take extremely simple forms, and
need not give rise to action of any kind whatever.
The first springs partly from a sense of wonder at
the intricacies of the organ of experience, the
brain, partly from a recognition that any science of
consciousness must rely on observable manifesta-
tions of awareness, especially on forms of report;
the second answers to the possibility that elements
of experience may survive substantial damage to
the brain, including damage to precisely those
systems required for report. Reflection on these
two conceptions prompts a simple but difficult
question: do consciousness scientists know what
we are studying yet?

In the next section of this paper (‘Conscious-
ness, complexity, control’) I introduce the first of
these two conceptions, explaining how it springs
from contemporary brain research and meshes
with some philosophical approaches to aware-
ness. In ‘Consciousness, simplicity, helplessness’
I explain how the second conception arises from
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intuitive ways of thinking about consciousness and
comes naturally to doctors caring for patients with
states of impaired awareness. I use a thought
experiment to probe our intuitions about the
minimum conditions for awareness. “‘Which con-
cept of consciousness?’ examines some arguments
for and against the two conceptions, and the
implications of the second for the scope of a
science of consciousness.

Consciousness, complexity, control

Though it can be useful to speak of
‘coding’ and ‘decoding’... we must be
careful to avoid the conception that
there is some final stage where the
message [in the brain] is understood...
The decoding is completed only by
action... The brain is constantly mak-
ing hypotheses that prepare for useful
actions.
J. Z. Young
Perception is basically an implicit
preparation to respond.
Roger Sperry

The property of the brain most often empha-
sised in discussions of the neural basis of
consciousness is its complexity. The brain contains
of the order of 100,000 million neurons, of
numerous varieties, and perhaps 1000 times as
many synapses, utilising an extensive range of
neurotransmitters and receptor molecules. This
vast array of diverse parts is highly organised and
widely integrated. Consider, for example the
visual system: the neurons of primary visual
cortex, like other cortical neurons, are organised
in vertical columns; racking the microscope up
from individual neurons to their functional group-
ings, ordered arrays of columns map the visual
field, and set in train the parallel analysis of visual
form, movement and colour; moving up one level
further, this analysis is then carried forward in
the 30 or so cortical visual areas which, we now
know, are themselves organised into two major
streams, an occipito-temporal stream concerned
particularly with object identification and an

occipito-parietal stream especially concerned with
the visual guidance of action. Similar kinds of
account, building from neurons, through their
local networks, to cortical areas and extended
cortical networks could be given for each of the
other ‘modules’ of mental function — the sensory
systems, language, memory, emotion, motivation,
attention, executive function, praxis.

If this undeniable complexity is relevant to
consciousness, how is it relevant? Not everything
that happens in the brain appears to give rise to
consciousness: what distinguishes the processes
which do? The main candidates, in principle, are
the amount of activity (e.g. the number of active
neurons and the duration of their activity;
Moutoussis and Zeki, 2002), its quality (e.g. the
degree of neuronal synchronisation; Singer,
2009), its localisation (e.g. cortical vs. subcortical;
Sahraie et al., 1997) and its connectivity or degree
of integration (Laureys et al., 2000). While there is
some experimental support for each of these
candidates, the final proposal has received the
widest interest. Its various versions have in
common the basic idea that while much of the
brain’s modular activity proceeds unconsciously, it
can be rendered conscious by an interaction with
other systems which broadcast the activity more
widely through the brain, organise action and
allow report. I shall give examples of this line of
thought from the work of Joseph LeDoux, Larrie
Weiskrantz, Francis Crick and Cristof Koch,
Antonio Damasio, Dan Dennett and Bernie
Baars.

In The Emotional Brain, LeDoux (1998)
reviews the brain mechanisms of emotion, espe-
cially fear. He notes that much of the brain
activity which accompanies conscious emotion can
occur unconsciously, for example stimuli pre-
sented too briefly for us to report them can bias
later responses, and we are quite often unreliable
witnesses to our own reasons for action. He
explains these observations by way of the
anatomy of emotion: there are direct subcortical
routes, for example by which visual signals can
reach the amygdala, the epicentre of fear signal-
ling in the brain, bypassing the cortical visual
areas on which conscious vision is thought to
depend. So what determines when emotional



processing becomes conscious? LeDoux proposes
a ‘Simple Idea’ ‘a subjective emotional experi-
ence, like the feeling of being afraid, results when
we become consciously aware than an emotion
system in the brain, like a defence system, is
active’ — and this, LeDoux, suggests, occurs when
information in the emotion system enters the
working memory system based on lateral pre-
frontal cortex.

In Consciousness Lost and Found, Larry
Weiskrantz (1997) develops a similar line of
thought in the context of blindsight. Some patients
with no conscious vision in a region of the visual
field can, if pressed, make accurate guesses about
the position, shape and direction of movement of
objects of which they have no conscious percep-
tion at all. How can this be? Clearly the basic
sensory ability on which visual discrimination
depends is intact in patients with blindsight. But
they have lost, as Wesikrantz puts it, ‘the ability to
render a parallel acknowledged commentary’ —
the ability to ‘comment’ on the discrimination
they are manifestly capable of making.
Weiskrantz very helpfully distinguishes two views
of this commentary stage. The first is that it
merely enables the acknowledgment of aware-
ness, leaving open the question of how that
awareness comes about, or what it consists in.
He contrasts this ‘enabling’ view with a stronger
alternative, which he favours, that the commen-
tary ‘is actually endowing: it is what is meant by
saying that one is aware ... the ability to make a
commentary is what is meant by being aware and
what gives rise to it’. Where does the commentary
stage take place in the brain? At the time
of writing of Consciousness Lost and Found
Weiskrantz regarded this as an unsettled issue, but
he suggests that the ‘fronto-limbic complex’ is likely
to play a crucial role. As an aside, the distinction
that Weiskrantz draws here between two views of
the significance of report, corresponds to the
distinction drawn by Ned Block between ‘episte-
mic’ and ‘metaphysical’ roles for ‘cognitive access’
in the detection of consciousness (Block, 2007).

The idea that much of the modular processing
occurring in the brain proceeds subconsciously,
and that consciousness requires a further interac-
tion between cognitive modules, permitting action

and report, was made starkly explicit in Crick and
Koch’s (1995) paper ‘Are we aware of activity in
primary visual cortex?’. They conclude, in this
paper, that this is unlikely. They regard this as a
testable, empirical claim, but in the course of the
discussion state a revealing assumption: ‘all we
need to postulate is that, unless a visual area has a
direct projection to at least one [frontal area], the
activity in that particular visual area will not enter
visual awareness directly, because the activity of
frontal areas is needed to allow a person to report
consciousness’. In other words, the ability to
report consciousness, dependent upon frontal
executive regions of the brain, is regarded as a
prerequisite for consciousness. This is the clearest
possible statement of Weiskrantz’ second, stron-
ger, version of this thesis: that the ‘commentary
stage’ does not merely enable the acknowledge-
ment of sensory awareness, but endows sensations
with awareness.

This thesis is in keeping with the etymology of
‘consciousness’. Its Latin root — ‘cum-scio’ —
referred to knowledge that one shared with
another or with oneself to knowledge that has
been attended to, articulated, made explicit. It has
some intuitive appeal: think of occasions when,
for example you are eating something delicious
but your attention is engaged on conversation or
your thoughts: the moment that you become
conscious of the taste is the moment that you
realise ‘goodness, this is a really dark, rich
chocolate ice cream’ — the consciousness and its
articulation almost seem to be one and the same.
The idea is echoed in information processing
theories of consciousness. In the ‘global work-
space’ theories of Bernard Baars (2002), and
Stanislas Dehaene (Dehaene and Naccache,
2003), the contents of consciousness comprise
those items that are currently being broadcast via
the ‘global workspace’ throughout the modular
sub-systems of the brain: in the words of Dan
Dennett they express the ‘cerebral celebrity’ of
the neural processes that have temporarily gained
dominance over their competitors. Although
expressed in different terms, Antonio Damasio’s
(2000) suggestion that consciousness arises when
the representation of objects and events is
married up to the representation of the organism



that represents them contains the same central
thought: mere sensation, mere representation, is
not enough for consciousness-some further recur-
sive stage, of reflection, commentary, report,
articulation is needed. The central place of
communication — linked to report — in our
thinking about consciousness is well illustrated by
Adrian Owen’s influential study (Owen et al.,
2006) of a patient who appeared to be in the
vegetative state: his demonstration that she could
modulate her brain activity by following two
contrasting instructions was widely accepted as
proof of consciousness.

This line of thought among scientists interested
in consciousness is in keeping with some philoso-
phical approaches. David Rosenthal’s well-known
paper, Two Concepts of Consciousness
(Rosenthal, 1986), contrasts two views which he
characterises as Cartesian on the one hand,
Aristotelian on the other. The Cartesian view is
that consciousness is the mark of the mental: that
is to say, only states of which we are conscious are
mental. This view blocks any attempt to explain
conscious states by way of mental states: such an
attempt would be circular. The Aristotelian view
is that ‘the mental is somehow dependent upon
highly organised forms of life, in something like
the way in which life itself emerges in highly
organised forms of material existence’. Such a
view allows one ‘to conceive of the mental as
continuous with other natural phenomena’, and at
the same time opens up the possibility of
explaining consciousness by way of mental states.
Rosenthal’s specific proposal, in the Aristotelian
tradition, is that a conscious state is a mental state
about which one is having the ‘roughly contem-
poraneous thought that one is in that mental
state’: that thought is itself unconscious, explaining
the fact that when we are conscious, for example
that when we are looking at a red ball, we do not
normally have the conscious thought ‘I am
looking at a red ball’. Thus consciousness in
Rosenthal’s theory is a matter of having a ‘higher
order’ thought about an otherwise unconscious
mental state. This view provides a philosophical
echo of the proposals by LeDoux, Weiskrantz,
Crick and Koch, Damasio, rooted in neu-
roscience. For the neuroscientists, contentful

mental states become conscious when they gain
access to brain systems linked to action and the
possibility of report; for Rosenthal, mental states
become conscious when they are the target of a
higher-order thought.

These theories emphasising the cognitive and
neural complexity of consciousness, and its close
links with report, share some common ground
with a more radical group of philosophical ideas,
‘embodied’ or ‘enactive’ theories that identify
consciousness with skilful activity. These ideas,
exemplified by the work of O’Regan and Noe
(2001), advance on two fronts. First, focusing on
visual experience, they question whether this is as
we take it to be, arguing, on the basis of
experimental evidence from change blindness and
inattentional neglect, that our conscious visual
representation of the world is relatively sparse.
On this view, the apparent richness of our
experience has two sources: the richness of the
environment itself, and our finely honed, skilful,
ability to find the details that we need just as and
when we need them. The apparent presence of
the visual world in our experience is therefore, at
least in part, a ‘presence in absence’. Second,
developing this idea further, Noe and O’Regan
reinterpret visual representations themselves in
terms of visuomotor skills. To take an example
from Noe’s Action in Perception (Noe, 2004), he
suggests that seeing a box involves possessing and
exercising the practical knowledge which enables
you to anticipate how its appearance will change
as you move your eyes around it. The idea that
seeing is a much more skilled, and in a sense more
thoughtful, activity than we might suppose seems
right. The science of vision is packed with
illustrations of the basic truth that seeing is a
highly active process. But it is natural to respond
that while such activity and knowledge are surely
involved in seeing the box, something else, the
seeing itself, has been left out of account. Noe
disputes this, with these riddling words: ‘The
content of experience is virtual all the way in....
Qualities are available in experience as possibi-
lities, as potentialities, but not as givens. Experi-
ence is [the] process of navigating the pathways of
these possibilities’. Subjective presence, on this
view, is always ‘presence in absence’.



Collectively, then, these theories emphasise the
complexity of the cognitive and neural processes
that underlie consciousness, underline the need
for forms of processing that go beyond sensation
to make experience explicit, and highlight their
links with the control of action, in particular with
report. In the work of theorists like Noe and
O’Regan, the -capacity for consciousness is
reduced to our skilled ability to navigate networks
of knowledge. These approaches make conscious-
ness accessible to objective study: if consciousness
has an intrinsic connection with action and report,
then it is directly amenable to science. Alva Noe’s
courage seems to falter, for a moment, at the close
of his book, when he acknowledges that perhaps,
after all, there is a need for ‘a smidgen ... a spark’
of consciousness to get his theory off the ground.
The second section of this paper examines cases
of neurological impairment, real and imagined, in
some of which only ‘a smidgen... a spark’ of
consciousness remains.

Consciousness, simplicity, helplessness

How should these principles be enter-
tained, that lead us to think all the
visible beauty of creation a false
imaginary glare?

Bishop Berkeley

Neurologists often have to care for patients who
are helpless, occasionally helpless to the point of
complete or near complete paralysis. This is a
relatively rare event but it occurs every month or
so on a Neurology unit of any size, usually in the
context of two disorders: the Guillain Barre and
the locked-in syndromes. Guillain Barre syn-
drome (GBS) is an inflammatory disorder of
nerves and nerve roots outside the brain and
spinal cord. In severe cases the inflammation can
temporarily block conduction in all the nerves
which mediate voluntary action, preventing move-
ment of the limbs, the face, the eyes and, critically
for life, the muscles with which we breathe. A
patient in this state is fully and unambiguously
conscious, but in immediate need of life support.
In the locked-in syndrome, a strategically placed

stroke — or other form of injury — damages
nerve fibres in the brain stem conveying signals
from the hemispheres to areas of the brain stem
and spinal cord which control movement: in this
state, classically, vertical movements of the eyes
and movement of the eyelids are spared, and
these can be used for communication, because,
just as in the GBS, the subject is fully aware.
Occasionally patients paralysed for major surgery
with a muscle relaxant fail to receive their
anaesthetic: they lack even the tenuous channel
of communication available to patients in the
locked-in state. In each of these cases awareness
survives paralysis. But this is no surprise and
offers no really challenging counterexample to the
proposals of Weiskrantz and others. These sub-
ject’s difficulties in reporting their experiences at
the time are simply due to a problem with the
phone link to the outside world, so to speak: their
cerebral hemisphere and cognitive abilities are
perfectly intact, whatever havoc their situations
may be wreaking lower down the neuraxis. Were
Adrian Owen to interrogate them using fMRI he
could readily set up an effective line of commu-
nication, revealing their unimpaired awareness.

But consciousness often also survives damage
closer to the centre. It survives, for example the
inactivation of declarative memory which occurs
in transient global amnesia; the loss of language in
dysphasia; the profound loss of motivation in
catatonia. Laureys and Tononi (2009) in the
concluding chapter of their recent survey of the
neurology of consciousness suggest that it can also
survive the loss of introspection, attention, of
spatial frames of reference and of the sense of
body. If it can survive so many losses, what are the
minimal neurobiological foundations for con-
sciousness? What is its sine qua non? This
question is one we find ourselves asking some-
times at the bedside. Here is a patient who is
giving no evidence of consciousness at all: but can
be sure that he or she is unaware?

We do not yet know the minimum conditions
for consciousness. A thought experiment might
clarify our thinking on the subject. Its principle is
that we shall, in imagination, strip away inessen-
tial psychological capacities, one by one, from
healthy full-blown consciousness, to define the



bare minimum capacities required for experience
of the simplest kind. If we accept that attention,
introspection, language, motivation, the ability to
form new long-term memories and a wide range
of perceptual abilities are not required, what is?
Well, at the very least, to achieve consciousness of
the simplest kind, we might posit the need for a
sensory system and an appropriate level of
arousal.

Imagine that we could, or nature somehow had
isolated the ‘colour area’ in the human visual
system. Is it plausible that such an isolated system
could have a visual experience? If it were genuinely
isolated, most bets would be against any experience
at all. For one thing it would lack the activation
from the brain stem which is normally required to
maintain the waking state; for another it would lack
the re-entrant signals from other visual areas which
may be required for conscious vision. So let’s be
generous and build these into our system. Now we
have an isolated colour area, activated just as it
would be in a normal, waking, seeing brain. And let
us allow the visual input, say of a richly coloured
abstract scene. The neurologically sophisticated
among you will be feeling very uneasy: the brain is
massively interconnected, and it is open to question
whether the results of activity in ‘isolated systems’
can be sensibly discussed. But let us follow through
the train of thought. It is plausible that one might
be able to set up the neuronal conditions which
occur in the visual system normally during the
perception of a coloured scene. If, for the sake
of argument, we could do so, in a system which,
ex hypothesi, has no means of reporting its
experience to others, or even to itself, would the
resulting activity give rise to an experience?

Intuitions differ markedly about this. I person-
ally find it plausible that the activity might give
rise to an experience — although one has to
remind oneself how limited the experience would
be. A phrase of David Chalmers’ (1996), ‘unarti-
culated flashes of experience’, comes to mind.
Consciousness of this kind would lack any self-
reference or personhood, any connection with
associations which depend on a ready exchange
with other areas of the brain, any linguistic
dimension, any capacity to give rise to action or
report. Would it be something or nothing?

If consciousness of this kind, unreportable in
principle, is a possibility, a range of implications
follows. But perhaps it is a will-o’-the-wisp, a
beguiling illusion — or simply a pack of nonsense.
Let us examine some reasonable objections to the
idea that unreportable consciousness of this kind
might occur, and then, if these objections are not
fatal, take a look at its implications for a science of
consciousness.

Which concept of consciousness?

An initial objection to the idea of ‘unarticulated
flashes of experience’ is that they could not have
evolved because they have no function. This
objection, at least as I have framed it, holds no
water. Evolution has endowed our bodies with
many capacities which have no function: the highly
evolved electrical behaviour of the heart, for
example creates the capacity for a whole range of
dysrhythmias which serve no evolutionary purpose
but result from the intricate organisation of
electrical pathways in the heart which normally
do other things. A putative flash of experience in
an isolated visual system would indeed serve no
purpose, but it would exist, if it exists at all, as a by-
product of a type of neural activity which evolved
under a straightforward selection pressure for sight.

A second objection is obliquely related to the
first. It is that these putative flashes of experience
could not matter less, even if they occurred.
Consider the analogy of our unremembered
dreams. We know that four or five times each
night, in the course of the cyclical alternation of
dream states, we enter REM sleep. Sleepers
woken in this phase of sleep reliably report dream
narratives. Yet in the morning few of us remem-
ber more than a single dream, if that. Are we
conscious of our dreams at the time, but subse-
quently amnesic for them, or unconscious of them
all unless someone or something awakens us? The
critic of our thought experiment who thinks that
unarticulated flashes of experience would not
matter even if they occurred is likely to feel that
this question about our dreams is equally empty.
Who cares whether or not we are conscious of our
unremembered dreams?



There are two reasons why we should perhaps
care. One is that some unremembered experi-
ences are worth having — or not having — at the
time. A real life example of an experience it may
be worth not having is supplied by a study of an
anaesthetic technique which achieved amnesia for
the procedure but appeared to leave patients in
pain during surgery, to judge by their responses to
an experimenter at the time. The experimenter
concluded that the technique achieved ‘general
amnesia’ rather than ‘general anaesthesia’. Would
you be happy to undergo major surgery with the
aid of this technique, or would you prefer to be as
sure as possible that you were, strictly, uncon-
scious? Whether, to press our thought experiment
to the extreme once again, we can really make
sense of the idea of isolated pain in a system
which no longer has any resources to report or
respond to or remember the pain afterwards is
debatable — we will touch on this question below.

A second reason why we arguably should care
about whether such flashes of experience could
occur is that the practical consequences of an event
may not exhaust our interest in it. If experience
occurs in our hypothetical isolated visual system,
that strikes me as an important fact about the
universe. Another analogy may help. A practical
neurologist, standing beside me at the bedside
while I am wondering whether someone is or is not
conscious might want to say — ‘look, it doesn’t
matter, this patient’s brain is so badly damaged
that it could at best support only a glimmer of
experience — so little as makes no difference’.
I have sympathy with this view: consciousness is a
matter of degree and some minimal varieties of
awareness may not, in practice, be worth the costs
of sustaining them. But for purposes of theoretical
understanding of awareness and its mechanisms it
remains important if they occur.

A third critical thought about these ‘unarticu-
lated flashes of experience’ is that if consciousness
is not an organisational property of the brain, a
product of its supreme complexity, then where is
the rot going to stop? If we allow an isolated
colour area to be conscious, how about a single
neuronal column? Or a single neuron? Or any
isolated cell? This way panpsychism — and
madness — seem to lie. Well, panpsychism has

struck some thinkers as a plausible theory of
mind. And, less exotically, many of us admit to
uncertainties about which animals are conscious:
you and I, of course; the chimp in the zoo, sans
doute; your dog, sure; your goldfish, that spider up
in the corner...? Most of us are prepared to live
with doubt about which animals are conscious.
But this thought experiment does open up the
space of possibilities rather alarmingly. Perhaps
we should look back at our main assumptions
once again.

In doing so we are likely to encounter the
fourth and most powerful objection to our
thought experiment: that it stretches our concept
of consciousness beyond any reasonable applica-
tion. The notion of unreportable consciousness
and our thought experiment depend upon a
concept of consciousness which they confound:
they undermine their own conceptual assump-
tions. This case could be argued in the following
kind of way: we learn to ascribe consciousness to
organisms whose behaviour reveals certain kinds
of sensitivity to the environment and certain kinds
of intelligible purpose. The isolated visual system
has no means of revealing anything about its
sensitivities and no means of generating purposes:
it is therefore simply the wrong kind of thing to be
conscious. As Clark and Kilverstein (Block, 2005)
have written: ‘... we cannot make sense of the
image of free-floating experiences, of little iso-
lated islets of experience that are not even
potentially available as fodder for a creatures’
rational choices and considered actions’. Similarly,
returning to the case of pain, it might be argued
that it is the essence of pain that we strive to
escape it — pain which is isolated from every
means of response, and from the system which
plots responses, just makes no sense.

Although this objection is strong, it is not
immediately overwhelming. It would be if our
ordinary concept of consciousness were so closely
tied to the possibility of issuing a report — to
another or to oneself — that unreportable
consciousness is ruled out of consideration by
logic alone. We can, of course, under ordinary
circumstances, comment upon and report the
contents of consciousness. But the claim that it is
a logical condition of being conscious that the



contents of consciousness must be informing the
‘enabled sweep of deliberate action and choices
available to a reasoning subject’ is open to
question — perhaps the most difficult question
raised so far.

Let me summarise the range of objections to the
idea of unreportable experience. First it would
have no function: this may be so, but is not a
conclusive argument against its existence. Lots of
things happen in our bodies which lack function.
Second if it happened, it would not matter. This is
debatable. It strikes many people that it might
matter to the subject of experience at the time, and
it would certainly matter in the sense that it would
affect our understanding of what goes on in the
universe. Third, if it can happen, it looks as if we
will have difficulty in defining the range of
conscious systems: but this is a familiar difficulty.
Fourth, and most importantly, the idea relies on a
concept that has lost its bearings and needs to be
set back on track: the natural retort to this
potentially powerful objection is that the idea of
unreportable consciousness is a natural extension
of our ordinary use of the concept of consciousness.

So much for the objections to the idea, and
some responses. If, just for the sake of argument,
we assume that the idea of unreportable con-
sciousness is plausible, what follows?

The first consequence is that the science of
consciousness is subject to an unmysterious
constraint: it must rely on reports and indications
of awareness which do not necessarily accompany
the neural processes responsible for consciousness
itself. In some cases it may be extremely difficult,
even impossible, to decide whether a neural
process is or is not associated with awareness.
Although there is no necessary entailment, this
epistemic limitation may flow from a more
fundamental one — that the true target of the
science of consciousness, awareness itself, is
unobservable, as our everyday intuitions about
consciousness suggest. These intuitions may well
mislead us, but it is worth trying to spell them out.

We tend to regard awareness is a deeply private
matter, inaccessible to observation by third parties
(Zeman, 2005). On this intuitive view, awareness
casts an ‘inner light’ on a private performance: in
a patient just regaining awareness we imagine the

light casting a faltering glimmer, which grows
steadier and stronger as a richer awareness
returns. We sometimes imagine a similar process
of illumination at the phylogenetic dawning of
awareness, when animals with simple nervous
systems first became conscious. We wonder
whether a similar light might one day come to
shine in artificial brains. But, bright or dim, the
light is either on or off: awareness is present or
absent — and only the subject of awareness
knows for sure. The light of awareness is invisible
to all but its possessor.

If so the science of consciousness must reconcile
itself to studying its object at one remove from the
phenomenon itself. This is an everyday require-
ment in some areas of science: cosmologists build
models of the first few seconds of the universe
which they have no prospect of observing. Particle
physicists famously work on a scale which defies
direct observation in practice and principle. In the
case of consciousness science it would follow that
the best we can hope for is a comprehensive stock
of correlations between the neural activity and
behaviour that we can observe and the experi-
ences that we cannot, indexed by reports.

Secondly the idea subverts some suppositions in
consciousness science. It undermines the assump-
tion, made by Crick and Koch (1995), that only
brain regions with direct connections to the
frontal lobes can mediate awareness, by under-
lining the distinction between the occurrence and
the reporting of awareness. It raises the possibility
that theories of consciousness which emphasise
the importance of modular integration may to
some extent be built on an artefact of observation,
targeting the mechanisms of report and action
rather than those of consciousness. Finally, it
highlights the tricky question that lurks in the
background of consciousness science: what do we
think we are studying and seeking to explain?

Conclusion

This paper contrasts two ways of thinking about
consciousness. They mirror the tension between
objective and subjective characterisations of consci-
ousness. One, currently popular in neuroscience,



emphasises the complexity of the brain, and the
importance of modular integration, especially the
type of modular integration which allows self-
report, in the genesis of awareness. The strong
version of this thesis regards self-report as the step
which endows otherwise unconscious, modular,
brain activity with consciousness — the step which
creates consciousness. On this view, the study of
self-report takes us to the heart of consciousness.
The alternative view, which stems partly from
clinical neurology, partly from our everyday con-
ception of consciousness, emphasises the resilience
of awareness in the face of damage to the brain. It
raises the possibility that some types of brain
activity might give rise to unreportable awareness
and reminds us that, on our intuitive conception of
consciousness, the target of study in consciousness
science is unobservable. Resolving this tension is
likely to require conceptual advances in both
neuroscience and the philosophy of mind.

Acknowledgement

I am very grateful to Ned Block for helpful
comments on this paper.

References

Baars, B. J. (2002). The conscious access hypothesis: Origins
and recent evidence. Trends in Cognitive Sciences, 6, 47-52.

Block, N. (2005). Two neural correlates of consciousness.
Trends in Cognitive Sciences, 9(2), 46-52.

Block, N. (2007). Consciousness, accessibility and the mesh
between psychology and neuroscience. Behavioural and
Brain Sciences, 30, 481-548.

Chalmers, D. J. (1996). The conscious mind. New York:
Oxford University Press.

Crick, F., & Koch, C. (1995). Are we aware of neural activity in
primary visual cortex? Nature, 375(6527), 121-123.

Damasio, A. (2000). The feeling of what happens. London:
Vintage.

Dehaene, S., & Naccache, L. (2003). Towards a cognitive
neuroscience of consciousness: Basic evidence and work-
space framework. Cognition, 79, 1-37.

Laureys, S., Faymonville, M. E., Luxen, A., Lamy, M., Franck,
G., & Magquet, P. (2000). Restoration of thalamocortical
connectivity after recovery from persistent vegetative state.
Lancet, 355(9217), 1790-1791.

Laureys, S., & Tononi, G. (2009). The neurology of conscious-
ness: An overview. In The neurology of consciousness
(pp- 375-412). Amsterdam: Elsevier.

LeDoux, J. (1998). The emotional brain. London: Phoenix.

Moutoussis, K., & Zeki, S. (2002). The relationship between
cortical activation and perception investigated with invisible
stimuli. Proceedings of the National Academy of Sciences,
USA, 99, 9527-9532.

Noe, A. (2004). Action in perception. Cambridge, MA: MIT
Press.

O’Regan, J. K., & Noe, A. (2001). A sensorimotor account of
vision and visual consciousness. Behavioral and Brain
Sciences, 24(5), 939-973.

Owen, A. M., Coleman, M. R., Boly, M., Davis, M. H,,
Laureys, S., & Pickard, J. D. (2006). Detecting awareness in
the vegetative state. Science, 313(5792), 1402.

Rosenthal, D. M. (1986). Two concepts of consciousness.
Philosophical Studies, 49, 329-359.

Sahraie, A., Weiskrantz, L., Barbur, J. L., Simmons, A.,
Williams, S. C., & Brammer, M. J. (1997). Pattern of
neuronal activity associated with conscious and unconscious
processing of visual signals. Proceedings of the National
Academy of Sciences, USA, 94(17), 9406-9411.

Singer, W. (2009). Consciousness and neural synchronisation.
In: The neurology of consciousness (pp. 43-52). Amsterdam:
Elsevier.

Weiskrantz, L. (1997). Consciousness lost and found. Oxford:
Oxford University Press.

Zeman, A. (2005). What in the world is consciousness?
Progress in Brain Research, 150, 1-10.



S. Laureys et al. (Eds.)

Progress in Brain Research, Vol. 177

ISSN 0079-6123

Copyright © 2009 Elsevier B.V. All rights reserved

CHAPTER 2

How can we know if patients in coma, vegetative
state or minimally conscious state are conscious?

Morten Overgaard™
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Abstract: This paper examines the claim that patients in coma, vegetative state and minimally conscious
state may in fact be conscious. The topic is of great importance for a number of reasons — not least
ethical. As soon as we know a given creature has any experiences at all, our ethical attitude towards it
changes completely. A number of recent experiments looking for signs of intact or partially intact
cognitive processing in the various stages of decreased level of consciousness are reviewed. Whether or
not vegetative or coma patients are in fact conscious is an empirical issue that we yet do not know how to
resolve. However, the simple fact that this is an unresolved empirical issue implies that the standard
behavioural assessment is not sufficient to decide what it is like to be these patients. In other words,
different and more sophisticated methods are necessary. From a theoretical position, the paper moves on
to discuss differences in validity between reports (e.g. verbal) and signals (e.g. brain activations) in the
study of consciousness, and whether results from experiments on the contents of consciousness may be of
any use in the study of levels of consciousness. Finally, an integrated approach is suggested, which does
not separate research in level and content as clearly as in current practice, and which may show a path to
improved paradigms to determine whether patients in coma or vegetative state are conscious.

Keywords: coma; vegetative state; minimally conscious state; consciousness; experience; neural correlates
of consciousness

Introduction proof lies with the claim that there is any

conscious experience left in coma or the vegeta-
This paper will consider the seemingly controver- tive state (VS) (Giacino and Smart, 2007).
sial hypothesis that patients in coma, vegetative or However, since we have no certain neurophysio-
minimally conscious state (MCS) may in fact have logical or behavioural markers for the absence of
conscious experiences. It is a typical opinion in consciousness either, one could — at least for the
current neuroscience that the absence of reports sake of the argument — take on the opposite
or clear neurophysiological markers of conscious- stance without violating any logical imperatives;
ness in these patient groups place the burden of that is there is no claim necessitated by the reason

that when a given individual cannot behave in

certain ways (or behave at all), then that
*Corresponding author. individual can hav'e no subjectiye experiences.
Tel.: +45 2078 3154; The question is of great importance for a
E-mail: mortover@rm.dk number of reasons. For instance, our ethical

DOI: 10.1016/S0079-6123(09)17702-6 11


dx.doi.org/10.1016/S0079-6123(09)17702-6
mailto:mortover@rm.dk

12

considerations are specifically directed at con-
scious beings. That is, we have no ethical
problems cutting wood or kicking a football as
we are convinced that these objects have no
experience of pain. As soon as we know a given
creature has any experiences at all, our ethical
attitude towards it changes completely.

The patients

Three distinct “‘stages” of decreased consciousness
have been described — coma, the VS and the
MCS. The distinction between the stages is based
on behavioural criteria. VS patients are generally
thought to differ from comatose patients as coma
patients can be aroused, yet they are believed to
be equally unconscious (Schiff, 2005). MCS
patients, however, are believed to have ‘“some”
or “fluctuating” consciousness. Other patients with
severe brain injury who, however, are not in MCS,
are typically believed to be “more conscious”, yet
in some cases ‘“less conscious” than healthy
people. Consciousness is thus considered gradual
and not necessarily stable — and measurable by
different aspects of overt behaviour.

Coma is generally believed to be a state of
constant, continuous unconsciousness in which the
eyes remain closed and the patient cannot be
aroused. The eyes remain closed, there seems to
be a total absence of voluntary behaviour or any
kind of purposeful motor activity or expressive
language ability, and no sleep/wake cycles can be
identified. There seems to be a total absence of
voluntary behaviour or any kind of purposeful
motor activity or expressive language ability. The
comatose state almost always resolves within 2—4
weeks, leading either to the patient’s death or an
improved level of consciousness.

The appearance of spontaneous eye opening
marks the onset of VS. In VS, eyes are open but
there is no evidence of sustained or reproducible
purposeful behaviour, responses to sensory sti-
muli and no evidence of language comprehension.
The term persistent vegetative state (PVS) refers
to an ongoing VS lasting at least 1 month from the
time of onset. When VS persists for one year after
traumatic brain injury or three months following

other types of brain injury, it is generally
considered highly unlikely that the individual ever
recovers there, seemingly, lost consciousness.
Most research on patients with a reduced level
of consciousness rests on the assumption that
many of these patients, and certainly all of those
in coma and VS, are fully unconscious. One
central example is Laureys et al. (2000, see also
Laureys, 1999) where brain activity recorded from
a patient in VS was contrasted with that from
healthy controls and, subsequently, with his own
brain activity post-recovery. Analysis of cortico-
subcortical coupling showed that, in contrast to
when the patient was in VS, both healthy controls
and the patient on recovery had a specific pattern
of cortico-thalamic activity. This is in turn used to
suggest that this pattern of coupling is part of the
neural correlate of consciousness — given, of
course, that the VS patients are in fact fully
unconscious.

MCS is distinguished from VS by the presence
of one or several signs of knowledge about self or
the environment; for example the following of
simple commands, recognizable verbal or gestural
yes/no-responses (accurate or not) or movements
that seem to be beyond mere reflexes. MCS
typically occurs as a progression from VS, but may
also be observed during the course of progressive
decline in neurodegenerative diseases. Although
MCS may involve reactions to emotional stimuli
or reaching toward objects placed in the immedi-
ate visual field, the general assumption in neuro-
logical wards appears to be that these patients are
“less conscious” than are healthy subjects. The
assumption is not just they have decreased
cognitive functions or, due to their impairments,
are conscious of fewer things, but their conscious-
ness itself is somehow diminished. Although one
should think that such a claim should be
supported by literature discussing what it is like
to be in MCS (or, for that matter, in VS), this is
extremely rare (see however Laureys and Boly,
2007). Instead, MCS is discussed in terms of
behavioural and/or neurological signs only. Emer-
gence from MCS is signalled by the recovery of
some kind of meaningful interaction with the
environment affording the assessment of higher
cognitive functions.



Such criteria for diagnosing hypothesised levels
of consciousness do not stand without criticism.
Taylor et al. (2007) have suggested that the
requirements for reliable communication and
functional object use confuse central aspects of
the posttraumatic amnesia syndrome (PTA) with
MCS. The loss of executive control during PTA
may cause communicative difficulties so that an
“actual” emergence from MCS goes unnoticed.
But although the clinical criteria for establishing
these supposedly distinguishable levels of con-
sciousness are quite debated (see also Giacino
and Smart, 2007), the robustness of the levels
themselves, curiously enough, are uncritically
accepted from research papers to neurological
wards. This is particularly interesting as, in the
absence of a verifiable or merely consensual
operationalisation of consciousness, clinical
assessment currently relies on the strictly prag-
matic principle that people can only be considered
to be unequivocally conscious if they can report
that this is indeed the case. Thus, the discrimina-
tion between VS and MCS, and, in effect, the
discrimination between states of conscious and
unconscious being, depends upon such commu-
nication. Quite obviously, this approach is ser-
iously flawed and represents a central, if not the
crucial, problem in the study of decreased levels
of consciousness.

Signs of consciousness?

A number of recent experiments have looked for
signs of intact or partially intact cognitive proces-
sing in the various stages of decreased level of
consciousness in the absence of any behavioural
signals or communication. This has been done by
looking for neural signals, such as event-related
potentials (ERPs) or patterns of functional brain
activation, typically associated with conscious
cognitive processing in healthy individuals.

Some ERP studies have focussed on the P300
response, a positive wave elicited 300ms after a
stimulus, which is usually seen when a subject
detects a “surprising” (unpredicted) stimulus in a
train of other stimuli, for example in an
“oddball paradigm” (Sutton et al., 1965). One
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sub-component of P300 is the P3b amplitude,
which seems sensitive to the importance of the
stimulus to the subject — for example the subject’s
own name (Perrin et al., 1999). Thus, P300 is
typically associated with attentional discrimina-
tion, anticipation and emotional states. Signorino
et al. (1997) used, in one experimental condition,
a conventional auditory oddball paradigm and, in
another, a paradigm in which the tones were
coupled to emotional verbal stimuli. P300
responses were obtained in 36-38% of comatose
patients in the first condition, and in 52-56% in the
second. Other experiments have confirmed that
emotional stimuli evoke a larger P300 than
do meaningless stimuli (e.g. Lew et al., 1999),
suggesting that even comatose patients process
auditory stimuli to a semantic level. One study
(Perrin et al., 2006) found that the patient’s own
name elicited stronger P3 responses in VS patients
than do other names, and, interestingly, found no
significant differences between VS and MCS
patients in this regard. Obviously, this is of specific
interest given the common conception that the
difference between these patient groups marks
the difference between being conscious and
unconscious.

Other ERP studies have focused on the N400
potential. The N400 seems less related to focused
attention and more related to verbal stimuli discor-
dant to preceding verbal stimuli (Vanhaudenhuyse
et al., 2008). Schoenle and Witzke (2004) pre-
sented different patient groups with semantically
congruent and incongruent sentences while record-
ing ERP and found an N400 response to incon-
gruent words in 12% of the vegetative population,
77% in a population named ‘“near-VS” and in
90% of a population with “severe brain damage”
(probably MCS).

A number of brain imaging studies in VS
patients have, in addition, shown that areas of
the brain increase their metabolic activity in
response to sensory stimuli — for example the
auditory processing areas of such patients might
be activated in response to hearing a familiar
voice such as their name (Perrin et al., 20006).

Owen et al. (2006) used fMRI to study visual
imagery in a patient fulfilling all the behavioural
criteria for a diagnosis of VS. This 23-year-old
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woman sustained a severe brain injury in a traffic
accident. After an initial comatose state, she
opened her eyes and demonstrated sleep-wake
cycles. However, even during the waking periods,
she was unresponsive to stimuli and did not
manifest spontaneous intentional behaviour. In
an experiment, the patient was asked to perform
two mental imagery tasks — either to imagine
visiting the rooms in her home or to imagine that
she was playing tennis. Patterns of brain activa-
tion observed using fMRI during each task were
indistinguishable from those recorded from a
group of conscious control subjects.

It seems impossible to explain these results
without accepting that this patient retained the
ability to comprehend verbal instructions, to
remember them from the time they were given
(before scanning began) to the appropriate time
during the scan itself, and to act on those
instructions, thereby wilfully producing specific
mental, or at least neural, states. It may be tempting
to dismiss this as a simple case of error in the
behavioural assessment of her as vegetative, but
examination of the exhaustive case report reveals
this as unlikely. Indeed, at testing, the patient
exhibited no evidence of sustained or reproducible
purposeful behaviours consistent with the criteria
defining the MCS. The diagnosis of VS was thus
entirely appropriate, given current criteria.

One way to oppose the view that this patient
and, as a logical consequence, perhaps all other
patients diagnosed as vegetative are in fact
conscious, would be to argue that the neural
activations only represent unconscious cognitive
processes involved in the mental task. The fact
that the healthy subjects had vivid experiences of
their visual imageries would accordingly rely on
other brain processes as those observed to be
shared with the vegetative patient.

Whether or not this patient, or all patients in
VS, is in fact conscious is an empirical issue that
we yet do not know how to resolve. However,
the simple fact that this is an unresolved
empirical issue implies that the standard beha-
vioural assessment is not sufficient to decide
what it is like to be in VS. In other words,
different and more sophisticated methods may be
necessary.

Conscious states and conscious levels

There seem to be persuasive arguments indicating
that patients with impaired consciousness are not
merely able to passively receive external stimuli,
but that they are able to perform distinctly
different kinds of cognitive processing. Current
debates about conscious and unconscious cogni-
tive processing are centred on studies of conscious
content rather than levels of consciousness. Even
though this distinction is widespread, both in
definitions and in actual research, it may not be
fruitful as discussed in section below. For this
reason, I will briefly summarise relevant discus-
sions from the content approach to aid the
ongoing debate about levels.

Studies of conscious content seek to identify
those specific factors that make a subject con-
scious of something rather than something else
(e.g. the taste of coffee or the visual impression of
a tree). Typically, this is done by comparing brain
states in conditions where a specific conscious
content is present to conditions where it is absent.
Studies of levels of consciousness also look for
enabling factors (using the terminology of Koch,
2004) making it possible to be conscious at all.
Here, differences between different states such as
being awake, being in dreamless sleep or in a
coma are typically compared.

The research strategy currently dominant in
consciousness studies per se is the identification of
neural correlates of consciousness (NCC). A term
coined by David Chalmers (2000), the NCC for
content consciousness is those minimally sufficient
neural conditions for a specific (mostly represen-
tational) content. The basic methodology was set
out early by Baars (1988) as a contrastive analysis
between being conscious (i.e. having specific
conscious content) and unconscious (i.e. having
this content in an unconscious form), thus either
identifying (a) equal levels of performance,
accompanied by different degrees of awareness
(e.g. blindsight), (b) changes in performance
unaccompanied by changes in awareness (e.g.
implicit learning) and (c) changes in awareness
despite stimulation remaining constant (e.g. bino-
cular rivalry). A classic example of subliminal
abilities is the phenomenon of ‘blindsight”.



Blindsight refers to the observations that at least
some patients with lesions to the primary visual
cortex resulting in blindness have nevertheless
preserved such visual functions such as perception
of movement direction (Weiskrantz et al., 1995),
target detection (Poppel et al., 1973) and spatial
summation (Leh et al., 2006) even though they
report to be fully blind in that part of the visual
field corresponding to the location of the injury.
As such, blindsight might be considered ‘‘less
interesting” than subliminal perception in healthy
subjects, as the phenomenon has so far only been
studied in a few patients. However, in those
patients, blindsight has proven so consistent and
persuasive as an example of an almost unbelie-
vable discrepancy between subjective report and
behavioural reactions (such as the ability to
discriminate) that many researchers see it as the
primary source of evidence for subliminal proces-
sing. In 1986, however, Weiskrantz and co-work-
ers found evidence which argues that blindsight
should be subdivided into two “‘types” — type 1
and type 2. Type 1 blindsight patients are
characterised, as above described, that is by
preserved visual functions despite verbal reports
of having no visual experiences. Type 2 blindsight
patients report seeing after-images or “shadows”
when presented with stimuli.

Ramsgy and Overgaard (2004) developed a
new approach to introspective reports of con-
scious and unconscious processes. Subjects were
here asked to create their own categories for
subjective reports during long training sessions.
They were asked what they were shown and how
they experienced stimuli in terms of clarity. Here,
stimuli were simple visual figures (triangles, circles
or squares) presented in one of three possible
colours (blue, green or red). In the study, subjects
conformed to a four-point scale categorised as
“not seen”, “weak glimpse” (meaning ‘‘some-
thing was there but I had no idea what it was”),
“almost clear image” (meaning “I think I know
what was shown”) and ‘“clear image”. When
subjects tried to use more than four categories in
the scale, they found it confusing and quickly
abandoned the extra categories. In the experi-
ment, after the category-generating training pro-
cess, subjects found the categories easy to use,
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and in free reports, they explained that the
categories seemed very straightforward. Ramsgy
and Overgaard showed that in an experimental
design where one should expect to find subliminal
perception, there was in fact none. In a later study
using this scale (named Perceptual Awareness
Scale, or PAS), two different report methods were
compared directly to investigate subliminal per-
ception (Overgaard et al., 2006). Again, it was
found that PAS fully eliminated subliminal
perception, which was otherwise heavily present
using binary reports. Even more problematic for
the concept of unconscious perception is a recent
study by Overgaard et al. (2008) presenting a
blindsight patient, GR, who exhibits the sublim-
inal capabilities associated with blindsight using a
dichotomous report. However, when the patient
was asked to report using PAS, there was a
significant correlation between correctness and
consciousness in her “blind” field, just as in her
“healthy” field. Essentially, these experiments
indicate that subliminal perception at least in
some cases is a methodological artefact based on
flawed methods to study conscious states.

As argued by Overgaard and Timmermans (in
press), subliminal perception may not be a real
phenomenon at all. Instead, subliminal perception
may be an artefact of (a) the result of objective
measures that can be reduced to other beha-
vioural measures and the a priori assumption of
congruence between sensitivity and conscious-
ness, and (b) crude subjective measures (e.g.
dichotomous or arbitrary 10-point scales) which
claim to measure subjectively conscious experi-
ences, but that presumably do not succeed. The
notion of “‘unconscious cognitive processing” has
had a turbulent history in psychology, and it is, to
say the least, an open question how to interpret
the current status of concepts like ““‘unconscious”
and “subliminal”.

Returning to the question of levels of con-
sciousness, two things are suggested by this line of
argument. First, the research discussed above
indicates that we currently have no certain
knowledge that totally unconscious cognitive
processing exists — or, at least, how common
unconscious processing is. This, in and of itself,
casts further doubts on the interpretation of the
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Owen et al. (2006) experiment that the vegetative
patient had an “‘unconscious version” of the same
cognitive process as the healthy subjects did.
Secondly, it becomes evident that current meth-
ods used to study conscious content are intimately
linked to introspective reports: How we ask
subjects what they experience is crucial. Although
it has been argued that there can be objective
measures of consciousness (Persaud et al., 2007)
that do not need to involve subjective reports at
all, these suggestions are all methodologically
flawed (Overgaard and Timmermans, in press).
Arguing, say, that some objective method lends a
“more direct” insight into the contents of con-
sciousness than does a subjective report rests
upon circularity (Overgaard, 2006). That is,
associating a certain objective measure such as
the ability to perform correct identifications of
stimuli with consciousness is only possible based
on empirical evidence, that is a correlation
between this performance and the relevant con-
scious state. Since the conscious state cannot in
itself be observed from the outside, the use of a
subjective report about the relevant state seems
the only possible methodology. Accordingly, no
other kind of response can be a more reliable
indication of a given conscious state than the
subjective report itself. The objective perfor-
mance correlated with the subjective report, given
this correlation is perfect, is thus exactly as valid a
measure of consciousness as the report itself.

Reports and signals

As argued above, the study of consciousness from
a methodological point of view is a study of
reports. Obviously, not all experiments are
designed in such a way that it is practical — or
possible — to use verbal reports with the explicit
content “I am now conscious of...”. In many
cognitive psychology experiments, subjects are
asked to press a button or give some sort of
behavioural gesture to report. In other situations,
we may have to suffice with bodily or behavioural
signals which may be interpreted as signs of
consciousness, such as increased arousal, reflexes
or neural activations. To make correct use of

these different types of data, however, we need a
closer look at their respective validity.

There is, initially, an important distinction
between reports and signals. A report is an intended
communication from a conscious subject. That is, it
involves a subject with metacognitive insight in their
own conscious content and the intended, self-
controlled giving of information about this content.
A signal lacks this intention and is outside the
control of the subject. A signal may be any kind of
information obtained from the subject that previous
research has indicated can be correlated with
consciousness — typically, this will be data from
technological measurement techniques such as
brain scanners, EEG, eye tracking, galvanic skin
response, or, more rarely, the observation of
uncontrolled behaviours such as reflexes.

As already mentioned, consciousness is sub-
jective. That is, we may have insight into the
contents of our own consciousness, but no existing
method lends such insight into the contents of the
consciousness of other individuals. One may in
fact argue that this will always be the case, in spite
of any possible technological achievement, as any
kind of representation of the experience of other
people will always be perceived or looked at from
one’s own point of view, thus missing the very
essence of what it is like to be this other subject.
For this reason, reports are indirect evidence of a
given conscious content. Nevertheless, they get us
as close as we may come. Signals are even more
indirect and much more dubious. First of all, even
if a perfect correlation is established between a
specific signal and a report, it is not possible to test
the correlation in all possible situations. Thus, it is
always an open possibility that the signal in some
cases may fail as an indicator of consciousness.
Following this reasoning, neither signals nor
reports may count as measures of consciousness,
but as indicators only.

When studying non-communicating patients,
we only have signals. As hopefully is made clear
from the discussion above, state of the art
research and debate makes this a highly difficult
yet not necessarily impossible situation. Although
we at the present do not have a finished research
paradigm to handle this situation, some pitfalls
and possibilities can be identified.



Examining the central Owen et al. study, their
findings are of no less interest in the light of the
report-signal distinction, keeping in mind that the
patient, as well as the healthy subjects, partici-
pated in cognitive tasks demanding voluntary
control and insight into the contents of one’s own
consciousness. That is, in the experiment, the
patient and the healthy subjects were both asked
to sustain their visual imagery for approximately
30s and to stop when requested to rest. Although
this is far from any proof, it gives us reason to
speculate that the patient could have reported the
contents of her conscious state, were she physi-
cally able to, as insight and control are the
essential features distinguishing reports from

signals.
The complexity of these issues is obviously
difficult to handle — even for researchers

specialising in these matters. Thus, there are
conflations even in the foundational issues of how
to interpret neural activations obtained from the
patients. In the Owen et al. study, brain signals are
used to discuss whether VS patients are conscious
or not. This stands in clear contrast to the
approach used in Laureys et al. (2000), where
cortico-thalamic activations were suggested as
parts of the NCC because VS patients are not
conscious: Is the answer to the first question
positive, the Laureys et al. approach is invalid. Is
the Laureys et al. approach somehow shown valid,
the Owen et al. study can no longer be interpreted
to suggest that VS patients are conscious. At best,
we may argue that Owen et al. have examined a
very special and unique case story with no general
implications.

As we have no prima facie reasons, nor any
empirical evidence, to conclude that vegetative
patients are not conscious, we should however at
present avoid experiments accepting this as a
background assumption. For this reason, at least
until we have found a way to settle the issue
whether patients in arguably reduced states of
consciousness are in fact conscious, the whole
contrastive approach to finding neural correlates
to levels of consciousness is problematic — at
least insofar as patients are involved in the
research. For this reason, the approach of Owen
et al. seems of exceptional value.
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Future directions

Jakob Hohwy (2009) has recently argued that a
specific conflation exists in those research para-
digms looking for neural correlates of conscious
contents and those looking for neural correlates of
levels of consciousness. The content approach
assumes that subjects are already conscious. That
is, while the research goal seems to be finding the
neural correlate of consciousness per se, experi-
ments actually look for the neural correlate of the
selection of specific mental content for conscious
experience, rather than it not being selected, and,
further, implied that the subject or animal under
investigation is already in an overall conscious
state. The approach assumes there are both
conscious and unconscious contents in an other-
wise conscious subject, and that something (in the
brain) differentiates between the selection of
content for consciousness. While these are ques-
tions that research may actually answer, the
approach does not inform us what may be the
neural correlates of being conscious at all — as
this is already assumed and thus not a relevant
variable in experiments.

With the other approach, looking specifically
for conscious levels without studying conscious
content, the idea is to intervene on a creature’s
overall conscious state in conditions where there
is no conscious content at all. For instance, the
philosopher John Searle (2004) insists in the
primacy of consciousness. However, very few
would agree with Searle that this viable reasoning
is anything but theoretical speculation.

Justifiably, Hohwy suggests a combination of
the two kinds of approaches, yet gives no exact
suggestions how this could be done in real life.
One approach that deserves special interest in this
regard is the recent advances in neuroimaging
attempting to decode a person’s conscious experi-
ence based only on non-invasive measurements of
their brain activity. Recent work (Haynes and
Rees, 2006) demonstrates that pattern-based
decoding of BOLD contrast fMRI signals
acquired at relatively low spatial resolution can
successfully predict the perception of low-level
perceptual features. For example, the orientation,
direction of motion and even perceived colour of
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a visual stimulus presented to an individual can be
predicted by decoding spatially distributed pat-
terns of signals from local regions of the early
visual cortex. Strikingly, despite the relatively low
spatial resolution of conventional fMRI, the
decoding of image orientation is possible with
high accuracy and even from brief measurements
of primary visual cortex (V1) activity.

Perceptual fluctuations during binocular rivalry
can be dynamically decoded from fMRI signals in
highly specific regions of the early visual cortex.
This was achieved by training a pattern classifier
to distinguish between the distributed fMRI
response patterns associated with the dominance
of each monocular percept. The classifier was then
applied to an independent test dataset to attempt
dynamic prediction of any perceptual fluctuations.
Dynamic prediction of the currently dominant
percept during rivalry was achieved with high
temporal precision.

This approach holds out the promise of achiev-
ing important improvements in patients with
claimed reduced levels of consciousness. Current
experiments using ERP or fMRI, as reviewed
above, investigate cognitive processes that may
exist consciously as well as unconsciously. Thus,
one may raise the criticism that we learn nothing
of the patients’ possible conscious contents with
these approaches — we may in fact be studying
cognitive processes that occur fully unconsciously.
However, using a “decoding approach”, one may
decode neural patterns specific for conscious
content (e.g. in a binocular rivalry paradigm) as
verbally verified by healthy subjects able to
report. If a strong report-signal correlation can
be found, the experiment can be applied to
comatose or VS patients looking for similar
activations. Although such an approach, even
with a 100% match between patients and controls,
cannot be said to finally prove conscious experi-
ence in coma or VS, it will utilise the reflections
above to get us as far as it has here been claimed
possible.
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CHAPTER 3

Contemporary controversies in the
definition of death

James L. Bernat™

Neurology Department, Dartmouth-Hitchcock Medical Center, Lebanon, New Hampshire, USA

Abstract: Human death is a unitary phenomenon that physicians can determine in two ways: (1) showing
the irreversible cessation of all brain clinical functions; or (2) showing the permanent cessation of
circulatory and respiratory functions. Over the last 40 years the determination of human death using
neurological tests (“brain death”) has become an accepted practice throughout the world but has
remained controversial within academic circles. Brain death has a rigorous biophilosophical basis by
defining death as the irreversible loss of the critical functions of the organism as a whole. The criterion
best fulfilling this definition is the irreversible cessation of all clinical functions of the brain. Competing
definitions, such as those within the higher brain, brain stem, and circulation formulations, all have
deficiencies in theory or practice. Among physicians, the area of greatest controversy in death
determination now is the use of circulatory-respiratory tests, particularly as applied to organ donation
after circulatory death. Circulatory-respiratory tests are valid only because they produce destruction of
the whole brain, the criterion of death. Clarifying the distinction between the permanent and irreversible
cessation of circulatory and respiratory functions is essential to understanding the use of these tests, and
explains why death determination in organ donation after circulatory death does not violate the dead
donor rule.

keywords: definition of death; criterion of death; brain death; higher brain formulation; organism as a
whole; organ donation after circulatory death

Introduction the intuitive belief that brain-dead patients were
dead and by utilitarian needs to permit with-
Over the last half-century, the practice of deter- drawal of physiological support and multi-organ
mining death using neurological tests to show the donation (Giacomini, 1997), the concept of brain
irreversible cessation of clinical brain functions death later was provided a biophilosophical
(known colloquially and medically as ‘brain foundation centered on a brain-based definition
death”) has become accepted throughout the and criterion of death (Bernat, 2002).
world. Although this practice was motivated by By the turn of the 21st century, a durable

consensus had emerged that brain-dead patients
were legally and biologically dead (Capron, 2001).
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Africa, and Central and South America to use
brain death as a legal determination of death.
Although there remain minor variations in
the performance of brain death tests among
different countries (Haupt and Rudolf, 1999),
they have become well-accepted and standard
elements of medical practice around the world
(Wijdicks, 2002). Comprehensive analyses of the
concept, legality, and medical practice of brain
death that were conducted in 1995 by the U.S.
Institute of Medicine (Youngner et al., 1999) and
during the last year by the U.S. President’s
Council on Bioethics (2009) found no justification
to alter current American laws or medical
practices.

Yet, despite this formidable medical, legal, and
societal consensus, brain death remains contro-
versial. Within academic circles, it continues to
provoke opposition from some philosophers and
other scholars who criticize it on conceptual
grounds. Tellingly, this dispute plays out only
within the pages of scholarly journals, in seminar
rooms of colleges, and at academic conferences,
and has had no impact on prevailing medical
practices. Yet, if an observer were unaware of the
global practice of brain death determination and
judged its acceptance based solely on the output
of currently published scholarly journal articles
and academic conferences, she would reach the
erroneous conclusion that the prevailing practice
of brain death was an illogical and anachronistic
activity supported by only a small minority of the
professional and lay population.

Ironically, the topic of greatest current con-
troversy in death determination has shifted from
brain death to death declaration by showing
cessation of circulation and respiration. This
change in focus has been stimulated by the
growing practice of organ donation after circula-
tory death (DCD), particularly physicians’ need to
know the precise moment the organ donor is
declared dead, to permit timely organ recovery,
and to respect the ‘“dead donor rule.” DCD
protocols also have raised important medical and
social questions over how soon physicians can
declare death once circulation and respiration
have ceased permanently but before they have
ceased irreversibly.

In this article, I present the standard biophilo-
sophical analysis of death and describe the
controversial issues raised by critics that center
largely on the adequacy of the definition and
criterion of death. I show that despite some
admitted conceptual shortcomings, the formula-
tion of whole-brain death remains the best
criterion for the consensual concept of human
death in our contemporary era in which technol-
ogy can temporarily support or replace many
visceral organ functions. I conclude by discussing
the current issue of death determination using
tests showing permanent cessation of circulation
and respiration, and explain how refinements in
this more traditional death determination also
have been informed by the biophilosophical
analysis of the definition and criterion of death.

The definition and criterion of death

To better understand the need to analyze the
definition and criterion of death before physicians
can design tests to determine death, let us
consider the findings in a typical case of a brain-
dead patient. A 44-year-old man suffered a
spontaneous massive subarachnoid hemorrhage
from a ruptured cerebral aneurysm. His intracra-
nial pressure exceeded systolic blood pressure for
over 12h. Neurological examination showed a
complete absence of all clinical brain functions.
He had apnea, absence of all brain stem reflexes,
and complete unresponsiveness to any stimuli. He
had diabetes insipidus and profound systemic
hypotension requiring vasopressor drugs to main-
tain his blood pressure. Brain MRI showed
marked cerebral edema with bilateral uncal
herniation. Intracranial blood flow was entirely
absent by intravenous radionuclide angiography.
While on the ventilator, his heart continued to
beat, blood continued to perfuse visceral organs
(but not his brain), his kidneys made urine, and
his gastrointestinal tract absorbed nutrients pro-
vided medically through a nasogastric tube. Was
he alive or dead?

He had some findings traditionally present in
dead patients: he was apneic, motionless, utterly
unresponsive, had no pupillary reflexes to light,



and had no neuroendocrine homeostatic control
mechanisms. But he also had some findings seen
in living patients: he had heartbeat and visceral
organ circulation and functioning. But a physi-
cian’s determination of whether he should be
considered as alive or dead cannot be made until
there is conceptual agreement on what it means to
be dead when technology successfully supports
some of his vital subsystems. In the pretechnolo-
gical era, when one system vital to life stopped
(heartbeat/circulation, respiration, or brain func-
tions) the others stopped within minutes, so we
did not have to address the question of whether a
person was dead when only brain functions
stopped. Now, technology has created cases in
which brain functions can cease irreversibly but
circulation and respiration can be mechanically
supported. Now, we must analyze the nature of
death to resolve the ambiguity of whether the
“brain dead” person described in this case is truly
dead.

In the earliest description of brain-dead
patients, Mollaret and Goulon (1959) intuited
that they were actually dead, claiming that they
were in a state beyond coma (le coma dépassé). In
the classic Harvard Medical School Ad Hoc
Committee report that publicized the concept and
established the term “brain death” (1968), the
authors asserted that the patients were dead and
therefore represented suitable organ donors. The
first rigorous conceptual arguments showing why
brain-dead patients should be considered dead
were not offered until a decade later (Korein,
1978; Capron and Kass, 1978) and were refined
and expanded further over the next several years
(Bernat, et al., 1981, 1982; President’s Commis-
sion, 1981). Jurisdictions within the United States
began to incorporate brain death determination
into death statutes in 1970 (Curran, 1971), even
before a firm philosophical foundation justified
doing so.

The analyses of death that have gained the
greatest acceptance by other scholars begin
conceptually with the meaning of death and
progress to tangible and measurable criteria.
Korein (1978) and Capron and Kass (1978)
pointed out that agreement on a concept of death
must precede the development of tests to
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determine it. My colleagues, Charles Culver and
Bernard Gert, and I further developed their
idea of hierarchies of analysis by fashioning a
rigorous sequential analysis that incorporated
the paradigm, definition, criterion, and tests of
death (Bernat, et al., 1981, 1982). I refined this
analysis in subsequent articles that I summarize
here (Bernat, 1998, 2002, 2006a). This analysis
is frequently regarded as the standard defense
that brain death represents human death, even
among those who disagree with it (Shewmon,
2009).

The first stage of analysis is to state and defend
the preconditions of the argument or “paradigm”
of death: that set of assumptions that frame the
analysis by clarifying the goal and boundaries of
the analysis. Agreement on these conditions is a
prerequisite for further discussion. Much of the
disagreement by other scholars with this account
results from failure to accept one or more of the
seven conditions of the paradigm.

1. The word “death” is a nontechnical word
that we use correctly in ordinary conversa-
tion to refer to the cessation of life of a
human being. The goal in an analysis should
not be to redefine ‘“death” by contriving a
new or different meaning but to make
explicit the implicit meaning of death that
we all accept in our usage of “death” that has
been made ambiguous by advances in life-
support technology.

2. Death is a biological phenomenon. We all
agree that life is a biological phenomenon;
thus its cessation also is fundamentally
biological. Death is an immutable and
objective biological fact and is not a social
contrivance. The focus of analyzing the
definition and criterion of death is the
ontology of death and not its normative
aspects.

3. We restrict the analysis to the death of higher
vertebrate species for whom death is uni-
vocal. We refer to the same phenomenon of
“death” when we say our cousin died as we
do when we say our dog died.

4. “Death” should be applied directly and
categorically only to organisms. All living
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organisms must die and only living organisms
can die. When we say “a person died,” we
refer to the death of the living organism that
embodied the person, not that their organism
continues to live but has ceased to have the
attributes of personhood.

5. A higher organism can reside in only one of
two states, alive or dead: no organism can be
in both states simultaneously or in neither.

6. Death is most accurately represented as an
event and not a process. If there are only two
mutually exclusive underlying states of an
organism (alive and dead), the transition
from one state to the other, at least in theory,
must be sudden and discontinuous, because
there is no intervening state. However,
because of technical limitations, the event
of death may be determinable only in retro-
spect. Death is conceptualized most accu-
rately as the event separating the true
biological processes of dying and bodily
disintegration.

7. Death is irreversible. If the event of death
were reversible it would not be death but
rather incipient dying that was interrupted
and reversed.

A definition of death must reflect the concept
that something fundamental and essential about
the organism has changed irreversibly. We do not
require the cessation of function of every cell,
tissue, or organ to intuit death. The life and
growth of some of a formerly living person’s cells
in a cell culture dish does not imply that she
remains alive although part of her undoubtedly
does. Similarly, the functioning of a single organ
outside the body, such as a donated kidney that is
being mechanically perfused and oxygenated
awaiting transplantation, is not indicative of life
of the organism. Respiration and circulation that
are supported technologically after the brain has
been destroyed allow many organs to continue
functioning despite the loss of the life force
driving them as well as the cessation of the overall
interrelatedness and unity of the body. Such a
preparation of mechanically functioning but non-
integrated bodily subsystems constitutes life of
part of the organism but does not represent life of

the overall organism any more than does the
isolated functioning of its individual cells, tissue,
or organs.

An adequate definition of death is the cessation
of the critical functions of the organism as a
whole. The biologist Jacques Loeb (1916)
explained the concept of the organism as a whole.
This concept does not refer to the whole organism
(the sum of its parts) but to the integrated
functioning and interrelatedness of its parts that
create the unity of the organism. Contemporary
biophilosophers use the mechanism of emergent
functions to explain this concept more precisely
(Mahner and Bunge, 1997). An emergent function
is a property of a whole that is not possessed by
any of its component parts, and that cannot be
reduced to one or more of its component parts. A
function is called an emergent function because it
emerges spontaneously from the sum of its parts
given the condition that the necessary parts
(subsystems) are in place and functioning nor-
mally. The ineffable phenomenon of human
consciousness is the most exquisite example of
an emergent function. The organism as a whole is
the set of critical emergent functions of the
organism.

The irreversible loss of the organism’s critical
emergent functions produces loss of the function-
ing of the organism as a whole and represents the
death of the organism. The organism’s individual
subsystems that remain functioning as a result of
mechanical support do not represent life of the
organism because their interrelatedness, whole-
ness, and unity have ceased forever. The cessation
of the organism as a whole is the most precise
conceptualization of death in our technological
era in which physicians are capable of providing
visceral organ support, transplantation, and
advanced critical care.

The criterion of death best satisfying this
definition is the irreversible cessation of all clinical
brain functions. This criterion is known as the
“whole-brain” criterion of death because it
requires cessation of all clinically measurable
brain functions including those executed by the
brain stem, diencephalon, thalamus, and cerebral
hemispheres. The functions generated and orga-
nized within these structures are necessary and



sufficient for the critical emergent functions of the
organism and thus are necessary and sufficient for
the organism as a whole. Death of the organism
requires their irreversible cessation.

In past analyses of the unity and interrelated-
ness of the subsystems of the organism, my
colleagues and I stressed that functions of the
whole brain provided the integration of the parts
that created the whole. Subsequently, critics
pointed out that the brain was not the only organ
responsible for integration, and that structures
such as the spinal cord contributed significantly to
the organism’s integration of its parts into a whole
(Shewmon, 2004). In their recent report, the
President’s Council on Bioethics (2009) accepted
the coherence of the formulation of whole brain
death but concluded that Shewmon’s integration
criticism was justified. As a result, they proposed
an alternative explanation of why brain death
satisfies the definition of death as the loss of
the organism as a whole. They concluded that the
cessation of clinical brain functions caused “the
inability of the organism to conduct its self-
preserving work.” This conceptualization empha-
sized the cessation of the organism’s principal
functions that made it an organism. Shewmon
recently analyzed the President’s Council’s alter-
native justification and found it wanting (Shew-
mon, 2009).

Physicians have devised tests to show that the
criterion of death has been fulfilled. Two sets of
tests for death reflect the two basic clinical
circumstances: resuscitation or no resuscitation.
If positive-pressure ventilation is not used or
planned, physicians can use the permanent cessa-
tion of circulation and respiration to declare
death because the brain will be destroyed by
ischemic infarction within a sort time once its
circulation has ceased. If positive-pressure venti-
lation is being used, physicians must directly
measure brain functions to assess death (‘‘brain
death”). Bedside clinical and laboratory tests to
determine brain death have been standardized
and subjected to evidence-based analysis. Their
description is clinically crucial but is beyond the
scope of this article. These tests and procedures
have been critically reviewed (Wijdicks, 2001;
Bernat, 2009).
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Alternative formulations of death

Critics of either the whole-brain criterion of death
or of all brain-based concepts of death have
offered alternative analyses. The earliest criticism
accepted the theory of brain death but argued that
criterion of death should not be cessation of all
clinical functions of the entire brain but only those
of the cerebral hemispheres. This argument holds
that the cerebrum imparts the characteristics that
distinguish humans from other species and the
more primitive brain structures that are shared
with other species are not relevant. Robert
Veatch claimed that death should be defined
uniquely for human beings as “the irreversible
loss of that which is considered to be essentially
significant to the nature of man.” He rejected the
idea that death should be related to an organism’s
loss of the capacity to integrate bodily function”
because “man is, after all, something more than
a sophisticated computer” (Veatch, 1975, 1993).
A reasonable application of the higher brain
formulation would define as dead patients who
had irreversibly lost consciousness such as those in
a vegetative state. Several other scholars con-
curred with this concept that became known as the
higher brain formulation of death (Gervais, 1986).
The higher brain formulation is an inadequate
construct of death because it violates the first
principle of the paradigm by not attempting to
make explicit the ordinary concept of death.
Instead, it redefines death by declaring as dead
brain-damaged patients who are universally
regarded as alive. A clear example of a patient
satisfying the higher brain formulation would be a
patient in an irreversible vegetative state. Despite
loss of awareness and many features of person-
hood, these patients are regarded as alive
throughout the world (Bernat, 2006b). Because
many people would prefer to die if they were ever
in such a state, the proper place of the higher
brain formulation is in determining grounds to
permit cessation of life-sustaining therapy.
Another critique of the criterion of whole-brain
death is the British formulation of brain stem
death. Under the intellectual leadership of
Christopher Pallis, the practice of brain stem death
in the United Kingdom requires the cessation of
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only brain stem functions (Pallis, 1995). In these
cases, examiners cannot test cerebral hemispheric
function and cannot use confirmatory tests
showing cessation of intracranial blood flow
(Kosteljanetz et al.,, 1988). This circumstance
creates the possibility of retained awareness
despite other evidence of brain stem failure
(Ferbert et al., 1988). This serious flaw is uncom-
pensated for by any unique benefit of the brain
stem formulation. Yet, because most whole-brain
functions can be shown to be absent when all brain
stem functions are absent, the whole-brain and
brain stem formulations usually yield the same
results. The sole exception is the case of a primary
brain stem catastrophe in which the patient could
be declared dead in the brain stem formulation but
not in the higher brain formulation.

Several scholars have argued that no single
criterion of death can be determined because
death is not a discrete event but rather is an
ineluctable process within which it is arbitrary to
stipulate the moment that death has occurred.
Linda Emanuel (1995) made this argument and
offered a scenario of a patient gradually dying
over many months from progressive multi-organ
failure. Although this claim appears plausible in
some cases of gradual dying, it errs by confusing
the state of an underlying organism with our
technical ability to determine that state. Simply
because we may not always be able to detect the
moment the organism changes from alive to dead,
or we may be able to detect the transition only in
retrospect — as in a brain death determination —
does not necessarily mean that the point of death
does not exist or is arbitrary. Death is not a
process but is the event separating the process of
dying from the process of bodily disintegration.

Other scholars argue that alive and dead are
not always distinctly separable states and that
some organisms (such as brain-dead patients) can
reside in an in-between state that is neither alive
nor dead but has elements of both. Halevy and
Brody (1993) made this argument employing the
mathematical theory of fuzzy sets. They claimed
that physical or biological phenomena do not
always divide themselves neatly into sets and their
complements. They asserted that the event of
death is such an example and therefore it is

impossible to identify a unitary criterion of death.
However, this claim confuses our ability to
identify an organism’s biological state and the
nature of that underlying state. The paradigm
made clear that life and death are the only two
underlying states of an organism and there can be
no in-between state because the transition from
one state to the other must be sudden and
discontinuous. Using the terminology of fuzzy set
theory, it is most accurate biologically to view
alive and dead as mutually exclusive (nonoverlap-
ping) and jointly exhaustive (no other) sets
thereby permitting a unitary criterion of death.

Some scholars claim that death is not an
immutable biological event but is a social con-
trivance that varies among societies and cultures
(Miles, 1999). The most libertarian among them
go so far as to claim that because death is a
socially determined event, individuals in a free
society should be permitted to stipulate their own
criterion of death based on their personal values
(Veatch, 1999). These claims err in rejecting the
paradigm requirement that death (like life) is
fundamentally a biological, not a social, phenom-
enon. We all agree that customs surrounding
death and dying have important and cherished
social, legal, religious, and cultural aspects, which
vary among societies. But Veatch and Miles err by
failing to restrict their philosophical consideration
to the ontogeny of death rather than to its
normative issues.

A few philosophers argue that there are two
kinds of death: death of the human organism and
death of the person (McMahan, 1995; Lizza,
2005). These scholars claim that they are not
using ‘“‘person’”’ metaphorically and assert that
the death of a person is separate from that of the
death of the human organism embodying the
person. This nonbiological dichotomy and dualism
violates the paradigm requirement that death is
fundamentally a biological phenomenon that
refers to the demise of the human organism that
embodied a person.

A small group of scholars holds that any
definition of death is impossible. In a metaphysical
argument, Linda Emanuel (1995) claimed ‘‘there
is no state of death ... to say ‘she is dead’ is
meaningless because ‘she’ is not compatible with



‘dead.”” This argument exemplifies the futility of
pursuing concepts to such a metaphysical depth of
linguistic analysis that they lose all clinical and
practical reality because everyone, including
Emanuel, knows that there is a state of being
dead. Winston Chiong (2005) constructed an
argument based on Wittgenstein’s writings on the
philosophy of language to claim that defining
death is impossible linguistically. Yet despite this
limitation, he supported a whole-brain criterion of
death, a fact indicating that, despite his inability to
define death, he could still conceptualize it and
measure it. Alan Shewmon and Elisabeth
Shewmon (2004) argued that all attempts to
formally define death are futile because death is
an ‘“‘ur-phenomenon” that is ... conceptually
fundamental in its class; no more basic concepts
exist to which it can be reduced. It can only be
intuited from our experience of it...” These
abstract linguistic critiques underscore the diffi-
culty in formally defining death but do not negate
the importance of the effort to make our
consensual concept of death more explicit.

Alan Shewmon (1997, 1998, 2001, 2009) has
championed a position to which several other
scholars have subscribed, completely rejecting a
brain-based concept of death in favor of one
based on the cessation of systemic circulation.
Shewmon, formerly one of the staunchest
defenders of brain death, changed his position
(Shewmon, 1997) as a result of influence of the
writings of Joseph Seifert (1993), his realization
that the brain was not the only integrating system
in the body, and his observations on several cases
of alleged brain death that troubled him (Shew-
mon, 1997). Shewmon noted that some unequi-
vocally brain-dead patients, as a consequence of
heroic technological virtuosity, were able to have
their systemic circulation and visceral organ
function continued for months, and in one
remarkable case for years, (Repertinger et al.,
2006), and that some brain-dead patients could
gestate a fetus or grow (Shewmon, 1998). He
argued that it was simply counterintuitive to any
concept of death that a dead person could do any
of these things (Shewmon, 2001). Shewmon
concluded that a brain-dead person is profoundly
disabled but that no organism is dead until its
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systemic circulation ceases. This position has been
called the circulation formulation.

Shewmon and his followers demonstrated some
of the conceptual weakness of the whole-brain
formulation and offered a plausible alternative.
But the circulatory formulation is unnecessarily
conservative, and it fails for reasons opposite to
those that weaken the higher brain formulation.
The higher brain formulation provides conditions
that are necessary but not sufficient for death
whereas the circulation phenomenon provides
conditions that are sufficient but not necessary
for death. The cessation of the organism as a
whole requires only that all clinical brain func-
tions cease, not all visceral organ functions. The
proper place of the circulation formulation should
be not in requiring the cessation of systemic
circulation but only the absence of brain circula-
tion. When the brain is totally deprived of
circulation, all of its functions cease irreversibly
satisfying the criterion of death.

An early and enduring criticism of brain death
was the claim that it violated religious doctrines.
Although in the early days of the brain death
debate, Veith et al. (1977) argued that brain death
was consistent with the world’s major religious
belief systems, there remains an active contro-
versy about it within a few religions. Currently,
brain death is accepted uniformly by Protestant
denominations, it was accepted formally by
Roman Catholicism in 2000 (Furton, 2002), it is
accepted by Reform and Conservative Judaism
but remains the subject of a rabbinic debate
within Orthodox Judaism (Rosner, 1999), and is
accepted in some Islamic and Hindu countries.
I have addressed this topic in greater detail
elsewhere (Bernat, 2008b).

Determining death using
circulatory-respiratory tests

Physicians determine death using two testing
methods: (1) in the absence of respiratory support,
by showing the permanent cessation of circulation
and respiration; and (2) in the presence of
respiratory support, by showing the irreversible
cessation of clinical brain functions (“brain
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death”). It is clear that the first and far more
common testing method is a valid procedure to
determine death only because it leads to fulfilling
the criterion of death, the irreversible cessation of
clinical brain functions. Within an hour of the total
cessation of systemic circulation, the brain is
totally destroyed from lack of circulation.

Until recently, relatively little attention has been
paid to the exact procedures for determining
permanent cessation of circulation and ventilation.
Once heartbeat and respiration ceased and the
patient had failed cardiopulmonary resuscitation
(CPR) or was not a resuscitation candidate, the
patient was simply declared dead. Now, however,
the growing practice of DCD has required
physicians to exercise greater precision in this
determination (Steinbrook, 2007). As was true for
brain death four decades ago, the technology of
organ transplantation has forced physicians to be
more precise in defining and determining death.

Protocols permitting DCD require physicians to
carefully observe patients who have been
removed from life-sustaining therapy for cessation
of respiration and circulation, and then wait an
interval of time to prove that these functions will
not restart spontaneously (‘“‘auto-resuscitation”)
before declaring death (Bernat et al., 2006). This
“death watch” period varies among hospitals
from 2 to 10 min and must be of sufficient duration
to prevent auto-resuscitation. The elimination of
possible auto-resuscitation is essential for death
determination using circulatory-respiratory test-
ing. However, because the auto-resuscitation
database is comprised of relatively few patients
(DeVita et al., 2000), prudent physicians require a
longer interval of asystole than the longest
reported interval of auto-resuscitation.

As I have argued in detail elsewhere, the issue
of the moment when death is determined using
circulatory-respiratory tests turns on the distinc-
tion between the irreversible cessation of circula-
tory and respiratory functions and their
permanent cessation (Bernat, 2006c). An “‘irre-
versible” cessation of functions means that they
cannot be restored using known technology.
A permanent cessation of functions means that
they will not be restored because auto-resuscitation
cannot occur and CPR will not be performed.

Functions that cease permanently quickly and
inevitably cease irreversibly. Therefore, it is incon-
sequential if physicians declare death at the point
they cease permanently compared to the point they
cease irreversibly as long as no therapeutic inter-
vention (such as CPR) interferes with the process.
The process becomes irreversible once the brain
has been completely destroyed by lack of circula-
tion.

In ordinary medical practice, physicians declare
death at the point that respiration and circulation
cease permanently but before they cease irrever-
sibly (Bernat, 2006c). A physician called to the
bedside to declare death of a terminally ill,
hospitalized patient who was expected to die and
had a Do-Not-Resuscitate order determines only
that circulation and respiration have ceased
permanently. Declaration of death at this time
was reasonable because the physician knew that
patients dying in this circumstance did not auto-
resuscitate and that CPR would not be conducted.
Earlier death determination is socially desirable
so physicians and families are not required to
await complete brain destruction that is the
hallmark of irreversibility.

Statutes of death generally require the irrever-
sible cessation of circulation and respiration. Yet
the medical practice standard of death always has
been their permanent cessation. This apparent
mismatch has little significance in ordinary death
determination because the rapid and inevitable
progression from permanent to irreversible pro-
duces no difference in outcome. This perfectly
contingent relationship makes the permanent loss
of function a valid surrogate indicator for the
irreversible loss of function.

The asymmetry between the requirement for
demonstrating irreversibility of clinical brain
functions in brain death but only permanence of
cessation of circulatory and respiratory function in
circulatory-respiratory death may seem peculiar
but is simply a consequence of the timing of each
determination. Brain death determinations are
conducted in retrospect to prove that an irrever-
sible cessation of all clinical brain functions has
occurred previously. Obviously, the event of
death had occurred earlier but that fact could not
be proved until direct neurological testing had



been performed (Lynn and Cranford, 1999). By
contrast, most circulatory-respiratory death
determinations are conducted in prospect: once
a determination is made that circulation and
respiration have ceased permanently there is
inescapable proof that all brain functions will
cease irreversibly in the immediate future.

The difference between a permanent and
irreversible loss of circulation and respiration is
inconsequential in most death determinations using
circulatory-respiratory tests not in a donation
circumstance. But it becomes a more consequential
issue in DCD because of the question of whether
the organ donation satisfies the dead donor rule
(DDR). The DDR originated in the Uniform
Anatomical Gift Act, a law that has been accepted
in every state in the United States. The DDR is the
ethical axiom of multi-organ transplantation that
requires that a multi-organ donor must first be
dead prior to organ donation so that the donation
does not kill the donor (Robertson, 1999).

Whether DCD respects or violates the DDR is
a debatable question with plausible arguments on
both sides (Bernat, 2006¢). The most reasonable
position is that DCD death determination does
not violate the DDR because it is conceptually
and practically identical to physicians’ death
determinations using circulatory-respiratory tests
in circumstances not involving organ donation.
But if one held that DCD did violate the DDR, it
would constitute a justified violation because by
preventing the donation from killing the donor, it
satisfies the spirit of the DDR. Once circulation
has ceased permanently, the brain is gradually
destroyed by lack of circulation causing hypoxic-
ischemic neuronal destruction. The subsequent
recovery of organs for transplantation has no
impact whatsoever on this inevitable process so it
neither causes nor accelerates the death of the
donor. Therefore, DCD does not constitute a
violation of the DDR and, in any event, respects
the spirit of the DDR.

Future directions

Debates over the definition of death continue to
occupy scholarly attention within the academy but a

29

durable worldwide consensus has emerged among
physicians and societies that brain death is biologi-
cal and legal death. It therefore seems unlikely that
the eloquent, impassioned, and partially correct
arguments opposing brain death will gain sufficient
traction to change medical practices or laws. The
recent in-depth review of the arguments opposing
brain death by the President’s Council on Bioethics
(2009) rejected them and found no justification for
changing prevailing laws on or practices of brain
death. Ironically, medical attention now has moved
away from brain death to attempting to clarify and
tighten the standards for the circulatory—respiratory
tests of death.

Future efforts need to be directed toward
justifying standards and encouraging uniform
practices of the circulatory-respiratory tests for
death. The ad hoc nature of current testing in
which hospitals create their own death determina-
tion standards is not adequate. The U.S. Health
Resources and Services Administration (HRSA)
Division of Transplantation, the agency that
provides much of the funding for experimental
DCD protocols, recently convened an expert
multidisciplinary panel to address optimal DCD
death determination standards and to apply them
to innovative DCD protocols. Their report is
expected in late 2009 or early 2010.

The effort to standardize the determination of
brain death is equally important (Choi et al.,
2008), especially in light of the disturbing evidence
of wide variability of brain death determination
procedures in the United States, even among
leading neurological institutions (Greer et al.,
2008). A multi-society task force should be
impaneled to issue uniform evidence-based stan-
dards for brain death determination in adults and
children (Bernat, 2008a). These efforts to improve
the uniformity of both the circulatory—respiratory
and brain death determinations should be for-
mulated on the basis of a coherent biophilosophi-
cal analysis of the definition and criterion of death.
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Behavioral assessment in patients with disorders of
consciousness: gold standard or fool’s gold? ™
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Abstract: In the absence of “hard” neurophysiologic markers, the burden of proof for establishing
conscious awareness in individuals who sustain severe brain injury lies in behavioral assessment. Because
behavior represents indirect evidence of consciousness, reliance on behavioral markers presents
significant challenges and may lead to misdiagnosis. Detection of conscious awareness is confounded
by numerous factors including fluctuations in arousal level, difficulty differentiating reflexive or
involuntary movement from intentional behavior, underlying sensory and motor impairments, and
medication side effects. When an ambiguous behavior is observed, the onus falls to the clinician to
determine where along the continuum of unconsciousness to consciousness, it lies. This paper
(1) summarizes the current diagnostic criteria for coma, the vegetative state, and the minimally conscious
state, (2) describes current behavioral assessment methods, (3) discusses the limitations of behavioral
assessment techniques, (4) reviews recent applications of functional neuroimaging in the assessment of
patients with disorders of consciousness, and (5) concludes with a case study that illustrates the disparity
between behavioral and functional neuroimaging findings that may be encountered in this population.

Keywords: disorders of consciousness; vegetative state; minimally conscious state; assessment scales; brain
injury; rehabilitation

Progress in intensive care has increased the time and pass through different stages before fully
number of patients who survive severe acute or partially recovering consciousness. One of the
brain injury. Most recover from coma within the most challenging problems facing clinicians is
first 2 weeks after the insult, others require more understanding the natural history of recovery
from severe brain injury. In clinical practice, it is
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function in severely brain-injured patients is
difficult because motor responses may be impaired,
inconsistent, or easily exhausted. For these reasons,
diagnostic criteria and standardized behavioral
scales have been developed to facilitate the
assessment of consciousness in patients recovering
from coma. Other techniques such as functional
neuroimaging can provide additional information
to gauge cognitive processing and aid in diagnostic
assessment. This paper (1) summarizes the current
diagnostic criteria for coma, the vegetative state
(VS), and the minimally conscious state (MCS),
(2) describes current behavioral assessment
methods, (3) discusses the limitations of behavioral
assessment techniques, (4) reviews recent applica-
tions of functional neuroimaging in the assessment
of patients with disorders of consciousness (DOC),
and (5) concludes with a case study that illustrates
the disparity between behavioral and functional
neuroimaging findings that may be encountered in
this population.

Diagnostic criteria

It is essential to distinguish DOC’s such as coma,
VS, and MCS (see Table 1) as there are important
differences in recovery course and outcome.
These disorders must also be distinguished from
the locked-in syndrome (LIS) and brain death as
these conditions have overlapping features,
although neither represents a DOC.

Coma

Plum and Posner (1966) defined coma as a
pathological state marked by severe and pro-
longed dysfunction of vigilance and consciousness.
This state results from global brain dysfunction
(most often due to diffuse axonal injury following
traumatic brain injury), or from a lesion limited to
brainstem structures involving the reticular acti-
vating system. The distinguishing feature of coma
is the continuous absence of eye-opening (spon-
taneously or following stimulation). There is no
evidence of visual fixation or pursuit, even after
manual eye-opening. No voluntary motor beha-
vior is observed and behavioral responses are

limited to reflex activity only. Brain electrical
activity is observed, albeit characterized by slow
frequency bands (i.e., mostly delta and theta
activity). This state must last at least 1h to be
differentiated from a transient DOC such as
syncope, acute confusion, or delirium. Prolonged
coma is rare as this condition usually resolves
within 2-4 weeks, most often evolving into VS or
MCS.

Vegetative state

The term “‘vegetative state”” denotes reactivation
of autonomic functions (e.g., cardio-vascular,
respiratory, and thermoregulation functions) with
concomitant reemergence of the sleep—wake cycle
(i.e., periods of spontaneous eyes opening). VS
often results from trauma-induced bi-hemispheric
injury involving the white matter or from bilateral
lesions in the thalamus with sparing of the
brainstem, hypothalamus, and basal ganglia (Plum
and Posner, 1983). Behaviorally, there is no
response to verbal order and, although moaning
may occur, there is no intelligible speech (The
Multi-Society Task Force on PVS, 1994). Infre-
quently, behaviors such as inappropriate smiling,
crying, or grimacing, and even randomly pro-
duced single words have been reported in patients
diagnosed with VS (Schiff et al., 1999; Working
Party of the Royal College of Physicians, 2003).
With serial multimodal assessment, the probabil-
ity that these behaviors are not voluntary or goal
directed can be further investigated, although not
proven. When this state lasts 1 month or more, the
term “persistent VS” has been applied (The
Multi-Society Task Force on PVS, 1994). In view
of the high rate of recovery of consciousness after
1 month (Choi et al., 1994; Giacino and Kalmar,
1997), and well-documented cases of late recovery
(Childs and Mercer, 1996), the American Con-
gress of Rehabilitation Medicine has recom-
mended that the term ‘“persistent VS” be
abandoned in favor of documenting the cause of
the VS (trauma, anoxia) and the length of time
post-onset, as both carry prognostic information
(American Congress of Rehabilitation Medicine,
1995). When VS lasts more than 3 months after
non-traumatic brain injury, and 1 year following
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Table 1. Diagnostic criteria for brain death, coma, vegetative and minimally conscious states, and locked-in syndrome

Consciousness level Diagnostic criteria

Reference(s)

Brain death No arousal/eye-opening

No behavioral signs of awareness

Apnea

Loss of brain functions (brainstem reflexes)
Coma No arousal/eye-opening

No behavioral signs of awareness
Impaired spontaneous breathing
Impaired brainstem reflexes
No vocalizations
>1h
Arousal/spontaneous or stimulus-induced eye opening
No behavioral signs of awareness
Preserved spontaneous breathing
Preserved brainstem reflexes
No purposeful behaviors
No language production or comprehension
>1 month: persistent vegetative
Compatible

Grimaces to pain

Localization to sounds
Atypical but compatible

Visual fixation

Response to threat

Inappropriate single words
Minimally conscious state Arousal/spontaneous eye-opening

Vegetative state

Fluctuating but reproducible behavioral signs of awareness

Response to command

Environmentally contingent emotional/motor responses

Object localization and manipulation
Sustained visual fixation and pursuit
Intelligible verbalization
Intentional but unreliable communication
Emergence from MCS
Functional communication
Functional object use
Arousal/spontaneous eye-opening
Preserved cognitive functions
Communication via eye gaze
Anarthria
Tetraplegia

Locked-in syndrome

Medical Consultants on the
Diagnosis of Death (1981)

Plum and Posner (1966)

The Multi-Society Task Force
on PVS (1994)

Working Party of the Royal
College of Physicians (2003)

Giacino et al. (2002)

American Congress of
Rehabilitation Medicine (1995)

traumatic etiologies, VS can be considered “per-

Command-following,

recognizable yes-no res-

manent” (The Multi-Society Task Force on PVS,
1994).

Minimally conscious state
MCS is characterized by the presence of in-

consistent but clearly discernible behavioral
signs of consciousness (Giacino et al., 2002).

ponses, and intelligible verbalizations represent
the clearest evidence of conscious awareness. In
contrast to patients in VS who may display random
episodes of crying or smiling, in MCS, these
behaviors occur in contingent relation to appro-
priate environmental triggers. Reemergence of
visual pursuit appears to be an early behavioral
marker of the transition from VS to MCS (Giacino



36

and Whyte, 2005). Although behavior may fluc-
tuate across examinations, at least one of these
signs must be replicated within a given examina-
tion to meet the diagnostic criteria for MCS.

Regarding prognosis, the probability of func-
tional recovery at 1 year following traumatic brain
injury is significantly more favorable relative to
VS (50% vs. 3% attaining moderate disability).
Some patients in MCS progress slowly while
others remain in this condition permanently (Fins
et al., 2007). It is also important to recognize that,
unlike VS, clearly defined temporal parameters
for recovery do not yet exist (Lammi et al., 2005),
and there is wide heterogeneity in the degree of
functional recovery ultimately attained. Emer-
gence from MCS occurs when the patient is able
to reliably communicate through verbal or ges-
tural yes—no responses, or is able to demonstrate
use of two or more objects (e.g., hairbrush, cup) in
a functional manner (Giacino et al., 2002).

Differential diagnosis

Two additional conditions characterized by beha-
vioral unresponsiveness must be differentiated
from VS and MCS. In the first, consciousness is
retained, while in the second, it is permanently
lost.

Locked-in syndrome

LIS is marked by tetraplegia and anarthria in the
setting of near-normal to normal cognitive func-
tion (American Congress of Rehabilitation Med-
icine, 1995). This state is caused by a lesion
involving the ventral pons and, in 60% of cases, is
due to basilar thrombosis. Because patients with
LIS have spontaneous eyes opening, but are
unable to speak or move the extremities, this
state can be confused with VS because of the
confluence of behavioral signs. On average, the
diagnosis of LIS is not established until 2.5
months post-onset. There is evidence that family
members tend to detect signs of consciousness
(55% of cases) prior to medical staff (23%
of cases) (Laureys et al., 2005a). Classic LIS
consists of complete paralysis of the orobuccal

musculature and all four extremities, however,
vertical eyes movements are spared, allowing non-
verbal communication through directional gaze.
Perceptual functions are also usually spared as
ascending corticospinal axons remain intact
(American Congress of Rehabilitation Medicine,
1995). Bauer et al. (1979) have described multiple
varieties of LIS, including the incomplete form in
which there is residual motor activity (frequently,
finger or head movement), and total LIS, in which
there is complete immobility including both
horizontal and vertical eye movements. Data on
life expectancy suggest that some patients with
LIS live 12 or more years post-onset. Surprisingly,
chronic LIS patients rate their quality of life
similarly to the healthy population (Laureys et al.,
2005a). In the absence of other structural or
functional brain abnormalities, patients with LIS
are generally able to make independent decisions
and communicate their preferences (Schnakers et
al., 2008b; Smart et al., 2008).

Brain death

Brain death is a condition in which there is
“irreversible unconsciousness with complete loss
of brain function.” It is marked by the presence of
apnea and the lack of any behavioral response to
the environment (Medical Consultants on the
Diagnosis of Death, 1981). Generally, an electro-
encephalogram is completed to demonstrate an
iso-electrical signal reflecting the absence of
electrical brain activity. Transcranial Doppler
studies reveal the absence of cerebral blood flow.
Finally, functional imaging, using cerebral perfu-
sion tracers and single photon emission tomogra-
phy (SPECT), illustrate the “empty skull” sign in
which the “whole brain” is inactive (Facco et al.,
1998). After excluding brain dysfunction due to
drug toxicity or hyperthermia, a final diagnosis
can be established after 6-24 h.

Behavioral assessment methods

Twenty-five years ago, Plum and Posner (1983)
noted that, “the limits of consciousness are hard
to define satisfactorily and we can only infer the



self-awareness of others by their appearance and
their acts”. As noted, behavioral observation
remains the “gold standard” for detecting signs of
consciousness in severely brain-injured patients.
Preservation of arousal is a necessary but insuffi-
cient condition for consciousness (see Fig. 1). The
search for consciousness rests on the demonstra-
tion of behavioral qualities that are distinct from
simple reflexes. Behavioral assessment may not,
however, definitively distinguish between beha-
viors associated with the state of arousal and those
linked to conscious awareness. This dilemma is
illustrated in the difficulty clinicians often have in
differentiating reflexive eye blinks from eye-
closure to command. Additionally, consciousness
may not be a static phenomenon and may be better
conceptualized as a continuum. It is possible, for
example, for a patient in coma to rapidly evolve
into VS, gradually transition to MCS, and subse-
quently lapse back into VS (Giacino and Trott,
2004; Majerus et al., 2005).

Behavioral scales

Numerous behavioral rating scales have been
developed and validated to assess level of

BRAIN DEATH, VEGETATIVE
COMA STATE
)|

0 )

e 9 e g
%) P % =4
> w 2 w
o 14 (e} i
o < 14 <
< = < =
< <

) N <G

37

consciousness and establish diagnosis (Majerus
et al., 2005). In this section, we briefly review
instruments commonly used in the acute and
rehabilitation settings.

Acute setting

The Glasgow Coma Scale (GCS) remains the
most widely used scale in trauma and acute care
settings. The GCS was the first validated rating
scale developed to monitor level of consciousness
in the intensive care unit (Teasdale and Jennett,
1974). This scale is relatively brief and can easily
be incorporated into routine clinical care. It
includes three subscales that address arousal level,
motor function, and verbal abilities. Subscales
scores are added and yield a total score ranging
from 3 to 15. Despite its widespread use, the GCS
has been criticized for variable inter-rater agree-
ment and problems deriving scores in patients
with ocular trauma, tracheostomy, or ventilatory
support (McNett, 2007).

The Full Outline of UnResponsiveness (FOUR)
scale was recently developed to replace the GCS
to assess severely brain-injured patients in inten-
sive care (Wijdicks, 2006; Wijdicks et al., 2005).
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Fig. 1. Behavioral observation assesses two dimensions of consciousness: arousal and awareness. In brain death and coma, both
dimensions are absent. In the vegetative state, arousal level is relatively preserved in the absence of signs of awareness. In the
minimally conscious state, both dimensions are present although behavioral signs of awareness often fluctuate. In the locked-in
syndrome, both dimensions are fully preserved despite complete loss of speech and motor functions.



38

The scale is comprised of four subscales assessing
motor and ocular responses, brainstem reflexes,
and breathing. The total score ranges from 0 to 16.
Unlike the GCS, the FOUR does not assess
verbal functions to accommodate the high number
of intubated patients in intensive care. A score
of 0 on the FOUR assumes the absence of
brainstem reflexes and breathing and, therefore,
helps to diagnose brain death. The scale also
monitors recovery of autonomic functions and
tracks emergence from VS. The FOUR is specifi-
cally designed to detect patients with LIS as it uses
oculomotor commands that exploit vertical eye
movements and eye blinks, both of which are
preserved in LIS.

The Wessex Head Injury Matrix (WHIM) (Shiel
et al., 2000) was developed to capture changes in
patients in VS through emergence from post-
traumatic amnesia. This tool is particularly sensi-
tive to detecting changes in patients in MCS not
captured by traditional scales such as the GCS
(Majerus and Van der Linden, 2000). Shiel and
collaborators longitudinally followed 97 severely
brain-injured patients recovering from coma to
create the WHIM. WHIM items were ordered
according to the sequence of recovery observed in
these patients. The 62-item WHIM’s six sections
assess arousal level and concentration, visual
consciousness (i.e., visual pursuit), communica-
tion, cognition (i.e., memory and spatiotemporal
orientation), and social behaviors. The WHIM
score represents the rank of the most complex
behavior observed.

The Sensory Modality Assessment and Rehabili-
tation Technique (SMART) (Gill-Thwaites, 1997)
was developed to identify signs of consciousness
observed during “‘sensory stimulations programs”
intended to support cerebral plasticity and improve
level of consciousness (Wood, 1991). The SMART
assesses eight modalities including visual, auditory,
tactile, olfactory and gustatory sensation, motor
functions, communication, and arousal level. The
SMART is a hierarchical scale consisting of five

response levels (“absence of response” — Level 1;
“reflex response” Level 2; ‘“withdrawal
response” — Level 3; “localization response” —

Level 4; “discriminative response” — Level 5).
The SMART has previously been shown to have

very good validity and reliability in a population of
60 patients diagnosed as being in a VS or in a MCS
(Gill-Thwaites and Munday, 2004).

The JFK Coma Recovery Scale (CRS) was
originally developed by investigators from the JFK
Johnson Rehabilitation Institute in 1991 (Giacino
et al., 1991). The scale was revised and republished
in 2004 as the JFK Coma Recovery Scale-Revised
(CRS-R) (Giacino et al., 2004). The purpose of the
CRS-R is to assist with differential diagnosis,
prognostic assessment, and treatment planning in
patients with DOC. The scale consists of 23 items
that comprise 6 subscales addressing auditory,
visual, motor, oromotor, communication, and
arousal functions (see Table 2). CRS-R subscales
are comprised of hierarchically arranged items
associated with brain stem, subcortical, and cortical
processes. The lowest item on each subscale
represents reflexive activity while the highest items
represent cognitively mediated behaviors. Scoring
is standardized and based on the presence or
absence of operationally defined behavioral
responses to specific sensory stimuli. Psychometric
studies indicate that the CRS-R meets minimal
standards for measurement and evaluation tools
designed for use in interdisciplinary medical
rehabilitation. Adequate inter-rater and test-retest
reliability have been established indicating that the
CRS-R can be administered reliably by trained
examiners and produces reasonably stable scores
over repeated assessments. Validity analyses sup-
port use of the scale as an index of neurobehavioral
function and have shown that the CRS-R is capable
of discriminating patients in MCS from those in VS
which is of critical importance in establishing
prognosis and formulating treatment interventions
(Schnakers et al., 2006, 2008a; Vanhaudenhuyse
et al., 2008). Spanish, Portuguese, Italian, German,
French, Dutch, Norwegian, and Danish translations
of the CRS-R are available.

Limitations of behavioral assessment

Differentiating between MCS and VS can be
challenging as voluntary and reflexive behaviors
can be difficult to distinguish and subtle signs of
consciousness may be missed (Majerus et al,



Table 2. Coma Recovery Scale-Revised record sheet

Auditory Function Scale
4 — Consistent movement to command?®
3 — Reproducible movement to command?®
2 — Localization to sound
1 — Auditory startle
0 — None
Visual Function Scale
5 — Object recognition®
4 — Object localization: Reaching?®
3 — Pursuit eye movements”
2 — Fixation®
1 — Visual startle
0 — None
Motor Function Scale
6 — Functional object use®
5 — Automatic motor response”
4 — Object manipulation®
3 — Localization to noxious stimulation®
2 — Flexion withdrawal
1 — Abnormal posturing
0 — None/flaccid
Oromotor/Verbal Function Scale
3 — Intelligible verbalization®
2 — Vocalization/oral movement
1 — Oral reflexive movement
0 — None
Communication Scale
2 — Functional: Accurate®
1 — Non-functional: Intentional®
0 — None
Arousal Scale
3 — Attention®
2 — Eye opening w/o stimulation
1 — Eye opening with stimulation
0 — Unarousable

“Denotes MCS.
"Denotes emergence from MCS.

2005). Prior studies have shown that 37-43% of
patients with DOC are erroneously diagnosed
with VS (Andrews et al., 1996; Childs et al., 1993).
The recent development of diagnostic criteria for
MCS (Giacino et al., 2002) would reasonably be
expected to reduce the incidence of misdiagnosis
relative to the rates reported before these criteria
were established (Jennett, 2005). However, a
recent study found that 41% of patients believed
to be in VS were misdiagnosed. This study also
found that the majority of cases with an uncertain
diagnosis were in MCS (89%), not in VS. Another
10% diagnosed with MCS had actually emerged
from this condition (Schnakers et al., 2009).
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The high rate of misdiagnosis reported by
Schnakers and collaborators likely reflects different
sources of variance. Variance in diagnostic accu-
racy may result from biases contributed by the
examiner, patient, and environment. Examiner
error may arise when the range of behaviors
sampled is too narrow, response-time windows are
over or under-inclusive, criteria for judging purpo-
seful responses are poorly defined or not adhered
to, and examinations are conducted too infre-
quently to capture the full range of behavioral
fluctuation. The use of standardized rating scales
offers some protection from these errors, although
failure to adhere to specific administration and
scoring guidelines may jeopardize diagnostic accu-
racy (Schnakers et al., 2009). The second source of
variance concerns the patient. Fluctuations in
arousal level, fatigue, subclinical seizure activity,
occult illness, pain, cortical sensory deficits (e.g.,
cortical blindness/deafness), motor impairment
(e.g., generalized hypotonus, spasticity, or paraly-
sis), or cognitive (e.g., aphasia, apraxia, agnosia)
disturbance can conspire to confound accurate
diagnostic assessment, constitute a bias to the
behavioral assessment, and therefore decrease the
probability to observe signs of consciousness.
Finally, the environment in which the patient is
evaluated may bias assessment findings. Paralytic
and sedating medications, restricted range of
movement stemming from restraints and immobi-
lization techniques, poor positioning and excessive
ambient noise, heat or light can decrease or distort
voluntary behavioral responses.

Some sources of error can be avoided, but this
is not always possible or within the examiner’s
control. This is particularly troubling as clinical
management, from treatment of pain to end-of-
life decision-making, often depends on behavioral
observations. To address this problem, neuroima-
ging procedures have begun to assume an
adjunctive role in the diagnostic assessment of
patients with DOC.

Functional neuroimaging

Functional neuroimaging techniques such as
positron emission tomography (PET) and
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functional magnetic resonance imaging (fMRI)
can provide an objective index of brain activity
at rest and during active cognitive processing.
Thus, these techniques are well equipped to
identify covert cognitive processes in patients
who are otherwise incapable of intelligible or
sustained behavioral expression, and offer com-
plementary information to bedside examination
findings.

In vegetative patients, brain hypometabolism
appears similar to individuals in coma, with a
50-60% decreased global metabolic rate relative
to healthy individuals. Hypometabolic activity is
further reduced to 60-70% in patients in “‘perma-
nent vegetative state” (Tommasino et al., 1995).
In VS, the frontoparietal network, including the
parietal, mesio-frontal, prefrontal, parieto-tem-
poral, precuneus, and posterior cingular cortex
are disproportionately disturbed (Laureys, 2004;
Laureys et al., 2004a). In MCS, these regions
remain relatively well preserved and their
functional connectivity is generally retained
(Laureys et al., 2000). Prior investigations have
demonstrated that, in VS, auditory or nociceptive
stimuli activate primary cortices only, sugge-
sting failure to integrate this information and
consequently, absence of conscious perception
(Laureys, 2005).

The metabolic pattern differs significantly for
patients in MCS. In spite of a global hypometabo-
lism measured at 20-40% of normal (Schiff
et al., 2005), the activity in precuneus and posterior
cingular cortex (the most activated regions during
wakefulness and the least activated under general
anesthesia or during deep slow sleep) was greater
as compared to rates noted in patients diagnosed
with VS (Laureys et al., 2005b). Similar find-
ings have been noted in functional imaging studies
employing auditory or noxious stimulation
(Bekinschtein et al., 2004; Boly et al., 2004, 2008;
Laureys et al., 2004b; Schiff et al., 2005). Perhaps
most importantly, there is evidence that patients in
MCS retain higher functional connectivity between
the secondary auditory cortex and prefronto-
temporal associative cortices (Boly et al., 2005),
corroborating the expectation that information
processing is more highly integrated in MCS
relative to VS.

Case report (AZ)

A 20-year-old right-handed college student
(referred to here as AZ) was admitted for a
course of acute neurorehabilitation approximately
3 months after sustaining a severe hypoxic-
ischemic brain injury related to cardio-respiratory
arrest caused by a drug overdose. He was found
pulseless by at the scene by the emergency
medical team and required cardiopulmonary
resuscitation for 10 min before cardioversion was
achieved. The initial CT scan was normal but a
follow-up scan on day two showed global white
matter ischemic changes. The acute medical
course was complicated by central fevers and
recurrent infections. Medical records from the
acute care setting noted that the patient remained
unresponsive across the 3-month course, however,
family members reported observing episodes of
simple command-following and occasional periods
of appropriate laughter.

On admission to the rehabilitation unit, flexion
contractures were noted in all four extremities
(upper greater than lower) and there was no
spontaneous purposeful movement. Arousal was
well maintained and the auditory startle reflex was
intact but there was no evidence of auditory
localization. On formal command-following trials
using the CRS-R, there was questionable move-
ment of the right toes, however, these responses
could not be clearly differentiated from random
movement, and there was no other indication of
proximal or axial movement to command. To
further investigate verbal comprehension in the
setting of severe contractures, vocalization
commands were administered (i.e., “say ah”).
Vocalizations were noted in association with
increased oral movement, despite the absence
of any spontaneous vocalizations prior to pre-
sentation of the commands. No evidence of verbal
or gestural communication was observed in
response to simple yes/no questions. Assessment
of visuoperceptual functions failed to reveal any
evidence of object recognition (via eye gaze) and
there was a single documented episode of visual
pursuit in response to horizontal and vertical
movement of a mirror. Noxious stimulation
applied to the upper extremities produced facial



grimace and slight flexion of both lower extremi-
ties only.

Over the course of the next 10 months, AZ was
evaluated weekly using the JFK CRS-R. Arousal
(i.e., eye-opening) was generally well maintained
and, despite anecdotal reports of occasional visual
fixation, there were no documented episodes of
either fixation or pursuit on formal examination.
Active and passive range of movement remained
severely compromised due to increased tone and
spasticity involving all four extremities. The
severity of the neuromuscular impairment placed
significant constraints on the assessment of
command-following. There were, however, infre-
quent reports of command-following by family
members and treating staff, although these
behaviors could not be replicated on standardized
assessments performed during the 10-month
observational period. Incomprehensible vocaliza-
tions and crying episodes were frequently noted,
but there were no intelligible verbalizations or
discernible gestural communication signs at any
time. Examination findings were most compatible
with VS, although diagnostic certainty was low in
view of the occasional manifestation of behaviors
associated with conscious awareness. Table 3
shows AZ’s CRS-R subscale scores on admission
and on follow-up at 3, 6, and 11 months post-
onset.

In light of the characteristically infrequent,
inconsistent, and qualitatively ambiguous signs of
consciousness noted in this case, AZ was enrolled
in an IRB-approved fMRI study designed to
investigate neurophysiologic changes induced by
exposure to meaningful sensory stimuli in patients
with DOC. Specialized ‘‘passive-stimulation” para-
digms were administered to monitor changes in
cortical networks associated with language and
visual processing (Hirsch et al, 2001). In the
passive language paradigm, AZ listened to familiar
personal stories recounted by a family member
(e.g., vacation, wedding). Familiar voices and
events were employed to facilitate sustained
attention. Thereafter, he was exposed to a second
condition in which the narratives were time-
reversed rendering them unintelligible. Results
revealed robust language-specific activation during
both the forward and reversed conditions,
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mirroring previously reported findings in healthy
volunteers (Schiff et al., 2005). Extensive clusters
of activity were observed extending bilaterally over
the transverse temporal gyrus, the middle and
superior temporal gyrus, and portions of the
precentral and postcentral gyrus bilaterally. More
importantly, there were several clusters of activity
unique to the forward speech condition observed
following subtraction of the reversed from the
forward condition. Specific areas of activity tied to
high-level language processing included the left
superior temporal gyrus (i.e., Wernicke’s area), the
left supramarginal and superior frontal gyri, and
the right medial frontal gyrus. Unexpectedly, both
conditions also elicited activity in the occipital
cortex (cuneus and lingual gyrus), raising the
possibility of language comprehension accompa-
nied by visual imagery (see Fig. 2).

A second ‘“passive viewing” paradigm was
presented to engage the visual processing net-
work. A series of back-projected visual images
were presented under three conditions. Condition
1 consisted of a combination of familiar (i.e.,
family members and close friends) and unfamiliar
faces, condition 2 was comprised of landscape
scenes, and condition 3 utilized flashing checker-
boards. AZ was exposed to these three forms of
visual stimuli to gauge the selectivity of the
activation as well as the degree of preservation
of the central nodes comprising this system. Prior
studies with healthy volunteers have demon-
strated that while each of these stimuli produces
visual network activity, faces and landscapes
activate mutually exclusive structures (i.e., fusi-
form face area and parahippocampal place area,
respectively) (Epstein et al., 1999; Kanwisher
et al., 1997). Findings showed strong activation
of the primary visual cortex bilaterally across all
three conditions. Of more importance, facial
stimuli engaged the fusiform face area of the
right inferior temporal gyrus as well as the lingual
gyrus bilaterally and right precuneus, consistent
with high-level processing of faces. The land-
scapes elicited activity in the parahippocampal
gyrus, lingual gyrus bilaterally, and bilateral
precuneus, approximating the response observed
in healthy volunteers exposed to landscape scenes
(see Fig. 3).
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Table 3. CRS-R response profile on admission to rehabilitation and 3, 6, and 11 months post-injury in patient “AZ,” a 20-year-old

male with severe anoxic encephalopathy

JFK Coma Recovery Scale — Revised (record form)

Patient: BB Date
ADM 3 months 6 months 11 months
Auditory Function Scale
4 — Consistent movement to command®
3 — Reproducible movement to command®
2 — Localization to sound + + +
1 — Auditory startle +
0 — None
Visual Function Scale
5 — Object recognition®
4 — Object localization: Reaching®
3 — Pursuit eye movements® +
2 — Fixation® +
1 — Visual startle
0 — None + +
Motor Function Scale
6 — Functional object use®
5 — Automatic motor response®
4 — Object manipulation®
3 — Localization to noxious stimulation®
2 — Flexion withdrawal + + + +
1 — Abnormal posturing
0 — None/flaccid
Oromotor/Verbal Function Scale
3 — Intelligible verbalization®
2 — Vocalization/oral movement + + + +
1 — Oral reflexive movement
0 — None
Communication Scale
2 — Functional: Accurate®
1 — Non-functional: Intentional®
0 — None + + + +
Arousal Scale
3 — Attention®
2 — Eye opening w/o stimulation + + +
1 — Eye opening with stimulation +
0 — Unarousable
Total score 7 8 10 10

“Denotes MCS.
"Denotes emergence from MCS.

What do these findings mean?

The results of these studies suggest that some
commonly held notions about brain—-behavior
relationships should be revisited in this patient
population. Perhaps most importantly, they

clearly illustrate the wide discrepancy that may
exist between observable behavior and the under-
lying neurophysiologic processes believed to
support cognitive processing. Such findings also
force us to consider the unsettling possibility that
cognitive function may be at least partially
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Forwar d/Intelligible Speech

Fig. 2. Regions of activation noted in patient AZ when exposed to spoken narratives. The top panel shows robust activation in left
temporal association cortex observed during presentation of comprehensible speech. In the middle panel, regions of activation are
well maintained during exposure to unintelligible speech. In the bottom panel, several clusters of activity unique to the forward
condition are retained following subtraction of the reversed from forward condition, suggesting preservation of high-level language
processing.
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Checkerboard

L andscapes

Fig. 3. Regions of activation noted in patient AZ in response to visual stimuli. The top panel shows bilateral activation in the primary
cortex observed during exposure to flashing checkerboards. In the middle panel, activation of the fusiform face area is noted during

exposure to familiar and unfamiliar faces. The bottom panel shows activation of the parahippocampal place area during presentation
of landscape scenes.



preserved in this case, but lack a mode of
expression as the consequence of severely dys-
functional sensory and motor systems. In a sense,
these findings may reflect a “functional” LIS.
Alternatively, the selective activation of key
nodes in the language and visual networks may
stem from a more extensively hard-wired neural
network than has traditionally been assumed. This
premise is supported by recent evidence from
electrophysiological and other fMRI activation
studies. Employing an event-related cognitive
evoked potential paradigm, Perrin et al. (2006)
detected a P300 response in three of five patients
diagnosed with VS who listened to their own
first name versus an unfamiliar name. Similarly,
Coleman et al. (2007) found evidence of extensive
activation in temporal association cortices in three
vegetative patients presented with meaningful
speech (i.e., high and low semantically ambiguous
sentences) versus unintelligible noise. The con-
trast between intelligible speech and unintelligible
speech sounds provided an opportunity to parse
brain regions involved in processing acoustic as
well as semantic components of speech from those
responsible for processing elementary speech
components only. These studies suggest that
automatic speech recognition processes mediated
by surviving cortical association areas may be
preserved in the absence of conscious awareness.

In an effort to circumvent the ‘automatic
versus effortful” processing problem, investiga-
tors have relinquished their reliance on passive-
stimulation paradigms in favor of adopting those
that require active processing. Unlike their
passive counterparts, active stimulation paradigms
direct the subject to perform a cognitive activity
on cue. Owen et al. (2006) devised a hierarchical
fMRI scanning paradigm in which subjects were
directed to imagine either playing tennis or
walking around the rooms of their home. Results
in normal controls indicated distinct network
activation tied to each instructional set. When
subjects were instructed to imagine playing tennis,
robust activity was observed in the supplementary
motor area. In contrast, when subjects were
verbally prompted to navigate the rooms of the
house, activity shifted to the posterior parietal,
parahippocampal gyrus, and lateral premotor
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regions. Surprisingly, the same findings were
observed in a patient whose behavioral profile
was reportedly indicative of VS. The authors
suggested that, despite the behaviorally unrespon-
sive presentation on bedside examination, the
shift in activation patterns coupled to the verbal
instructions, constituted evidence that the patient
was capable of comprehending language and
executing goal-directed behavior. In a similar
vein, Schnakers et al. (2008c) recorded event-
related potentials while subjects either passively
listened to their own first name or received
instructions to count the number of times they
heard their name. The authors reported that
healthy controls and patients in MCS, but not
those in VS, demonstrated a larger P300 in
response to their own name in both the active
and passive conditions. The P300 differential was
viewed as evidence of intentional compliance with
task instructions. As active paradigms such as
these continue to be refined, clinicians will be able
to convincingly discern whether the capacity for
cognitive processing is intact without relying on
overt behavior analysis.

Although the standard of the field is now
moving toward active paradigms to infer con-
scious processing, it is unlikely that all patients
with DOC will benefit from these paradigms.
Those least likely to benefit occupy opposite ends
of the severity spectrum. Patients with very little
residual brain activity who fail to show activation
on passive paradigms (consistent with VS), as well
as cases like AZ who demonstrate robust activity
(consistent with MCS) but, for unclear reasons are
unable to perform effortful tasks, will not be able
to engage in active paradigms. Therefore, we
believe that both passive and active paradigms
will continue to play a role in capturing the full
range of cognitive processing capacity character-
izing patients with DOC.

Conclusion

Recovery of consciousness is usually gradual,
sometimes marked by emergence of clear beha-
vioral signs, but more often by subtle improve-
ments. Additionally, bedside assessment of
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residual cognitive function is often difficult
because of poor arousal, motor impairment,
sedating medications, and other confounding
factors. Nonetheless, every effort should be made
to recognize subtle signs of consciousness as early
as possible in the recovery course to avoid
misdiagnosis. An accurate diagnosis is crucial not
only for daily management (particularly, pain
treatment) and end-of-life decisions, but also for
prognosis as outcome from MCS is significantly
more favorable on average, relative to VS.
Knowledge of accepted diagnostic criteria and
reliance on validated behavioral assessment scales
enhance diagnostic and prognostic accuracy, and
facilitate clinical management decisions. Contin-
ued development of electrophysiological and
functional neuroimaging paradigms designed to
detect voluntary brain activity in patients with
minimal behavioral output is expected to reduce
diagnostic error, increase prognostic specificity,
and foster the development of novel interventions
to promote recovery.
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The problem of aphasia in the assessment of
consciousness in brain-damaged patients ™
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Abstract: The assessment of the level and content of consciousness in brain-damaged patients relies to a
large extent on behavioral assessment techniques. The limited behavioral repertoire displayed by
vegetative and minimally conscious states requires the use of highly sensitive and reliable behavioral
assessment methods, allowing the detection of subtle changes in behavior and associated level of
consciousness. This situation is further complicated when patients with such disorders of consciousness
have underlying deficits in the domain of communication functions, such as aphasia. The present paper
examines the consequences of receptive and/or productive aphasia on the already limited behavioral
repertoire presented in these patients and discusses a number of behavioral and neuroimaging assessment
procedures designed to: (1) detect the presence of aphasia in patients with disorders of consciousness, and
(2) reliably assess the level of consciousness of brain-damaged patients while taking into account the
existence of receptive and/or expressive language deficits. The combined use of behavioral and
neuroimaging assessment techniques appears to be particularly promising for disentangling impaired
consciousness and aphasia.

Keywords: minimally conscious state; vegetative state; aphasia; dysphasia; communication; consciousness;
responsiveness; behavioral assessment; neuroimaging

Introduction vegetative state (VS) and minimally conscious

state (MCS) is primarily based on the observation
The assessment of level of cognition in patients of spontaneous behaviors and those that occur in
with altered states of consciousness such as response to verbal, visual, or tactile stimulation. A

number of consensus-based criteria have been
proposed to distinguish MCS from VS. These
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(3) intelligible verbalization, (4) localization to
noxious stimuli (Giacino, 2004; Giacino and
Whyte, 2005; Majerus et al., 2005; Working Party
of the Royal College of Physicians, 2003). Many
of these behaviors require language comprehen-
sion or a response to verbal stimulation. The
possible existence of unrecognized language dis-
orders might, in some patients, prevent consistent
behavioral responses to these verbal items, lead-
ing to an underestimation of the patient’s level of
consciousness. The present chapter examines the
likelihood of the co-occurrence of language
disturbance and alteration in consciousness, pre-
sents specific assessment procedures for detecting
language impairment in patients with disorders of
consciousness and discusses a number of precau-
tionary measures when determining level of
consciousness in patients likely to have associated
language disorders.

A brief overview of the cognitive architecture of
language processing and underlying
neuroanatomical correlates

Before considering the likelihood of language
disorders in patients with impaired consciousness,
we will provide here a brief overview of the
cognitive architecture of language processing and
underlying neuroanatomical correlates, since this
knowledge will be determinant when trying to
delineate the nature of possible language dis-
orders in patients with alterations in conscious-
ness.

At the receptive level, different levels have to
be distinguished, starting with sound-based ana-
lysis processes, involving acoustic and phonetic
analysis. Acoustic processing, common to verbal
and nonverbal sounds, involves the bilateral
primary auditory cortex and surrounding lateral
superior temporal cortex, with a dominance of left
superior temporal cortex for temporal analysis,
and right superior temporal cortex for spectral
analysis (Formisano et al., 2003; Wessinger et al.,
2001; Zatorre and Belin, 2001). Phonetic proces-
sing, that is, the extraction of temporal and
spectral acoustic features necessary for identifying
the basic verbal units (phonemes), involves the

same neural substrates in the superior temporal
lobes (Binder et al., 2000; Joanisse and Gati, 2003;
Scott et al., 2000; Shestakova et al., 2004; Zatorre
and Belin, 2001). The next level, phonological
processing, involves the mapping of phonetic
information to abstract representations of the
speech sounds defining the phonology of a
language (the vowels and consonants of a given
language); this type of processing is subtended by
the bilateral posterior superior temporal gyri and
the superior temporal sulci (Binder et al., 2000;
Scott et al., 2000). Finally, at the lexico-semantic
stage, sounds are mapped to existing word forms
and their associated semantic features, resulting in
speech comprehension. The neural substrate
involved in lexico-semantic stages are much more
distributed, involving anterior temporal, middle
and inferior temporal, medial temporal, inferior
parietal as well as anterior inferior prefrontal
regions (Binder et al., 2000; Longoni et al., 2005;
Majerus et al., 2002; Martin et al., 1996). The
precise role of these different areas involved in
lexico-semantic processes has been proposed to
vary as a function of semantic content, more
abstract representations activating preferably
the inferior prefrontal regions, animal -cate-
gories activating the inferior temporo-occipital
cortex and the tool category activating premotor
regions (Martin et al., 1996; Noppeney and Price,
2004).

At the level of speech production, the starting
point will be the lexico-semantic network, fol-
lowed by the activation of phonological codes in
the superior temporal lobe which, via the arcuate
fasciculus, will activate corresponding articulatory
patterns for speech motor production (Hickok
and Poeppel, 2007). Speech motor production is
subtended by a network involving the left frontal
operculum (Broca’s area), the left insula and
adjacent sensori-motor cortex, subcortical nuclei
(thalamus, putamen, pallidum) as well as the
cerebellum (Hickok and Poeppel, 2007; Riecker
et al., 2005). Finally, the precise neural substrate
of sentence-level processing is less clearly under-
stood. However, many studies have shown that
Broca’s area and adjacent inferior prefrontal
cortex is critical for syntactic processing while the
anterior temporal pole has also been frequently



shown to be involved in sentence comprehension
processes (e.g., Longoni et al., 2005; Vigneau
et al., 2006).

Language disorders as a result of brain lesion
(i.e., aphasia) can concern any combination of
these different language processes, depending on
the type and extent of brain lesions. However,
for the issue of interest here, it is important to
note that, except for very large lesions involving
approximately two-thirds of the left hemisphere,
aphasic patients rarely present global aphasia for a
prolonged time (Kirshner, 1995; Laska et al., 2001).
Global aphasia refers to the situation where both
expressive and receptive language processing are
severely impaired, leading to near complete loss of
language comprehension and production. Global
aphasia is frequent at the acute stage (25%) but its
incidence rapidly decreases to a few percent after
18 months (Laska et al., 2001). The more typical
and lasting situation is characterized by selective
difficulties involving speech perception, lexical
retrieval (word form access — anomia), semantic
access (word meaning access), speech production
(articulation — dysarthria, apraxia of speech),
sentence comprehension and sentence production
(agrammatism), patients presenting difficulties in
one or several of these domains, but often retaining
the capacity to understand high frequency and
highly familiar words, to perceive words that are
phonetically quite distinctive (e.g., car — bike, as
opposed to bike — pike), to understand simple
sentences and to utter single words.

The likelihood of aphasia in altered states
of consciousness

The type of brain lesion causing an alteration of
consciousness levels provides a first indication of
the likelihood of associated language problems.
Overall, in the light of the results presented
above, any brain lesion involving the left superior,
middle and/or inferior temporal lobes is likely to
be associated with receptive aphasia, as well as
word finding difficulties during language produc-
tion; any brain lesion involving Broca’s area and
surrounding cortical and subcortical areas is
indicative of possible speech output difficulties.
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More specifically, lesions in these regions are most
frequent in patients presenting a left-hemisphere
ischemic or hemorrhagic pathology, most fre-
quently due to thrombosis or aneurysms in
the territory of the left-middle cerebral artery
(Kirshner, 1995). Cerebral vascular pathologies are
among the most frequent etiologies of aphasia;
the prevalence of aphasia after an ischemic stroke
ranges between 15 and 30% (Inatomi et al., 2008;
Laska et al., 2001). Traumatic brain injury less
often leads to focal brain injury that could result
in aphasic type language disorders (15% of all
patients presenting traumatic brain injury;
Chapman et al., 1995; Eisenberg et al., 1990). At
the same time, it should be noted that for focal
lesions in severe traumatic brain injury, they tend
to be most widely distributed in the fronto-
temporal area (Chapman et al., 1995; Levin et
al., 1988; Newton et al., 1992). Severe aphasia is
however very rarely reported as a result of
traumatic brain injury. The most frequent lan-
guage impairment at acute stages of closed
traumatic brain injury is anomia (Heilman et al.,
1971). Receptive language difficulties are most
often related to sentence complexity, comprehen-
sion of simple sentence structures being in general
preserved. However, discourse level deficits are a
very common consequence of traumatic brain
injury (Chapman et al., 1995). Given the limited
and simplified verbal instructions used during
assessment of levels of consciousness, this type of
language disturbance should however be of little
consequence in the accurate assessment of con-
sciousness in these patients. Finally, carbon
monoxide intoxications and herpes simplex ence-
phalitis are other causes leading to altered states
of consciousness (e.g., Schnakers et al., 2008a, b).
Given that these pathologies preferentially lead to
brain lesions in medial temporal and hippocampal
areas, they very rarely lead to severe aphasic
syndromes, but semantic impairments can never-
theless be a frequent consequence of these
pathologies.

With respect to functional brain imaging find-
ings in patients with altered states of consciousness
such as MCS and VS, Laureys et al. (2000a, b,
2004a, b) showed that the regions that are most
hypometabolic in patients presenting a VS or a
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MCS involve posterior parietal areas, including
the precuneus and posterior cingulate cortex, and
that recovery of activation in these areas is what
best differentiates patients in a VS and those in a
MCS. At the same time, this does not necessarily
imply that language-processing regions show pre-
served brain metabolism in MCS patients. In order
to investigate this question, we explored the level
of glucose metabolism in 36 MCS patients (mini-
mum inclusion criterion: patients had to show
visual fixation; Giacino, 2004) and 40 age-matched
healthy controls using [18F]2-fluoro-2-deoxy-p-
glucose positron emission tomography (PET
FDG) brain imaging. These patients either had
suffered from anoxia, traumatic brain injury,
hemorrhagic, stroke, or other lesions (see Table 1).
The images were spatially normalized into stan-
dard stereotactic space, smoothed using a smooth-
ing kernel width at a half maximum of 14 mm
owing to the severely damaged brains of the
patients in minimally conscious state (MCS)
(Friston, 1997). The images were then analyzed
using an ANOVA design (SPM8b, www.fil.ion.u-
cl.ac.uk/spm), with participant group as group
factor. Global scaling by proportional scaling was
used. We focused the analyses specifically on main
language-processing regions. This was achieved by
applying an inclusive mask covering major lan-
guage-processing regions in the left superior,
middle and inferior temporal gyri, and the left
inferior frontal gyrus, as well as the right inferior
temporal gyri, based on the coordinates published
in the functional neuroimaging studies of language
processing reported earlier (Binder et al., 2000;
Joanisse and Gati, 2003; Longoni et al., 2005;
Majerus et al., 2002; Martin et al., 1996; Noppeney
and Price, 2004; Scott et al., 2000; Shestakova

et al., 2004; Vigneau et al., 2006; Zatorre and
Belin, 2001). As shown in Fig. 1, the estimated
metabolism of regions included in this mask
volume was significantly lower in all MCS patients
relative to the control group, and this irrespective
of type of insult. Furthermore, as shown by the
individual metabolic values in Fig. 1, there was a
remarkably comparable level of hypometabolism
in language-processing regions, despite the fact
that the patients within each group varied greatly
in terms of lesion site and lesion extent (see
Table 1). This means that reduced levels of
metabolism in language-processing areas might
be a common characteristic of patients in a MCS.

In sum, the possibility of co-occurrence of
severe aphasia and an alteration of consciousness
should be considered especially in the context of
left hemisphere cerebro-vascular pathologies or
any other pathology leading to direct focal lesions
in the left perisylvian area (e.g., focal traumatic
brain injury). However, resting metabolic levels in
language-processing areas cannot be used to
directly infer the existence of possible language
impairment given that hypometabolism in these
regions appears to be a wide-ranging character-
istic of minimally conscious patients.

Detection of aphasia in altered states of
consciousness

Given the data presented in the previous section,
the first important information to gather is
structural information about the existence of focal
brain lesions, and the extent and localization of
these lesions, using CT or structural MRI scans.
However, although structural brain imaging will

Table 1. Characteristics of 36 minimally conscious patients under going PET-FDG resting state brain imaging for determining

metabolism levels in language processing areas

Brain injury type Focal lesion in Other focal Diffuse or non- Age range  Time post-onset
left hemisphere lesions specified lesions  (years)
language
processing areas
Anoxia 0 1 11 26-64 1 month-7 years
Traumatic brain injury 2 3 12 16-43 2 months-22 years
Hemorrhagic lesions, stroke, other 3 4 0 45-88 1 month-5 years
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Fig. 1. Resting state metabolism (PET-FDG) in main fronto-temporal language-processing areas, in minimally conscious state
patients as a result of anoxia, traumatic brain injury, or hemorrhagic, stroke, and other lesion types, and in age-matched healthy
controls (first eigenvariate of main group effect for the volume of interest as defined by an inclusive mask covering major language-

processing areas; see text for further details).

reveal potential lesions in temporal and inferior
prefrontal language-processing areas, they give no
information about the functionality of lesional and
peri-lesional areas and their residual ability to
support processing of language stimuli. As we
have seen, looking at basic resting state metabo-
lism in language processing will not be very
informative given the general hypometabolism
observed in these areas in MCS patients. The
implementation and adaptation of specific event-
related functional neuroimaging and event-
related potential paradigms could however be of
particular interest. Based on single case and group
studies, it has been shown that language-proces-
sing areas in the superior, middle, and inferior
temporal lobes can be reliably activated in
patients in a MCS. Using functional MRI or
H,">O-PET, Laureys et al. (2000a, 2004b; Boly
et al., 2004) presented to their patients auditory-
verbal information such as the patient’s own
name, as opposed to noise, and observed exten-
sive activation in the superior and middle
temporal lobes specifically for the meaningful

linguistic stimulus. Similar results have been
observed by a different research team when
presenting meaningful linguistic stimuli to a lower
bound MCS patient (e.g., Owen et al., 2006). Even
for patients in a VS, it has been shown that
language stimuli activate language-processing
areas in the temporal lobe, although this activa-
tion is restricted to the superior temporal lobe
surrounding the primary auditory cortex and is
disconnected from other temporal lobe regions
(Laureys et al., 1999, 2000a, b). Other investiga-
tors have shed further light on the integrity of the
underlying language network in patients with
disorders of consciousness by contrasting fMRI
responses to intelligible and unintelligible speech.
Schiff et al. (2005) presented fully-comprehensible
spoken narratives to a group of healthy volunteers
and two patients who fulfilled the diagnostic
criteria for MCS. In a second condition, the
narratives were digitally reversed resulting in loss
of speech content and prosody. Both the volun-
teers and patients showed robust activity in the
superior and middle temporal gyri during
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exposure to the comprehensible narratives. How-
ever, unlike the volunteers, the MCS patients
demonstrated marked reductions in activity dur-
ing presentation of the reversed narratives. The
investigators suggested that the MCS patients’
inactivity in the reversed condition reflected an
inability to drive language structures when
exposed to effortful processing demands. This
hypothesis was supported by post-scan interviews
in which volunteers reported that they recognized
the stimuli as potential speech stimuli and initially
increased their attempts to understand it. Given
these results, the possibility of receptive language
processing deficits in MCS patients should be
considered if a patient fails to show consistent
activation in superior middle and inferior tem-
poral lobes in response to the presentation of
meaningful verbal stimuli in an fMRI paradigm,
relative to other MCS patients and healthy
controls.

It should be noted that although fMRI studies
allow us to compare activation patterns in patients
and control subjects, the existence of a similar
activation profile in patients and control subjects
does not automatically imply similar and accurate
language processing in both populations, and
hence language comprehension. For example,
functional neuroimaging studies in healthy con-
trols have shown that similar activation profiles
are observed in superior, middle, and inferior
temporal gyri when word (e.g., trailer) and non-
word stimuli (e.g., traimer) are presented (Binder
et al., 2000; Price et al., 1996), suggesting that
even when verbal stimuli have no defined lexical
and semantic content, and hence cannot be
understood, lexical and semantic-processing areas
in the temporal lobes are activated. This also
means that a patient showing activation in these
temporal areas following the presentation of a
meaningful verbal stimulus might still be unable
to comprehend the stimulus. More generally,
fMRI activation provides information about the
type of regions involved in a specific cognitive
process, but does not necessarily provide informa-
tion about the result and accuracy of the ongoing
cognitive process. At the same time, negative
findings in response to activation paradigms do
not rule out the possibility that the capacity for

language processing is retained. Many other
factors may mask or suppress cortical activity
associated with fMRI-based language tasks
including disturbances in the blood-brain barrier,
cerebrovascular and structural anomalies, impair-
ments in subjects’ level of arousal, attention and
motivation, motion artifact and the field strength
of the magnet (Brown, 2007).
Neurophysiological paradigms, using event-
related potentials (ERP) measuring the electrical
correlate of neural activity in response to specific
stimuli, could provide further helpful information.
Although this technology has a much lower spatial
resolution, the temporal resolution is at the
millisecond level, and, relative to fMRI which has
a temporal resolution of 1000 ms at best, is much
more suited to study the temporal succession of
the different cognitive processes involved in
online speech perception processes. In standard
listening conditions, a spoken word is identified
(i.e., its meaning is accessed) in less than 400 ms
(Kotz et al., 2005; Marslen-Wilson and Welsh,
1978). In the speech perception literature, differ-
ent paradigms have been developed allowing to
capture the functioning of perceptual, lexical, and
semantic processes. A very interesting ERP
component is the negative amplitude occurring
100-200 ms after stimulus onset (mismatch nega-
tivity, MMN), and this particularly when a new
stimulus occurs within a sequence of repetitive
stimuli (e.g., da — da — da — ba). This
component has been used very extensively to
study acoustic and phonological processes (e.g.,
Hisagi et al., 2006; Nadtanen, 1990; Ylinen et al.,
2006). A further quality of the MMN is that it can
be obtained in very passive conditions, where
conscious awareness of the target stimulus is not
necessary. In this paradigm, the participants are
often exposed to a secondary task such as viewing
a film, and the auditory stimuli of interest are
presented via headphones to the participant,
without the participant having to pay attention
to the stimuli (Néditdanen, 1990). The MMN is also
used to reliably study speech perception processes
in pre-conscious neonates and infants (e.g.,
Dehaene-Lambertz and Baillet, 1998). This ren-
ders the paradigm particularly interesting to
identify speech perception problems in MCS, and



possibly, also VS patients. This paradigm can be
used to explore sensitivity to all phonetic contrasts
existing in a given language at the consonant and
vowel level (e.g., ba — ba — ba — pa or bi —
bi — bi — bi — bu). If the patient fails to present
an MMN response to deviant stimuli differing at
the acoustic, phonetic or phonological level, this
may suggest that linguistic information is not
accurately processed at this level. Later potentials,
such as the positive peak at 300ms and the
negative peak at 400 ms post-stimulus, have been
used to study lexical and semantic processes. For
example, in a lexical decision task, where word
(e.g., house) and nonword stimuli (e.g., houme)
are successively presented, an earlier P300 and an
earlier N400 are observed if the target word
stimulus is primed (preceded for a brief time
period) by a semantically related word, indicating
that the word and its semantic relationships have
been identified (e.g., Hill et al., 2005). In a lexical
decision task, the P300 to words shows a larger
amplitude and a shorter latency when the words
have been acquired early or are more frequent,
indicating that the P300 indexes lexical recogni-
tion processes (Tainturier et al., 2005; Polich and
Donchin, 1988). The P300 response is also larger
for words as compared to nonwords (Pulvermdiller
et al., 2004). The later negativity at 400 ms (IN400)
has been extensively used to study higher level
semantic processes, such as the detection of
semantic plausibility of sentences, an N400
component being observed when a sentence ends
with a semantically implausible word (e.g., the cat
chased the door; Kutas and Hillyard, 1980).
Hence, the observation of unexpected P300 and
N400 patterns in response to word and sentence
stimuli is likely to indicate abnormal lexical and/or
semantic processes, consistent with findings of
abnormal P300 and N400 in aphasic patients with
lexico-semantic impairment (e.g., Hagoort et al.,
1996; Pulvermiiller et al., 2004).

Although the paradigms used for eliciting P300
and N400 components are attentionally more
demanding paradigms (listening to words, pseudo-
words, or sentences) than the paradigms used to
elicit MMN components, previous research in
MCS patients has shown that reliable P300
components can be observed in MCS patients
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when hearing their own name as compared to an
unfamiliar name (e.g., Laureys et al., 2004b;
Perrin et al., 2006; Schnakers et al., 2008b). Even
in some vegetative state (VS) patients, a P300 has
been observed when comparing the patients’ own
names to unfamiliar names, however, these
responses are less consistent for this patient group
(Glass et al., 1998; Perrin et al., 2006). N400
components can also be reliably observed in MCS
patients: Schoenle and Witzke (2004) showed that
67 MCS patients (from a total of 74 patients)
showed N400 waves for semantically incongruent
sentences, while this was only the case in 5 out of
46 VS patients (see also Kotchoubey et al., 2005,
for related findings). On the other hand, early
negative amplitudes involved in perceptual and
phonological processes appear to be identifiable
in the vast majority of VS patients (Perrin et al.,
2006; Schnakers et al., 2008b).

Finally, at the behavioral level, and for patients
in a MCS, the detection of possible signs for
aphasia could also be attempted by using custo-
mized bedside aphasia screening batteries, vary-
ing the linguistic complexity (such as word
frequency, age of acquisition, word length) of
single word instructions and alternating the use of
auditory-verbal, visual-verbal, and visual-nonver-
bal instructions. If a patient responds to simple
instructions using short, high frequency words
(“Raise your arm”; “Close your eyes’’) but not to
more complex instructions using longer and less
frequent words (“Elevate your arm and lower
your eyelids”), then this could be a possible
indication of language-related, attentional or
short-term memory difficulties. Evidence to
support this contention is provided by a recent
study by Nakase-Richardson et al. (2008). These
authors found that patients who had emerged
from MCS and were able to respond reliably
to yes/no questions concerning situational orien-
tation (e.g., “Am I pointing to the ceiling?”),
showed a high rate of inconsistency (34 % correct)
when responding to questions of greater sema-
ntic complexity (e.g., “Will a stone sink in
water?”’).

The presentation modality of verbal informa-
tion should also be varied and possible preserved
capacities for processing written language should
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not be underestimated. If a patient responds
consistently better to a written command than to
the same command presented auditorily, then this
is likely to indicate specific difficulties at the level
of auditory-verbal input processing (assuming that
audiometric testing, using auditory evoked poten-
tials, has ruled out the existence of peripheral or
central hearing disorders). It must be noted here
that the processing of written and spoken lan-
guage share the same semantic levels of repre-
sentation, but that access to these semantic
representations from written visual input uses a
specific network involving the left posterior
inferior temporal gyrus (fusiform gyrus) and the
left supramarginal gyrus (e.g., Fiez and Petersen,
1998; McCandliss et al., 2003). Hence, in case of
severe speech perception problems due to bilat-
eral lesions at the level of the primary auditory
cortex and superior temporal gyri, a patient might
still be able to (partially) comprehend speech
using the written input modality (Kirshner, 1995).
Dissociations between written and auditory lan-
guage processing have been very frequently
reported in the aphasia literature (e.g., Caramazza
and Hillis, 1990; Coppens et al., 1998; Majerus
et al., 2001, 2004; Puel et al., 1982). Finally, visual-
nonverbal communication capacities should also
be assessed by providing the patient a visual or
gestural description of the command he/she is
requested to perform. If the patient is able to raise
his/her hand after the examiner has performed the
requested movement in front of the patient and
the examiner has pointed to the patient to invite
him/her to do the same, but if the patient does not
perform the same movement upon auditory and
written verbal request, then the existence of
language-related disorders should be considered.
This sort of dissociation in response accuracy to
auditory and written verbal requests is illustrated
in a case reported by one of the current authors
(Smart et al., 2008). A 53-year-old male who
developed locked-in syndrome following a pon-
tine hemorrhage showed significantly poorer
response consistency and accuracy when answer-
ing semantically complex questions presented
verbally, but had little difficulty when the same
questions were presented in written form.
Although this pattern of findings was not

indicative of language disturbance, auditory pro-
cessing impairment was strongly suspected. Pre-
sentation of a passive fMRI speech paradigm
failed to elicit the expected activity in primary and
secondary auditory cortices. In contrast, exposure
to passive visual stimuli revealed activation of the
primary visual cortex with selective activation of
the fusiform face and hippocampal place areas in
response to faces and landscape scenes, respec-
tively. Taken together with the bedside findings,
these results were strongly suggestive of central
deafness. Information gathered via this type of
multimodal aphasia assessment will likely yield
more clues regarding the probability of unrecog-
nized language and auditory processing impair-
ments in nonverbal and behaviorally unresponsive
patients.

Implications for behavioral assessment
of level of consciousness

Despite the different techniques discussed here,
the detection of language disorders in the context
of altered states of consciousness remains a very
difficult enterprise. With respect to the assessment
of levels of consciousness, the difficulty resides in
the detection of behaviors consistent with minimal
voluntary and conscious control, while ruling out
the possibility that the non-observation of these
behaviors is due to language difficulties prevent-
ing the patient from comprehending the task
instruction and/or producing the required
response. The aim of behavioral assessment
should thus be to use the most appropriate
presentation formats for items containing a verbal
request and to avoid the situation where a
response is entirely dependent upon the produc-
tion of a verbal response. Although this general
recommendation might conflict with the very
precisely defined and standardized administration
procedures guaranteeing the reliability of modern
behavioral assessment scales such as the CRS-R
(Giacino et al., 2004), the WHIM (Shiel et al.,
2000), or the SMART (Gill-Thwaites and
Munday, 2004), the sensitivity and validity of
assessment might depend upon the possibility of
adapting the administration modes of individual



items to the patient’s best receptive and produc-
tive abilities. In case of probable aphasic dis-
orders, or simply in case of doubt, the following
recommendations for behavioral assessment are
proposed:

1. An item containing an auditory or a written
verbal instruction should be presented
repeatedly, and the best possible response
should be scored.

2. If an item is designed to be administered
through the auditory mode, and the patient
fails to respond, a written prompt should be
presented. Similarly, if there is no response
to written presentation, an auditory prompt
should be provided.

3. In any case, any failed verbal item should be
readministered using a gestural or graphical
presentation mode; for example, the experi-
menter performs the command in front of the
participant, and the participant is asked (or
requested via a gesture) to imitate the
command. Aphasic patients should be able
to imitate the gestural commands. However,
examiners should be cautious in interpreting
this type of performance as responses similar
to the expected ones may be noted in
patients who present with non-intentional
imitation or utilization behavior arising from
mesiobasal frontal lesions (Lhermitte et al.,
1986).

4. Although the verbal instructions of most
items are standardized, slight deviations
should be allowed in order to allow for
shorter formulations, to allow for reformula-
tions using more frequent or familiar words.

5. When there is no explicit formulation asso-
ciated with the item (such as “patient obeys
to a verbal command,” Item 15, WHIM), the
shortest possible formulation should be used
avoiding any unnecessary verbal additions
(e.g., say “Raise your arm” or ‘“Raise your
arm, please”, but do not say “May I ask you
to raise your arm?”’ nor “Can you raise your
arm?”).

These recommendations are based upon the
findings that aphasic symptoms are rarely global
in the case of circumscribed cerebral lesions in the
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perisylvian area, and that elementary speech
comprehension and production processes, as
needed during the administration of behavioral
assessment tools for altered states of conscious-
ness, are still possible in the vast majority of
aphasic patients. Cases of global aphasia leading
to near complete loss of language comprehension
and production abilities are possible, but they are
typically associated with very extensive left-hemi-
sphere lesions that can be easily identified based
on structural CT or MRI scans.

Discussion

In this work, we proposed that a multimodal
assessment protocol, combining specific fMRI,
ERP and behavioral assessment protocols could
allow to detect possible language impairment
in patients with disorders of consciousness.
However, the reader should keep in mind that
results indicating possible language impairment
obtained via these techniques will need to be
considered with great care, and that some
techniques and paradigms might be more infor-
mative than others.

First, with respect to functional neuroimaging
results, the observation of resting state hypome-
tabolism in language-processing areas is probably
the most difficult-to-interpret situation. As we
have shown, most MCS patients, irrespective of
lesion location, will show hypometabolism in
language-processing areas, relative to controls.
However, this does not automatically imply that
all MCS patients have language impairment.
Hypometabolism in language-processing areas
informs us about a decrease of the spontaneous
level of activity in language-processing areas; this
spontaneous decrease of activity could reflect the
MCS patients’ reduction of spontaneous verbal
behavior and inner verbal thought rather than
impaired language processing. In other words,
language processing is reduced but not necessarily
impaired. A number of studies have shown that
resting state brain activity in healthy controls
involves the active recruitment of language-
processing areas and is related to the participants’
engagement in ‘‘conceptual” processing (e.g.,
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Binder et al., 1999). Hence the observation of
hypometabolism in language-processing areas in
MCS patients during passive, resting state condi-
tions is probably not highly informative with
respect to the detection of potential language
impairment. On the other hand, fMRI paradigms
trying to activate language-processing areas as a
function of the controlled presentation of lan-
guage stimuli may be a more powerful paradigm:
if a patient activates semantic-processing areas
following the presentation of word stimuli, then
this indicates more clearly that language-proces-
sing areas can indeed be reliably activated.
However, this does not yet inform us about the
accuracy of language processes subserved by
these regions. Furthermore, an absence of stimu-
lus-related activation in language-processing areas
could signal language impairment, but could also
be due to sensory, anatomical, statistical, and
technical factors described earlier. ERP techni-
ques will probably present the highest informative
value, as they measure online brain responses
signaling the actual, successful identification of
linguistic contrasts by the language system, and
allow the exploration of a patient’s speech
perception abilities in a highly refined manner.
Furthermore, as we have seen at least for
perceptual and phonological factors, reliable ERP
signals can be obtained even in patients with
severely compromised consciousness levels such
as VS patients. Finally, the power of structural
imaging to highlight structural damage to lan-
guage-processing areas should not be underesti-
mated. In sum, ERP paradigms and structural
imaging, in combination with adapted behavioral
assessment protocols, might represent the fastest
and most powerful techniques to explore the
brain’s potential to process language information
in VS and MCS patients.

Conclusion and perspectives

Future research will be necessary to improve and
refine multimodal assessment techniques for
language impairment in VS and MCS patients.
In order to reliably determine that a specific brain
response or its absence signal potential language

impairment, be it for fMRI or ERP paradigms,
brain responses obtained in VS and MCS patients
for stimulations contrasting phonological, lexical,
and/or semantic information need to be directly
compared with those of aphasic but conscious
patients, and this as a function of phonological,
lexical, and/or semantic language impairments
that have been identified in these patients.
A major challenge for conducting these across-
patient group studies will be to select the
appropriate baseline or control tasks (see also
Crosson et al., 2007, for a review of additional
methodological concerns for language-related
fMRI in patient groups). For example, when
identifying semantic processes, brain activation is
often compared to a non-semantic linguistic
condition such as distorted, meaningless speech
stimuli. As we have seen, patients in MCS,
whether language impaired or not, will present
altered activation in language-processing areas
during these baseline conditions or even rest;
when contrasting the condition-of-interest to this
type of baseline condition, abnormal brain activa-
tion patterns might in fact arise due to abnormal
activation in the baseline condition, and not
necessarily in the experimental condition. A
possible solution is to use a nonlinguistic control
condition, such as listening to simple environ-
mental sounds and tone stimuli, for which we
know that MCS patients present normal activa-
tion levels in at least a subset of language-
processing areas (Laureys et al., 2000a), and to
contrast activity of the language processing con-
dition-of-interest with this nonlinguistic control
condition.

With respect to the bedside aphasia assessment
protocols we have proposed, their feasibility and
sensitivity need to be validated via their adminis-
tration to representative groups of MCS and
aphasic patient groups in order to determine
what type of language complexity (phonological,
semantic, syntactic) affects verbal communication
modes in MCS patients and whether language
complexity affects communication in MCS and
aphasic patients to the same extent. Similarly, with
respect to the adaptations we have proposed for
the administration of consciousness assessment
scales, existing scales such as the WHIM, the



CRS-R, or the SMART should be screened for
linguistic complexity of item formulations, as well
as for the possibility to allow for repeated prese-
ntation and the use of alternative item presentation
modalities (e.g., auditory vs. written item presenta-
tion). These scales should also be administered,
following standard administration procedures,
to fully conscious aphasic patients, in order to
determine: (1) the extent to which the scoring of
existing behavioral assessment scales is affected by
concomitant language impairment, (2) what type
of aphasic symptom is most detrimental for the
assessment of levels of consciousness, and (3) what
behavioral assessment scale is most affected by the
patient’s language impairment.
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Abstract:

Objectives: To investigate predictors of recovery from the vegetative state (VS) and minimally conscious
state (MCS) after brain injury as measured by the widely used Disability Rating Scale (DRS) and to
explore differences in rate of recovery and predictors of recovery during inpatient rehabilitation in
patients with non-traumatic (NTBI) and traumatic brain injury (TBI).

Design: Longitudinal observational cohort design and retrospective comparison study, in which an initial
DRS score was collected at the time of study enrollment. Weekly DRS scores were recorded until discharge
from the rehabilitation center for both NTBI and TBI patients.

Setting: Seven acute inpatient rehabilitation facilities in the United States and Europe with specialized
programs for VS and MCS patients (the Consciousness Consortium).

Participants: One hundred sixty-nine patients with a non-traumatic (N =<$9) and a traumatic (N =H09)
brain injury who were in the VS or MCS states.

Interventions: Not applicable.

Main Outcome Measures: DRS score at 13 weeks after injury; change in DRS score over 6 weeks post-
admission; and time until commands were first followed (for patients who did not show command-
following at or within 2 weeks of admission).

*Both J. Whyte and O. Gosseries have contributed equally
to this study.
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Results: Both time between injury and enrollment and DRS score at enrollment were significant predictors
of DRS score at week 13 post-injury but the main effect of etiology only approached significance. Etiology
was however a significant predictor of the amount of recovery observed over the 6 weeks following
enrollment. Time between injury and enrollment was also a good predictor of this outcome, but not DRS
score at enrollment. For the time until commands were first followed, patients with better DRS scores at
enrollment, and those with faster early rates of change recovered command following sooner than those
with worse DRS scores or slower initial rates of change. The etiology was not a significant predictor for this
last outcome. None of these predictive models explained sufficient variance to allow their use in individual
clinical decision making.

Conclusions: Time post-injury and DRS score at enrollment are predictors of early recovery among
patients with disorders of consciousness, depending on the outcome measure chosen. Etiology was also a
significant predictor in some analyses, with traumatically injured patients recovering more than those with
non-traumatic injuries. However, the hypothesized interaction between etiology and time post-injury did
not reach significance in any of the analyses suggesting that, within the time frame studied, the decline in
prognosis with the passage of time was similar in the two groups.

Keywords: brain injuries; minimally conscious state; vegetative state; Disability Rating Scale; following

command; prognosis; consciousness

Introduction

Outcome prediction is a frequent topic in the
literature on neurologic recovery and rehabilita-
tion. However, one may have several different
purposes in mind in outcome prediction and each
of these purposes places different performance
requirements on the predictive model. Relatively
gross aggregate prediction of rates of recovery
may suffice for the purpose of planning healthcare
services, estimating costs, or generating payment
schemes. Similar gross aggregate models may
highlight predictor variables that may have
theoretical interest as possible causal factors in
recovery. A much more demanding use of out-
come prediction is to assist in the healthcare
decision making for individual patients. Here one
might wish to avoid “wasting” resources on
someone who will not show substantial recovery,
and to ensure that someone with good recovery
potential receives services that will optimize that
recovery. In this context, even a relatively
accurate aggregate model may make inaccurate
predictions about substantial numbers of indivi-
dual cases. Outcome prediction may also differ in
the time frame of interest. In many cases, the
“final outcome” is of greatest interest to predict,

but when the model is being used to allocate
clinical services, one may be interested primarily
in the outcome within the time frame that those
services will be provided.

Prediction of outcome among patients with
disorders of consciousness (DOC) is still difficult
to establish individually. Moreover, most prog-
nostic studies have begun on the day of injury
when the diagnoses of vegetative (VS) and
minimally conscious states (MCS) are not yet
defined, and have studied the full range of injury
severity. This provides little guidance to clinicians
who see patients who have evolved from coma
into the VS or MCS, and who wish to assess the
likelihood of further progress, to determine the
appropriate level of treatment intensity, and to
provide guidance to caregivers in their decision
making.

It is known that among patients with DOC one
month after injury, those who show some minimal
signs of consciousness have a better chance of
recovery than patients who are still in a VS at that
time, and the earlier the return of consciousness is
detected, the better is the outcome (Giacino and
Zasler, 1997; Giacino and Whyte, 2005; Whyte
et al., 2005; Giacino and Kalmar, 1997). The
etiology is also a relevant predictor of recovery.



Traumatic brain injury (TBI) tends to have a
better outcome than non-traumatic etiology
(NTBI) (especially anoxia) (The Multi-Society
Task Force on PVS, 1994b). Moreover, the
recovery phase lasts longer for a traumatic
etiology: it has been suggested that the term
permanent vegetative state should not be applied
until 1 year after traumatic injury whereas for a
non-traumatic injury, this diagnosis may be
applied after only 3 months (The Multi-Society
Task Force on PVS, 1994a, b). Note that the term
permanent implies zero probability of recovery
and can therefore give rise to serious decisions
about the cessation of medication and nutrition.
Potential recovery is also linked to the location,
extent, and nature of the brain damage as well as
to the condition of the brain before the injury.
Young age of the patient and the absence of
medical history (such as alcoholism, drug use, or
mental illness) lead to a better outcome (The
Multi-Society Task Force on PVS, 1994b; Laureys
et al., 2001). For patients with DOC of traumatic
origin, the Disability Rating Scale (DRS) at 16
weeks post-injury, and the time at which com-
mands were first followed, during the acute
rehabilitation hospitalization, were related to the
DRS score at rehabilitation admission, the time
between injury and admission, and rate of DRS
change during the first 2 weeks of rehabilitation
(Whyte et al., 2005). New assessment methods,
such as event-related potential (ERP) techniques,
and evaluation with functional imaging modalities
such as positron emission tomography (PET) and
functional magnetic resonance imaging (fMRI)
scanning, offer promise in improving the precision
of prognostic prediction, since they may help
distinguish among patients with different neuro-
physiologic profiles (which confer different prog-
noses) at a time when behavioral assessments are
at floor for all of them (Di et al., 2008; Owen et al.,
2006; Schnakers et al., 2008; Kotchoubey, 2007).
However, although these techniques appear to be
able to identify a subgroup of VS patients with
greater recovery potential or to identify subtle
signs of consciousness not apparent on behavioral
examination, they have not yet been used in
systematic prediction at defined time points post-
injury along with already known predictors.
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Research on prediction of recovery from DOC
is particularly challenging to conduct, at least in
the United States, because intensive academically
oriented healthcare services are severely
restricted for this patient population after the first
few weeks post-onset. This is based on a general
pessimism that meaningful recovery is unlikely,
the belief that the process of rehabilitation
requires a level of voluntary participation that
such patients cannot meet, and the sense that
there is little evidence that intensive rehabilitation
services can alter the outcome. Thus, such patients
are generally dispersed to family homes or non-
specialized nursing care facilities soon after injury,
and, accordingly, lost to involvement in long-
itudinal research.

Because many of the available outcome studies
follow a sample from the time of injury, so that a
large proportion of the sample (those with milder
injury) regain consciousness quickly, predictors of
outcome in this rapidly recovering population
may not apply to the sample with prolonged
DOC. Other studies have followed patients with
DOC for longer intervals, but typically restrict
their prediction to the return of consciousness as a
dichotomous variable (e.g., Multi-Society Task
Force), shedding little light on the overall level of
functional recovery. In this context, therefore, it is
important to examine whether those patients with
DOC who are available for study show sufficient
recovery during the subacute period to suggest
greater rehabilitation potential than is currently
appreciated. In addition, if predictors of their
short-term outcome are sufficiently accurate to
guide individual service decisions, then these
could be used to help tune rehabilitation admis-
sion criteria to accept the individuals with the
greatest potential to benefit, and to avoid admit-
ting individuals who will fail to make progress,
and may present difficult placement problems. In
this context, then, a number of important outcome
questions need to be addressed. (1) As a group,
how much recovery do patients admitted with
DOC make in the subacute period? (2) Are there
variables, available at the time that admission
decisions are being made, that can help predict
the amount of functional recovery that will occur
in the time span over which rehabilitation services
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might be delivered? (3) Are there differences in
the factors that predict recovery for patients with
traumatic versus non-traumatic injuries during
this interval?

We hypothesized that substantial recovery
would be seen in a large proportion of patients
who present with DOC in the first few weeks after
brain injury. We also hypothesized, based on prior
studies and our own previous work with a pure
sample of individuals with traumatic brain inju-
ries, that the etiology of injury (in particular
traumatic vs. non-traumatic), the time post-event
at which the patient was admitted to rehabilita-
tion, and the functional level at which they were
admitted, would all predict differences in the
short-term recovery seen over the ensuing weeks.

Methods

Participants in this research were enrolled from
the Consciousness Consortium (CC), which con-
sists of a set of facilities in the United States and
Europe that have specialized programs for the
care and rehabilitation of patients with DOC, and
an interest in conducting research in this area. The
CC began a longitudinal descriptive study in 1996,
and reported the results of the traumatic sample
(n =424) in 2005 (Whyte et al., 2005) which laid
the groundwork for a randomized controlled
treatment study currently underway (Giacino and

Table 1. Outcome variables

Whyte, 2003; Whyte, 2007). Here we report the
data for the non-traumatic sample also enrolled
by CC facilities, and also analyze comparative
results for the two subsamples.

Participants

Participants were enrolled in the study between
December 1996 and June 2001 when they were
admitted to one of the seven CC-member
rehabilitation centers. Admission criteria were a
severe acquired brain injury of traumatic or non-
traumatic etiology and a DRS score on admission
greater than 15, with no more than inconsistent
command-following. These score criteria were
chosen because all patients in VS or MCS should
have DRS scores of at least 16, but lack of
consistent command following helps ensure that
those who have emerged from MCS are excluded.
One hundred forty-eight (148) traumatic and 77
non-traumatic patients diagnosed as vegetative or
minimally conscious on admission were entered
into the longitudinal database. However, because
specific variables required for the analyses were
missing from some participants, the number of
participants included in this report is smaller (see
Table 1 for details).

Note that there is a bias of selective admission
in rehabilitation centers. Indeed, acute inpatient
rehabilitation facilities tend to select, to varying
degrees, candidates who are believed to have a

Traumatic brain injury (TBI) Non-traumatic brain injury (NTBI) Definition
No. of Mean/median/  Min./max. No. of Mean/ Min./max.
subjects SD subjects median/SD
DRS;3 99 18.14/20/5.65 5/28 36 19.72/20.5/4.3 9126 DRS score at week 13
post-injury
Changeprss 99 4.96/4/4.23 -2/11 36 2.86/2.5/2.93 —1/16 [DRS score at
enrollment]-[DRS score 6
weeks later]
Troliow 71 62.04/30/79.72 0/473 37 42.27/27/44.73  0/196 [Date of command

following or date of
discharge if not following
commands]—[date of 2
weeks post-admission]




chance of recovery and who will benefit from
intensive therapy. Admission is therefore based,
at least informally, on various prognostic factors
that are perceived to be positive indicators of
functional improvement (e.g., recent injury, pos-
sible signs of consciousness, etc.). Thus, this is not
a population-based study, although it is relevant
to decision making in the types of facilities in
which the study was conducted.

The study was determined by the relevant
Institutional Review Boards to be exempt from
the need for individual informed consent because
it involved only anonymous recording of observa-
tional data but no changes in clinical care.

The Disability Rating Scale (DRS)

The DRS is a measure of impairment, disability
(now referred to as ‘“‘activity”), and handicap
(now referred to as “participation”) across the
span of recovery to track an individual from coma
to community (Rappaport et al., 1982). The first
three items of the DRS (“Eye Opening,” “Com-
munication Ability,” and “Motor Response’)
reflect impairment ratings whereas cognitive
ability for “Feeding,” “Toileting,” and “Groom-
ing” reflect the level of disability and, finally, the
“Level of Functioning” item reflects handicap, as
does the last item, “Employability”’. The DRS is
scored from 0 (no disability) to 29 (extreme VS).
Note that this scale does not disentangle VS from
MCS because it was constructed before the
development of the MCS criteria (Giacino et al.,
2002).

Data collection

For those patients who met the enrollment criteria
for this study, demographic information, injury
history and early complications, and admission
DRS score were recorded. DRS scoring was
repeated weekly as long as the patient remained
at the facility. Data were recorded on paper forms
and then faxed or mailed to the data center at the
Moss Rehabilitation Research Institute, where
they were entered into a computer database. For
these analyses, the database was queried for
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demographic information (age, gender, ethnicity),
the cause of injury (traumatic or non-traumatic
brain injury), the time between the injury and the
admission to the rehabilitation facility, the DRS
score on admission, the weekly DRS score until
discharge, and the time between the admission
and the first command following (if not present at
admission).

Three outcomes were addressed in the ana-
lyses: the DRS score at 13 weeks after injury
(DRS;3), the change in DRS score over 6 weeks
post-admission (Changepgsg), and the time until
commands were first followed for patients who
did not show command following at or within
2 weeks of admission (Tgow)- Patients that did
not follow commands during admission were
censored at the discharge time. The operational
definition of each outcome is reported in Table 1.
DRS score at 13 weeks post-injury was chosen
because the largest sample was available at that
time and DRS score over 6 weeks post-enrollment
was selected because it is the average length of
stay in the rehabilitation facilities. For practical
relevance, Tronow Would ideally be calculated
from the time of admission since a clinician
admitting a patient wants to know whether and
when he/she will begin to follow commands
thereafter. Moreover, calculating this index from
the time of injury would be problematic in this
sample, since many injured individuals would
have recovered command following much earlier,
but would not be included in the sample.
However, because the rate of functional improve-
ment in the first 2 weeks after admission was used
as one of the predictor variables (see below for
details), in fact we attempted to predict
recovery of command following from that point
forward.

Of the participants meeting the enrollment
criteria, only those who had complete data for
the outcome and predictor variables were used in
each analysis (see Tables 1 and 2). This resulted in
an effective sample of 135 (99TBI, 36NTBI) for
the DRSy3 and Changepgrse analyses and 108
(71TBI, 37NTBI) for the Tropow analysis. Out of
these 108 patients, 48 were censored at the time of
discharge. Seventy-four (74) participants (S0TBI,
24NTBI) were included in all of the analyses.
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Table 2. Predictor variables

DRS;; and 6-week change TEollow
TBI (N =99) NTBI (N =386) TBI (N=#) NTBI (N =4&7)
Continuous variables Mean/median/SD Mean/median/SD Mean/median/SD Mean/median/SD
Age 31.58/28/14.09 40.78/39.5/16.33 28.79/26/12.54 36.89/35/14.85
LogTenron 5.55/5.39/0.55 5.44/5.51/0.49 5.59/5.39/0.59 6.05/5.73/1.29
(Tenron) (50.4/42/20.15) (45.75/45.5/14.18) (52.37/42/23.07) (115.49/53/186.19)
DRScron 22.85/23/2.23 23.06/23/2.57 23.84/24/2.14 23.84/24/1.72

Nominal variables

No. of subjects (%)

No. of subjects (%)

No. of subjects (%)

No. of subjects (%)

Gender

Male 67 (67) 15 (41.7) 54 (76.06) 13 (64.86)

Female 32 (323) 21 (58.3) 17 (23.94) 24 (35.14)
Ethnicity

White 77 (77.8) 29 (80.5) 61 (85.91) 28 (75.68)

Non-white 22 (22.2) 7 (19.4) 10 (14.09) 9 (24.32)

Abbreviations: LogTenron: log, transformation of Tenron; Tenron: date of command following—date of enrollment; DRSeqon: DRS score at

enrollment.

The characteristics of the patients in both analyses
sets are shown in Table 2.

Data analysis

The independent variable time to enrollment
(Tenron) Was log transformed (LogTenron), since
the assumption of linear association with the
outcome was more appropriate on the log scale.
NTBI and TBI were analyzed jointly to allow
evaluation of the difference in outcomes by
etiology. Different statistical models were used
for the different outcomes. DRS at week 13 and
the change in DRS scores 6 weeks post-admission
were analyzed on a total of 135 observations using
the robust MM regression (Yohai, 1987), since
distributions of residuals from the standard
multiple regression models exhibited heavy tails
compromising the normality assumption. Etiol-
ogy, admission DRS, and time to enroll (log base
2 transformed) as well as gender, age, and
ethnicity were considered as predictors of DRS
at week 13 and change in DRS scores 6 weeks
post-admission. The interactions between
etiology and admission DRS, etiology and time
to enroll, and admission DRS and time to enroll
were also considered in the models. The final
models included the etiology, admission DRS,
and time to enroll and controlled for potentially
important age difference. Other demographic

variables, which were not significantly associated
with outcome, were excluded from the models.
For the last outcome, the time until commands
were first followed, the analyses were performed
on a partially overlapping sample because some
patients in the previous analyses had already
followed commands before admission and
because some patients were admitted after 13
weeks post-injury. A Cox proportional hazards
model was initially fitted to the time from
admission to follow commands. Etiology, admis-
sion DRS, and time to enroll (log base 2
transformed) as well as gender, age, and ethnicity
were considered as predictors. The interactions
between etiology and admission DRS, etiology
and time to enroll, and admission DRS and time
to enroll were also considered in the model. Data
from 169 patients were available for these
analyses. Because the proportional hazards
assumptions were not satisfied, the 2-week rate
of change in DRS was also introduced into Cox
model, which improved the overall model fit. In
the earlier work (Whyte et al., 2005), the 2-week
rate of change in DRS was found to be a strong
predictor of the time to follow commands in TBI
patients. Time from 2 weeks post-admission until
commands were followed was then modeled. The
final Cox model was based on 108 patients who
also had 2-week rate of change in DRS available
and did not follow commands within the first 2



weeks of admission. Etiology, admission DRS,
and time to enroll (log base 2 transformed) as well
as gender, age, and ethnicity were considered as
predictors. The interactions between etiology and
admission DRS, etiology and time to enroll, and
admission DRS and time to enroll were also
considered in the model.

Results
DRS score at week 13

None of the demographic variables was signifi-
cantly associated with DRS score at week 13, but
age was retained in the model because of prior
research suggesting that age may influence the
pace of neurologic recovery (Millis et al., 2001;
Ritchie et al., 2000). Both time between injury and
enrollment (Log7epnon) and DRS score at enroll-
ment (DRSc,ron) Were highly significant predic-
tors of DRS score at week 13 post-injury. The
main effect of etiology approached significance
(difference =44, 95% CI: —0.2, 3.0; p =6:083).
However, the interactions between etiology and
DRS at enrollment and time to enrollment were
not significant. Table 3 reports the slopes for the
different predictors from the final model. The
model implies that an increase of 1 point in DRS
at enrollment translates on average into a 1.2
point increase in DRS at week 13 (note that
higher DRS scores indicate worse outcomes).
Meanwhile doubling of the time to enrollment
(1 unit increase of the LogTenron) implies a 3.7
point increase in DRS at week 13. Thus, this
analysis did not provide strong evidence for a
difference in the recovery pattern between TBI
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and NTBI patients during this time frame. Finally,
the R? is 0.355 for this robust regression model.

DRS score improvement over the 6 weeks post-
enrollment

Etiology was a significant predictor of the amount
of recovery observed over the 6 weeks following
enrollment. On average TBI patients had 2.0
points (95% CI. 04, 3.5; p =96:011) greater
improvement in DRS scores over the 6-week
interval than NTBI patients. In this analysis, time
until enrollment, but not DRS score at enrollment
was a significant predictor of recovery. Table 4
reports the slopes for the different predictors in
the final model. The model implies that doubling
of the time to enrollment (1 unit increase of the
log base 2 transformed time to enroll) implies
~ 1.9 point reduction in the DRS change over this
interval. Once again, the interaction between
etiology and DRS.,,;on and LogT.,.on was not
significant. Thus, although NTBI patients showed
less recovery, during this interval, this lesser
degree of recovery was not accounted for by a
more prominent decline in prognosis with the
passage of time. Note that the R* for this robust
regression model is only 0.094.

Time to follow commands

The final model was reduced to two significant
predictors plus etiology, because models incor-
porating additional non-significant covariates did
not yield adequate goodness-of-fit test results. As
noted in Table 5, with inclusion of the 2-week rate
variable, etiology was not a significant predictor
of the time until commands were followed.

Table 3. Results for the robust regression model for DRS at week 13

Slope or difference® 95% confidence limits p-value
Lower Upper
Etiology" 1.4 -0.2 3.0 0.083
LogTenron 54 3.6 72 <0.0001
DRSenron 1.12 0.9 1.5 <0.0001
Age 0.0 -0.1 0.0 0.565

“Difference between TBI and NTBI groups.
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Table 4. Results from the robust regression model for the change in DRS scores 6 weeks post-admission

Slope or difference® 95% confidence limits p-value
Lower Upper

Etiology* 2 0.4 35 0.011
LogTenron —1.87 -3.12 —0.62 <0.003
DRSenrol] -0.14 —0.42 0.15 0.358
Age 0.03 —0.01 0.08 0.184
“Difference between TBI and NTBI groups.
Table 5. Results from the Cox model for time to follow commands from 2-week admission

Hazard ratio 95% hazard ratio confidence limits p-value

Lower Upper

Etiology 1.14 0.66 1.98 0.637
DRS.ron 0.87 0.77 0.99 0.033
2-week rate 11.26 1.65 76.67 0.013

However, both DRS, ;o and the 2-week rate of
change were significant predictors. Patients with
lower (better) DRS scores at enrollment, and
those with faster early rates of change recovered
command following sooner than those with higher
DRS scores or slower initial rates of change.

Discussion

These results demonstrate that considerable
recovery is possible during the typical time frame
of acute rehabilitation care, for both TBI and
NTBI patients. Overall 83.7% of patients
improved their DRS score by at least 1 point
over the 6 weeks of observation (84.8% of TBI
and 80.5% of NTBI), and 61.1% of those who
were not following commands at admission began
to follow them prior to discharge (67.6% TBI and
48.6% NTBI). How much rehabilitation services
enhance this recovery is unknown, but these
findings suggest that the majority of patients who
are admitted to acute rehabilitation will demon-
strate meaningful recovery.

These results also confirm, in a sample of TBI
and NTBI patients followed in a comparable
manner, that time between injury and enrollment
is a key predictor of recovery, with the passage of

time reducing the chances of recovery. This was
true for DRS;; and for 6-week change, but not for
the time until commands were followed. How-
ever, in the latter analysis, direct measurement of
the rate of recovery, captured by the 2-week
change variable, may have reduced the signifi-
cance of the more indirectly predictive Tepron
variable. The DRS score at enrollment was
predictive of the DRS score at 13 weeks post-
injury, but not of the amount of recovery that
would be seen over a defined interval, suggesting
that the admission DRS score is primarily a
predictor of functional status rather than func-
tional change, whereas the time until enrollment is
particularly relevant to the probability of change.
DRS at enrollment was also predictive of the time
at which commands would be followed. This may
indicate that, at equivalent rates of change,
patients who start at a better functional level
need less improvement (and hence less time) to
reach the criterion of command following.

The effects of etiology on outcome in this study
were more complex. NTBI patients had signifi-
cantly or marginally worse outcomes in terms of
6-week change and DRS;3;, respectively, but
etiology was not a significant predictor of time
until commands were followed. As mentioned
above, the inclusion of the 2-week rate of change



in the latter model, necessitated for statistical
reasons, may have reduced the significance of less
direct predictors such as time post-injury or
etiology. Even though NTBI patients had some-
what poorer outcomes than TBI patients, depend-
ing on the outcome measure chosen, the specific
prediction that the prognosis of NTBI patients
would decline more precipitously over time (i.e.,
an interaction between etiology and LogTenron)
was not supported. This is in contrast to prior
studies suggesting that the “window of recovery”
is shorter for NTBI than for TBI patients (The
Multi-Society Task Force on PVS, 1994b). How-
ever, the differential impact of time may be more
dramatic in the 3-12 month range, whereas these
data were collected primarily in the early weeks
post-injury.

In the aggregate, these results confirm the
importance of etiology, initial functional status,
and time since injury in determining outcome in
individuals with DOC. However, the majority of
the variance in individual outcome remains
unaccounted for. The final models described here
account for approximately 35.5% of the variance
in DRS;3, and about 9% of the variance in 6-week
change. Thus, these predictors cannot be used with
confidence to predict the outcomes of individual
patients or to make admission decisions, without a
high risk of error in both directions.

This study has a number of important limita-
tions. Most importantly, it was conducted on a
select referral sample, not a population-based
sample. Thus, the large proportion of patients who
recover in hours or days after injury are not
included in the analysis. But even if one focuses on
those patients who might be considered for
rehabilitation care because they are still suffering
from DOC several weeks post-injury, this remains
a biased sample, since it involved only those
patients who were admitted to rehabilitation
services but not those who were not referred or
were referred but not admitted. The specific
clinical factors used in making those admission
decisions are unknown, but surely may have
included some subtle prognostic factors. In parti-
cular, since clinicians are generally aware of the
more negative prognosis of NTBI patients
reported in the literature, they may have had more
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stringent admission screening of non-traumatic
referrals than of traumatic referrals. This, in turn,
may have led to smaller differences in outcome
based on etiology than might be seen in a less
selected sample. This implicitly assumes, however,
that some of the variance in recovery not
accounted for by the predictors used in this study,
was accounted for by unmeasured variables avail-
able to clinical decision makers, rather than simply
being altogether unexplained. There is no direct
evidence for a more stringent admission screening
of NTBI patients since, for example, their DRS
scores at enrollment were actually slightly worse
than those of the TBI patients. Finally, the
relatively short-term nature of this study, con-
strained by the current realities of acute inpatient
rehabilitation stays in the United States, meant that
a substantial number of patients were not following
commands by the time of discharge and were
censored in the Cox analysis. Longer intervals of
follow up and larger samples, particularly of those
with non-traumatic injuries might have more
clearly informed the pattern of recovery.

Conclusion

In this selected sample of patients with DOC,
referred and approved for inpatient rehabilitation
admission, significant recovery was seen over the
hospital stay, with the majority of patients with
both traumatic and non-traumatic injuries demon-
strating improvements in DRS scores and, among
vegetative patients, the development of command
following. The time between injury and rehabili-
tation admission and the DRS score at admission
were each predictive of two of the three out-
comes. Etiology was predictive of amount of
functional improvement seen over 6 weeks of
hospitalization, but less so of the DRS score at 13
weeks post-injury or the time until commands
were followed. In the one model in which early
rate of change was included, it was strongly
predictive of outcome while etiology was not,
suggesting that the clinical trajectory, itself, is
highly predictive. None of the predictive outcome
models accounted for sufficient variance to be
used in individual clinical decision making.
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Abbreviations

CC Consciousness Consortium

Changeprss  change in DRS score over
6 weeks post-admission

DOC disorders of consciousness

DRS Disability Rating Scale

DRSy; Disability Rating Scale score
at 13 weeks after injury

DRSciron Disability Rating Scale score
at enrollment

ERP event-related potential

fMRI functional magnetic resonance
imaging

LogTenron log transformation of the time
between injury and enrollment

MCS minimally conscious state

NTBI non-traumatic brain injury

PET positron emission tomography

PVS persistent vegetative state

TBI traumatic brain injury

T enroll time between injury and
enrollment

Trollow time until commands were first
followed for patients who did not
show command following at or
within 2 weeks of admission

VS vegetative state
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CHAPTER 7

Natural history of recovery from brain injury after
prolonged disorders of consciousness: outcome of
patients admitted to inpatient rehabilitation
with 1-4 year follow-up
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Abstract: The natural history of recovery from brain injury typically consists of a period of impaired
consciousness, a subsequent period of confusion and amnesia, followed by a period of post-confusional
recovery of function. Patients with more severe injuries may have more prolonged episodes of
unconsciousness or minimal consciousness and may not fully evolve through this continuum of recovery.
There is limited information on the course of recovery and long-term outcome of patients with prolonged
unconsciousness, particularly those with extended periods in the minimally conscious state. Further,
patients with impaired consciousness are frequently denied access to hospital-based rehabilitation services
because of uncertain prognosis and a perceived lack of benefit from rehabilitative interventions.

Methods: A consecutive series of 36 patients with traumatic (TBI) and non-traumatic brain injury
(nonTBI) in a vegetative state (VS) or minimally conscious state (MCS) on admission to a specialized, slow-
to-recover brain injury program in an acute rehabilitation hospital was retrospectively reviewed to evaluate
course of recovery during rehabilitation hospitalization and in follow-up, 1-4 years post-injury.
Independent variables included: time to resolution of VS, MCS and confusional state/posttraumatic
amnesia (CS/PTA), based on Aspen criteria, Coma Recovery Scale-Revised (CRS-R) and Galveston
Orientation and Amnesia Test (GOAT) scores. Outcome measures (calculated separately for TBI, nonTBI,
VS, or MCS on admission subgroups) included: proportion of patients who recover and recovery time to
MCS, CS/PTA stages, household independence, and return to school or work, as well as Disability Rating
Scale (DRS) scores at 1, 2, 3, and 4 years post-injury.

Results: The majority emerged from MCS (72%) and CS/PTA (58%) by latest follow-up. It took
significantly longer for patients admitted in VS (means: MCS, 16.43 weeks; CS/PTA, 30.1 weeks) than
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MCS (means: MCS, 7.36 weeks; CS/PTA, 11.5 weeks) to reach both milestones. Almost all who failed to
clear CS/PTA by latest follow-up were patients with nonTBI or TBI with VS lasting over § weeks.
Duration of MCS was a strong predictor of duration CS/PTA after emergence from MCS, accounting for
57% of the variance. Nearly half the patients followed at least 1 year achieved recovery to, at least, daytime
independence at home and 22% returned to work or school, 17% at or near pre-injury levels. Discharge
FIM score or duration of MCS, along with age, were best predictors of DRS in outcome models. DRS
scores continued to improve after 2 and 3 years post-injury.

Conclusions: Patients in VS whose transition to MCS occurred within 8 weeks of onset are likely to
continue recovering to higher levels of functioning, a substantial proportion to household independence,
and productive pursuits. Patients with TBI are more likely to progress than patients with nonTBI, though
significant improvement in the nonTBI group is still possible. Active, higher intensity, rehabilitation should
be strongly considered for patients with severely impaired consciousness after brain injury, especially for
patients with TBI who have signs of progression to the MCS.

Keywords: vegetative state; minimally conscious state; traumatic brain injury; brain injuries; disorder of
consciousness; posttraumatic amnesia; confusional state; outcome; rehabilitation; natural history; coma

Introduction

Patients with traumatic brain injury (TBI) typi-
cally progress in recovery from a period of
impaired consciousness to a posttraumatic confu-
sional state with amnesia, to a period of post-
confusional improvement of attention, memory,
and executive capacities (Povlishock and Katz,
2005). This pattern is observed across a broad
range of TBI severity. Patients with non-traumatic
brain injury (nonTBI) may have a similar pattern
of recovery, though prognosis is usually worse
within the same range of severity (Multi-Society
Task Force on PVS, 1994). The natural history of
recovery of TBI has been further characterized by
a series of clinically defined conditions or stages of
recovery that have been labeled according to
various schemas, including, the one most

Table 1. Rancho Los Amigos levels of cognitive functioning

. No response

. Generalized responses

. Localized responses

. Confused — agitated

. Confused — inappropriate
. Confused — appropriate

. Automatic — appropriate

. Purposeful and appropriate

OO AL

commonly used for TBI, the Rancho Los Amigos
(RLA) Scale of cognitive recovery (Table 1)
(Hagen et al., 1972). The first three levels on the
RLA Scale describe unconsciousness and emer-
ging consciousness. The terms coma, vegetative
state (VS), and minimally conscious state (MCS)
largely correspond to these first three levels on
the RLA Scale. The posttraumatic confusional
state and posttraumatic amnesia (CS/PTA) are
included in the next three levels, Rancho 4-6, and
the post-confusional period corresponds to levels
7 and 8. Another schema describes these stages
using some of the more familiar neurologic
nomenclature (Table 2) (Alexander, 1982; Katz,
1992; Povlishock and Katz, 2005). The transition
from coma to VS, which occurs within 2-3 weeks
in the vast majority of survivors, is marked by
spontaneous eye opening. The transition from VS
to MCS, is defined by the first signs of minimal,
inconsistent, but reproducible behavioral evi-
dence of self or environmental awareness, as
defined by the Aspen workgroup criteria (Giacino
et al., 2002). The transition from the MCS to the
next stage, labeled CS/PTA is marked by the
Aspen workgroup criteria of accurate yes/no
communication or object use. Sometimes object
use and functional communication return simulta-
neously, and sometimes one or the other criterion
returns first (Giacino and Kalmar, 2005; Taylor
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Table 2. Braintree Scale of neurologic stages of recovery from brain injury

1.
2.
3.

4.

Coma: No purposeful responses, eyes closed, no sign of wakefulness [Rancho 1]

Vegetative state (VS): {spontaneous eye opening} no cognitive awareness; gross wakefulness, sleep-wake cycles begin [Rancho 2]
Minimally conscious state (MCS): {CRS-R criteria for MCS (Kalmar and Giacino, 2005)} inconsistent, simple purposeful behavior,
inconsistent response to commands begin; often mute [Rancho 3]

Confusional state/post-traumatic amnesia (CS/PTA): {CRS-R criteria for emergence from MCS (Kalmar and Giacino, 2005)}
interactive communication and appropriate object use begin; amnesic, severe basic attentional deficits, hypokinetic or agitated,
labile behavior; later more appropriate goal-directed behavior with continuing anterograde amnesia [Rancho 4, 5, and partly 6]

. Post-confusional/emerging independence (PC/EI): {GOAT scores>75 (Levin, 1979)} marked by resolution of PTA; cognitive

impairments in higher level attention, memory retrieval, and executive functioning; deficits in self-awareness, social awareness,
behavioral and emotional regulation; achieving functional independence in daily self-care, improving social interaction; developing
independence at home [Rancho 6 and partly 7]

. Social competence/community reentry (SC/CR): {household independence >8h} developing independence in community,

household management skills, and later returning to academic or vocational pursuits; recovering higher level cognitive abilities
(divided attention, cognitive speed, executive functioning), self-awareness, social skills; developing effective adaptations and

compensations for residual problems [Rancho 7 and 8]

Notes: {criteria for transition to stage}; [corresponding Rancho Los Amigos Scale levels] are in brackets.

et al., 2007). Transition to the next stage, post-
confusional/emerging independence is marked by
clearing of PTA that can be designated using
standardized measures such as the Galveston
Orientation and Amnesia Test (GOAT) (Levin,
1979). The transition to the last stage, community
reentrylsocial competence is defined in this
schema by achievement of daytime independence
at home, the ability to be left alone for an 8-h
period.

Patients with TBI may progress through these
stages of recovery at different rates, largely
depending on injury severity; not all stages will
be clinically recognized in every patient. Patients
with more severe injuries may have more pro-
longed episodes of coma, VS, MCS or CS/PTA
and may not fully evolve through this continuum
of recovery. There is some information about the
probability of recovery beyond the VS if it lasts a
month or more; but there is more limited
information on the probability of recovery beyond
a MCS that extends a month or more.

For patients in a prolonged VS, the evolution
and probability of recovery for survivors has been
described in a meta-analysis of persistent vegeta-
tive state (defined by the Multi-Society Task Force
on PVS as those fully unconscious for a month or
more) (Multi-Society Task Force on PVS, 1994).
Prognosis for recovery was substantially better for
victims of TBI than those with nonTBI. The
report described functional outcome using the

Glasgow Outcome Scale (Jennett and Bond,
1975). Of adults with TBI who were unconscious
at least 1 month, 33% recovered consciousness by
3 months post-injury, 46% by 6 month, and 52%
by 1 year. If patients with TBI were still
unconsciousness at 3 months, 35% regained
consciousness by 1 year; if still unconscious for 6
months, 16% regained consciousness by 1 year.
Of those adults with nonTBI who were uncon-
scious for 1 month, only 11% recovered con-
sciousness by 3 months, and 15% by 6 months. No
person with nonTBI regained consciousness after
6 months post-injury. Functional outcomes at 12
months for patients with TBI who regained
consciousness were as follows: more than 1/2
were severely disabled, nearly 1/3 were moderately
disabled, and about 13% reached a good recovery
level. Functional outcome was worse after non-
TBI. Nearly 3/4 of those who regained conscious-
ness were severely disabled at 12 months, though
1/5 were moderately disabled, and 1/15 achieved
good recovery (Multi-Society Task Force on PVS,
1994).

There is less information available for patients
in a prolonged MCS. One study (Giacino and
Kalmar, 1997) compared outcomes of patients in
VS versus MCS admitted to a rehabilitation
facility. In this study 55 patients in a VS were
compared to 49 patients in a MCS when initially
evaluated a mean of 9.6 weeks post-injury. Causes
of injury were TBI (n =40) and nonTBI (n =34)
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(mostly anoxic brain injury and stroke). Using
the Disability Rating Scale (DRS) (Rappaport
et al., 1982) as the outcome measure at 1, 3, 6, and
12 months post-injury, they reported that the
probability for the most favorable outcomes
(moderate or no disability) by 1 year was much
greater for the MCS group (38%) than the VS
group (2%) and only occurred in those patients
with TBI. Of the MCS group, 43% remained
severely disabled or worse (1/10 of the nonTBI,
MCS group was vegetative and 2/10 died) at 12
months.

Another study of 18 patients with TBI admitted
to rehabilitation in a MCS of at least 27 days
duration (median 56 days), followed them for 2-5
years (Lammi et al., 2005). Two patients persisted
in a MCS at follow-up, 4 or more years after
injury. On the DRS, 1 was mildly disabled
(DRS =4, 2 partially disabled (DRS =2), 11
moderate to moderate/severe (DRS 4-11), and 4
extremely severe or vegetative (DRS 25-30).
There was no significant correlation between the
duration of MCS and outcome on the DRS or the
FIM but there was a correlation with level of
cognitive impairment on the Dementia Rating
Scale (Schmidt et al., 2005). Of 14 working full-
time prior to injury, four returned to part-time
work at latest follow-up. Overall, the authors
concluded that outcome after prolonged MCS
following TBI was heterogeneous and difficult to
predict.

Although the previous study fell short of
developing a prognostic model, a study of 124
patients admitted among several rehabilitation
facilities in either VS or MCS, at least 4 weeks
post-injury, did demonstrate significant outcome
prediction models for outcome over a shorter
interval (Whyte et al., 2005). Level of initial
disability (on the DRS), rate of early DRS change
and time from injury to initial assessment were the
best predictors of the level of disability at 4
months post-injury and time to begin following
commands, for those who were not following
commands at the initial assessment.

Most of these outcome studies were performed
with patients admitted to hospital-level rehabilita-
tion facilities with specialized programs for
patients with prolonged impairments of

consciousness. It remains unclear what proportion
of surviving patients with extended periods of
impaired consciousness are treated in such spe-
cialized facilities, as opposed to long-term care
nursing facilities, home care or rehabilitation
facilities without specific expertise in treating this
population. In the United States, public and
private payers for health services have tradition-
ally considered persons with prolonged impair-
ments of consciousness inappropriate candidates
for active rehabilitation assessment and treatment
and they are often denied admission to hospital-
level rehabilitation facilities. This is in part
because traditional admission criteria require
active engagement of the individual for a mini-
mum of 3h/day. Some consider it costly and
wasteful to admit patients, who cannot actively
interact with therapists, to hospital-level rehabili-
tation programs. Further, when considering
patients who are unconscious or minimally con-
scious for several weeks after injury, decisions for
care are often based on the conclusion that
prognosis is uncertain and that the prospect for
meaningful recovery is highly unlikely. As a
result, once medical problems are stabilized in
acute or chronic hospital-level treatment, many
patients in VS or MCS remain in long-term
nursing facilities, without specialized assessment
and rchabilitative care. More cost-effective, inter-
mediate levels of rehabilitative care facilities
(subacute rehabilitation, transitional medical reha-
bilitation) have been proposed (Walker et al.,
1996) but few such facilities exist for this popula-
tion. Once admitted to skilled nursing facilities,
patients are unlikely to be transferred to hospital-
level rehabilitation facilities. In a large sample of
patients with very severe TBI at a low level of
functioning, only 3% of those admitted to hospital-
level rehabilitation were in a long-term care facility
between the acute hospital and hospital-level
rehabilitation (Whitlock and Hamilton, 1995).
There is very little information on what proportion
of patients with severe disorders of consciousness
are admitted to hospital-level rehabilitation facility
versus a skilled nursing facility after discharge from
the acute hospital. There are a variety of clinical
and non-clinical factors that influence these admis-
sion decisions (Buntin, 2007; Ottenbacher and



Graham, 2007). Health insurance was a factor in
one study that found that patients with moderate-
to-severe TBI were more likely to be admitted to
skilled nursing facilities if they had Medicaid or an
HMO, as opposed to a fee-for-service plan (Chan
et al., 2001).

It remains uncertain what effect treatment at
different levels of care or in dedicated programs
for patient with impaired consciousness may have
on outcome in this population of patients.
Although they did not separately evaluate
patients with severe impairments of conscious-
ness, a survey of 1059 patients with TBI in
Colorado, tracked for their pathway of rehabili-
tative treatment (inpatient rehabilitation vs.
long-term care vs. community-based care) and
outcome, found that those who were treated in
long-term care facilities had worse outcome at 1
year post-injury at any severity of injury (Mellick
et al., 2003). Nevertheless, it is difficult to draw
conclusions from such studies with regard to
whether placement in a particular level of care is
the cause or effect of the level of disability. It is
still a realistic concern that a lack of rehabili-
tation services or inability of less experienced
clinicians to recognize subtle or inconsistent
manifestations of emerging consciousness may
significantly and permanently reduce the potential
for recovery of patients with severely impaired
consciousness. Indeed, the chance of misdiagnos-
ing patients who are in a MCS as being in a VS
is as high as 40% in non-specialized centers
(Andrews et al., 1996; Childs et al., 1993). If small
signs of emerging consciousness are missed,
patients are much less likely to receive active
rehabilitation services aimed at promoting
further recovery by engaging patients with limited
capacities. As more time passes, the chance that
payers would approve active rehabilitation ser-
vices in specialized programs becomes more
remote.

Included in this report is an observational study
of a cohort of patients who were evaluated in a
specialized, inpatient brain injury rehabilitation
program, for patients with prolonged disorders of
consciousness. Almost all continued to receive
some rehabilitation services in other institutions,
at home or in outpatient facilities after discharge
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from the program. The purpose of this study is to
better characterize the natural history of recovery
and outcome from prolonged disorders of con-
sciousness after brain injury by examining the
path of recovery through the stages described
above and assessing predictors of long-term
functional outcome. Patients with TBI or nonTBI
were either in a VS or MCS at the time of
admission to this inpatient rehabilitation program.
Although this study is not designed to assess the
individual contributions of such specialized reha-
bilitation programs to recovery, it aims to further
enlighten awareness of the range of possible
outcomes for patients with prolonged disorders
of consciousness who are provided active rehabi-
litation services.

Materials and methods
Participants

We retrospectively reviewed records and program
data of patients who were consecutively admitted
to an inpatient rehabilitation TBI unit and
enrolled in a program for patients with impaired
consciousness, fitting diagnostic criteria for VS or
MCS, over a 4 year period between September,
2003 and November, 2007. As an observational
investigation of deidentified, existing clinical data,
the study was exempt from institutional review
board monitoring but was approved by the
hospital ethics committee.

There were 36 patients included. Inclusion
criterion was admission to inpatient rehabilitation
ata VS or MCS level. All but one patient was in a
VS or MCS for at least 4 weeks. See Table 3 for
patient characteristics.

All patients received a program of physical,
occupational and speech therapies totaling at least
3 h/day. The treatment program included manage-
ment of tone problems, autonomic disturbances,
and other problems that are common in this
population. Additionally, a specialized protocol
assisted in the evaluation and treatment of those
with impairments of consciousness, utilizing
recognized tools such as the Coma Recovery
Scale-Revised (CRS-R) (Giacino et al., 2004;
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Table 3. Patient characteristics (n =36)

Characteristics All patients nonTBI TBI P-value
(nonTBI vs. TBI)

Total 36 14 22

Male 22 (61%) 6 16

Female 14 (39%) 8 6
Admitted in VS 11 (31%) 3 8
Admitted in MCS 25 (69%) 11 14
Mean age (£+SD) 38 (£21) 50 (+18) 29 (+£18) P =<602
Mean lag — days from onset to rehab. admission 35 (+25.9) 33 (+19.0) 37 (+£29.9) ns
Mean admission FIM score 18 (40) 18 (40) 18 (40) ns
Mean discharge FIM score 55 (+31) 43 (+£32) 63 (+28) P =<06
Mean inpatient rehab. length of stay (days) 162 (+165) 143 (£175) 173 (£157) ns
Discharge destination

Skilled nursing facility 17 (8 VS, 9 MCS) 10 7

Home 18 (2 VS, 16 MCS) 4 14 P =<03

Acute hospital 1 (1VS, 0MCS) 0 1

NonTBI diagnoses Anoxia 5

Vascular 6
Other 3

Kalmar and Giacino, 2005) and a quantitative Measures

assessment protocol, similar to that described by
Whyte et al. (1999) to identify and track visual
discrimination, command following or yes/no
communication in patients with infrequent and
ambiguous responsiveness. Once identified, the
rehabilitation team developed treatments aimed
at promoting more consistent purposeful interac-
tions and functional communication. All patients
were treated with dopamine agonist or stimulant
medications during some portion of their inpatient
admission. Almost all patients were treated with
amantadine for some part of their inpatient
admission and nine patients were enrolled in an
ongoing multicenter, randomized, placebo-con-
trolled, 6-week trial of amantadine during their
rehabilitation admission that will be reported
separately in the future. Most of those in the trial
received open label treatment with amantadine
after completing the 6 week placebo-controlled
trial. A few patients were also treated with
methylphenidate, bromocriptine, carbidopa/l-
dopa, modafanil, or other CNS active medications
aimed at improving alertness and responsiveness.
The specific types, dosages or durations of
treatment with these medications were not calcu-
lated for the purposes of this analysis.

Patients were divided into TBI (N =22) and
nonTBI (n =44) categories of injury. The non-
TBI group was significantly older than the TBI
group (means: nonTBI 50; TBI 29; P =<602).
NonTBI diagnoses included anoxic brain injury,
vascular diagnoses (ischemic and hemorrhagic
stroke, aneurysm rupture) and other category
(viral encephalitis and acute disseminated ence-
phalomyelitis). Admission level of consciousness
was either VS (N=4) or MCS (N =25).
Patients were tracked through their course of
recovery by time to transition through stages of
the Braintree Scale (Table 2), from VS to MCS to
CS/PTA, to the two higher, post-confusional,
stages. Patients in VS or MCS were followed with
the CRS-R, at least 1-2 times/week and patients
in CS/PTA were tracked with an attention and
memory screening battery that included the
GOAT (Levin, 1979). Emergence from VS was
marked by first clinical observations of cognitive
awareness according to Aspen Consensus criteria
and confirmed by achieving subscale scores on the
CRS-R that indicate behavioral responses consis-
tent with MCS. Emergence from MCS was
marked by functional communication or proper



object use on two separate occasions, as described
in the Aspen criteria (Giacino et al., 2002) and
based on CRS-R subscale scores confirming these
capacities. Duration of CS/PTA was marked by
first of consecutive GOAT scores >75.

Outcome measures included FIM score at
discharge from inpatient rehabilitation and yearly
DRS scores at 1 through 4 years post-injury, if
available. The FIM is an 18-item, 7 level ordinal
scale that is widely used to measure physical (13
items) and cognitive (5 items) functioning and
dependency (Keith et al., 1987). The DRS was
scored by 2 of 3 clinicians (neurologist, speech
therapist, physical therapist) based on structured
interviews during half-yearly follow-up examina-
tions; disagreements were resolved by consensus.
Other outcome measures included transition from
post-confusional/emerging independence to the
community reentry/social competence stage (inde-
pendence at home >8h), and return to work or
school at a full, partial, or supported level at latest
follow-up.

Data analysis

Descriptive statistics were used to characterize
proportions of patients who achieved various
milestones, transitioning to subsequent stages of
recovery and achieving particular outcomes of
interest (return to work or school; household
independence). Fisher’s Exact Test was used to
test differences in proportions achieving mile-
stones, between subgroups, such as patients with
TBI versus nonTBI, or patients who were in VS
versus MCS at admission. T-tests and analysis of
variance (ANOV A) were used to evaluate differ-
ences in means of durations to emerge from
different stages of recovery and to test for
differences in selected independent variables
among patients, such as age and discharge FIM
scores, between selected subgroups (brain injury
type, level of consciousness at admission, extent of
follow-up). Simple regression was used to test
predictive relationships in duration of recovery
stages, such as duration of MCS to predict
duration of CS/PTA after emergence from MCS.
Bivariate correlation was used to assess relation-
ships between variables, especially significant
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predictors of DRS outcome scores. Finally,
stepwise multiple regression analysis was used
to determine the best models to predict outcome
on the DRS for all patients and for patients
with TBI.

Results

Patients progressed through the stages of recovery
at varying rates, a minority stalling a one or
another stage. Figure 1 illustrates the proportion
of patients at each stage of recovery, at monthly
time intervals over the first year post-injury, and
at 2, 3, and 4 years post-injury, for those with
available follow-up information.

Emergence from VS to MCS

Of the 36 patients, 11 were admitted in VS and 8
of the 11 transitioned to MCS during rehabilita-
tion admission. Seven of eight with TBI emerged
from VS and one of three with nonTBI emerged
from VS. For those who emerged from VS, the
mean duration of VS was 8.07 weeks (SD 2.65),
8.41 weeks (SD 2.68) for patients with TBI, and
5.71 weeks for the patient with nonTBI. Late
emergence from VS could not be ruled out for the
three patients who did not emerge from VS by
rehabilitation discharge. However they were
followed for an extended period of time, beyond
the 3-month duration (20.9 and 22.4 weeks)
deemed “‘permanent” for patients with nonTBI
(Multi-Society Task Force on PVS, 1994). The
patient with TBI was followed 43.3 weeks, 2
months short of the 12-month period beyond
which recovery from VS is considered very
unlikely for TBI (Multi-Society Task Force on
PVS, 1994).

All patients admitted in MCS were observed to
transition from VS to MCS prior to rehabilitation
admission. Although estimates were available for
most of these patients based on family and
clinician observations, these estimates could not
be accurately confirmed and were not used for
any of these analyses.
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Fig. 1. Proportion of patients evolving to each of the Braintree Scale stages of recovery at various intervals post-injury. (Number of
patient observations at each time interval varies depending on availability of evaluation information.)

Emergence from MCS to CS/PTA

Of the 36 patients admitted at the VS or MCS
level of recovery, 25 patients (69 % ) emerged from
MCS to the CS/PTA level of recovery during
rehabilitation admission. One additional patient
(TBI, MCS at admission) emerged from MCS
after rehabilitation hospitalization, between 5%
and 10 months post-injury (72%) (see Table 4 and
Fig. 1). Of 23 patients with long-term follow-up, at
least 1 year, 5 failed to emerge from MCS. All
were patients with either nonTBI or TBI, with a
VS of over 8 weeks. All patients with TBI,
admitted in a MCS, or with a VS of less than 8
weeks, eventually emerged from MCS.

Although a greater percentage of those with
TBI (77%) than those with nonTBI (57%)
emerged from MCS, the difference was not
significant (Fisher’s Exact Test, P =<273), per-
haps due to small sample sizes. The mean time
from injury to emergence from MCS was 9.18
weeks (SD 5.47). There was no significant
difference in the time to emerge from MCS
between those with TBI (mean 9.62 weeks, SD
6.09) and those with nonTBI (mean 823 weeks,
SD 4.04) (Table 4).

Patients admitted in VS were less likely to
emerge from MCS than patients admitted in MCS
(45% admitted in VS and 80% admitted in MCS
emerged from MCS). The difference was nearly
significant (Fisher’s Exact Test, P =<856). Of the
patients admitted in a VS, the ones who emerged
from MCS all had emerged from VS in less than 8
weeks. The time to emerge from MCS was
significantly longer for those admitted in VS
(16.43 weeks, SD 5.39) that those admitted in
MCS (7.36 weeks, SD 3.79) (P<.05).

Emergence from CS/PTA to post-confusional
levels

Of all patients admitted, 58% emerged from CS/
PTA by latest follow-up; of those followed up at
least 1 year, 65% emerged from CS/PTA (see
Table 4).

Confining the analysis to the 25 patients who
emerged from MCS, at least, 84% cleared CS/
PTA by 1-year follow-up. Of those who emerged
from MCS after 2 months post-injury (n =49),
70% cleared CS/PTA by 1-year post-injury and of
those who took longer than 3 months to emerge



Table 4. Emergence from minimally conscious state (MCS), confusional state/PTA (CS/PTA), and post-confusional/emerging independence (PC/EI) stages of recovery

All patients nonTBI TBI VS on admission MCS on adm.

(n=36) (n=44) (n=22) (n=41) (n=25)

% Time to  SD % Time to  SD % Time to  SD P* % Time to  SD % Time to  SD p**

emerged emerge emerged emerge emerged emerge emerged emerge emerged emerge

(wks) (wks) (wks) (wks) (wks)

MCS 72 9.18 5.47 57 8.23 4.04 77 9.62 6.09 ns 45 16.43 5.39 80 7.36 3.79 <.05
CS/PTA 58 15.80 9.28 29 11.50 7.69 77 17.71 9.68 ns 36 30.1 3.83 68 11.5 4.80 <.0001
PC/EI 28 32-88 NA 7 32 NA 41 36-88 NA NA 9 88 NA 36 32-88 NA NA

*Significance between nonTBI and TBI groups — time to emerge.
**Significance between VS and MCS on admission groups — time to emerge.

18
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from MCS (n =48), 62.5% cleared CS/PTA by
1-year post-injury.

Of 23 patients followed between 1 and 4 years
post-injury, 8 (34.8%) failed to clear CS/PTA by
GOAT criteria; 7 of 8 patients who failed to clear
CS/PTA were patients with nonTBI or patients
admitted in a VS that lasted more than 8 weeks.

Mean time from injury to emergence from CS/
PTA was 15.8 weeks (SD 9.3). The duration of
CS/PTA was significantly longer for those
admitted in VS (30.1 weeks; SD 3.83) than those
admitted in MCS (11.5 weeks; SD 4.80), even
when patients with TBI were considered sepa-
rately (P<.0001) (Table 4).

Relationship of duration VS, duration MCS,
and duration CS/PTA

The duration of VS did not predict the duration of
MCS in the small number of patients for whom
the relationship could be tested (n =8). However,
the duration of MCS did have a significant
relationship with the duration of CS/PTA after
emergence from MCS (r =<754; P<.005, n =43)
as represented by the following linear regression
model: duration of CS/PTA following resolution
MCS (weeks) =<44 (duration MCS [weeks])+
1.74.

Discharge setting

Half of the 36 patients were discharged directly to
home and 47% were discharged to a skilled
nursing facility after inpatient rehabilitation hos-
pital admission (see Table 3). One patient was
discharged to an acute hospital. There was a
significant difference in discharge destination
depending on injury type (P =<083). The majority
of those with TBI (64%) were discharged home
and most of those with nonTBI (71%) were
discharged to a skilled nursing facility.

Outcome 1-4 years post-injury (DRS scores)

DRS scores were available for 61% of patients
overall and 77% of patients with TBI at 1 year
post-injury. Comparing the groups with and with-
out long-term follow-up data, there was no

significant difference in discharge FIM scores
between the group that had long-term follow-up
(mean discharge FIM: 58/126) and those that did
not have long-term follow-up (mean discharge
FIM: 51/126), suggesting that they were compar-
able in severity and level of functioning at
inpatient rehabilitation discharge.

Mean DRS score was 9.8 (SD 6.79) for the 22
patients with 1 year DRS scores (see Fig. 2). Mean
DRS score was greater (12.0, SD 6.41, n =4) for
those with nonTBI (severe level of disability),
compared to those with TBI (7.9, SD 6.30, n =47)
(moderately severe level of disability) but the
difference was not significant (P =<3). Although
the level of disability on the DRS at 1 year was
greater for patients admitted in VS (mean 12.1,
SD 6.6, n =4 than those admitted in MCS (mean
7.3, SD 6.4, n =45), the difference was also not
significant (P =<15). The sample sizes of some of
the groups were small which may account for the
lack of statistical significance.

Of 22 patients with follow-up between 1 and 4
years post-injury, 6 patients (27%) improved to a
DRS score of 3 or less (partial, mild, or no
disability) by latest follow-up and 7 patients
(32%) had a score between 12 and 21 (severe or
extremely severe disability) at latest follow-up. The
rest (41%) were at a moderate to moderately
severe level of disability at latest follow-up
(Table 5).

Of 16 patients who had 2 or more years follow-
up, DRS scores continued to improve between
year 1 and 2 in 56% (9/16) of the patients, and in
38% (3/8) between years 2 and 4.

Return to household independence

Of 23 patients followed 1-4 years, 10 (43%)
patients achieved household independence (abil-
ity to be left alone for 8h — consistent with
transition from post-confusional/emerging inde-
pendence to a community reentry/social compe-
tence level of recovery) (see Fig. 1). Return to
independence at home was more likely for
patients with TBI (53%, n =<49) than patients
with nonTBI (16.7%, n =), although the differ-
ence did not reach significance, likely because of
small sample size (P =<13).
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Fig. 2. Mean DRS scores at 1 year post-injury for all patients with DRS at follow-up (n =22) with comparisons of patients
subgroups: nonTBI (n =4) versus TBI (n =47); VS level at admission (n =4 versus MCS level at admission (n =<45) (Error

bars =8D).

Table 5. DRS scores 1-4 years post onset

1 year (n =22) (%) 2 years 34 years Latest follow-up
(n=46) (%) (n=8) (%) (n=22) (%)
DRS score range
12-21 (severe to extremely 32 25 12 27
severe disability)
4-11 (moderate to 41 44 38 41
moderately severe
disability)
0-3 (partial to no disability) 27 31 38 32

Return to work and school

Of 23 patients followed at least 1 year, 5 (22%)
were able to return to work or school, 4 (17%) at
a full level, or close to their premorbid level of
functioning (DRS score 0 or 1). Three of the four
were students who successfully returned to full-
time college matriculation, between 1 and 2 years
post-TBI. None of them required major program
modification, although they all reported that they
used some personal compensatory strategies,

including taking greater time and -effort to
maintain successful academic achievement. All
were able to maintain grades above a B average.
The fourth patient, age 57, had a nonTBI
(complications of aneurysm rupture), and
returned to full-time employment at a previous
level of responsibility in a middle level managerial
position, within 1-2 years post-onset; although she
also noted greater effort and the need to use
personal compensatory strategies to maintain
expected level of performance, she has
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maintained employment at the same job for over 3
years since returning.

Best outcome prediction variables and models

According to the bivariate correlation analysis,
the predictor variables with the strongest bivariate
correlation with DRS scores at 1 year were: lag
time from brain injury onset to rehabilitation
admission (r =.630, n =22, P =.002); FIM at
discharge from inpatient rehabilitation
(r=-.895, n =22, P<.0001); time from onset to
clear CS/IPTA (r = .785,n =17, P<.05). Age, type
of brain injury, admission level of consciousness,
duration of VS, duration of MCS were not
significantly correlated with 1 year outcome on
the bivariate correlation analysis.

When the outcome variable was DRS score 3 or
less versus over 3, to distinguish patients with
partial to no disability from those with greater
disability, the significant predictor variables were
FIM at discharge (r = .596, n = 22, P = .003) and
lag from onset to rehabilitation admission
(r=—.467, n=21, P=.029). There were vari-
ables at a nearly significant level: duration of CS/
PTA (r=.681, n="7, P=.092) and admission
level of consciousness (r = .455,n = 16, P = .077).

When the outcome was DRS score of 12 or
more versus less than 12, to distinguish those with
severe and extremely severe disability from those
with less disability, the significant predictor vari-
ables were also FIM at discharge (r= —.730,
n =22, P=.000), and lag from onset to rehabili-
tation admission (r = 464, n =22, P = .030).

The stepwise regression model predicting DRS
outcome at 1 year and the model to predict DRS
at latest follow-up between 1 and 4 years both
included 2 predictor variables: FIM at discharge
from inpatient rehabilitation and age. Better FIM
discharge score and younger age predicted lower
disability on the DRS in long-term follow-up
(DRS 1lyear: R*=.742, F(2,13)=18.667,
P=.000; DRS latest score: R?>=.707,
F(2,13) =19.125, P =.000). When just the
patients with TBI were included in a stepwise
analysis, the model included the predictor vari-
ables time to emerge from MCS and age (DRS 1
year: R* = .720, F(2,10) = 12.875, P = .002).

Discussion

The majority in this consecutive series of patients
with prolonged disorders of consciousness,
admitted to inpatient rehabilitation at a VS or
MCS level of recovery, emerged from MCS,
cleared the post-injury confusional state and PTA,
and progressed to post-confusional levels of
recovery. Even the majority of those patients
with MCS of 3 months or longer recovered
beyond the CS/PTA stage of recovery. In fact, if
patients emerged from MCS, it was highly
probable (84%) they would eventually recover
to post-confusional levels of recovery. The few
who remained in MCS were patients with nonTBI
or those remaining in a VS over 8 weeks.
Likewise, 7 out of 8 of those who did not clear
CS/PTA by latest follow-up were either patients
with nonTBI or admitted in a VS that lasted over
8 weeks. Nearly half of the patients with long-
term follow-up achieved recovery to safe, daytime
independence at home and 22% returned to work
or school within 2 years after injury. A note-
worthy proportion (17%) returned to productive
pursuits at or near their previous level of
functioning. Overall, there was a favorable prog-
nosis for continued evolution of recovery to post-
confusional levels for patients with prolonged,
severe disorders of consciousness. The data in this
series support that once patients recover to the
MCS level of recovery, especially if they make the
transition within 8 weeks of onset, they have good
prospects to continue recovering to a level of, at
least, partially independent functioning.

Other studies have reported significant improve-
ment in patients with extended periods of impaired
consciousness, especially for those with TBI who
make it to the MCS level of recovery. A study of
104 patients admitted to rehabilitation in a VS or
MCS similarly reported that 50% of patient with
TBI, who were admitted in MCS, recovered to an
independent range of functioning (moderate level
of disability or better on the DRS) (Giacino and
Kalmar, 1997). As in the present study, they found
that outcome was better for those with TBI than
nonTBI and for those admitted in a MCS than
those admitted in a VS (Giacino and Kalmar,
1997). The level of disability on the DRS at 1 year



in that study was similar, though slightly worse,
than outcomes in this report. The average outcome
at 1 year for those with TBI admitted in a MCS was
a moderate level of disability in the series reported
here, compared to a moderately severe level in the
Giacino and Kalmar report. Average 1-year out-
come for those with TBI admitted in a VS was at a
severe level in this report, compared to an
extremely severe level in the Giacino and Kalmar
series. Both studies found that patients with
nonTBI, admitted in a MCS averaged a severe
level of disability at 1 year. Those with nonTBI
admitted in a VS averaged an extremely severe to
VS range of outcome in the Giacino and Kalmar
study; the only patient in the present study in this
category with long-term follow-up was also at the
extremely severe disability level at 1 year and was
deceased by year 2 post-injury.

Another small series of 23 patients with TBI,
admitted to rehabilitation at a “low level” with an
average Glasgow Coma Score of 8.7, demon-
strated substantial functional improvement in all
but 3 patients and improvement in 35% to a
moderate disability or good recovery level on the
Glasgow Outcome Scale by 6 months post-injury
(Whitlock, 1992). A larger series of 328 patients
admitted to rehabilitation with very severe TBI,
reported by the same investigator, also demon-
strated substantial functional recovery in a major-
ity of patients (Whitlock and Hamilton, 1995).
Although the study did not specify admission level
of consciousness, the inclusion criteria included
those with the lowest FIM score of 18/126,
suggesting that the vast majority had a disorder
of consciousness, since they had no functional
communicative or physical capacity. Seventy-five
percent improved functional status to an average
FIM score of 53 at discharge and 79 at follow-up
(mean of 99 days post discharge). The discharge
FIM in the series in this report was in a
comparable range at 55 for all patients and 63
for patients with TBI, though average length of
rehabilitation admission was 49 days longer (173
days). The evidence from all of these studies
support prospects for substantial functional recov-
ery for the larger proportion of patients who
present to rehabilitation with severe disorders of
consciousness, especially those in a MCS.
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Although this study reports a relatively small
sample of patients, the data provided some other
prognostic information. The duration of time to
emerge from MCS was a strong predictor of the
duration of the CS/PTA stage of recovery,
accounting for nearly 60% of the variance. A
relationship was similarly reported for predicting
PTA using the duration of unconsciousness (time
to follow commands) in a larger series of 243
patients across a broad range of severity after TBI
(Katz and Alexander, 1994). The ability to
prognosticate clearing of confusion and PTA can
be useful for rehabilitation and other treatment
planning in patients with severe brain injury, such
as managing agitation, setting goals, and planning
discharge.

Important correlates for long-term outcome
according to the DRS at 1 year or at latest
follow-up included the lag time from brain injury
onset to rehabilitation admission, FIM at dis-
charge and duration of CS/PTA. Lag time to
admission was a key variable in predicting out-
come in prolonged posttraumatic disorders of
consciousness in other studies (Pape et al., 2006;
Whyte et al., 2005). FIM scores and PTA duration
are well known as predictors of outcome after TBI
over a wider range of severity (Asikainen et al.,
1999; Cifu et al., 1997; Haslam et al., 1994; Katz
and Alexander, 1994; Keyser-Marcus et al., 2002;
Sherer et al., 2002). The best predictors of
disability level on the DRS in the regression
models were the FIM at inpatient rehabilitation
hospital discharge, with a significant influence of
age on this relationship. These predictors
accounted for over 70% of the variance in these
models. If only patients with TBI were consid-
ered, the duration of time to emerge from MCS,
along with age, were the predictor variables
in the model, accounting for 72% of the variance.
Although another study of patients with pro-
longed disorders of consciousness after TBI
had a similar range of outcomes on the DRS,; it
did not show a relationship between MCS
duration or FIM and outcome on the DRS
(Lammi et al., 2005). This study included an even
smaller sample of patients (n =<48) and statistical
relationships may have been lost because of small
sample size.
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Neither this study nor the other studies that
demonstrate substantial recovery of patients with
prolonged disorders of consciousness can make
any definitive claims regarding the effects of
rehabilitation or specialized programming on
recovery. Nevertheless, the implication is that
rehabilitation played some role in recovery and
that the same level of improvement would not
have occurred entirely passively and sponta-
neously. Some qualities, particular to this popula-
tion, suggest that the role of proper, expert
assessment and effective rehabilitation is even
more critical than in less severe injuries. The
difficulties recognizing emerging consciousness
that may be exploited to develop early rehabili-
tative interactions and the vulnerability of this
population to secondary neurologic, medical, and
chronic maladaptive complications are just some
of these critical issues.

There is some evidence to support the role of
more intensive, early rehabilitation in this popula-
tion. A number of reports have supported the
benefit of rehabilitation, even later interventions, in
promoting functional improvement in slow-to-
recover patients with brain injury (Gray, 2000).
Several studies with comparison groups have
demonstrated beneficial effects of specialized,
coordinated, multidisciplinary rehabilitation pro-
grams, and programs of greater intensity in
comparison to less specialized and less intense
programs for patients with moderate-to-severe TBI
(Semlyen et al., 1998; Shiel et al., 2001; Turner-
Stokes et al., 2005; Zhu et al., 2001, 2007). There is
less information on rehabilitative treatment for
nonTBI populations but one study comparing
patients with TBI and nonTBI admitted to a
hospital-level brain injury rehabilitation program
claimed equivalent functional gains for both
populations (Shah et al., 2004). Data on low level
patients treated in less intense rehabilitation facil-
ities are lacking. One study described benefits of a
long-term rehabilitation program in Canada for
patients with TBI and nonTBI who were low
functioning and not considered candidates for a
short-term, comprehensive rehabilitation program
(Gray and Burnham, 2000). However, services and
medical treatment intensity were more consistent
with chronic hospital-level care than skilled nursing

facility care in the United States. More research is
needed on several important treatment questions
including: the relative benefits of different levels of
care and varying expertise of rehabilitative care for
this population; how benefits of more intensive
rehabilitation vary at different stages in the natural
history of recovery; the injury and non-injury
predictors that will suggest the best candidates for
active rehabilitation; and specific intervention
techniques that are effective for particular sub-
populations.

This study has several limitations including a
small sample size and incomplete long-term
follow-up. Nevertheless, there were some clear
patterns of recovery and prognostic trends that
should be confirmed with larger cohorts of
patients studied longitudinally, over several years
time. One important, unanswered question is
what the prognosis for recovery is after even
longer durations of MCS than are reported here.
The role of type of rehabilitation facility, treat-
ment intensity, program specialization, and exper-
tise in promoting recovery will require larger
observational studies or experimental studies of
specific treatments in defined populations, aimed
at determining who will best benefit from more
intensive treatment and what are the beneficial
elements of rehabilitation for this population.
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CHAPTER 8
Cognitive deficits after traumatic coma
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Abstract: Survivors from a coma due to severe traumatic brain injury (TBI) frequently suffer from long-
lasting disability, which is mainly related to cognitive deficits. Such deficits include slowed information
processing, deficits of learning and memory, of attention, of working memory, and of executive functions,
associated with behavioral and personality modifications.

This review presents a survey of the main neuropsychological studies of patients with remote severe TBI,
with special emphasis on recent studies on working memory, divided attention (dual-task processing), and
mental fatigue. These studies found that patients have difficulties in dealing with two simultaneous tasks, or
with tasks requiring both storage and processing of information, at least if these tasks require some degree
of controlled processing (i.e., if they cannot be carried out automatically). However, strategic aspects of
attention (such as allocation of attentional resources, task switching) seem to be relatively well preserved.
These data suggest that severe TBI is associated with a reduction of resources within the central executive
of working memory. Working memory limitations are probably related to impaired (i.e., disorganized and
augmented) activation of brain executive networks, due to diffuse axonal injury. These deficits have
disabling consequences in everyday life.
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Introduction disability in survivors from a severe traumatic brain

injury (TBI). These deficits are a complex combi-
Survivors from a traumatic coma frequently suffer nation of slowed information processing, of deficits
from lifelong disability. For example, in a popula- of long-term memory, of working memory and
tion-based study, Masson et al. (1996) found that, attention, of executive functions, and of personality
five years post-injury, 44.4% of survivors had a and behavioral changes. They are mainly the
moderate disability, and 14.4% a severe disability, consequences of diffuse axonal injury. They have
according to the Glasgow Outcome Scale (GCS). a profound impact on family interactions (Brooks,
Cognitive deficits are the main cause of long-lasting 1984), social and recreational life (Oddy et al,

1985; Tate et al., 1989), vocational reintegration
(Dikmen et al., 1994; Ponsford et al., 1995b), and
*Corresponding author. quality of life (Mailhan et al., 2005; Webb et al.,
Tel.: +33 1 47 10 70 74; Fax: +33 1 47 10 70 73; 1995). This review addresses the main cognitive
E-mail: philippe.azouvi@rpc.aphp.fr deficits experienced by patients who survive from a
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coma due to a severe TBI, with special emphasis
on recent findings of limitations of central execu-
tive functions after TBI. Severe TBI is usually
defined by a score of 8 or less on the GCS, and/or
by a post-traumatic amnesia (PTA) duration of
seven days or more. However, a few studies
covered in the present review also included
patients with moderate TBI, as defined by a GCS
score 9-12, and a PTA of 1-7 days. Mild TBI (GCS
13-15, PTA <24h) will not be addressed in this
review, as it is usually associated with a very brief
loss of consciousness and raises quite different
methodological and scientific issues. An Appendix
Table Al at the end of the paper summarizes the
main results of cognitive testing after TBI that are
presented in this review

Long-term memory

After emerging from coma and vegetative state,
TBI patients usually pass through a phase of
global cognitive disturbance, generally termed
post-traumatic amnesia (Russel and Smith,
1961). Patients with PTA have regained con-
sciousness, but remain confused, disoriented for
time and place, unable to store and retrieve new
information; some degree of retrograde amnesia
is usually present as well. Recovery is usually
gradual, beginning with orientation for the person
(name, age), followed in 70% of cases by
orientation for place, then ultimately for time
(High et al., 1990). The consistent return to
continuous memory indicates clearing of PTA.
However, memory problems frequently persist
after the period of PTA. Memory impairment is
one of the most frequent complaints from patients
and their relatives after a severe TBI (Brooks et al.,
1986; Oddy et al., 1985; Van Zomeren and Van den
Burg, 1985). Brooks et al. (1987) reported that
memory deficit was significantly correlated with the
inability to return to work seven years post-injury.
However, memory is not a unitary system. Long-
term memory is usually considered as composed of
different cognitive subsystems, which will be
addressed in the following sections. Short-term
memory will be considered separately, as it is
closely related to executive and attention functions.

Anterograde episodic memory

Anterograde long-term episodic memory has
been one of the most extensively studied domain
(for a recent review see Vakil, 2005). This term
refers to the ability to acquire new information.
Patients with severe TBI perform poorer than
controls on all types of memory tasks, such as
paired-associates (learning of pairs of words), free
recall (either immediate or delayed), cued recall
(recall after providing a cue, such as the semantic
category), and recognition (Baddeley et al., 1987;
Bennett-Levy, 1984; Brooks, 1975, 1976).
Although visual memory has been less investi-
gated, it seems to be impaired to a comparable
extent with verbal memory (Brooks, 1974, 1976;
Hannay et al., 1979). Zec et al. (2001) investigated
the very long term effect of severe TBI (at an
average of 10 years post-injury) with standardized
index scores from the Wechsler memory scale-
revised (WMS-R) that allows a comparison with
well-established norms. The mean scores after
very severe TBI were below 1 SD of the norms for
all long-term memory indexes (verbal memory,
visual memory, general memory, and delayed
recall). Patients also tend to produce more
intrusions (words not belonging to the list they
had learned) than controls (Crosson et al., 1993).

There are at least three stages of information
processing in episodic memory: encoding (acquisi-
tion of new information), consolidation (main-
taining a memory trace), and retrieval (recovery
of stored information either through recall or
recognition processes). Whether these different
processes could be selectively impaired after TBI
is a matter of debate (Vakil, 2005).

Learning rate can be assessed with multiple
repeated trials of information presentation. Most
studies found that the learning rate (i.e., increase
in the number of items correctly recalled across
successive trials) of patients with severe TBI was
slower compared to that of controls (Crosson
et al., 1988; DeLuca et al., 2000; Haut and Shutty,
1992; Levin et al., 1979; Novack et al., 1995; Shum
et al., 2000; Zec et al., 2001), although a few
studies reported opposite results (Shum et al.,
2000; Vanderploeg et al., 2001). Patients with
severe TBI required more learning trials than



controls in order to reach the same level of
performance (Deluca et al., 2000). TBI patients
also showed inconsistent and disorganized learn-
ing with a greater turnover of words from one trial
to the other, as compared to controls (Levin et al.,
1979; Paniak et al., 1989).

Semantic encoding can be assessed by different
methods. Vakil et al. (1992) found that the recall
of a short story after a long delay (until one day)
was not significantly influenced in patients with
TBI, by the relative importance of the information
in the story: contrary to controls, patients did not
show a better retention of the most important
items. When lists of words belonging to different
semantic categories were presented in a random,
nonclustered order, patients exhibited less seman-
tic clustering than controls (Crosson et al., 1988;
Levin and Goldstein, 1986). In contrast, if the
words were presented in a clustered order (i.e.,
grouped according to their semantic category),
their performance improved like that of controls.
Patients were able to benefit from semantic
encoding, but to a lesser extent than controls
(Goldstein et al., 1990). These results suggest that
patients with TBI have a reduced ability to
spontaneously use active or effortful semantic
encoding to improve learning efficiency, but that
they are able to benefit from externally provided
semantic organization (Levin, 1989; Perri et al.,
2000; Vakil, 2005).

Patients with TBI are able to benefit from
memory aids such as cued recall or recognition.
Under the cued recall condition, patients are
given a cue (usually the semantic category) that is
assumed to facilitate memory retrieval. Recall of
patients with severe TBI has been found to be
significantly improved by semantic cues (Crosson
et al., 1988; Vakil and Oded, 2003). Vanderploeg
et al. (2001) found that TBI patients demon-
strated comparable benefit from semantic and
recognition retrieval cues as compared to controls
(Vanderploeg et al., 2001).

The generation of mental images is an efficient
method to improve learning. Richardson and collea-
gues (Richardson and Barry, 1985; Richardson,
1979) found that patients with minor head
injury were impaired as compared to controls
in the recall of concrete but not abstract words.
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This difference disappeared when subjects were
instructed to use mental imagery for improving
encoding efficiency, a finding also reported by
others (Twum and Parente, 1994). This finding
was interpreted as a failure to construct sponta-
neously interactive images for improving encod-
ing efficiency.

TBI has been found associated with an accel-
erated forgetting rate, and with a most profound
deficit for delayed as compared to early memory
indexes, suggesting a consolidation deficit
(Carlesimo et al., 1997; Crosson et al., 1988; Hart,
1994; Haut and Shutty, 1992; Haut et al., 1990;
Vanderploeg et al., 2001; Zec et al., 2001). This
seems to be true even after equating baseline
initial acquisition of information (Hart, 1994;
Vanderploeg et al., 2001).

A few studies assessed sensitivity to interfer-
ence after TBI. The basic principle is to present
successively two lists of words (A and B), and to
assess whether the first list interferes with learning
of the second (proactive interference) or whether
the second list interferes with later recall of the
first list (retroactive interference). Patients with
TBI were found to be more vulnerable than
controls to retroactive interference but not to
proactive interference (Crosson et al., 1988;
Goldstein et al., 1989; Shum et al., 2000).

The degree of impairment may vary quantita-
tively from one patient to the other (Haut and
Shutty, 1992). A minority of patients suffer from a
dense amnesic syndrome, comparable to that
observed after diencephalic amnesia (Levin,
1989; Levin et al., 1988a). The majority of patients
present less severe impairments. But qualitative
differences may also exist. Subgroups of patients
characterized by different learning strategies have
been identified by means of cluster analysis with
subscores from the California Verbal Learning
Test (CVLT) (Deshpande et al., 1996; Millis and
Ricker, 1994): active (impaired unassisted retrie-
val but with active encoding strategies and
preserved ability to store novel information),
passive (over-reliance on serial position of words
in the list), disorganized (inconsistent, haphazard
learning style), and deficient (the most impaired,
with a slow acquisition rate, passive learning style,
and rapid forgetting). Cluster analysis with CVLT
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has also been used to determine whether memory
disorder subtypes within TBI correspond to
deficits in underlying conceptualizations of mem-
ory constructs (Curtiss et al, 2001). Three
subgroups were identified, corresponding to spe-
cific disorders in consolidation, retention, and
retrieval processes. No cluster was identified
corresponding to encoding problems (Curtiss
et al., 2001).

Retrograde memory

Retrograde amnesia is the loss of memory of
events experienced prior to injury, involving the
individual’s experiences (autobiographical mem-
ory), memory for public events, and semantic
knowledge. Although such disorders may affect
social adjustment and the resumption to normal
life, they have received little attention. Individual
case reports of disproportionate impairment
of retrograde memory has been reported
(Markowitsch et al., 1993; Mattioli et al., 1996).
A high prevalence of retrograde memory deficits
has been reported after TBI, encompassing both
the domains of autobiographical and public events
memories, and also early acquired basic and
cultural knowledge (Carlesimo et al., 1998). Levin
et al. (1985) found evidence of partial retrograde
amnesia for episodic memories of no personal
salience (titles of television programmes) during
and shortly after the resolution of PTA, without
any temporal gradient (i.e., earliest memories
were not selectively preserved). In a recent study,
chronic (>1 year) TBI patients were found
significantly impaired in recalling autobiographi-
cal episodes and spatio-temporal details, without
any temporal gradient (Piolino et al., 2007).
Interestingly, deficits involved not only the
ability to recall memories, but also the ability to
mentally travel back through subjective time and
to re-experience or relive the past (autonoetic
consciousness). In addition, patients also had
impaired ability to use a mentally generated
image with a subjective point of view similar to
that of the original episode (self-perspective).
These disorders were significantly correlated with
tests of executive functions, suggesting that they

might be related to frontal dysfunction (Piolino
et al., 2007).

Prospective memory

Prospective memory involves remembering to
perform a previously planned action at a given
time (time-based), or after a predetermined event
has occurred (event-based prospective memory).
Although little research has been carried out in
this field, all studies found evidence of deficits of
both time-based and event-based prospective
memory after TBI (Groot et al., 2002; Kinsella
et al., 1996; Shum et al., 1999). The mechanisms of
prospective memory deficits after TBI remain to
be elucidated. A relationship with episodic
memory has been reported (Kinsella et al.,
1996), while another study found that poor
performance was related to impaired executive
functions (Kliegel et al., 2004).

Other aspects of memory

Implicit memory refers to the unconscious expres-
sion of memories. Implicit memory is inferred
from changes in the efficiency or the accuracy with
which an item is processed when it is repeated,
independently of conscious (explicit) memory of
this item (Moscovitch et al., 1994). It is oper-
ationally assessed by priming effects. Procedural
memory refers to acquisition of a general cogni-
tive or sensorimotor skill. Data on implicit
memory and procedural learning after TBI are
contradictory (for a review, see Vakil, 2005).
Implicit memory could be relatively preserved
after TBI, but only for tasks that can be processed
relatively automatically.

Additional difficulties have been reported after
TBI in recalling the temporal sequence of the
information (Vakil et al., 1994) and the frequency
of occurrence of items in a series (Levin et al.,
1988b) and in attributing proper source to a
familiar event (source memory) (Dywan et al.,
1993).

In summary, although it is clear that survivors
from a traumatic coma suffer from long-lasting
deficits of long-term episodic memory, the
mechanisms underlying such deficit remain



debated. Also, it is not clear whether other aspects
of memory (implicit memory, procedural learn-
ing) are impaired. In many aspects, memory
impairments after TBI seem closely related to
attentional and executive impairments, and
resemble the kind of memory disorders found
after frontal lobe lesion. For example, difficulty in
applying active or effortful strategy in learning,
the deficient use of semantic encoding, suscept-
ibility to interference, and poor temporal and
contextual memory have been reported both after
TBI and with other focal prefrontal lesions
(Shimamura et al., 1991).

Working memory
Theoretical aspects

The concept of working memory has replaced
the older concept of “short-term memory”
(Baddeley, 1986). Working memory is as a system
used for both storage and manipulation of
information, hence playing a central role in
complex cognitive abilities such as problem
solving, planning, language, and more globally in
nonroutine tasks (Baddeley, 1986). According to
the Baddeley and Hitch model, working memory
is assumed to be divided into three subsystems
(Baddeley and Hitch, 1974; Baddeley, 1986). The
central executive is an attentional control system,
while the phonological loop and the visuo-spatial
sketchpad are two modality-specific slave systems
responsible for storage and rehearsal of verbal
and visuo-spatial information, respectively. The
central executive functions to coordinate and
schedule mental operations. It has a limited
capacity and also serves as an interface between
the two slave systems. The central executive is
assumed to be a control system, very close
conceptually from executive functions.

Case studies

A few individual case reports of TBI patients
suffering from a selective impairment of the
central executive have been reported. Van der
Linden et al. (1992) reported the case of a 29-year
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old man examined one year after a severe TBI
with left prefrontal contusion. This patient com-
plained of difficulties in his work, particularly for
reading and understanding complex technical
texts. Neuropsychological assessment showed
preserved long-term memory and executive func-
tions. He was found however to suffer from a
selective deficit of the central executive of work-
ing memory, as indicated by low verbal and
nonverbal spans, and an impairment of short-
term memory tasks with interference. In these
latter tasks, known as the Brown—Peterson para-
digm (Brown, 1958; Peterson and Peterson, 1959),
patients are required to recall trigrams of items
(usually consonants, but visual stimuli can also be
used) after short delays (ranging from 3 to 20s).
During the delay, different interfering tasks can
be used to prevent subvocal rehearsal of informa-
tion (either simple articulatory suppression by
repeating aloud phonemes such as “ba-ba,” or
more complex tasks such as backward counting
and mental calculation). This patient was pro-
foundly impaired in Brown—Peterson tasks, parti-
cularly when complex interfering tasks were used.
Two case studies of patients with remote (more
than 30 months post-injury) severe TBI and
relatively isolated deficit of the central executive
of working memory have also been reported
recently (Vallat-Azouvi et al., 2009).

Experimental studies

There have been only few studies that system-
atically addressed the different subcomponents of
working memory in survivors of a severe TBIL
Brooks (1975) used the digit span task. Subjects
were required to recall a series of digits, either
forwards or backwards. He found that severe TBI
patients did not differ from controls on forward
digit span, but performed significantly poorer on
backward digit span. Stuss et al. (1985) assessed a
group of 20 patients with various degrees of injury
severity, which had an apparent good recovery
but yet continued to have persistent complaints
more than two years after the injury. Patients
received a comprehensive battery of neuropsy-
chological tests. On multivariate analysis, the test
that best discriminated patients from controls was



94

the Brown-Peterson paradigm of short-term
memory with interference, described earlier
(Stuss et al., 1985).

The Paced Auditory Serial Addition Test
(PASAT) has been widely used to assess speed
of information processing and working memory
after TBI (Gronwall and Wrightson, 1981;
Gronwall, 1977). This task requires the subject
to add pairs of digits presented at a predetermined
rate. After each digit, the subject has to give the
sum of that and the immediately preceding digit.
This task is assumed to tap different cognitive
functions, such as sustained attention and working
memory, but also to be strongly related to speed
of processing. Information processing speed, as
assessed with the PASAT, was significantly
reduced one year after a severe TBI (Levin
et al., 1990). However, patients’ performance
did not decrease significantly more than that of
controls when increasing stimuli presentation rate
(Ponsford and Kinsella, 1992; Spikman et al.,
1996). This suggests that performance in the
PASAT may be more dependent on processing
speed than on working memory.

In the n-back task, subjects are presented at a
regular rate string of stimuli (letters, digits, figures
etc.), either visually or auditory, and are required
to decide whether each stimulus matches a
predetermined target (Asloun et al., 2008). The
0-back (control) condition has a minimal working
memory load: individuals are asked to decide
whether the current stimulus matches a single
predetermined target, which is always the same
throughout the task. During the 1-back condition,
individuals are asked to decide whether the
current stimulus matches the previous one.
The 2-back condition requires a comparison of
the current stimulus with the one that had been
presented 2-back in the sequence. The n-back task
allows the opportunity to assess the effect of
parametrically increasing working memory load
without any other modification in task structure.
Perlstein et al. (2004) used a visually presented
letter n-back task. They found that patients with
moderate and severe TBI were impaired, in terms
of performance accuracy, but not in terms of
speed of responding only in the more demanding
2- and 3- back conditions. We also used a letter

n-back task in patients with remote severe TBI.
We found a load-dependent deficit, with a
decrement of accuracy (percentage hits) under
the 2-back condition (Fig. 1) (Asloun et al., 2008).
Similar findings were reported in children with
severe TBI (Levin et al., 2004; Newsome et al.,
2007).

Random item generation requires individuals to
spell out a sequence of items (letters or numbers)
as close as possible as a random series (i.e., like
drawing numbers or letters from a hat, one at a
time, calling them out, then replacing them,
so that on any draw any of the stimuli was
equally likely to be selected). It has been shown
(Baddeley, 1966, 1986) that the ability to
generate pseudo-random series depends on a
limited-capacity response selection mechanism,
similar to the central executive system. Random
generation requires the constant inhibition of
routine procedures, the ability to generate new
retrieval plans, and the rapid shifting from one
strategy to another. We used random generation
in a series of studies (Azouvi et al., 1996, 2004;
Leclercq et al., 2000). In a first study (Azouvi
et al., 1996), patients had to generate 100 letters at
an externally paced rate (every 1, 2, or 4s). As
compared to controls, patients’ randomness
indexes were poorer and deteriorated more
with increasing generation rate (Fig. 2). In
two subsequent studies on patients, at a
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Fig. 1. n-back task. Data are the percentage of hits (targets
successfully identified) under 0-, 1-, and 2-back condition. TBI
patients’ performance decreased disproportionately under the
higher-load condition. Adapted with permission from Asloun
et al. (2008).
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Fig. 2. Random letter generation. The figure presents an index
of randomness (the Turning Point Index (TPI) which measures
the ability to alternate ascending and descending order in
random generation) according to the generation rate (one
letter every 1, 2, or 4s). Patients with severe TBI obtained a

significantly lower TPI than controls. Adapted with permission
from Azouvi et al. (1996).

subacute/chronic stage after a severe TBI, we
used random number (1-10) generation, at a self-
paced rate to avoid any effect due to slowed
processing (Azouvi et al., 2004; Leclercq et al.,
2000). Compared to controls, patients used a
slower generation rate and obtained a lower score
on a composite index of randomness (Azouvi
et al., 2004; Leclercq et al., 2000).

More recently, we conducted a systematic study
of the three components of working memory.
Thirty patients with severe chronic TBI and 28
controls were assessed (Vallat-Azouvi et al.,
2007). The tasks were designed in order to tap,
as selectively as possible, the main functions of
working memory, according to the Baddeley
model (Baddeley, 1986). Regarding the two slave
systems, a marginally significant impairment was
found in the patient group for digit span (both
forward and backward), while there was no
significant deficit of visual spans. The main group
differences were found with central executive
tasks. The Brown-Peterson paradigm of short-
term memory with interference, described earlier
in this section, was used to assess the ability to
simultaneously store and process information,
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Fig. 3. Short-term memory with interference: Brown—Peterson
task, verbal modality. Subjects were asked to recall three letters
after 5, 10, or 20s, with or without an interfering task of
increasing complexity. Data are mean (+1 SE) percentage
correct responses for the three recall delays and for each
experimental condition. The figure shows the greater propor-
tional decrease of performance of patients with severe TBI, as
compared to controls, when faced with a complex interfering
task. Adapted with permission from Vallat-Azouvi et al. (2007).

both in verbal and visual modalities. Results
showed a dramatic decrease of performance of
patients with TBI under interference. In the
verbal Brown-Peterson task, three interfering
tasks of increasing complexity were used. A
significant triple group by interfering task by
recall delay interaction was found, due to a poorer
performance of TBI patients under the more
demanding interfering task, and for longer recall
delays (Fig. 3). Other central executive tasks,
requiring either simultaneous storage and proces-
sing of information, or the ability to update and
monitor information in short-term memory, were
also performed significantly poorer by patients as
compared to controls.

In summary, the results of the different studies
reviewed above suggest that the slave systems of
working memory, responsible for passive storage
of verbal or visual information, are relatively well
preserved after a severe TBI. However, central
executive aspects of working memory (particu-
larly the ability to simultaneously store and
process complex information, or to monitor and
update information) seem to be impaired. This
could be due to impaired activation of executive
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networks, as suggested by recent functional neuro-
imaging studies (Cazalis et al., 2006; Christodoulou
et al., 2001; Fontaine et al., 1999; McAllister et al.,
1999, 2001; Perlstein et al., 2004). Another
important aspect of working memory functioning,
dual-task processing, will be addressed in the
section on divided attention.

Speed of processing and attention
Theoretical aspects

Van Zomeren and Brouwer (1994) proposed a
clinically-oriented model of attention, based on
the assumption that attention can be divided into
four cognitive modules under two broad dimen-
sions, intensity and selectivity, both under the
supervision of an attentional executive super-
visory system. Intensity refers to the quantitative
variations in the amount of mental activity
required on a given task. Phasic alertness is the
sudden increase of mental activity, resulting for
example from a warning signal. Sustained atten-
tion refers to slower and longer tonic changes of
mental activity, corresponding to the ability to
maintain attention continuously over long periods
of time during which the subject has to detect
and respond to small and/or infrequent changes.
Selectivity refers to the limited amount of
information that can be dealt with, and is in turn
divided into two components: focused and divided
attention. Focused attention refers to the ability to
attend to one particular stimulus, and to discard
irrelevant stimuli (or distractors). Divided atten-
tion refers to the ability to share attentional
resources between two simultaneous stimuli.

Behavioral aspects

Attentional disorders are among the most fre-
quent complaints of survivors of a TBI, and of
their close relatives. In a group of 57 severe TBI
patients two years after the injury, 33% com-
plained of mental slowness, 33% of poor concen-
tration, and 21% of inability in doing two things
simultaneously (Van Zomeren and Van den Burg,
1985). Brooks et al. (1986) found that 67% of

relatives reported mental slowness five years post-
injury. Difficulty in concentrating was reported by
50% of the relatives seven years after the injury
(Oddy et al., 1985). Therapists using the Rating
Scale of Attentional Behaviour reported that the
most severe problems (out of 14) of severe TBI
patients were: ‘“‘performed slowly on mental
tasks,” “been unable to pay attention to more
than one thing at once,” “made mistakes because
he/she wasn’t paying attention properly,” and
“missed important details in what he/she is doing”
(Ponsford and Kinsella, 1991).

Mental slowness

Slowed information processing has been one of
the most robust findings across all neuropsycho-
logical studies after TBI (Miller, 1970; Ponsford
and Kinsella, 1992; Van Zomeren, 1981). How-
ever, although TBI patients perform slower, they
do not make more errors than controls, at least in
self-paced tasks where they are able to sacrifice
speed to achieve greater accuracy (Ponsford and
Kinsella, 1992). This has been called the speed-
accuracy tradeoff.

Speed of processing was found significantly
inversely correlated with severity of injury
(Van Zomeren and Deelman, 1976), and was one
of the best neuropsychological predictors of
the ability to return to work, seven years after
the injury (Brooks et al., 1987).

Mental slowness is dependent on task complex-
ity and is related to prolonged decision times rather
than to prolonged movement times (Norrman
and Svahn, 1961; Ponsford and Kinsella, 1992;
Van Zomeren, 1981; Van Zomeren and Deelman,
1976). Van Zomeren and Brouwer (1994) carried
out a meta-analysis of seven RT studies in subacute
TBI patients. They found a remarkably constant
ratio (about 1.4) between the RTs of patients and
controls. The ratio appeared slightly larger in more
complex tasks, producing RTs of 700 ms or more in
control subjects.

Phasic alertess

Most neuropsychological studies agree on the fact
that phasic alertness, as assessed by the shortening



of RT when the targets are preceded by a warning
signal, is preserved after TBI (Ponsford and
Kinsella, 1992; Whyte et al.,, 1997; Zoccolotti
et al., 2000).

Sustained attention

Sustained attention is addressed by measuring the
stability of task performance over relatively long
periods of time. Although the level of vigilance is
reduced in patients with TBI, the existence of a
deficit of sustained attention remains debated.
Most studies found that patients’ performance
did not decrease more than controls’ with time
(Ponsford and Kinsella, 1992; Spikman et al.,
1996; Stuss et al., 1989; Van Zomeren and
Brouwer, 1994; Whyte et al.,, 2006; Zoccolotti
et al.,, 2000). But greater variability of perfor-
mance has been evident in other studies using
continuous tasks requiring an active processing
of a rapid flow of information or the inhibition
of highly automatized responses (Dockree et al.,
2006; McAvinue et al., 2005; Stuss et al., 1989;
Whyte et al., 1995).

Focused attention

Distractibility and difficulty in concentrating are
frequent complaints after TBI, suggesting a
decrease of response selectivity. However, con-
trary to expectations, a behavioral study in a
naturalistic setting showed that the number and
duration of off-task behaviors of TBI patients
were not particularly influenced by the presence
of distractors (Whyte et al., 1996, 2000). Accord-
ingly, most experimental studies failed to demon-
strate disproportionate distraction and sensitivity
to interference. In the Stroop paradigm (Stroop,
1935), subjects are asked to name the ink color of
color names in incongruent conditions, for exam-
ple, the word “green’ written with red ink. Color
naming requires the inhibition of the strong
automatic reading tendency. TBI patients per-
formed the task slower than controls, but without
being more distracted by the interference condi-
tion (Chadwick et al., 1981; Ponsford and
Kinsella, 1992; Stuss et al., 1989). Similar negative
findings were found with experimental paradigms
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based on response interference, in which distrac-
tors strongly elicit response tendencies competing
with those of the target stimuli (Spikman et al.,
1996; Stablum et al., 1994; Van Zomeren and
Brouwer, 1994; Veltman et al., 1996).

However, one study found that distractors
irrelevant to the task (a brightly colored moving
stimulus appearing above the target location),
occurring simultaneously or shortly after the
target, produced slowing of RT that was signifi-
cantly greater for TBI patients than controls
(Whyte et al., 1998). These data were interpreted
as reflecting a greater distractibility. Also, TBI
participants were found to have more difficulty
than controls to ignore irrelevant information
only in a condition with high target-distractor
similarity (Schmitter-Edgecombe and Kibby,
1998). This suggests that the presence of a deficit
of focused attention may depend on the manner in
which relevant information is made distinct from
irrelevant information.

Divided attention

Clinicians frequently report difficulties in doing
two things simultaneously after TBI. Such diffi-
culties may interfere with daily-life demands, and
with return to work. Divided attention is deter-
mined by at least two factors (Van Zomeren and
Brouwer, 1994). The first one is the speed of
processing, and the second corresponds to control
mechanisms involved in sharing resources and
switching between tasks. Divided attention is
closely related to the concept of working memory,
since the ability to carry out two tasks at the same
time is considered as one of the key functions of
the central executive (Baddeley, 1986). However,
the relationships between divided attention and
working memory are complex and debated
(Asloun et al., 2008; Miyake et al., 2000).
Brouwer et al. (1989) and Veltman et al. (1996)
used a dual task combining a visual choice RT and
a driving simulator task in which the difficulty of
each single task was adjusted to the individuals’
performance level. Such adjustment permitted to
control for differences in speed. TBI patients did
not show any disproportionate dual-task decre-
ment as compared with controls (Brouwer et al.,
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1989; Veltman et al., 1996). However, a significant
correlation was found within the patient group
between injury severity and divided attention
cost (Brouwer et al., 1989; Veltman et al., 1996).
Indeed, the performance of patients with a PTA
of more than two weeks was poorer, compared
with less severely injured participants. Veltman
et al. (1996) suggested that less severely injured
patients use a compensatory strategy character-
ized by cautiousness and increased mental effort,
while such strategies would not be available to
more severely injured patients.

Several other studies tended to confirm this
hypothesis and suggested the existence of deficits
of dual-task processing after severe TBI at least in
complex tasks performed under time pressure
(McDowell et al., 1997; Park et al., 1999; Stablum
et al., 1994; Vilkki et al., 1996). McDowell et al.
(1997) used a simple visual RT performed
concurrently with articulation or digit span tasks.
To control for the effect of slowed processing, an
analysis was performed by pairing a subsample
of TBI patients with control subjects matched
for single-task reaction time. The dual-task
decrement assessed in this way was significantly
higher for TBI patients than controls. Park et al.
(1999) reported a meta-analysis on divided
attention after TBI. They found that the effect
size of the divided attention deficit varied
considerably from one study to another (range:
0.03-1.28). TBI patients did not differ from
controls when the divided attention tasks could
be performed relatively automatically, while they
were impaired relative to controls on tasks
including substantial working memory load (Park
et al., 1999).

In our department, we conducted a series of
studies on divided attention that also lead to the
conclusion that deficits were strongly determined
by tasks characteristics. In a first study, severe
subacute TBI patients were given two different
dual tasks (Azouvi et al., 1996). The first task was
performed without time pressure and associated a
modified Stroop paradigm and a random genera-
tion task. No disproportionate dual-task impair-
ment was found in the TBI group. The second
task included a higher time pressure. Patients
were asked to perform a card sorting task of

variable difficulty level combined with random
generation of letters at an imposed rate (Baddeley,
1966). A disproportionate decrease in perfor-
mance occurred under dual-task condition in the
TBI group, even after statistical control for slowed
information processing. These results again sug-
gest that the presence of divided attention deficits
in TBI depends on the attentional demands of
the task, and that in complex resource-demanding
conditions, slowness is not sufficient to explain
such deficit. In two subsequent studies, we used a
dual task combining self-paced random number
generation with a choice visual RT (Azouvi et al.,
2004; Leclercq et al., 2000). Comparatively to
controls, severe TBI patients showed a dispropor-
tionate dual-task decrement of performance.
In the second study (Azouvi et al., 2004), two
additional conditions were given, in which sub-
jects were instructed to emphasize alternatively
one of each task. We found that TBI patients
were able to allocate their resources according to
task instructions as efficiently as controls, while
they had difficulties in managing the two tasks
simultaneously (Fig. 4). This suggests that the
divided attention deficit could be related to a
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Fig. 4. Dual-task performance. The figure shows the mean
(+1 SE) RT of patients and controls in a selective attention
task (go-no go) performed under four conditions: single task,
dual task without any instruction regarding the task to
emphasize, dual task with emphasis on random generation,
and dual task with emphasis on go-no go. Adapted with
permission from Azouvi et al. (2004).



reduction of available central executive resources
rather than to a deficient strategic control
(Leclercq and Azouvi, 2002).

In summary, mental slowness is one of the most
robust findings after severe TBI. Whether atten-
tional functions are additionally impaired remains
debated. The presence of specific impairments of
attentional functions (particularly of divided
attention) may depend on the nature and com-
plexity of the task.

Mental fatigue

Mental fatigue is a highly frequent complaint
after TBI, reported by 30-70% of patients
(Brooks et al., 1986; Dijkers and Bushnik, 2008;
Ponsford et al., 1995a; Ziino and Ponsford, 2005).
Olver et al. (1996) compared patients with
predominantly severe TBI at two and five years
post-injury and found a high prevalence of fatigue
at both time points (respectively 68% and 73%).
Bushnik et al. (2008a, b) found that self-reported
fatigue improved during the first year, and then
did not change significantly up to two years
after TBI. Several studies found no significant
relationships between fatigue and injury severity
(Borgaro et al., 2004; Cantor et al., 2008; Ziino
and Ponsford, 2005). In a population-based study,
five years post-injury, fatigue was reported more
frequently by individuals with severe TBI (58%),
as compared to minor or moderate TBI (35% and
32%), but the difference was not statistically
significant (Masson et al., 1996).

The mechanisms of fatigue after TBI remain
debated. It has been found associated with
depression, pain, disturbed sleep, or neuroendo-
crine abnormalities (Bushnik et al., 2007; Chaumet
et al., 2008; Clinchot et al., 1998; Kreutzer et al.,
2001). Van Zomeren et al. (1984) argued that
fatigue after TBI could be due to the constant
compensatory effort required to reach an adequate
level of performance in everyday life, despite
cognitive deficits and slowed processing. This is
known as the “coping hypothesis.”

The coping hypothesis has received support
from experimental studies. Riese et al. (1999)
assessed the performance of eight very severe TBI
patients in a continuous dual task lasting 50 min.
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They found that, although sustained task perfor-
mance did not significantly differ between TBI
and control subjects, TBI patients showed more
subjective and physiological distress than controls.
They reported higher levels of task load and more
visual complaints. Moreover, while controls’
systolic blood pressure decreased from pre- to
post-test, it showed the reverse pattern in the TBI
group, suggesting higher psychophysiological
costs to sustain task performance. Azouvi et al.
(2004) found that TBI patients, as compared to
controls, reported higher levels of subjective
mental effort during completion of a complex
divided attention task. Ziino and Ponsford
(2006a, b) studied in two parallel studies the
relationships between self-reported fatigue and
cognitive deficits (vigilance and selective atten-
tion). In a group of patients with TBI of various
severities, fatigue was significantly correlated
with performance on the vigilance task and on
the complex selective attention test, but not with
more simple attentional tasks.

We assessed the relationships between subjec-
tive mental fatigue, mental effort, attention
deficits, and mood in 27 patients with subacute/
chronic severe TBI (Belmont et al., in press).
Subjects first rated their baseline subjective
fatigue on the Fatigue Severity Scale (FSS) and
on the Visual Analog Scale for Fatigue (VAS-F).
Then, they performed a long-duration selective
attention task, separated in two parts. Fatigue on
the VAS-F was assessed again between the two
parts, and at the end of the attention task.
Subjects were also asked to rate on a visual
analog scale the level of subjective mental effort
devoted to the task. Patients reported a higher
baseline fatigue than controls. They performed
significantly poorer on the selective attention
task. Significant correlations were found in the
group with TBI between attention performance,
mental effort, and subjective fatigue. In contrast,
fatigue did not significantly correlate with
mood (depression and anxiety). These findings
suggest that patients with more severe attention
deficits have to produce higher levels of mental
effort to manage a complex task, which may
increase subjective fatigue, in line with the coping
hypothesis.
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Executive functions
Theoretical aspects

Executive functions are the cognitive abilities
involved in programming, regulation, and verifi-
cation of goal-directed behavior. The model
proposed by Shallice (1988) is one of the most
widely used in clinical neuropsychology. This
model proposes two different control levels.
Automatic overlearned motor programs (or sche-
mata) can be executed without conscious control.
Because some of these schemata may conflict with
each other, the model proposes the intervention
of a semiautomatic processor, or ‘‘contention
scheduler,” that gives precedence to one of the
conflicting schemata on the basis of internal or
external contingencies. In certain situations, a
subject might need to override automatic actions
and consciously focus its attention elsewhere. The
model proposes a supervisory system to serve this
function. This system is assumed to have limited
capacity. Its main function is to coordinate and
control information processing, particularly in
novel or complex situations. It is generally agreed
that the functions of the supervisory system
depend on multiple separable control processes
located within the frontal lobes (Shallice and
Burgess, 1996).

Behavioral aspects

Survivors from a traumatic coma frequently show
dramatic personality and behavioral changes.
These changes may be related to lack of control
(disinhibition, impulsivity, irritability, hyperactiv-
ity, aggressiveness) or lack of drive (apathy,
reduced initiative, poor motivation).These mod-
ifications are frequently associated with lack of
awareness (anosognosia). The prevalence of such
disorders after a severe TBI is high. For example,
Brooks et al. (1986) asked the relatives of 55
severe TBI patients to state whether the brain
injured was ‘“the same person as before the
accident.” Three months after the accident, 49%
of relatives answered that the patient was “not the
same as before,” but this proportion increased to

60% at one year and 74% at five years. Five years
post-injury, the most frequent behavioral changes
reported by the relatives were irritability (64%);
bad temper (64%); tiredness (62%); depression
(57%); rapid mood changes (57%); tension and
anxiety (57%); and threats of violence (54%).
Personality change was associated with a high
subjective burden on the relative. In another
study conducted two years after a severe TBI,
irritability was also one of the most frequent
problem, but lack of initiative was reported in
44% of cases, and socially inappropriate behavior
in 26% of cases (Ponsford et al., 1995a).

TBI patients also demonstrate a loss of com-
munication skills, even when basic language
abilities are preserved (McDonald and Flanagan,
2004). Their conversational discourse is disorga-
nized. Some patients are overtalkative but ineffi-
cient, often drifting from topic to topic, and
making tangential and irrelevant comments.
Other patients have impoverished communica-
tion, with slow and incomplete responses and
numerous pauses. Patients often fail to follow
social conversational rules.

Objective assessment of behavioral modifica-
tions is difficult. The Dysexecutive Questionnaire
(DEX) includes 20 items addressing a range of
problems commonly associated with the dysex-
ecutive syndrome (Burgess et al.,, 1998; Wilson
et al., 1998). It has been found nearly as sensitive
to brain injury as more formal neuropsychological
tests (Bennett et al., 2005). Wilson et al. (1998)
documented with the DEX the five items that
obtained the highest rankings in a group of 16
severely brain-injured patients in a rehabilitation
department: poor planning, poor self-appraisal,
trouble in decision-making, distractibility, and
apathy. The same five items also obtained the
highest ranking (mean score higher than 2/4) in a
study conducted in our department with the same
scale (Cazalis et al., 2001).

Conceptualization and set-shifting
Sorting tasks require subjects to classify items

(cards, tokens) according to varying sorting
criteria (such as color, shape, number of stimuli,



etc.) to adapt their responses to cues given by the
examiner, and to shift criteria when required to.
The Wisconsin Card Sorting Test (WCST) is the
most widely sorting test used in clinical neurop-
sychology. It may show a reduction in number of
sorting criteria found by the subject and, more
importantly, shifting difficulties, defined by perse-
verative errors. The sensitivity of this test in TBI
subjects has been questioned, and seems to
depend on the version of the test used. A number
of studies found a higher number of perseverative
errors after TBI, at least when using the original,
longer, and more difficult version (Ferland et al.,
1998; Stuss et al., 1985), while a modified, easier
version (Nelson, 1976) seems to be less sensitive,
except at the early stage post-injury (Levin et al.,
1990; Spikman et al., 2000). Interestingly, Stuss
et al. (1985) found that the WCST (original
version) was one of the two neuropsychological
tests that best discriminated from controls a
group of brain-injured subjects with apparent good
recovery, but with persisting complaints. Vilkki
(1992) designed a categorization and sorting test
with tokens of different color, size, and shape. TBI
patients performed poorer on that task as com-
pared to healthy controls or to patients with lesions
of the posterior part of brain of different nature.

Planning

The “Tower of London” task addresses the
planning component of the supervisory system
(Shallice, 1982). The test apparatus consists of
three beads of different colors, on three sticks of
different length in a row. Subjects are presented
with two possible arrangements of the beads, the
starting position and the goal position. They are
asked to reach the goal position with as few moves
as possible, but they are not allowed to move
more than one bead at a time, to leave a bead out,
or to put more beads on a stick than possible. TBI
patients performed the Tower of London as
accurately as controls but more slowly (Cockburn,
1995; Ponsford and Kinsella, 1992; Spikman et al.,
2000; Veltman et al., 1996). However, it seems
that at least some patients, with more severe
injuries, may perform poorly on the Tower of
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London (Cicerone and Wood, 1987; Levin et al.,
1994; Veltman et al., 1996). Accordingly, we
found a high interindividual variability in a study
with a modified computerized version of the task
(Cazalis et al., 2006). Four severe TBI patients out
of ten obtained a good performance, within the
upper range of healthy controls, in terms of both
speed and accuracy, while six patients (60%)
demonstrated a very poor performance, far below
the range of controls. This variability in perfor-
mance was accompanied by variability in brain
activation patterns in fMRI, with good performers
showing a brain activation comparable to that of
controls, while poor performers had a reduced
activation of prefrontal and cingulate areas
(Cazalis et al., 2006). Vilkki (1992) designed
another mental planning task, requiring to learn
a spatial configuration by self-set goals. Patients
with TBI performed poorer than controls or than
patients with posterior surgical lesions of the brain
(Vilkki, 1992). However, opposite results were
found by Spikman et al. (2000) in patients at a
later post-injury stage.

Mental flexibility

The Trail Making Test (Reitan, 1958) requires
patients to alternate between two sets of
responses (letters and numbers). Subjects must
first draw lines to connect consecutively num-
bered circles on one work sheet (part A) and then
connect the same number of consecutively num-
bered and lettered circles on another work sheet
by alternating between the two sequences
(part B). Patients with TBI performed the task
slower than controls (Dikmen et al., 1990; Levin
et al., 1990). However, it seems that speed of
processing was not significantly more affected by
the more difficult (B) condition as compared to
the easiest (A) condition, suggesting that patients
had no deficit of mental flexibility, in addition to
slowed processing (Spikman et al., 2000).

Generation of new information

Tasks of verbal or design fluency are of common
use in clinical practice. These tasks require the
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ability to generate in a limited time the maximal
number of items pertaining to a given category
(e.g., animals, words beginning with an F,
designs). Impaired performance in TBI patients
is usually characterized by a low number of items
generated per minute, and in some cases, by a
tendency to use repetitive or stereotyped response
patterns (Levin et al., 1990, 1991). As previously
mentioned, TBI patients also have an impaired
ability to generate random series (Azouvi et al.,
1996, 2004).

Inhibition of dominant responses

The Stroop test is usually used to assess inhibition.
Data obtained with this test have been presented
in the section ‘Focused attention’.

Executive functions in a naturalistic setting

Executive functions are by nature mainly involved
in novel, open-ended, and unstructured situations
that are different from most structured neuropsy-
chological tasks or from routine life in a rehabi-
litation setting. Patients who seem to behave
appropriately while in a stable, quiet, nondemand-
ing environment may show important difficulties
in adapting to more complex situations (Eslinger
and Damasio, 1985; Shallice and Burgess, 1991).
Shallice and Burgess (1991) reported three cases
of frontally-injured patients who had a nearly
normal performance on standard tests, but were
dramatically impaired in two open-ended tests.
The six-element test required patients to carry out
six simple open-ended tasks in 15min. They had
to judge how much time to devote to each task so
as to optimize their performance given some
simple rules. The second task, the multiple
errands test, involves scheduling a set of simple
shopping activities in real time in a street.

Script generation is another way to assess
everyday life disorders. Cazalis et al. (2001) asked
severe TBI patients to generate scripts, that is, to
spell out in the proper order the successive actions
that were necessary to reach a given goal. Three
scripts of increasing difficulty were given: a
routine (preparing to go to work in the morning),

a nonroutine (taking a trip to Mexico), and a
novel script (opening a beauty salon). The results
showed that TBI patients, in opposition with
patients with focal prefrontal lesions, were able to
generate proper actions, in the correct order, and
to state which actions were the more important
to reach the goal, just as efficiently as controls.
However, when asked to reorganize actions
belonging to different scripts that were presented
in a mixed array, they were less able than controls
to discriminate actions, and tended to make
sorting errors. This was attributed to a difficulty
in dealing with multiple sources of information,
rather than to a deficient access to script knowl-
edge (Cazalis et al., 2001).

Chevignard et al. (2000, 2008) also used a script
generation task in patients with prefrontal lesions.
Patients were required to generate the actions
necessary to prepare two simple meals. Then, in
a second time, they were asked to perform the
task in a real kitchen. In comparison to controls,
patients produced a disproportionate number of
errors in the execution compared to the genera-
tion condition.

In the route finding task, patients are required
to reach a previously unknown location in the
hospital (Boyd and Sautter, 1993). Using this task
in a sample of patients with severe TBI, we found
that patients performed poorer than controls
(Cazalis et al., 2001). While they were able to
understand task instructions like controls, they
were less able than controls to set an appropriate
search strategy, to detect and correct errors, and
to memorize information. They also showed more
inappropriate on-task behavior and needed more
prompting from the examiner than controls.
Spikman et al. (2000) found that the route finding
test significantly discriminated patients with
chronic TBI from healthy controls, while all the
other executive tests in this study did not.

Heterogeneity of executive disorders after TBI

Executive functions are not a unitary construct.
Inter-test correlations of measures of executive
functions within a group of 90 patients with TBI
have been found to be weak, and not stronger



than correlations with nonexecutive tests (Duncan
et al., 1997). A factorial analysis has been con-
ducted on a battery of tests of executive functions
in a sample of 104 TBI patients (Busch et al.,
2005). The results revealed three weakly inter-
correlated factors: higher-level executive func-
tions (self-generated behavior and flexibility/
shifting); mental control on information in work-
ing memory; and intrusions or perseverations in
long-term memory.

Anosognosia and Lack of Insight

Severe TBI patients have repeatedly been found
to underestimate their difficulties in comparison
to relatives’ and/or therapists’ reports (Prigatano
and Altman, 1990). This lack of awareness mainly
concerns cognitive and behavioral problems,
whereas physical or sensory impairments are
usually acknowledged. Oddy et al. (1985) found
that 40% of TBI patients did not admit memory
difficulties that were reported by family members
seven years post-injury. Sunderland et al. (1983)
found that self-assessment of memory was poorly
correlated with actual memory tests by TBI
patients, in contrast with relatives’ judgment. It
was also found that 33% of severe TBI patients
reported that memory was not a problem at all in
their everyday life, an amount that was similar to
that of patients with mild TBI. Patients with TBI
also underestimate their behavioral modifications,
and overestimate their social skills and emotional
control, in comparison with their relatives’
reports (Fordyce and Roueche, 1986; Prigatano
and Altman, 1990; Prigatano et al., 1990). Lack
of insight is a complex phenomenon and may
reflect (organic) anosognosia and/or psychological
adjustment to neurological impairments (i.e.,
denial). The relationship between lack of
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awareness and injury severity is debated.
Prigatano & Altman (1990) did not find any
significant correlation with injury severity, while
Leathem et al. (1998) found that only severe TBI
patients overestimated their skills, in contrast with
individuals with mild and moderate TBI whose
judgment did not differ from that of relatives.

Conclusion

Cognitive deficits after a traumatic coma are
complex, and often difficult to detect and to
measure. Some patients may perform well on
standardized cognitive tests, while showing sig-
nificant difficulties in everyday life. Moreover,
patients frequently have poor awareness of their
difficulties. For these reasons, assessment of
cognitive deficits should rely on careful examina-
tion, including specific psychometric tests, but also
questionnaires for family members, and ecological
measures, in situations close to real life. A
comprehensive assessment and understanding
of cognitive difficulties is important, as there is
now a large agreement on the fact that cognitive
rehabilitation is effective, particularly for deficits
of executive functions, attention and working
memory (Cicerone et al., 2000; Kennedy et al.,
2008).
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Appendix

Table Al. Summary of studies of cognitive testing after TBI

Cognitive domain/functions

Testing procedure

Performance (vs. controls)

Long-term memory
Anterograde episodic memory
Learning rate

Semantic encoding

Benefit from semantic memory
aids

Ability to use mental imagery to
improve encoding efficiency

Forgetting rate

Sensitivity to interference

Retrograde memory:
autobiographical memory,
public events, semantic
knowledge

Prospective memory

Implicit and procedural memory

Working memory
Short-term storage
Storage and processing of
information in short-term
memory

Attention
Speed of processing
Phasic alertness
Sustained attention

Focused attention

Divided attention

Executive functions
Conceptualization and set
shifting
Planning

Mental flexibility

Generation of new information

Inhibition of dominant
responses

Executive functions in
naturalistic settings

Verbal/visual learning of new information

Multiple repeated trials of information
presentation

Influence of the relative importance of the
information; spontaneous use of semantic
clustering

Comparison of free recall vs. cued recall

Comparison of concrete vs. abstract words;
benefit from imagery instructions

Comparison of delayed vs. early recall

Presentation of two successive lists of words
(A and B)

Questionnaires on different personal life
periods; general knowledge

Remembering to perform a previously planned
action, either time-based (performance of
action at a given time point) or event-based
(after a predetermined event has occurred)

Priming effect; skill learning

Digit or visual spans

PASAT; n-back; updating and monitoring;
Brown-Peterson (interference in
short-term memory)

Timed tasks (reaction times, PASAT, etc.)

Benefit from a warning signal

Stability of performance over a long period of
time

Ability to discard irrelevant stimuli or distractors
(e.g., Stroop test)

Dual tasks

Sorting tasks

Tower of London or other planning tasks
Trail Making Test

Verbal or design fluency; Random generation

Stroop test

Open-ended tasks (multiple errands;
six-element; route finding; kitchen task)

Impaired (below 1 SD/norms)
Slower, inconsistent, and

disorganized learning
Impaired

Preserved
Impaired

Accelerated forgetting rate

Impaired retroactive interference
(effect of list B on list A) but
preserved proactive
interference

Impaired without temporal
gradient

Impaired

Debated (seems preserved only
for automatic tasks)

Mildly impaired
Load-dependant impairment

Reduced

Preserved

Debated seems relatively
preserved

Preserved

Load-dependant impairment

Impaired (at least with more
difficult versions of the task)

Debated, seems relatively
preserved

Preserved (but slowed)

Impaired

Preserved

Impaired

Note: For clarity of presentation, references for tasks and studies are not included in the table, but they are indicated in the text.
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CHAPTER 9

Long-term survival after severe TBI: clinical
and forensic aspects

Nathan D. Zasler™

Concussion Care Centre of Virginia, Ltd.; Tree of Life Services, Inc., Richmond, VA;
Department of Physical Medicine and Rehabilitation, Virginia Commonwealth University, Richmond, VA;
Department of Physical Medicine and Rehabilitation, University of Virginia,

Charlottesville, VA, USA

Abstract: This article will review current knowledge germane to understanding estimations of survival time
of persons following severe traumatic brain injury (STBI). Nomenclature issues relevant to biostatistics and
the neuroscientific investigation of survival after STBI will also be explored. Biostatistical methods used for
determining survival time will be reviewed. The latest evidence-based data on morbidity and mortality risk
factors after STBI as related to the nature of neurologic and functional impairments will be explored.
Clinical as well as forensic issues pertinent to prognosticating survival time will also be enumerated.

Current literature (i.c., within the last 5 years) examining life expectancy issues after STBI will be
reviewed. Concluding remarks will identify directions for future research in the area of survival time
following STBI.

keywords: life expectancy; median survival time; morbidity; mortality; disorders of consciousness;
traumatic brain injury

Introduction clinically relevant, since families will often desire
physician estimates on such issues. It is also
Prognoses regarding survival time are often important in terms of assessing cost allocation for
considered to be one of the most debated and either clinical or medicolegal reasons, the latter
challenging questions that specialist physicians often in the context of translating a life care plan’s
working with persons with severe traumatic brain proposed care to an economic equivalent based
injury (STBI) must respond to, whether in a on expected survival time.
clinical or forensic context. It is important to Physicians, the professionals typically asked to
realize that the determination of survival time opine on issues of survival time followi