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Preface

Design and analysis of materials and structures is nowadays an important discipline
which enables a better and more reliable application of engineering components.
Furthermore, limits of materials and structure can be accurately determined which
may influence the design process and result, for example, in much lighter structures
than a few decades ago. Much of these advancements are connected with the
increased computer power (hardware) and the development of well-engineered
computer software. This directly influences the design and analysis process, for
instance, based on numerical simulations (e.g. finite element method) or advanced
experimental investigations with modern data acquisition and analysis tools.

The fifth international conference on advanced computational engineering and
experimenting, ACE-X 2011, was held in Algarve, Portugal, from 3–6 July, 2011
with a strong focus on computational-based and supported engineering. This con-
ference served as an excellent platform for the engineering community to meet with
each other and to exchange the latest ideas. This volume contains 12 revised and
extended research articles written by experienced researchers participating in the
conference. The book will offer the state-of-the-art of tremendous advances in
mechanical and civil engineering, ranging from automotive to dam design, trans-
mission towers up to machine design, and examples taken from the oil industry.
Well-known experts present their research on damage and fracture of material and
structures, materials modeling, and evaluation up to image processing and visual-
ization for advanced analyses and evaluation.

The organizers and editors wish to thank all the authors for their participation
and cooperation which made this volume possible. Finally, we would like to thank
the team of Springer-Verlag, especially Dr. Christoph Baumann, for the excellent
cooperation during the preparation of this volume.

June 2012 Andreas Öchsner
Lucas F. M. da Silva

Holm Altenbach
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Design of Driveline Test Bench for Noise
and Vibration Harshness Improvement
of Automotive Chassis Components
System

Kee Joo Kim, Si-Tae Won, Kyung Shik Kim, Byung-Ik Choi,
Jun-Hyub Park, Jong Han Lim, Jun Kyu Yoon, Sang Shik Kim
and Jae-Woong Lee

Abstract The test bench for handling the vibration input and output in a driveline
is presented in this contribution. In the experiment, the rear subframe and propeller
shafts and axle were composed and mounted with rubber mounts each other as a
role of vibration absorbing function. For applying the vibration input instead of the
torsional vibration effect of an engine, the shaker moved only the upper and lower
side excitation was taken. In particular, the torsional vibration due to fluctuating
forced vibration excitation across the joint in between driveline and rear subframe
was carefully examined. Accordingly, as the joint response was checked from

K. J. Kim (&)
Department of Automobile Engineering, Seojeong College University,
1049-56 Whahap-ro, Eunhyeon-myun, Gyeonggi-do, Yangjoo-si 482-777, Korea
e-mail: kjkim@seojeong.ac.kr

S.-T. Won
Department of Product Design and Manufacturing Engineering, Seoul National University
of Science and Technology, Seoul 139-743, Korea

K. S. Kim � B.-I. Choi
Nano Mechanics Team, Korea Institute of Machinery and Materials, 1 Jang-dong,
Yusung-gu, Taejon 305-343, Korea

J.-H. Park
Department of Mechatronics Engineering, Tongmyong University, Busan 608-711, Korea

J. H. Lim � J. K. Yoon
Department of Mechanical and Automotive Engineering, Gachon University,
Gyeonggi-do 461-701, Korea

S. S. Kim
School of Nano and Advanced Materials Engineering, Gyeongsang National University,
Gyeongnam 660-701, Korea

J.-W. Lee
Research and Development Team, GS-ONE Company, Gyeonggi-do 413-851, Korea

A. Öchsner et al. (eds.), Design and Analysis of Materials and Engineering Structures,
Advanced Structured Materials 32, DOI: 10.1007/978-3-642-32295-2_1,
� Springer-Verlag Berlin Heidelberg 2013

1



experiments, the FE-simulation (finite element simulation) using FRF (frequency
response function) analysis was performed. All test results were signal processed
and validated against numerical simulations. In the present study, a new test bench
for measuring the vibration signal and simulating the vehicle chassis system is
proposed. The modal value and the mode shape of all components were analyzed
using the model to identify the important components affecting driveline noise and
vibration. It can be concluded that the simplified test bench could be well estab-
lished and be used for design guide and development of the vehicle chassis
components for the improvement of NVH (noise and vibration harshness)
problems.

1 Introduction

The major excitation caused to a vehicle system is torque fluctuation by engine
excitation. In recent years, the driveline vibration problems are emphasized due to
increased engine power and overall increased NVH (noise and vibration harshness)
refinement demand from customers. In order to detect driveline vibration issues in
an early design stage for the improvement of NVH problems, it is necessary to test
and simulate the vibration mode generated by the driveline detached from the
vehicle, which is composed of the rear subframe and propeller shafts, axle and
rubber mounts used for reducing the primary driveline vibration transmitted to the
vehicle body. In a conventional driveline test bench [1, 2], a combustion engine or
an electric motor is used for the torque input. However, these equipments are very
expensive and the unbalanced force of the engine itself can be the undesirable
noise source. In this study, therefore, a shaker was used instead of the engine
torsional vibration input because it is possible to make a low cost driveline
vibration test bench and to exclude the undesirable noise input source. In addition,
a simplified driveline test bench was proposed and evaluated.

The use of computer aided engineering (CAE) techniques, such as the finite
element method, as tools for prediction of NVH performance has become almost a
standard approach in the automotive industry [1, 2]. The appropriate use of
simulation tools can lead to a significant reduction in the number of prototypes
required to validate design alternatives and search the root causes of NVH issues
detected at prototypes. In order to reach this stage, a thorough correlation study
between experiments and simulation must be carried out. In this work, the
vibration mode of the driveline was checked from experiments and FE-simulation
for FRF (frequency response function) analysis was performed. The test results
were compared with the simulation results in order to get more advanced and
reliable CAE simulation.

2 K. J. Kim et al.



2 Experiments and Simulation Procedure

In order to evaluate the NVH characteristic due to the engine rotation and torque
variation, the rear sub-frame, propeller-shafts, rear axle and drive-shaft were
composed and mounted with rubbers. Since the propeller-shaft and drive-shaft
were rotating parts, the sensor adhesion for measuring the vibration was difficult.
For example, a special gap sensor or razor sensing system is needed for the
measurement of rotation components. For applying the vibration input instead of
the torsional vibration effect of an engine, a shaker was used as shown in Fig. 1.
Therefore, the rotational component was excluded and only the upper and lower
sides excitation due to the shaker was applied in the present study. In particular,
the vibration due to fluctuating forced vibration excitation across the joint between
the driveline and the rear sub-frame was carefully examined. A LMS Co. Pimento
equipment was used for the vibration measurement and a PCB (printed circuit
board) triaxial accelerator was used for detecting the acceleration of the excitation.

For applying the torque fluctuation instead of engine excitation, the shaker was
used with increasing frequency from 15 to 145 Hz in one step measurement.

CAE computer simulation was performed by the method of modal frequency
response function (FRF Function) using the commercial program Nastran Sol. 111.
The simulation model was composed of 110,000 numbers of solid and shell
elements. The simulated shaker speed was swept in the same type of experiment
input frequency from 15 to 145 Hz using response value at all characteristic
points. Simulated results were compared with experimentally measured results.
Figure 2 shows the test bench of the driveline of the rear chassis system. All
components were composed and mounted by rubbers coupling.

3 Results and Discussion

In order to improve the agreement between the predicted and experimental results,
the appropriate dynamic joint stiffness of the rubber components and a prediction
method of the each dynamic stiffness, which was reflected at each sweeping fre-
quency, should be well matched. In addition, the initial loads which were applied
at each component when assembling each component of the vehicle chassis system
should be known. However, the magnitude of the loads was not known and the
load values were different in the vehicle chassis system. Figure 3 shows the
driveline test bench of the rear chassis system. All components were composed
and mounted by rubber coupling.

The natural frequency and the mode shape were investigated through the modal
test of a simple sub-frame. In the simple component modal test, the sub-frame was
pending from an elastic cord with an acceleration sensor and the excitation was
applied by an impact hammer and the frequency response was achieved. The
component model of the sub-frame as shown in Fig. 4a was treated as a line path

Design of Driveline Test Bench 3



and simplified as Fig. 4b in the present study. Figure 5 shows the simplified mode
shape and the measured natural frequency of the sub-frame. As shown in Fig. 5,
the mode shapes from mode 1 to mode 4 showed a decoupled shape and natural
frequency (Hz), respectively.

The finite element model of the sub-frame was made by using two-dimensional
shell elements and the natural frequencies were calculated by the Nastran program
(Sol. 103 normal mode analysis). Figure 6 shows the mode shape and modal
values of the sub-frame from the FE-simulation. From the comparison between
Figs. 4 and 5, the mode shapes and the natural frequencies from experiments were
in agreement with those from simulation results. Figure 7a, b show the tested and
calculated results of vibration animation of the rear chassis system at 27 Hz
acceleration. In addition, Fig. 8a, b show the tested and calculated results of

Fig. 1 Schematic model and measuring points of the driveline of the rear chassis system

Shaker

Fig. 2 Test bench of the
driveline of the rear chassis
system

4 K. J. Kim et al.



vibration animation of the rear chassis system at 33 Hz acceleration. From these
results, when compared with experimental results, the calculated results of the
system showed reasonably good qualitative agreement.

Figure 9 shows one example of acceleration amplitude (dB) at the shaker point
from the experiment. In the case of the shaker, a 130 dB excitation was constantly
applied at Z-direction. X-direction had some noise because of equipment
limitation.

Fig. 4 Example of a
simplified rear sub-frame
model. a Sub-frame model.
b Simplified sub-frame

Fig. 3 Model of driveline
test bench in rear chassis
system

Design of Driveline Test Bench 5



Figure 10 and 11 show the synthesize representation of measured acceleration
at X-direction and Z-direction, respectively, using each points measurement of the
propeller shaft based on the shaker excitation. It was confirmed that some special
frequencies measured during the experiment had a good agreement with the cal-
culation results, contributed by the resonance. It was also suggested that if the
component has higher or lower stiffness without affecting its special resonance
frequency, it will have improved NVH characteristic.

Fig. 5 Modal analysis test
results of rear sub-frame.
a Mode 1 (59.4 Hz). b Mode
2 (126.2 Hz). c Mode 3
(129.6 Hz). d Mode 4
(202.5 Hz)

6 K. J. Kim et al.



Each vehicle component has natural frequencies which can be exited by an
active source creating the resonance phenomena. This means that the excitation
amplitudes are magnified at the natural frequency of the component. Therefore, it
is essential to control the interaction of the various resonances by tuning (i.e.
frequency shifting) these resonances within the driveline system for better overall
performance [3–6]. In order to tune the resonances of the driveline system, it could
be considered to change the stiffness of the component and modify the design of
the rubber insulators.

In order to improve the prediction capability of the NVH evaluations, however,
it is necessary to develop a better test method of the joint parts, considering the
rubber properties (static and dynamic stiffness) of each component. Figure 1
shows the measuring points and components name in the rear sub-frame chassis
system as previously shown.

Figure 12 shows the ODS (operating deflection shape) of the rear axle roll
mode at 66 Hz obtained by the NVH test. It was confirmed from ODS animation
that the mode shape at 66 Hz was a roll mode due to the resonance of the axle.
Therefore, it was suggested that the stiffness of axle should be higher in order to
avoid its special resonance and have an improved NVH performance. Even though
the calculated vibration result does not agree well with the measured values
quantitatively, the simulation results show that the modal value and mode shape
due to the special resonance of the chassis components are considerably similar to
the experimental results and could be characterized.

When compared with experimental results, the calculated FRF analysis of the
system showed reasonably good qualitative agreement. Further analysis showed

Fig. 6 FE analysis results of rear sub-frame a Mode 1 (60.1 Hz). b Mode 2 (124.2 Hz). c Mode
3 (131.3 Hz). d Mode 4 (193.1 Hz)

Design of Driveline Test Bench 7



Fig. 7 Vibration results of the rear chassis system at 27 Hz a test and b calculation results
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Fig. 8 Vibration results of the rear chassis system at 33 Hz a test and b calculation results

Design of Driveline Test Bench 9



that the modal value and mode shape simulation of each driveline single com-
ponents was quantitatively in good agreement with the experimental results.
However, the simulated results of the driveline system should be compensated by
the joint parts. The joint response by rubber insulators was the main cause of the
deviation from the test bench results of the driveline system. The reason of this
deviation due to the simulated joint response of rubber components can be
explained as follows. One thing was caused by the initial (residual) load which
occurred from assembling each rubber components for composing and insulating
the chassis system. The other was caused by unknown parameters of the dynamic
stiffness in the variable conditions of the experiment which was performed with
varying frequency from 15 to 145 Hz at one step. Therefore, it was needed to
offset this deviation by a special weight value (e.g. dynamic stiffness ratio). In
order to improve the correlation between the predicted and experimental results, a
further analysis about the prediction method of each dynamic stiffness of rubber

Fig. 9 a X-direction and
b Z-direction acceleration
amplitude (dB) at the
measuring point of shaker

10 K. J. Kim et al.



33 Hz

83 Hz

113 Hz

49 Hz
38 Hz

125 Hz

37 Hz 85 Hz 110 Hz

123.5 Hz

136.5 Hz

50 Hz

Fig. 10 Rear chassis vibration results (Propeller-shaft) at acceleration (X-direction). a FE
calculation results. b Experimental results
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83 Hz

33 Hz

125 Hz

49 Hz

113 Hz

110 Hz
85 Hz 123.5 Hz 144 Hz

33.5 Hz
27 Hz

Fig. 11 Rear chassis vibration results (Propeller-shaft) at acceleration (Z-direction). a CAE
calculation results. b Experimental results
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joint parts, which was reflected at each sweeping frequency, should be developed.
However, the initial load (remaining pre-load) applied to the joint part when
assembling each component of the vehicle is very difficult to be predicted.

4 Conclusion

NVH behavior of the propeller-shaft and drive-shaft by torque fluctuation can be
appropriately evaluated from a driveline test bench. When compared with
experimental results, the calculated FRF analysis of the system showed reasonably
qualitative agreement. However, the calculated results of the driveline system have
a minor deviation. This deviation could be supposed by 2 reasons from the joint
response of rubber components. One thing was caused by the initial (residual) load
which occurred from assembling each component for composing the chassis
system. The other was caused by unknown parameters of the dynamic stiffness in
the variable conditions of the experiment which was performed with sweeping
frequency from 15 to 145 Hz in one step. The NVH characteristics of the simple
driveline system, which the body and the other parts were excluded from, were
evaluated. This evaluation could contribute to the NVH improvement of the
vehicle at the early design stage.

Fig. 12 Operating deflection shape of the rear axle roll mode at 66 Hz

Design of Driveline Test Bench 13
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Abstract Nowadays, approximately 90–95 % of metals are processed by cold
rolling. There has been a substantial increase in demand for utility properties as well
as for reducing production costs. These objectives cannot be achieved without a high
degree of automation, control and monitoring throughout the manufacturing pro-
cess. These qualitative changes require rather deep and comprehensive theoretical
and metallurgical–technological knowledge of operators in the field of design,
research and production of rolled steel sheets, which is needed for further devel-
opment in rolling steel. A continuous quality control of material and surface during
the rolling process is a part of these tasks and is associated with providing the full
automation of rolling mills. Starting from theoretical foundations, we have devel-
oped a new procedure for the determination of main technology parameters of a
rolling mill. The main difference between our proposal and current methods of
calculation is as follows. Our proposal is based on the knowledge of deformation
properties of materials and continuous processes of stress-deformation state and on
the knowledge of reductions in different stages of rolling. Current procedures are on
the contrary based on static calculations using the geometry of the system—working
roll and instantaneous sheet metal thickness in a gap between the rollers. In doing so,
the calculations almost ignore the real stress—deformation properties of rolled
metal sheets, optimal transmission rate of deformation in the material at the given
speeds of rollers and the given main rolling force. We are concerned with the
optimum balanced system: main rolling force—rolling speeds, or transmission rate
of deformation in the material. This procedure allows us to achieve a significant
increase in operational performance as well as in rolling process quality.

1 Introduction

Rolling means a continuous process in the course of which the material being
formed deforms between the working rolls under conditions of prevailing all-
around pressure. The material being rolled deforms between the rolls, the height
decreases, the material elongates and simultaneously widens, and also the speed at
which the material being rolled leaves the rolling mill changes [5].

Continuous cold rolling is an important process in the metallurgical industry. Its
performance influences directly the quality of a final product. This process is a very
complicated system, including many multidisciplines, such as: computing tech-
nique, automatic control, mechanics, material engineering, and others. Any correctly
designed recovery of the system may bring a large financial gain, consisting in an
increase in performance, quality and overall business competitiveness, to a company
[1, 2, 3, 4].

The goal of metal cold rolling process is to manufacture very high quality flat
rolled products from metals, where the high quality means that the final product
has the required geometry, including sheet flatness [6, 7, 8]. The issue of longi-
tudinal cold rolling and its influence on the topography of surface of rolled sheets

16 J. Valíček et al.



is graphically represented in Fig. 1. It shows this issue dealt with in the world
literature in the course of last 20 years with a view to presenting the numbers of
publications in individual study areas. Research into the area of relations between
technology parameters of the rolling mill and the topography is done very rarely
owing to comprehensive complexity of solving.

2 Experimental Procedure

Low carbon steel of type PN EN 10263-2:2004 with the Young’s modulus
Emat = 126 GPa and the yield strength of 310 MPa was chosen as an initial
material for the realization of experiments. The chemical composition is given in
Table 1. Deep drawing quality steel of U.S.Steel Košice, Ltd. production of type
KOHAL 697 with the Young’s modulus Emat = 186.7 GPa and the yield strength
of 390 MPa was chosen as the second material being used in experiments. Its
chemical composition is given in Table 2.

Chemical analysis was performed by a glow discharge optical emission spec-
trometer LECO GDS 750.

The material investigation consisted of the metallographic analysis. The
metallographic analysis of the samples were done perpendicularly to the
longitudinal axis of the samples. For a visual observation of the samples there was
used the inverted microscope for transmitted light GX51 with the maximum
magnification of 1000x. Figure 2 shows an example of the microstructure of low
carbon steel of type PN EN 10263-2:2004.

The analysis of micro purity does not show any significant contamination by
non-metallic additives. There were observed globular-oxide-type inclusions. The
microstructure of deep-drawing steel consists of ferrite, pearlite and cementite

Fig. 1 Overview of world literature in the SCIRUS database
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(Fig. 3). A ferritic grain is polyedric, equally distributed in cross-sectional area of
the investigated material.

In contrast to the existing methods, the final condition of rolled sheet surface
topography was taken as an initial input parameter for solving. It is above all the
final roughness of sheet surface in relation to the main technology parameters,
namely the rolling force Froll, rolling speed vroll, reduction Dh and in relation to
sheet materials. Low carbon steel sheets and deep-drawing steel sheets produced
by longitudinal cold rolling were measured using an optical profilometer Micro-
Prof FRT. Samples were placed on a scanning table and an area of about
5 9 5 mm2 size (Fig. 4) was scanned by a fixed sensor at a step of 3 lm and a
frequency of 1 kHz. In this way, data on the studied surface topography were

Table 1 Chemical composition of the used low carbon steel PN EN 10263-2:2004

Fe C Mn Si
99.620 0.0228 0.1928 0.0117
P S Cr V
0.0081 0.0053 0.0209 0.0018
Cu Al Co As
0.0275 0.0562 0.0075 0.0047

Table 2 Chemical composition of the used deep-drawing steel of type KOHAL 697

Fe C Mn Si
99.5327 0.037 0.251 0.007
P S Al N2

0.007 0.007 0.051 0.0031
Cu Ni Cr As
0.021 0.009 0.014 0.001
Ti V Nb Mo
0.001 0.001 0.002 0.002

Fig. 2 Microstructure of low
carbon steel
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acquired. By the optical profilometer, the 3D topography of surface of measured
areas was obtained.

Information on surface irregularities produced by longitudinal cold rolling for
individual reductions Dh, i.e. the mean arithmetic deviation of surface profile Ra,
root mean square deviation of profile Rq and the maximum height of profile
irregularity Rz, is given in Table 3.

On the basis of data acquired from low carbon steel and deep-drawing steel, a
graph in Fig. 5 was constructed. It shows that the quality of surface of low carbon
steel sheets is higher (lower values of mean arithmetic deviation of surface profile
Ra) than that of surface of deep-drawing steel sheets.

Surface roughness is expressed implicitly as follows: Ra = f (Froll, QFroll, vroll,
nroll). It is necessary to look for relations between technology, material and
resultant surface quality.

Using the program Gwyddion, measured areas of individual samples were
analysed. Gwyddion is a modular program for analyzing scanning probe micros-
copy (SPM) data files. Gwyddion is free and open source software, covered by
GNU General Public License. In the measured areas of 5 9 5 mm2, ten equidis-
tant measuring lines at a step 0.5 mm were there. The measuring lines were
perpendicular to the direction of rolling. From each measuring line, a signal

Fig. 3 Microstructure of deep-drawing steel

Fig. 4 Diagram of sample 1C with 0.4 mm reduction and delimited 5 9 5 mm2 measured area
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carrying the information on the distribution of surface height fluctuations (RMS)
was obtained (Fig. 6).

The rolling force of a rolling mill DUO 210Sva (testing stand) was already in the
case of deep-drawing steel measured by metallic resistance tensometers (see Fig. 7)
mounted on this mill in the course of rolling our sheets.

The rolling force was measured at a rolling speed of 0.7 m s-1 (see Fig. 8a) in
the case of all deep-drawing steel sheets; the rolling force ranged from 67.9 to
145.1 kN. The greater is the used reduction, the higher is the rolling force and also
the smoother is the surface of the given rolled product, as graphically represented
in Fig. 8b.

Table 3 Relevant standardized parameters of surface texture evaluation for individual low
carbon steel and deep-drawing steel samples

Samples from Sheet designation Dh (mm) Ra (lm) Rq (lm) Rz (lm)

Low carbon steel 0A – 0.71 0.97 7.42
1A 0.4 0.37 0.52 3.39
2A 0.5 0.43 0.56 3.77
3A 0.6 0.21 0.28 2.05
4A 0.8 0.12 0.17 1.60

Deep-drawing steel 0C 0 1.07 1.38 6.94
1C 0.38 0.76 0.97 4.66
2C 0.96 0.73 0.94 5.12
3C 1.27 0.43 0.55 3.02
4C 1.56 0.61 0.81 4.74
5C 1.73 0.48 0.61 3.16

Fig. 5 Graphical representation of dependence of mean arithmetic deviation of surface profile on
absolute reduction
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In Fig. 8b a difference between the curve representing the dependence of rolling
force on reduction for low carbon steel and the curve for deep-drawing steel is
clear. This difference is given by different numbers of reductions and reduction
values that were not identical for the low carbon and deep-drawing steels (see
Table 4).

3 Analytical Processing

For a purpose of analytical processing and generalization, the authors have chosen
the concept of regression and correlation analysis. In order to determine the main
functions of rolling process there was measured a number of metallic materials
with different mechanical parameters. As a reference parameter was chosen the
modulus of elasticity and the material constant of plasticity Kplmat (1) used in
previous works of the authors.

Fig. 6 Measured areas of sample with 0.6 mm reduction in ten equidistant lines (0.5 mm
distance) from which signals representing surface irregularities were obtained

Fig. 7 Detail showing the location of tensometers on the rolling mill
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Kplmat ¼
1012

E2
mat

MPa�2
� �

ð1Þ

It was found that using the index ratio (2) that is incorporated into the
regression relations for reduction in thickness, it is possible to distinguish different
materials in the process of rolling.

Ikpl ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffi
Kplmat0

Kplmat

s

�½ � ð2Þ

Fig. 8 a Graphical representation of rolling force variation in time at 0.7 m s-1 rolling speed.
b Relation between the reduction Dh and the rolling force Froll
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Based on this finding, an algorithm for mathematical modeling in MATLAB
has been developed. An example of the course of basic parameters for rolling of
the material marked as ‘‘A’’ (low carbon steel) and material ‘‘B’’ (deep-drawing
steel) is shown in Fig. 9.

A set of equations for the algorithm (3) and Fig. 9 contains the following
variables for material ‘‘A’’ and ‘‘B’’:
rsA, rsB Surface tension (MPa),
FrollA, FrollB Rolling force (kN),
nrollA, nrollB Rotations of the rolls (rot min-1),
vrollA, vrollB Rolling speed (m min-1),
QFrollA, QFrollB Forming factor (–),
RaA, RaB Measured and predicted surface roughness (lm),
Dh Reduction in thickness (mm),

Table 4 Dependence of mean arithmetic deviation of surface profile on rolling force

Samples from Sheet designation Dh (mm) Ra (lm) Froll (kN)

Low carbon steel 0A – 0.71 0
1A 0.4 0.37 65.55479
2A 0.5 0.43 72.90912
3A 0.6 0.21 82.71223
4A 0.8 0.12 90.06656

Deep-drawing steel 0C 0 1.07 0
1C 0.38 0.76 67.8861
2C 0.96 0.73 82.5948
3C 1.27 0.43 96.3955
4C 1.56 0.61 110.9628
5C 1.73 0.48 145.1399

Fig. 9 Mathematical model illustrating the course of the main rolling parameters for the used
materials deep-drawing steel (material A, Ementry = 186.7 GPa) and low carbon steel
(material B, Ementry = 126 GPa)
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Dgr Grain size (mm),
Sh Horizontal projection of the contact surface between the rolled

metal and the roll (mm2),
ld Length of deformation (mm),
hs Average value of reduction in thickness (mm),
DhmaxA, DhmaxB Maximum reduction in thickness for material A and B (mm),
Droll Roll diameter,
bs Average width of rolled sheet [8, 6].

The input equations to the algorithm and their exact record (3) are given below:

Droll = 0.210; delh = 0.01:0.01:8;
EmentryA = 186700; Kplmato = 28.68873;
EmentryB = 125580; Kplmat = 10.^12/1./Ementry.^2;
Ikpl = (Kplmato/ Kplmat) ^0.5
Vroll = 148.0662 - 132.41266.*(delh* Ikpl) ? 160.17705.*(delh* Ikpl).^2 -

83.55556.*(delh* Ikpl).^3;
Froll = 43.63183 ? 329.16274.*(delh* Ikpl) - 413.33298.*(delh* Ikpl).^2 ?

222.8675.*(delh* Ikpl).^3;
Ra = 1.47963 - 0.534 .* (delh* Ikpl);
QFroll = 0.57873 ? 2.50374.*(delh*Ikpl) - 3.00062.*(delh*Ikpl).^2 ?

1.78554.*(delh* Ikpl).^3;
SIGsur = 4.66667E – 5 ? 354.26751 .* (delh* Ikpl);
nroll = vroll /1./(3.14.*Droll);
Dgrc = 0.05*(0.34843 ? 3.30751 .* Rarollm);
Sh = 1000*Froll/1./( Emat^0.5.*QFroll);
ld = Sh/1./bs;
hs = ld/1./QFroll;
MATactual = 1001.

The curves of these parameters Dgr, Sh, Ld and hs are not plotted in Fig. 9 to
make a clear interpretation.

Figure 9 illustrates the course of rolling functions, showing a high degree of
comformity with the measured values given in Tables 1 and 4 and in Figs. 5 and 8
according to individual reductions in thickness of both materials. Using the
algorithm (3) that contains the regression equations, it is possible to get the high
degree of conformity between the measured and predicted values. The closeness of
the resulting values does not exceed 10 %. The model calculation requires to
control the rolling speed vroll and to control the rotations of the rolls nroll

depending on the increase in these parameters: thickness reduction Dhi, rolling
force Froll, surface strengthening rsur and forming factor QFroll while the surface
roughness values are decreasing. The surface tension curve rsur can be considered
as a function of strengthening.
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4 Conclusion

The theoretical treatment and the basic project concerning the operational appli-
cation of optical check of mechanical parameters, especially the yield strength of a
material of cold rolled sheets, rest conceptually on basic documents and specific
operating conditions at a workplace of a specific company. Values of trace
roughness Ra are input data for worked-out algorithms. Interpretation procedures
and their results are conceived to provide not only the check values, i.e. in prin-
ciple values obtained by defectoscopy, but also to model-predict the instantaneous
mechanical condition of the material, capacity-deformation data, and others in the
whole rolling process so that they can be used in designer’s work both in the stage
of project designing the rolling parameters and in the stages of check and control
of sheet cold rolling process. Thus the algorithm, which after putting input
material data will automatically provide a comprehensive mathematical model of
the process in numeral as well as graphic form, is available for theory and practice.
The main goal of the presented solutions was to derive the equations for the
algorithm (3) according to experimental works. Looking further ahead, the authors
will make some adjustments of the algorithm for industrial multistage cold rolling
mills, what shall be followed by verification in real operating conditions. Next step
is to propose a way to use the algorithm for on-line control and automatization.
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Observation of Damage to Materials
for Educational Purposes at the BSc Level

Ivica Kuzmanić and Igor Vujović

Abstract This chapter presents the results of education in the science and tech-
nology of materials at the Maritime Faculty at the BSc level. The goal is the
experimental observation of mechanical damage to materials and the impact of
such damage on the electrical properties of materials. Since small faculties cannot
afford to buy devices used in nanotechnology, the chapter introduces optical
microscopy as a cheaper way of introducing micro and nano world to students.
Experiments presented to students include the influence of corrosion and cracks on
the properties of materials. It is also shown that students preferred this way of
education to the classical lessons and seminar works. The examples of damage to
materials obtained by optical microscope are linked to the theory as an example of
the learning process.

1 Introduction

Damage to and degradation of materials play a vital role in the occurrence of
problems in the maintenance of industrial, traffic or any other technical systems.
Therefore, it is important to integrate the awareness of the problem in the educational
curriculum. Although we are primarily interested in materials used in electrical
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engineering, the chapter is also applicable to other technical areas, i.e. mechanical
engineering.

Since it is impossible for small educational environments to implement expensive
equipment [1, 2] in the educational processes at the BSc level, lecturers have to
improvise to maintain the level of knowledge which does justice to the name of the
institution and to prepare students for future carriers.

Materials used in electrical engineering can be divided into electrical (engi-
neering) materials, construction materials and additional materials [3]. All are
influenced by the passage of time and subject to damage. Degradation of materials
can be caused by a variety of reasons, such as thermal [4], mechanical [5], etc.
Damage can result from physical or chemical causes and occur under the influ-
ences of the micro or macro world. If a material is damaged or degraded by
environmental causes, defects (such as dislocations, cracks, cavities and lack of
homogeneity) will occur [6, 7]. However, defects may occur in materials either
during manufacture or normal use. Fracture mechanics plays a very important role
in the analysis of the safety of the final product. Degradation of materials due to
both normal aging processes and operating stresses causes fractures and
mechanical failures. The likelihood of occurrence of critical stress around defects
in the production process is higher than at any other position [8].

2 Theory Linked with Experiment for Students

In order to link the theory and laboratory exercises, the problem must be intro-
duced in lectures. To ‘‘measure’’ the influence of mechanical damage on electrical
properties, a stress (safety) intensity factor is introduced.

A stress intensity factor is a measure of mechanical reliability of products. The
obtained results suggest that the existence of a crack in a stressed piezoelectric
material leads to a stress redistribution and concentration, and the tensors of
mechanical and piezoelectric stress at the crack tip become infinitely large. This
‘‘point of stress singularity’’ occurs at the point most sensitive to fracture [8].
Electrical and electronic products can be relied on only if there is no danger of
failure. Therefore, it is important to link mechanical damage and electrical
properties of materials.

Types of mechanical deformation are shown in Fig. 1. Modes are defined by
coordinates r, u and z in a polar-cylindrical coordinate system and shifting of the
parts of the material in axes directions by u, v and w.

Mode I is defined by the separation of the fracture surface symmetrically with
regard to the primary crack plane (so-called crack opening): u = u(r, u), v = v(r, u),
w = 0. Mode II is defined by the movement of one crack surface in relation to the
other in the same plane, but in opposite directions (shear): u = u(r, u), v = v(r, u),
w = 0. Mode III is defined by the movement of one fracture surface along the front of
the crack (shear out of plane): u = 0, v = 0, w = w(r, u).
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Every arbitrary deformation can be depicted by the combination of theses
modes, i.e. when the crack front is a spatial curve, in an arbitrary point, all three
modes can be present. In a polar-cylindrical coordinate system (r, u, z), general
expressions for components of the tensor of mechanical stress state are expressed
as [9, 10]:

ri;j r;u; zð Þ ¼ 1
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2 � r � p
p � KIðzÞrI

i;jðuÞ
h

þ KIIðzÞrII
i;jðuÞ þ KIIIðzÞrIII

i;j ðuÞ
i ð1Þ

provided that KI, KII, KIII are stress intensity factors for modes I, II and III, r
corresponding stress and r the distance from the marked point (see Fig. 1). In the
vicinity of the crack, Hooke’s law is inapplicable, because of the plastic area in
which nonlinear effects are dominant [11]. However, if the characteristic zone
dimensions are very small compared to the size of the initial crack, the linear
elastic fracture mechanics (LEFM) in an analysis of stress and strain state of the
crack tip is possible. In that case, the stress intensity factor is a measure of stress
magnitude in the vicinity of the tip of the crack. It is defined for known stress state
and geometry.

In order to link the mechanical stress to electrical properties [6, 12, 13], it is
necessary to have a measurable electrical value. In the experimental case, surface
and volume electrical resistance are such measures. It can be intuitively presumed
that the electrical resistance of the material would change if the material is
degraded. However, degradation of the insulator leads to smaller electrical resis-
tance. Vice versa, degradation of the conductor material means an increase in
electrical resistance. For example, corrosion of copper wires increases electrical
resistance, because copper-oxide is a semiconductor.

To derive the formula for electrical resistance in an insulator, students must
realize that conduction current exists after the process of polarization. The
polarization occurs in the dielectric material in a constant electric field. The
process of polarization takes only a nanosecond to be over. The electrical resis-
tance of the material, in which conduction current flows, can be expressed as [14]:

Fig. 1 Crack deformation modes: a I, b II, c III

Observation of Damage to Materials 29



R ¼ U

Ic
ð2Þ

where U is the constant voltage loaded to the material sample, Ic is the conduction
current and R is the electrical resistance. The conduction current, Ic, consists of
two components when talking about solids. These components are surface, Ics, and
volume, Icv:

Ic ¼ Ics þ Icv ð3Þ

Dividing results in Eq. (3) by U gives:

Ic

U
¼ Ics

U
þ Icv

U
ð4Þ

It is possible to measure both the volume and the surface resistance (see scheme
in the Fig. 2).

If we define volume and surface resistance as:

Rv ¼
U

Icv
ð5Þ

RS ¼
U

Ics
ð6Þ

and combining Eqs. (4), (5) and (6), the expression for the material’s resistance is
obtained:

1
R
¼ 1

Rv
þ 1

RS
ð7Þ

Therefore, the insulator (dielectric) material can be replaced by two resistors in
parallel, Rv|| Rs and can be expressed as:

Fig. 2 Illustration of the volume a and surface b resistance measurement [14]
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Rv ¼ qv �
‘

S
ð8Þ

RS ¼ qS
‘

S
ð9Þ

The volume electrical resistance depends on: temperature, humidity, additives,
strength of the electric field, etc. The surface electrical resistance depends on:
environmental humidity, surface purity, polarization, etc.

3 Experiment and Results

Results presented in this section have been obtained by students who have chosen
this type of examination. In the initial survey, they represented approximately 40 %
of the class at the beginning of the academic year. Other students in the survey have
chosen different examination: final exam 20 %, tests and quizzes 20 %, seminar
works 20 %. However, about 20 % more chose experiments instead of the final
exam during the academic year and similarly 20 % changed from tests to seminar.
Finally, 60 % of the students used experiment for examination as an alternative to
seminar work, while 40 % opted for classic seminar work at the end of the semester.

Experiment includes:

• detection of suspicious parts of a material,
• observation by optical microscopy, and
• conclusion about mechanical damage and its influence on electrical properties.

Detection of suspicious parts of a material is performed by a simple technique
of observation performed in practice at the regular bases. The suspicious material
is put on the microscope pad and observed under different amplifications.

Paper damage reduced the surface resistance of the paper, measured by an
insulator tester. Paper cut in electrical insulation can cause an insulation tear.

If the CD surface was damaged unrecoverably, the computer would not have
read it. Therefore the damage of the CD surface was too small to influence the
computer performance. However, CD surface damage is a very large problem.
Namely, even during normal operation, the laser beam unintentionally damages
the surface. Thus the surface will become unreadable after a number of readings.
Furthermore, the CD surface is sensitive to accidental small cuts or touches with
edges of even a CD box.

In this chapter, several materials are presented:

• paper from electrical insulations (electrical (engineering) application, electrical
machines),

• metal (conductor), which is corroded and
• CD surface (optical memory, computer industry).
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The results of the first experiment are shown in Fig. 3. Simple mode I crack
opening is observed.

Corrosion of the metal conductor causes the formation of an insulator or a
semiconductor layer, which stops the current flow. Therefore, the corrosion
process increases electrical resistance.

Figure 4 shows corrosion under optical microscope. Two magnifications are
chosen for the presentation. It can be seen that there are no significant optical
differences when using specified magnifications.

Figure 5 shows a compact disk (CD), which have recorded data on the surface.
Mechanical damage to CD’s surface leads to the loss of data due to the unrea-
dability of the disk.

Fig. 3 a Theoretical model
of crack opening, b opened
crack in paper (mode I),
c surface of the paper cut as
simulation of environmental
macro-world influence on the
material
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Figure 5 is a good example of the impact of magnification on the understanding
of the image. Namely, 40x magnification is less understandable to people than 10x
magnification of the CD’s surface.

Fig. 4 Corroded screw-
driver (metal material
sample): a 4x magnification,
b, c 10x magnification
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4 Conclusion

Integrating the awareness of the degradation of materials is of great importance for
the preparation of students for the performance of maintenance duties or designing
of technical products. Three examples of mechanical causes of electrical failure
are shown in the chapter. Examples are electrical insulator (paper), conductor
(metal) and optical storage (CD’s surface material, such as SbyGe1-yOx). Students
learned about them both in theory and by experiment. The theory and experiment
are connected by showing the theoretical crack opening and observation of the
crack in mode I by optical microscope. This teaching method increased the
students’ interest in the subject of the course.
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Pre-Processing for Image Sequence
Visualization Robust to Illumination
Variations

Ivica Kuzmanić, Slobodan Marko Beroš, Joško Šoda
and Igor Vujović

Abstract Several images (a sequence) may be used to obtain better image quality.
This method is perfect for super-resolution algorithms, which improve sub-pixel
clarity of the image and allow a more detailed view. It is possible that illumination
variations, e.g. those caused by a light source, lessen the benefits of super-reso-
lution algorithms. The reduction of the quantity of such occurrences by stabilizing
variations is important. An enhanced stabilization algorithm is proposed for pur-
poses of reduction of variations in illumination. It is based on the energy contained
in wavelet coefficients. In the proposed algorithm, energy plays a role of the
memory buffer in memory-based techniques of illumination variation reduction.
The benefits of the proposed image stabilization are the higher quality of images
and better visualization. Possible applications are in surveillance, product quality
control, engine monitoring, corrosion monitoring, micro/nano microscopy, etc.

Keywords Illumination variations � Wavelet transform � Super-resolution �
Parseval relation � Energy
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1 Introduction

Illumination variations generate additive and multiplicative noise, explored in
different applications, such as surveillance [1], face recognition [2, 3] or super-
resolution [4]. These variations can disable higher vision applications, such as
motion detection, tracking, super-resolution, pattern/object/action recognition, etc.
Therefore, more efficient image sequence visualization requires the suppression of
illumination.

Super-resolution algorithms are used to obtain higher quality and more details
of an image, which is a good starting point for visualization applications. Fur-
thermore, if more details are obtained, more data can be analyzed.

High resolution (HR) image is obtained by analyzing inter-pixel motion in low
resolution (LR) image sequence in case of super-resolution applications [5]. In
such a case, variations in illumination cause false motion influencing the con-
struction of the HR image.

Super-resolution can be obtained by different algorithms, either non-wavelet
e.g. in [6–9] or wavelet [10–12]. The second generation wavelets are more suited
for image super-resolution, because more LR frames lead to irregular sampling
[13, 14], and due to the sub-pixel displacement between LR frames. However,
assumptions on grid (sampling lattice) structure can be made, although this is not
necessary [14].

Although variations in illumination are examined in detail in motion detection
[1, 15, 16] or face recognition [2, 3], they are rarely taken into account in super-
resolution, which is mostly concerned with the changing of spatial coordinates in
time [6–14].

This chapter aims to describe a method of suppression of illumination varia-
tions in pre-processing in order to improve HR image quality. The proposed
pre-processing is based on a wavelet energy model and minimization of illumi-
nation variations.

This chapter is organized as follows: an illumination variation model is intro-
duced in the second section. The proposed pre-processing is described in the third
section, including the mathematical background. In the forth section, results
support the theoretical conclusions by illustrating the improvement in the Signal-
to-noise ratio (SNR) and by visual inspection.

2 Illumination Variation Model

Illumination variations occur between any two frames of an image, as illustrated in
Fig. 1. In image processing, the image is stored as two- or three-dimensional
matrix. Rows and columns are used to address the matrix element of interest. The
matrix element value is the value of the image pixel. The number of rows and
columns defines the size and resolution of an image.
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Illumination variations are visible due to their different effect on brightness.
Therefore, Fig. 1a induces the sense of a darker room in the human visual system,
while Fig. 1b induces the sense of more light in the scene.

Variations in illumination occur under both natural and artificial light sources.
Figure 2 illustrates the measurement for natural and artificial source. Variations in
illumination can be positive or negative.

If value of a pixel is increased due to variations in illumination, the variation is
called positive. The result of positive variation is increased pixel brightness.
Globally speaking, the image looks brighter. However, algorithms can interrupt

Fig. 1 Illustration of
illumination variations—the
same scene appears darker
(up) or lighter (down) under
the same lighting conditions
(row numbers designate the
y-axis and column numbers
designate the x-axis; numbers
125 and 129 designate the
order of the image in the
image sequence)
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execution due to variations in illumination. For example, if we look at a gray
image having the range of 0–255, provided variation in illumination adds 10, all
white pixels, originally having the range of 246–255, are out of range. If an
algorithm cannot cope with this, the execution will be interrupted. If it is presumed
in the programming, then the solution influences the entire image. In some cases,
normalized values are used. In such case, the values 0–255 are divided with 255
and the new range is between 0 and 1.

If value of a pixel is decreased due to variations in illumination, the variation is
called negative. The result of negative variation is decreased pixel brightness and
the image looks darker. In this case, the value of the pixel can be expressed in
negative numbers, which have to be predicted in the programming stage of the
algorithm. The solution again influences the image perception.

Therefore, it would be useful to suppress or eliminate variations in illumination.
What is the connection between visualization, variations in illumination, image

sequences and super-resolution? First, variations in illumination occur in image

Fig. 2 Experimental change
of illumination in the same
scene over time: a artificial
source, b natural source
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sequences. Image sequences are used for super-resolution, which can be used for
visualization of data, e.g. satellite images. In case of super-resolution, the input is
always in low resolution (LR). The goal is always to increase the resolution.
Therefore the output is a high resolution (HR) image.

LR images are often blurred, down-sampled, degraded by noise or variations in
illumination. Some noise is generated by camera circuitry. This part is covered by
the so called camera model [4]. The temporal noise is modelled after additive
Gaussian noise. The image gray value level I(x, y) is assumed to be proportionate
to the product of reflectance r(x, y) and illumination e(x, y) [2]:

I x; yð Þ ¼ r x; yð Þ � e x; yð Þ ð1Þ

Of course, Eq. (1) is a way to describe any arbitrary or random noise. There is
no way to calculate the actual noise except experimentally, by establishing the
differences between supposedly identical images. According to [2], the goal is to
recover the reflectance under illumination variations. To simplify the explanation,
it is supposed that one of the two neighbouring frames is free of variations in
illumination. Additive Gaussian noise is present in both frames. In this case, the
two images can be expressed by [1]:

I nð Þ ¼ S nð Þ þ g nð Þ ð2Þ

I nþ 1ð Þ ¼ S nþ 1ð Þ þ g nþ 1ð Þ þ n nþ 1ð Þ ð3Þ

where:

• I(n) is an n-th frame (frame in time t) and I(n ? 1) is an (n ? 1)-th frame
(frame in time t ? DT),

• S(n) and S(n ? 1) are projections of the scene onto the image plane,
• g(n) and g(n ? 1) are additive Gaussian noise, and
• n(n ? 1) is additive and multiplicative illumination variation

Additive and multiplicative variation consist of two components [1]:

nðnþ 1Þ ¼ a þ b � S ðnþ 1Þ ð4Þ

Constants a and b describe the strength of global changes in illumination.
Therefore, image differences can contain artefacts due to illumination variations.
Consequently, (n ? i)th image can be described as:

I nþ ið Þ ¼ Sðnþ iÞ þ gðnþ iÞ þ nðnþ iÞ ð5Þ

If all images are supposed to be the same, then:

S nð Þ ¼ S nþ 1ð Þ ¼ S nþ ið Þ

Therefore, summation of all the images gives:
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XN�1

i¼0

Iðnþ iÞ ¼
XN�1

i¼0

Sðnþ iÞ þ
XN�1

i¼0

gðnþ iÞ þ
XN�1

i¼0

nðnþ iÞ ð6Þ

XN�1

i¼0

Sðnþ iÞ ¼ NSðnÞ ð7Þ

XN�1

i¼0

Iðnþ iÞ ¼ NSðnÞ þ
XN�1

i¼0

gðnþ iÞ þ
XN�1

i¼0

nðnþ iÞ ð8Þ

For large N, illumination variations are averaged to zero:

XN�1

i¼0

nðnþ iÞ ¼ 0 ð9Þ

Therefore, illumination variations are eliminated and Eq. (8) becomes:

XN�1

i¼0

Iðnþ iÞ ¼ NSðnÞ þ
XN�1

i¼0

gðnþ iÞ ð10Þ

The same can be applied to noise:

XN�1

i¼0

gðnþ iÞ;

which has zero-mean variance [17]. Consequently, Eq. (10) becomes the clear
image of the original scene. This property is used in Wiener filters.

3 Proposed Algorithm

In order to solve the problem of variations in illumination at the input of the super-
resolution algorithm, one can start from the noise model. To eliminate the noise,
minimization of the mean square error (MSE) can be used. The best filters for the
MSE are the Wiener filters. Depending on the application, it is sometimes nec-
essary to reduce the data for processing in order to meet the requirements of the
technical system or a request for usage in real-time or limited time.

Another reason to choose another transform is the time–frequency relation.
Wavelet transform is the standard tool when signals are non-stationary, i.e. in
images with noise.

In order to use the best characteristics of the Wiener filter and the wavelet
transform, the algorithm for wavelet energy is derived.

The proposed solution lies in the application of wavelets and the exploration of
some properties of the Parseval’s theorem in L2 space [18, 19].
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The algorithm used in research is based on the discrete wavelet transform
(DWT) to obtain the energy frame descriptors.

3.1 Mathematical Background

Wavelet transform can be implemented in several ways. One of them is filter
implementation. In filter implementation, the wavelet transform can be seen as
convolution of signal and kernel:

y½n� ¼ x½n� � h½n� ¼ h½n� � x½n� ð11Þ

where * designates the convolution operation. The Eq. (11) can be written with
summation operators:

y n½ � ¼
XN

k¼1

x½k� � h½n� k� ¼
XN

k¼1

h½k� � x½n� k� ð12Þ

Two-dimensional signals, such as images, need more data to be described.
These data are approximation coefficients, as well as horizontal, vertical and
diagonal detailed coefficients. Moreover, we must take into account both the
frequency-time relation and intensity-position. Therefore, a pair of related func-
tions is used: wavelet and scaling functions. It is possible to calculate one from
another. The wavelet decomposition of the image is given with [18, 20]:

f�1ðx; yÞ ¼
X1

n¼�1

X1

p¼�1
aoðn; pÞ � /ðx� nÞ � /ðx� nÞð

þ boðn; pÞ � /ðx� nÞ � wðx� nÞ
þ coðn; pÞ � wðx� nÞ � /ðx� nÞ
þ doðn; pÞ � wðx� nÞ � wðx� nÞÞ

ð13Þ

where:

• f is the image,
• a approximation coefficient,
• b, c and d detailed coefficients,
• w wavelet function,
• / scaling function,
• x and y place of the pixel in the image

If we define s//ðx; yÞ ¼ /ðxÞ � /ðyÞ and fs//ðx� k; y� lÞ : k; l 2 Zg, then
[18, 20]:

Pre-Processing for Image Sequence Visualization 43



foðx; yÞ ¼
X1

i¼�1

X1

j¼�1
aoði; jÞ � s//ðx� i; y� jÞ ð14Þ

aoði; jÞ ¼\f ðx; yÞ; s//ðx� i; y� jÞ[ ð15Þ

a jþ1ð Þn ¼
XN

k¼0

aj;k

Z
/j;kðtÞ � /ðjþ1Þ;kðtÞdt ð16Þ

/ðtÞ ¼ 2
X2N�1

k¼0

h½k� � /ð2t � kÞ ð17Þ

wðtÞ ¼ 2
X2N�1

k¼0

g½k� � /ð2t � kÞ ð18Þ

where h is a low-pass filter and g a high-pass filter.
The implementation of wavelet transform through filter design is common.

Alternatively, poly-phase implementation can be used. The proposed algorithm
can be used in both filter and poly-phase implementation.

The algorithm is developed as a combination of two applicative requirements:

• detection of low-contrast objects and
• suppression of variations in illumination.

Naturally, since some wavelets are suitable for one purpose and others for
another, the idea to combine two mother wavelets with different properties was
conceived. In such a combination, each wavelet solves a different problem. The
optimum result is obtained by combining the solutions. The problem with com-
bining is the method of its execution. For example, two wavelets do not have the
same number of coefficients different than zero. The solution is the utilization of
energy, which is a unique descriptor. Therefore, a theorem for combining two
energy-based wavelets is arrived at.

Theorem (Calculation of image energy by two separable wavelets) Let Fh and Fg

be two-dimensional discrete wavelet transform coefficients of the orthogonal
mother wavelets h and g, respectively, obtained by analyzing the image f(n, m)
[L2(R). If h and g are separable in both dimensions, then energy can be calculated
as:

Xn

i¼1

Xm

j¼1

f 2ði; jÞ ¼ 1
nm

Xn

i¼1

Xm

j¼1

Fhði; jÞj j2

and

Xn

i¼1

Xm

j¼1

f 2ði; jÞ ¼ 1
nm

Xn

i¼1

Xm

j¼1

Fgði; jÞ
�� ��2:
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In such case it is valid to calculate energy as:

Xn

i¼1

Xm

j¼1

f 2ði; jÞ ¼ 1
2nm

Xn

i¼1

Xm

j¼1

Fhði; jÞj j2þ Fgði; jÞ
�� ��2

� �
ð19Þ

Proof

2
Xn

i¼1

Xm

j¼1

f 2ði; jÞ ¼ 1
nm

Xn

i¼1

Xm

j¼1

Fhði; jÞj j2
� �

þ 1
nm

Xn

i¼1

Xm

j¼1

Fgði; jÞ
�� ��2
� �

¼ 1
nm

Xn

i¼1

Xm

j¼1

Fhði; jÞj j2þ Fgði; jÞ
�� ��2

� �

Xn

i¼1

Xm

j¼1

f 2ði; jÞ ¼ 1
2nm

Xn

i¼1

Xm

j¼1

Fhði; jÞj j2þ Fgði; jÞ
�� ��2

� �
h

3.2 Step by Step Description of the Algorithm

The choice of wavelets is based on the solution, which is supposed to be mean-
ingful. The second criterion is the suppression of variations in illumination. The
third criterion is the orthogonality of the chosen wavelets (because of the execu-
tion speed). Daubechies wavelet with 2 vanishing moments (db2) was chosen to
cope with illumination variations and db7 to increase the accuracy of edge
localization and detect low-contrast objects.

The steps of the proposed algorithm for pre-filtering are as follows:

1. Initialization of the variables.
2. Pre-filtering of the image sequence by wavelet energy and averaging. This step

consists of the following:

– 2a. Image loading,
– 2b. 2D-Lifting wavelet transform (2D-LWT) by two different wavelets

(i.e. db2 and db7) separately,
– 2c. Summation of the coefficients (each separately) with the previous sum,
– 2d. Repeat 2a–2c for 49 times.
– 2e. Calculation of the coefficient average
– 2f. Energy calculation
– 2g. Inverse 2D-LWT

In step 2, which is, actually, proposed pre-filtering, LR image sequence (with N
frames) is transformed by 2D-LWT using two different wavelets (marked as wav1
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and wav2 in expressions). 2D-LWT is performed on each frame separately. Then,
the average of all results is taken:

pf1 ¼
1
N

XN

i¼1

coef wav1
i ð20Þ

pf2 ¼
1
N

XN

i¼1

coef wav2
i ð21Þ

To obtain the energy equivalence, Eq. (22) is performed:

pf ¼ pf 2
1 þ pf 2

2

maxðpf 2
1 þ pf 2

2 Þ
ð22Þ

3. Execution of the algorithm, which has to be enhanced (the simplest are the
zoom, linear interpolation or the motion field). The input to this algorithm is the
product of step 2.

4 Results

Methods of interpolation are not the scope of the chapter and are so simple just to
illustrate the improvement by the proposed pre-filtering. Common measure of the
image quality is signal-to-noise ratio (SNR), which is a measure for the contrast
between the time-averaged background and the foreground object compared to the
total noise. SNR is defined as [17]:

SNR ¼ 20 log10

1
K

PK

k¼1

�IforegroundðkÞ � 1
K

PK

k¼1

�IbackgroundðkÞ

rn

0

BB@

1

CCA ð23Þ

where:

• K is the number of frames,
• �IforegroundðkÞ the average foreground intensity in frame k,
• �IbackgroundðkÞthe average background intensity in frame k, and
• r is the standard deviation of K frames

Methods for super-resolution with higher signal-to-noise ratio will also be
improved, expectedly, by the same factor (about 3 times) as the methods in the
example.

Table 1 shows the SNR (defined by the expression in [17, 21]) improvement of
different algorithms by the proposed pre-filtering. The analyzed images and the
obtained results are obtained for this research.
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As can be seen from Table 1, the original signal has SNR equal to 3.2 dB. The
usual zoom does not increase SNR value.

However, if the proposed pre-filtering is applied, then SNR is increased by the
magnification factor (MF):

MF ¼ 10
3:2
¼ 3:125

MF = 3.125 means that the SNR is increased by 3.125 times.
However, if the motion field is used to increase the number of pixels (resolu-

tion) then the obtained image without proposed pre-filtering results in SNR about
10 dB. If this method is improved as proposed, the SNR rises to 27 dB.

Simple linear interpolation is performed by calculating the averages between
low-resolution pixels (Table 2) in the high-resolution grid [22]. Low-resolution
pixels position in the high-resolution grid is shown in Table 3.

Table 1 Comparison of the SNR for the same methods with and without applying proposed
prefiltering

METHOD SNR
[dB]

Original image 3.2
Upsampled and linearly interpolated 3.2177
Upsampled and linearly interpolated with wavelet energy (RMS) and scaling

(proposed prefiltering)
10.0658

Mean and motion field interpolation 10.046
Mean and motion field interpolation with wavelet energy (RMS) and scaling

(proposed prefiltering)
27.1387

Mean and motion field interpolation with wavelet energy (normalized energy) and
scaling (proposed prefiltering)

49.325

Table 2 Low-resolution grid with four elements

LR (1,1) LR (1,2)
LR (2,1) LR (2,2)

Table 3 Location of low-resolution matrix elements (from Table 2.) on high-resolution grid and
expressions of approximations (for every coefficient) [22]

LR (1,1) A LR (1,2)

C D E
LR (2,1) H LR (2,2)

Explanation of the letters:
A ¼ 1

2 LRð1; 1Þ þ LRð1; 2Þ½ �
C ¼ 1

2 LRð1; 1Þ þ LRð2; 1Þ½ �
D ¼ 1

2 LRð1; 1Þ þ 1
2 LRð1; 2Þ þ LRð2; 1Þð Þ

� �

E ¼ 1
2 LRð1; 2Þ þ LRð2; 2Þ½ �

H ¼ 1
2 LRð2; 1Þ þ LRð2; 2Þ½ �
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Fig. 3 a Zoomed part of the original image, b original image, c zoomed part of the image
obtained by simple super-resolution algorithm, d the entire image obtained by the super-
resolution
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The problem of the zoom is the visible grain structure, as can be seen in Fig. 3.
Figure 3a shows the zoomed part of the source and Fig. 3b the entire source.

Figure 3c shows the same zoomed part as Fig. 3a, but the image is improved by
super-resolution algorithm. Hence, the number of rows and columns for the same
image part is doubled.

Fig. 3 (continued)
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Figure 3d shows the entire image obtained by the implementation of the super-
resolution algorithm.

In order to validate the proposed algorithm, other algorithms from references
should be used for comparison.

Statistical mean to evaluate the concentration of the interesting value in the set
of data is called histogram.

Histograms in Fig. 4 show number of pixels with the same value and the
distribution through the entire value range. The comparison of the histograms in
the quasi-super-resolution algorithm [23] and the original image is shown. It can
be seen that histograms are almost identical, which means that it is very likely that
human visual perception remained unchanged with respect to the addressed
problem, assuming that it is the same scene, within the same context, shot under
the same weather conditions (if it is in outdoor application), at the same time of

Fig. 4 Histogram of: a the
original image, b the image
obtained by wavelet quasi-
super-resolution [23]
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day. Of course, in [23] a method is presented, which enhanced the usual zoom
operation with wavelets and interpolation.

Super-resolution result obtained by linear interpolation, super-resolution result
obtained by linear interpolation and the proposed prefiltering and the image dif-
ference between two results are shown in Fig. 5. The numbers that designate the
axes are number of rows and columns, which means the adress of the pixel. I.e.
(3,5) means that we seek for the pixel in the 3rd row and 5th column.

An image difference is defined as [4]:

dk;m ¼ yk;m �
XR

r¼1

wk;m;r
~bk;r ð24Þ

where:

• wk,m,r represents the operations of blurring and down-sampling,
• ~bk;r is shifted HR r-th pixel in k-th frame, and
• yk,m is the source (LR-image) pixe

In order to calculate the difference, the automated algorithm or human operator
can be used. The disadvantage of the automated algorithm is the inherit error due
to decision threshold. The disadvantage of the human operator is the speed of
execution. Using the second choice, which is more precise and more time con-
suming, it is calculated that Fig. 5c consists of:

• 8836 pixels which are exactly the same (0.1775 %),
• 1372834 pixels are near zero or equal to zero, which means that the images,

which are subtracting, are almost the same (27.5797 %) and
• 3596033 pixels are different (72.2428 %).

Pixels that are different present the difference between two methods: the
standard linear interpolation and the linear interpolation, which is improved by the
proposed prefiltering.

It can be observed that Fig. 5b also has less additive noise.
Figure 6a shows an example of the source image obtained by the frame grab-

bing procedure form the camera. It means that it is only one of the frames from the
continuous image sequence in on-line operation mode.

It is important to evaluate different algorithms in the same situations, i.e. the same
scene or the same time and the same scene. Otherwise the results can be totally
different and force us to arrive at a different conclusion. Therefore, Fig. 6 shows the
same sourced image and the zoomed part. The zoomed part is at the edge of armchair.

Figure 7 presents the results of different methods of interpolation in the super-
resolution algorithm to the same source image.

Figure 7a shows the resulting image obtained by simple linear interpolation and
up-sampling operation. If the proposed pre-processing algorithm is applied to the
same procedure, the obtained result is shown in Fig. 7b.
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Fig. 5 a Super-resolution by
linear interpolation, b super-
resolution by linear
interpolation with the
proposed pre-filtering, c the
image difference between
a and b
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The experimental scene has different interesting moments for analysis. One of
them is the edge of the armchair. Figure 7c shows that interesting detail of the
scene, which is placed between 275 and 390th row and 390 and 420th column.

The motion field method examines the interframe motion in the image
sequence. Figure 7d shows the result of such simple algorithm. Zoomed part
(between 260 and 390th row and 280 and 425th column) of the same region of
interest (ROI) is shown in Fig. 7e. This part is magnified from Fig. 7c.

Figure 7f is an image of energies for the pixels corresponding to the scene.
If the proposed pre-processing algorithm is applied to the image and then the

motion field method, the result is an improved motion-field method. The result is
shown in Fig. 7g. For the sake of comparison, the same ROI (between 260 and
390th row and 280 and 425th column) as in other methods is zoomed and shown
for this method in Fig. 7h.

Fig. 6 Original image (a)
and zoomed part of the same
image (b)
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Fig. 7 Different methods of interpolation in super-resolution: a result of linear interpolation and
up-sampling, b the same as a with proposed pre-filtering, c zoomed part of a between 275 and
390th row and 390 and 420th column, d motion field interpolation with pre-processing as
proposed, e zoomed part of b between 260 and 390th row and 280 and 425th column, f energy
model of the scene, g motion field method with the proposed pre-processing in energy, h zoomed
part of g between 260 and 390th row and 280 and 425th column, i high resolution image obtained
by energy model, j root-mean square method with linear interpolation, k zoomed part of j with
scaling factor p between 250 and 390th row and 280 and 425th column, l absolute difference
between previous two methods of super-resolution, m image l with scaling factor p
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Fig. 7 (continued)
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Fig. 7 (continued)
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Fig. 7 (continued)
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Fig. 7 (continued)
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Fig. 7 (continued)
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If the energy method is used, the obtained high resolution (HR) image is shown
in Fig. 7i.

The result of root-mean square (RMS) method applied together with linear
interpolation is shown in Fig. 7j. The same ROI (between 260 and 390th row and
280 and 425th column) as for the other methods is used to obtain the Fig. 7k. The
final result is scaled with factor p.

The absolute difference between the two presented super-resolution methods is
shown in Fig. 7l.

If scaling operation is applied to image difference and the scaling factor is p, the
result is shown in Fig. 7m.

Figures 6 and 7 illustrate the original image, zoomed part of the image, and
super-resolved image with different methods. However, there are also many other
methods. The chosen methods are for illustration purposes only. The proposed
algorithm can also be used to improve any other method.

5 Conclusion

The scope of this chapter is the improvement of input data of the super-resolution
visualization algorithm. The method based on energy defined in the wavelet domain
is proposed and root-mean square is used to minimize variations in illumination. The
proposed pre-filtering method improves the discussed algorithms by a factor of 3, if

Fig. 7 (continued)
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SNR is used for comparison. The SNR improvement is the result of the proposed
algorithm. However, the results are obtained by root-mean square minimization of
variations in the LR image sequence. This procedure introduces more details in the
sub-pixel level. The proposed algorithm can be applied in various visual systems,
such as surveillance (motion detection), product quality control (pattern matching or
recognition), engine monitoring, corrosion monitoring (pattern recognition), micro/
nano microscopy (for the educational or research purposes), etc.
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Efficient Crack Propagation Simulation
Using the Superimposed Finite Element
Method and Cohesive Zone Model

Y. T. Kim, H. C. Oh and B. C. Lee

Abstract There have been studies for the crack propagation simulation such as
the node release technique, the element elimination method, the cohesive zone
model, the extended finite element method, etc. Among these methods, the
cohesive zone model is known as an effective method for the crack initiation and
propagation. The cohesive zone model is easy to implement in a finite element
code and estimates accurately the experimental results. Unfortunately, it has some
drawbacks. The crack path is already known for the crack propagation because the
cohesive elements are already generated on the crack path. Additionally, it is
difficult to generate the cohesive element because the thickness of the cohesive
element is very thin. In this study, an effective method by using the superimposed
finite element method is proposed to overcome these drawbacks. The superim-
posed finite element method is one of the local mesh refinement methods. A fine
mesh is generated by overlaying the patch of the local mesh on the existing mesh
called the global mesh. Thus, re-meshing is not required. When the crack propa-
gates, the local mesh refinement by using the superimposed finite element method
is operated using the local element patch. The mesh of the local element patch
includes the crack and the cohesive elements are generated on the crack surface of
the local element patch. Therefore, the crack propagation simulation can be per-
formed along the new crack path. Also, some local mesh patches are classified as
the direction of the crack propagation in the proposed method and the local mesh
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patch is generated using the hierarchical concept. Then, the generation of the local
mesh patch is easy and efficient. Additionally, the re-meshing process is not
required. Consequently, the proposed method improves the efficiency of the crack
propagation simulation. The proposed method is applied to several examples.

1 Introduction

During the past decades, methods for the crack propagation simulation have been
studied actively. Typical methods are the node release technique, the element
elimination method, the extended finite element method and the cohesive zone
model, etc. The node release technique [1] is the method of separating two nodes
directly when a certain value such as the stress or the strain reaches a critical value
at that node. The element elimination method [2] is the method of removing
elements which satisfy some failure condition. When the failure condition is
satisfied, the material stiffness is set to be null. This method can be applied when
the crack path is not prescribed. The extended finite element method [3–6] uses
elements with embedded discontinuities. In the extended finite element method,
discrete crack propagation through a finite element mesh is modeled by the
enrichment of the classical displacement-based finite element approximations by a
discontinuous function obtained through the partition of unity. The cohesive zone
model [7, 8], which is one of the interface modeling methods, was introduced to
model the interface. The complicated behavior of the interface is characterized
into one cohesive layer. The material behavior of the interface is determined by a
traction-separation law.

The node release technique and the element elimination method are simple but
they do not have the capability to simulate a true discontinuity. Furthermore, the
extended finite element method has some difficulties which lie in the modeling of
spontaneous multiple crack initiation, branching and coalescence and the com-
plicated numerical integration.

On the other hand, the cohesive zone model is easy to implement in a finite
element code and estimates accurately the experimental results. Unfortunately, it
has some drawbacks. For using the cohesive zone model, the cohesive elements
are generated on the crack surface after the crack path is determined during the
analysis. So, re-meshing process is required repeatedly. Additionally, it is difficult
to generate the cohesive element because the thickness of the cohesive element is
very thin.

In this study, an effective method by using the superimposed finite element
method is proposed to overcome these drawbacks. As one of the mesh refinement
techniques, the superimposed finite element method was proposed by Fish [9]. The
idea of this method is to overlay a fine local mesh into the concerned area, which is
discretized as a rough global mesh. A re-meshing process is not needed with the
superimposed finite element method, and the performance is similar to a fine mesh.

64 Y. T. Kim et al.



Due to this advantage, this method is applied to various fields such as laminated
composites [10], elasto-dynamic problems [11], crack propagation [12], shape
optimization [13], simulation of the adhesive joint [14], etc. Recently, an efficient
superimposed finite element method has been proposed by Park et al. [15]. As the
boundary in the global mesh coincides with the boundary in the local mesh, com-
putational cost is reduced. This method is applied to the crack propagation simula-
tion. When the crack propagates, the local mesh included the crack is generated. This
mesh is superimposed on the global elements which include the crack. The local
mesh includes the cohesive elements on the crack surface. Therefore, the crack
propagation simulation can be performed with the cohesive elements.

For the cohesive elements are generated easy, the divided patterns of the global
element are defined. Using these patterns, the local mesh patch is generated with
the hierarchical concept. Then, the generation of the local mesh patch is easy and
efficient. Furthermore, the mesh density control of the local fine element is also
easy. Additionally, the re-meshing process is not required. This is the most
important fact of the superimposed finite element method. Consequently, the
proposed method improves the efficiency of the crack propagation simulation. The
proposed method is applied to several examples.

2 Superimposed Finite Element Method

The governing equation of the finite element method is obtained from the variation
of the total potential energy functional P in Eq. (1).

P ¼ 1
2

Z

X

eT De dX�
Z

C

uT t dC�
X

i

uT
i fi ð1Þ

where X is the domain, e is the strain, D is the material matrix, t and C are the
traction boundary condition and the region where the traction is applied, fi and ui

are the external force and the displacement in the point where the external force is
applied. The variation of Eq. (1) gives Eq. (2)
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¼
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i
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where Xe is the domain of each element, ee is the strain of each element, N is the
number of elements.

For the superimposed finite element method, the displacement is defined by
Eq. (3).
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u ¼
uG ¼ NGuG on XG

uG þ 0 ¼ NGuG on CGL

uG þ uL ¼ NGuG þ NLuL on XL

8
<

:
ð3Þ

where N is the shape function, G and L are the global domain and local domain,
respectively. In the global domain, the displacement vector is represented by the
general interpolation function called the shape function. In case of a two-dimen-
sional element, the shape function of the global domain is like in Fig. 1. In the
local domain, the displacement is represented by the sum of the global displace-
ment vector and local displacement vector. In this domain, a hierarchical shape
function must be used as the interpolation function. The hierarchical shape
function is obtained by adding new shape functions to the existing ones. In Fig. 2,
the local element patch is composed of four elements. For presenting the behavior
of local elements, some shape functions are added in the original shape functions
like in Fig. 3. This modified shape functions and added shape functions are called
the hierarchical shape function. At the interface between the global domain and the
local domain, the displacement vector is represented by the global displacement
only for the displacement continuity.

The strain vector which is the derivative of the displacement is represented by
Eq. (4).

e ¼
eG ¼ BGuG on XG

eG þ 0 ¼ BGuG on CGL

eG þ eL ¼ BGuG þ BLuL on XL

8
<

:
ð4Þ
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Fig. 1 Two-dimensional
element and shape functions

Fig. 2 Global mesh and
local mesh for the
superimposed finite element
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where BG and BL are the derivatives of the global and local displacement inter-
polation functions.

For an efficient analysis, the domain is discretized as shown in Fig. 2 [17]. As
the global and local element boundaries coincide, the stiffness matrix is assembled
without additional numerical costs.

From Eqs. (2) and (4), the governing equations in the global domain and local
domain are obtained as Eqs. (5) and (6), respectively.
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Fig. 3 Local element patch composed by four elements and its hierarchical shape functions in a
two-dimensional element
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where K is the stiffness matrix and Q is the nodal load vector.
The global governing equation can be obtained from Eqs. (5) and (6). Local

nodes that belong to the physical boundary are assigned the physical boundary
conditions of the problem.

3 Application to the Crack Propagation Simulation

A cohesive zone model, which is one of interface modelling methods, was
introduced to model the interface. The complicated behavior of the interface is
characterized into one cohesive layer. The material behavior of the interface is
determined by a traction-separation law. Therefore, this is easy to implement and
estimates accurately the experimental results. But this has some drawbacks. First,
re-meshing process is required because the cohesive elements are generated during
the analysis. Second, it is difficult to generate the cohesive element because the
thickness of the cohesive element is very thin. The proposed method overcomes
these drawbacks of the cohesive zone model by using the superimposed finite
element method. When crack propagation occurs, the crack propagated region is
refined by the superimposed finite element method using the local fine mesh, as
shown in Fig. 4. The local fine mesh includes the cohesive element on the crack
path. In Fig. 4, the red line is the cohesive element. This local mesh is generated
automatically by the predetermined dividing patterns as shown in Fig. 5. The
predetermined local mesh patterns lead to easy implementation and generation of
the local mesh, so it improves the efficiency of the meshing and modeling scheme.

The local mesh is generated finer than the global mesh through the hierarchical
concept, as shown in Fig. 6. If the hierarchical level is increased, the local mesh in
the current level is generated as a new one by dividing the local mesh in the
previous level. Thus, the element density in the local region is controlled through
the hierarchical level in a simple way. From this concept, the elements in the crack
propagated region can be discretized sufficiently without an additional mesh
generation process.

The maximum principal stress is used as the criterion of crack propagation and
the bilinear model as the traction separation law is used for the cohesive zone
model, as shown in Fig. 7. In this model, the total area of the bilinear model
represents the fracture toughness of the interface. As the load is applied, the
cohesive layer deforms linearly, as shown in Fig. 7a. After the stress in the
interface reaches the critical stress, the stress decreases and the separation
increases, as shown in Fig. 7b. Finally, complete failure occurs when the sepa-
ration reaches df.
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Fig. 4 Local refinement when crack propagation occured

Fig. 5 The divided patterns (a) and the local mesh refinement by the predetermined dividing
patterns (b)
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4 Numerical Examples

4.1 A Double Cantilever Beam Problem

For verification, the proposed method is applied to the double cantilever beam
problem, as shown in Fig. 8. This material behavior is taken as isotropic elastic for
this problem and the mode-I separation exists only in this problem. The material
properties and critical energy release rate are assigned as follows:

E ¼ 100 N/mm2; t ¼ 0:3; fu ¼ 1:0 N/mm2; GF ¼ 0:1 Nmm�1 ð7Þ

where E is the elastic modulus, t is the Poisson’s ratio, fu is the cohesive strength
and GF is the fracture toughness.

A finite element analysis was performed using the in-house code and the results
are compared with the results given in Ref. [16], which was used the continuous
partition of unity method (PUM). These results are the load-displacement curve at
the loading point and the crack path is the straight line, which is perpendicular to
the direction of the loading. The model is shown in Fig. 9 and the analysis results
are shown in Fig. 10. The numerical results by the proposed method describe well
the results of the reference.

Fig. 6 The hierarchical concepts of the local mesh patch generation

Fig. 7 The bilinear traction-
separation model for the
cohesive zone model
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4.2 A Three Point Bending Problem

Consider the beam in three point bending shown in Fig. 11. The growth of a
cohesive crack in such a specimen has been studied extensively by Carpinteri and
Colombo [17] using finite element analysis and the node release technique. This
load-deflection curve is shown in Fig. 12 for the following geometrical parameters
(t is the specimen thickness):

b ¼ 0:15 m; l ¼ 4b; t ¼ b; a ¼ 0 ð8Þ

Fig. 8 The geometry of a double cantilever beam problem

Fig. 9 The finite element model (a) and deformed shape (b) of a double cantilever beam
problem
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The material properties are assigned as follows

E ¼ 36; 500 MPa; t ¼ 0:1; fu ¼ 3:19 MPa; GF ¼ 50 Nm�1 ð9Þ

where E is the elastic modulus, t is the Poisson’s ratio, fu is the cohesive strength
and GF is the fracture toughness.

A finite element analysis was performed using the in-house code and the results
are compared with the results of Carpinteri and Colombo. The model is shown in
Fig. 13 and analysis results are shown in Fig. 12. The numerical results by the
proposed method describe well the referenced results.

Fig. 10 The load-displacement curve as calculated using the proposed method (A double
cantilever beam problem)

Fig. 11 The geometry of a three point bending problem
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5 Conclusion

In this study, an effective method by using the superimposed finite element method
is proposed to overcome drawbacks of the cohesive zone model in the crack
propagation simulation. For using the cohesive zone model in the crack

Fig. 12 The load-deflection curve at the loading point as calculated using the proposed method
(A three point bending problem)

Fig. 13 The finite element model of a three point bending problem (a) and deformed shape (b)
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propagation simulation, re-meshing process is required to insert the cohesive
element. In the proposed method, the superimposed finite element method is used
to overcome this drawback. When the crack propagates, the local element patch is
generated using the predefined patterns and the hierarchical concept. The local
element patch includes the cohesive elements on the crack surface. And then, this
patch is superimposed on the global element. Therefore, the crack propagation
simulation can be performed with cohesive elements efficiently.

This method is not required the re-meshing process for the crack propagation
and generate the cohesive element easily. And the generation of the local mesh
patch is easier and more efficient because of using the predefined patterns.
Additionally, the mesh density of the local fine elements can be controlled easily
due to the hierarchical concept. Consequently, the proposed method improves the
efficiency of the crack propagation simulation.

The proposed method was applied to a double cantilever beam problem. The
numerical results using the proposed method describe well reference results. The
proposed method is also applied to a three point bending problem and the results
are compared with reference results. The numerical results using the proposed
method describe well the reference one.
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A Parametric Finite-Volume Formulation
for Linear Viscoelasticity

Severino P. C. Marques, Romildo S. Escarpini Filho
and Guillermo J. Creus

Abstract This chapter of contribution presents a new numerical model for the
analysis of structures of heterogeneous materials with linear viscoelastic constitu-
ents. The model is based on the recently developed parametric finite-volume theory.
The use of quadrilateral subvolumes made possible by the mapping facilitates
efficient modeling of microstructures with arbitrarily shaped heterogeneities, and
eliminates artificial stress concentrations produced by the rectangular subvolumes
employed in the standard version. The parametric formulation is here extended to
model viscoelastic behavior. Several examples, including both homogeneous and
heterogeneous situations, are analyzed. Comparison between numerical and ana-
lytical results has shown an excellent performance of the proposed model.

1 Introduction

The application of heterogeneous materials to fill the needs of diverse industrial
sectors has significantly increased in the last years [1]. Some of these composites
are constituted by high performance fibers (carbon, glass, metal, ceramic, etc.)
embedded in a polymeric matrix. Due to the time-dependent behavior of polymers,
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the composites exhibit an effective viscoelastic response that is affected by envi-
ronmental agents, particularly temperature, humidity and age [2–4].

On the other hand, composites show a heterogeneous texture on the microlevel,
determined by the constitutive behavior of the matrix material and the embedded
fibers.

Approximate constitutive relations may be obtained using micromechanical
models [5, 6]. Traditionally, the finite element method is the numerical technique
most employed to analyse composites, particularly to understand their macro-level
behavior [7, 8]. To have a more complete understanding of the viscoelastic
behavior of a composite, the influence of the heterogeneous nature at the micro-
scale on the macroscale response must be examined in detail. Lately, computa-
tional tools other than finite elements have been proposed to model heterogeneities
and their effects under a variety of thermo-mechanical conditions [9–11]. An
attractive alternative technique is the recently developed parametric formulation of
the finite-volume theory [12], which incorporates a parametric mapping capability
into the Finite-Volume Direct Averaging Method (FVDAM) [11]. The use of
quadrilateral subvolumes made possible by the parametric mapping facilitates the
modeling of heterogeneities and eliminates artificial stress concentrations pro-
duced by the rectangular subvolumes employed in the standard version. Thus, the
procedure offers flexibility and accuracy comparable to the finite element method
for modeling of structures made of material with microstructure constituted by
arbitrarily shaped heterogeneities [13, 14].

This parametric formulation of the finite-volume theory, initially formulated for
thermo-mechanical analysis of linear elastic composite materials [12], has been
extended to include plastic effects and used as a framework for the development of
a homogenization technique applied to materials with periodic heterogeneous
microstructures [15].

In the present chapter a numerical model for the analysis of heterogeneous
materials with linear viscoelastic constituents is presented. The model has been
derived on the parametric finite-volume theory framework and employs a state
variables formulation for the computation of the viscoelastic strains [16].

Several examples, including both homogenous and heterogeneous materials,
were analyzed and their results were compared with analytical solutions found in
the literature or obtained by using the correspondence principle. The comparison
between the numerical and analytical results has shown an excellent performance
of the proposed model.

2 Parametric Viscoelastic Formulation of the Finite-Volume
Theory: Plane Stress and Plane Strain Problems

In the parametric finite-volume theory, the whole domain occupied by the heter-
ogeneous material is discretized into quadrilateral subvolumes [12]. The formu-
lation is based on the mapping of a reference square subvolume onto each
quadrilateral subvolume, as shown in Fig. 1.
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The displacement field at time t is approximated using a second order expansion
in the reference square subvolume coordinates as follows
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where Ut
iðklÞ are the polynomial coefficients.

The formulation in the viscoelastic procedure is similar to that in the elastic
case, which may be seen in [12]. For an isotropic linear viscoelastic material
occupying the subvolume, the increments of stress are related to increments of
strain, corresponding to time interval ½t; t þ Dt�, through the expression
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where the indices T and V are used to indicate the increments of thermal and
viscoelastic strains respectively and C is the linear elastic constitutive matrix for
plane stress and plane strain. The surface-averaged incremental stress–strain
relation for the subvolume faces can be expressed in the form
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Using the Cauchy equation, the surface-averaged increments of tractions on the
faces of the subvolume are given as

(1,1)
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(x2,y2)
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y

Fig. 1 Mapping of the
reference square subvolume
in the g - n plane onto a
quadrilateral subvolume in
the x–y plane of the actual
microstructure
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n1 and n2 being the components of the unit normal vector to each face Fk in the
directions x and y, respectively.

The global incremental stiffness matrix KG is obtained using the same
procedures employed in [12]. The local stiffness matrices are assembled into a
global system of equations by applying continuity conditions for the increments of
surface-averaged interfacial tractions and displacements, followed by the specified
boundary conditions. The system of equations, resulting from this approach,
relates the increments of unknown interfacial and boundary surface-averaged
displacements to the increments of surface-averaged tractions, as follows

KGDU ¼ D�t þ D�to ð5Þ

In Eq. (5), the vector DU contains the increments of unknown interfacial and
boundary surface-averaged displacements, D�t is the vector of the net increments of
surface-averaged tractions along the internal interfaces and the discretized
boundary and D�to indicates a global incremental loading vector with information
on body forces and thermal and viscoelastic effects. The vectors D�t and D�to are
known at the beginning of each time incremental step. Due to the interfacial
traction continuity conditions on the common interfaces of adjacent subvolumes,
D�t is sparse with its nonzero terms being the increments of surface-averaged
tractions on the discretized boundary regions.

3 Evaluation of the Viscoelastic Strains

3.1 Linear Viscoelastic Constitutive Relation

The time-dependent strain components are determined incrementally using the
state variable approach [3, 16] that avoids the need to carry on the whole past
history of the deformation.

For an isotropic material and considering the volumetric and distortional effects
separately, the constitutive viscoelastic relations can be written in the form

eo tð Þ ¼ DK 0ð Þrm tð Þ �
Z t

0

oDK t � sð Þ
os

rm sð Þds

ei tð Þ ¼ DG 0ð Þsi tð Þ �
Z t

0

oDG t � sð Þ
os

si sð Þds

ð6Þ
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where eo; ei; rm and si stand for the volumetric strain, deviator strain components,
hydrostatic stress and deviator stress components, respectively. DK and DG are the
material creep functions corresponding to the volumetric and distortional
behaviors, respectively. DK 0ð Þ ¼ 1=K and DG(0) = 1/2G being K and G the
elastic values of bulk and shear moduli, respectively.

The creep functions in (6) can be approximated by a Dirichlet-Prony series as

DK t � sð Þ ¼ D 0
K þ

Xn

p¼1

D p
K 1� e

� t�s
h p

K

	 
" #

DG t � sð Þ ¼ D 0
G þ

Xn

p¼1

D p
G 1� e

� t�s
h p

G

	 
2

4

3

5

ð7Þ

where D 0
K ; D p

K ; D 0
G ; D p

G ; h p
K and h p

G are material constants. Through the same
reasoning used above, the elastic and viscoelastic parts of the volumetric and
deviator strains can be given by

ee
o tð Þ ¼ DK 0ð Þrm tð Þ eV

o tð Þ ¼
Xn

p¼1

u p
K ðtÞ

ee
i tð Þ ¼ DG 0ð Þsi tð Þ eV

i tð Þ ¼
Xn

p¼1

u p
GiðtÞ

ð8Þ

In Eq. (8), up
K and up

Gi indicate the state variables corresponding to the
volumetric and distortional behaviors which are defined by

u p
K tð Þ ¼ D p

K

h p
K

Z t

0

e
� t�s

h p
K

	 


rm sð Þds u p
Gi tð Þ ¼ D p

G

h p
G

Z t

0

e
� t�s

h p
G

	 


si sð Þds ð9Þ

Considering a small time interval Dt and assuming rj(s) as constant along the
interval Dt and equal to rj(t) the expression that allows obtaining the variables up

ij

at time t ? Dt as functions of their values at time t can be easily derived from
Eq. (9)

u p
ij tþ Dtð Þ ¼ u p

ij tð Þe
� Dt

h p
ij

� �

þ Dp
ij 1� e

� Dt

h p
ij

� �2

64

3

75rj tð Þ ð10Þ

This simple procedure is adequate as long as the material relaxation times are
not too short.
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4 Numerical Examples

4.1 Viscoelastic Block in a Rigid Die

A viscoelastic block confined inside an infinitely rigid container is subjected to
an instantaneously applied and constant vertical pressure r0 = 10 MPa as
showed in Fig. 2 [17]. The block is made of an isotropic and homogeneous
material with elastic behavior in dilatation and viscoelastic behavior in shear. The
friction effect between the block and the container is neglected. The value of the
normal stress in the y-direction is the unknown. Figure 2 shows also the
discretization used.

The viscoelastic behavior was modeled by a Maxwell element with a spring of
constant G = 3846.154 MPa and a dashpot with gG = 400 MPa.s. The adopted
elastic Bulk modulus was K = 8333.333 MPa. As the formulation employs a
generalized Kelvin model, the Maxwell model was simulated by a standard model
with a very small spring constant for the Kelvin element.

The analytical solution for this example is given by [17]

ry tð Þ ¼ �ro 1� 6G

3K þ 4G
e
� 3K

3Kþ4Gð Þh

h i
t

( )

ð11Þ

where h = gG/G. Figure 2 presents both the numerical and analytical results for
the horizontal compression stress as function of time t. It is observed that the
proposed formulation provides results nearly identical with the exact analytical
solution. The absolute maximum errors were about 1.75 % for a time increment
Dt = 0.02 s and 0.08 % for Dt = 0.001 s.

Fig. 2 Viscoelastic block in a rigid die. Plot of the horizontal compressive stress versus time
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4.2 Elastic Inclusion Embedded in a Viscoelastic Matrix

Figure 3 shows a problem which consists of an elastic inclusion embedded in a
viscoelastic matrix subjected to a uniform tensile loading given by r0 = 100 MPa
The composite was assumed in plane stress state and with total dimensions of
100 9 100 mm. Due to the symmetry of the problem, only one quarter of the
domain was modeled.

To verify the influence of the elastic inclusion on the viscoelastic response of
the composite, circular and square geometrical shapes with three different volume
fractions were considered. The matrix was modeled using a standard model with
the following mechanical properties: E1 = 7000 MPa, m = 0.3, E2 = 9333.3 MPa

Fig. 3 Composite with different fiber shapes: a square and b circular

Fig. 4 Effective creep functions for different volume fractions and fiber shapes
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and g2 = 1.3611 9 107 MPa.s. The elastic properties of the inclusion were
E = 30250 MPa and m = 0.443 Volume fractions vf of 5, 30 and 60 % were
adopted for each inclusion shape. The effective creep functions obtained in the
analyses are showed in Fig. 4. As expected, the presence of the elastic inclusion
reduces the effective viscoelastic behavior which decreases with the increase of the
inclusion volume fraction. It is also observed in Fig. 4 that the influence of the
inclusion shape on the composite effective behavior depends on the inclusion
volume fraction. For the smallest volume fraction, vf = 5 %, there is no significant
difference between the effective creep functions corresponding to the two inclusion
shapes, whereas for the intermediate value, vf = 30 %, it is relatively strong.
Considering the creep curves for the three volume fractions, it is possible to
conclude that there is a value of mf between 5 and 60 % for which that difference is
maximized.

5 Conclusion

A new numerical incremental model for the analysis of composite structures made
of linear viscoelastic constituents has been developed, using the framework of the
recent parametric formulation of the finite-volume theory. The model demon-
strated computational efficiency and a potential to describe the behavior of
different cases of linear viscoelastic structures. Several examples were analyzed
and comparisons of results with analytical solutions confirm the excellent
performance of the proposed model. On the other hand, considering the recognized
capability of the parametric formulation of the finite-volume theory in modeling of
heterogeneous solids, it is believed that the numerical tool developed can be
employed to predict the viscoelastic behavior of complex multiphase composite
structures.
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Methodology for the Quantitative
Evaluation of the Structure
in Cast Magnesium Alloys

Tomasz Rzychoń

Abstract Magnesium alloys with alkaline earth elements are attractive materials
for components working at elevated temperature (ca. 180 �C) in the automotive
industry. It is well known that properties of engineering materials depends on the
microstructure. Therefore, complex procedures for the quantitative description of
the microstructure, which enable to obtain repeatable and unequivocal results, are
very important in process control of technology parameters as well as to determine
the relationship between properties and microstructure of materials. This chapter
presents a comprehensive procedure consistent with modern quality assurance
systems for the quantitative assessment of primary grains and intermetallic com-
pounds in magnesium alloys containing aluminum and strontium. The presented
procedure for this alloy includes: a methodology of metallographic specimens
preparation, a methodology of image acquisition with light microscopy and finally
automatic image analysis operations sequence enabling detection of grain bound-
aries and intermetallic compounds. Moreover, the procedure contains guidelines for
statistical analysis which allows for an objective interpretation of results.

1 Introduction

Calcium and strontium are important elements in advanced magnesium alloys,
which are relevant for weight savings in the automotive industry or other appli-
cations [4]. The applications of most common magnesium alloys, such as AZ91
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(Mg–9Al–0.8Zn) and AM50 (Mg–5Al–0.5Mn) with outstanding mechanical
properties and die castability are limited to temperatures below 120 �C. This
limitation is attributed to the low hardness of the intermetallic phase Mg17Al12

under high temperature [8]. The search for creep-resistant alloys has led to the
development of rare earth containing magnesium alloys, for example AE42 (Mg–
4Al–2RE, AE44 (Mg–4Al–4RE) and magnesium alloys with silicon—AS21 (Mg–
2Al–1Si), strontium—AJ62 (Mg–6Al–2Sr) or calcium—AX51 (Mg–5Al–1Ca). In
these alloys, the structure is characterized by second phases from the systems Al–
Si, Al–RE, Al–Sr or Al–Ca at the grain boundaries which are stable compounds
with a relatively high melting point [4]. The new series of Mg–Al–Ca–Sr alloys
offer excellent creep resistance up to 180 �C and low cost compared to magnesium
alloys containing yttrium or rare earth metals, which are conventionally used to
improve the heat resistance [9]. Typical alloys representative of the Mg–Al–Ca–Sr
system are the commercial MRI-153 and MRI-230D alloys, which are designated
for die casting technology. Both alloys were developed by Dead Sea Magnesium
and Volkswagen AG for high temperature applications, such as engine blocks and
automatic transmission cases, where the operating temperatures can be as high as
175 and 250 �C, respectively. These alloys contain aluminum to ensure their yield
strength and castability, while calcium and strontium are added to form interme-
tallic phases at grain boundaries and in the grain interior to improve creep resis-
tance [1, 2, 5, 7,10]. In the present study, a quantitative procedure for the
determination of phase content and grain size in cast MRI-230D magnesium alloy
was developed.

2 Experimental

Ingots of MRI-230D alloy was the material for the research. This alloy were
purchased from Dead Sea Magnesium Ltd. The chemical composition of this alloy
is provided in Table 1. The content of iron, nickel and cooper is below 0.001 wt%.

Metallographic specimens were prepared according to the procedure recom-
mended for magnesium-base alloys by the Buehler expert system [3]. Specimens
for microstructure were taken from the central part of a cast billet (75 mm
diameter) and etched with 3 % nitric acid in ethanol. The microstructure was
characterized by optical microscopy (Olympus GX-70) and a scanning electron
microscopy (Hitachi S3400) equipped with an X-radiation detector EDS (VOY-
AGER of NORAN INSTRUMENTS). EDS analyses were performed with an
accelerating voltage of 25 keV. The phase structure of the investigated alloy was
identified by X-ray diffraction (JDX-75) using Cu Ka radiation. For a quantitative
description of the structure, stereological parameters describing the size and shape
of the solid solution grains and phase precipitations were selected. To measure the
stereological parameters, a program for image analysis ‘‘Met-Ilo’’ was used [6].

88 T. Rzychoń



3 Results and Discussion

3.1 As Cast Microstructure

The as-cast microstructure of the MRI-230D alloy consists of a dendritic a-Mg
matrix and interdendritic second-phases distributed at grain boundaries (Fig. 1).

SEM observations linked with EDS microanalysis revealed the presence of
three sorts of phases in the interdendritic regions (Fig. 2). The first one was a
coarse irregular-shaped eutectic. The results of EDS microanalysis showed that

Table 1 Chemical composition of the MRI-230D alloy in wt%

Al Zn Mn Ca Sr Sn Mg

6.8 0.01 0.23 1.91 0.25 0.5 Balance

Fig. 1 Optical micrographs of MRI-230D alloy (without etching)

Fig. 2 Backscattered
electrons (BSE) image of
MRI-230D alloy
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Table 2 Average compositions of the intermetallic compounds and solid solution in the MRI-
230D alloy analyzed by EDS (SEM)—from Fig. 2

Point Composition (at.%)

Mg Al Ca Mn Sr

1 28.3 52.1 18.8 – 0.8
2 41.6 47.0 1.7 – 9.8
3 9.0 49.6 – 41.4 –
4 96.3 3.7 – – –

Fig. 3 XRD pattern of MRI-230D alloy

Fig. 4 Experimental EBSD pattern obtained from the irregular-shaped phase indexed as Al2Ca
(cubic crystal structure), Mean Angle of Deviation (MAD) = 0.40�, orientation = (135.7, 31.5,
71.7�), spec. plane (-3-15)
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this eutectic phase is composed of mainly aluminium, calcium and magnesium
(point 1, Table 2). The second one was a thin lamellar eutectic phase containing
mainly magnesium, aluminium and strontium (point 2, Table 2). The third one was
globular particles composed mainly of aluminium and manganese (point 3,
Table 2). It is worth noting that precise determination of magnesium content in the

Fig. 5 Experimental EBSD pattern obtained from the lamellar phase indexed as Al4Sr
(tetragonal crystal structure), Mean angle of deviation (MAD) = 0.59�, orientation = (151.4,
93.8, 11.5�), spec. plane (-5-10)

Fig. 6 Examples of revealed microstructures after etching with different reagents: 25 ml H2O,
75 ml ethylene glycol, 1 ml HNO3 in bright field, low quality for detection of phases (a); 5–
20 ml acetic acid, 80–95 ml H2O in bright field, good quality for detection phases (b); 4.2 g
picric acid, 10 ml acetic acid, 10 ml H2O, 70 ml ethanol in bright field, very low quality for
detection of phases (c); 4.2 g picric acid, 10 ml acetic acid, 10 ml H2O, 70 ml ethanol in
polarized field with quarter-wave plate, good quality for detection of grain boundaries (d)
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second phase is difficult, due to interaction between the electron beam and the
magnesium matrix. Calcium and strontium were not detected in the solid solution
of a-Mg due to their low solubility in magnesium (point 4, Table 2). The content
of aluminum dissolved in a-Mg is higher than its maximal solid solubility at room
temperature. It is connected with high cooling rate during the solidification of
ingot.

In order to identify the crystalline structure of these intermetallic compounds
existing in the as-cast microstructure of the alloy studied, X-ray diffraction anal-
ysis was carried out and the results are shown in Fig. 3. It can be seen that the alloy
consists of the a-Mg matrix, Al2Ca and Al4Sr compounds. Moreover, a few dif-
fraction lines with low intensity were observed which were not positively iden-
tified. Presumably, these peaks are produced by particles containing aluminum and
manganese (AlxMny phase). In addition, the presence of Al2Ca and Al4Sr phases
was confirmed by electron back-scattering diffraction (EBSD) analysis as shown in
Figs. 4 and 5, respectively.

Fig. 7 Semi-automatic procedure used to detect the Al4Sr phase
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3.2 Procedures for Detection of Intermetallic Phases
and Grain Boundaries

The selection of the best reagent to reveal the microstructural constituents is an
important factor during the development of complex procedures for the quanti-
tative description of the microstructure.

Images of the microstructures after etching in different reagents were registered
using the Olympus GX-70 light microscope equipped with a DP70 colour digital
camera employing various acquisition techniques. Figure 6 shows examples of

Fig. 8 Semi-automatic procedure used to detect the Al2Ca phase

Fig. 9 Semi-automatic procedure used to detect the AlxMny compound
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microstructures of MRI230D alloy etched with different reagents. The condition
for proper detection is a homogeneous grey level from the objects to be measured,
which is different from the background level which is not elevated. An initial
description of all images obtained during these investigations suggested that this
condition could be fulfilled by structural images obtained for unetched samples
(Fig. 1). Usage of reagent containing 5–20 ml acetic acid, 80–95 ml H2O (Fig. 6b)
also allows the correct detection of intermetallic phases, however, the distinction
of the compounds is more difficult than in unetched samples.

Since the intermetallic compounds are present in interdendritic regions, dis-
tinguishing the grain size from the dendritic cell size in cast magnesium alloys can
be challenging. Etching with reagents containing 4.2 g picric acid, 10 ml acetic
acid, 10 ml H2O and 70 ml ethanol and usage of polarized light permits

Fig. 10 Semi-automatic procedure used to determine the stereological parameters of grains in
MRI-230D alloy
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identification of individual grains and reveals that not all of intermetallic-rich
regions correspond to grain boundaries.

Based on the etching results, semi-automatic procedures using the Met-Ilo
image analysis program were developed to detect intermetallic phases and grain
boundaries in the investigated alloy (Figs. 7, 8, 9, and 10). In these figures, grey
images are designated in capital letters and binary images with small letters.
Letters in the brackets indicate the analyzed image, the digit means value of step
for the image transformation that was used in the Met-Ilo program [6].

When the light microscopy is used to estimate the phase content in the MRI-
230D alloy, the most appropriate magnification for correct detection of second
phases in MRI-230D alloy is 500x. In order to obtain the accuracy of the mea-
surements of volume fraction of intermetallic phases lower than 3 %, the mini-
mum number of registered images at magnification of 500x is 22. In case of
measurements of grain size, repeatable results are obtained if a minimum of 300
grains are analyzed.

The results of the quantitative analysis are shown in Table 3. It can be seen that
the dominant intermetallic compound is the Al2Ca Laves phase. The low values of
the variation coefficient of area fraction m(AA) indicates that Al2Ca and Al4Sr
phases are a homogenous arrangement in the microstructure. The low values of
shape factor n of these compounds correspond to their irregular shape. In the case
of the AlxMny phase, the high value of shape factor indicates on near-globular
morphology. The grain size of the ingot analyzed is 424 lm, while the dendritic
cell size is only 114 lm.

4 Conclusion

The as-cast microstructure of MRI-230D alloy consists of dendritic supersaturated
a-Mg matrix, coarse irregular-shaped eutectic a-Mg+Al2Ca, thin lamellar eutectic
a-Mg+Al4Sr distributed in the interdendritic regions and globular particles of
AlxMny compound inside the grains. The dominant intermetallic compound is
Al2Ca and its area fraction is 6.1 %. The performed investigations have shown that
the detection of the particles occurring in the MRI-230D magnesium alloy can be
performed on unetched samples. Difference in grey level between precipitates is
sufficient for detection of Al2Ca, Al4Sr and AlxMny phases. Therefore, a simple

Table 3 Results of quantitative analysis in MRI-230D magnesium alloy

Parameters Phase

Al2Ca Al4Sr AlxMny

AA (%) 6.1 1.5 0.6
m(AA) 35.1 47.3 105
n 0.43 0.52 0.86
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semi-automatic procedure using the Met-Ilo image analysis program can be
applied to estimate the phase content and grain size in the MRI-230D alloy. These
procedures can be used in the control of quality of ingots, sand and squeeze casts.

Acknowledgments The present work was supported by the Polish Ministry of Science and
Higher Education under the strategical project no. POIG.01.01.02-00-015/09 (FSB-71/RM3/
2010).
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Dynamic Analysis of Pre-Cast RC
Telecommunication Towers
Using a Simplified Model

Marcelo A. Silva, Jasbir S. Arora and Reyolando M. L. R. F. Brasil

Abstract The main goal of this chapter is to propose a simplified procedure to
accomplish the dynamic analysis of pre-cast RC (reinforced concrete) telecom-
munication towers subjected to wind loads. With the methodology proposed here,
only the static results and the first natural frequency of vibration are needed to
accomplish the dynamic analysis of a given structure. The method is easier and
faster than the traditional dynamic analysis approach. In this work, results of the
dynamic and static analysis of 90 real structures are used in the optimization process.
The difference between the results given by the simplified method proposed here and
the complete dynamic analysis are less than 2 %.

1 Introduction

The theme of the present work is related to the recent public auctions for operation
of cellular telephony in Brazil, in line with the natural growth of the sector of
telecommunication in the world. With this, new systems of transmission and
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reception of electromagnetic waves are being installed. Due to the restrictions of
the local legislations, the installation of new towers has been an extremely difficult
work. One possible solution is the sharing of existing structures, where several
telecommunication companies use a same tower already in place. It is necessary to
verify if the existing structure, when subjected to the loads of a given configuration
of antennas and supports, presents appropriate safety. The installation of the
systems must be accomplished in very few months. Such fact requires the analysis,
with reliability and speed, of thousands of existing telecommunications towers in a
short period of time. A typical structure analyzed here is shown in Fig. 1.

Unfortunately, some accidents occurred with some of these structures. In Fig. 2,
we show one structure collapsed during a wind storm. Among several hypothesis,
based on investigations, studies and tests, the main causes of the collapses are:

• design error in the junction of the sections;
• over load; the number of antennas, platforms and supports are larger than the

prescribed one; the place of installation of the tower is different from the one
considered in the design;

• structures designed without considering the dynamic effects of the wind loads.

Fig. 1 Typical pre-cast RC
telecommunication tower
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The present work deals with the dynamic effects of the wind loads. We show
here that the dynamic effects of wind are very significant and can drastically
contribute to structural collapse. The main feature researched is the dynamic
magnification factor, defined here as the ratio between the bending moment given
by the dynamic and static models [1]. Surfaces are created to give this factor as a
function of the structure height and the first natural frequency of vibration. To
create these surfaces, optimization problems were formulated where the objective
function is the error between the dynamic magnification factor, computed
according to NBR-6123 [1], and other given by equations, defined as a function of
the structure height and first natural frequency of vibration. The design variables
are the coefficients of these equations, and constraints are imposed to avoid a
negative magnification factor. The static analysis is quite straightforward and easy
to implement. However, the same thing is not true for the dynamic analysis
because it requires computation of natural frequencies and mode shapes and
coefficient of amplification, beside other variables. The main goal of this chapter is
to define a procedure to simplify the dynamic analysis of Reinforced Concrete
(RC) telecommunication towers. Using graphs created by the authors, engineers
can easily obtain the dynamic response of a tower only by multiplying the results
of the static analysis by the coefficients given in graphs. In this kind of structures,
the main internal loads are the bending moment, the shear load and the axial load.
Only the flexure moment and the shear load are multiplied by the magnification
factor to obtain the dynamic results. In cases analyzed here, the axial load is not
influenced by the dynamic response.

To solve the problems discussed here, use of advanced tools and models is
needed, such as the reinforced concrete modeling, dynamic analysis of structures
subjected to wind loading and Lagrangian optimization. First the linear dynamic
model used to accomplish the structural analysis is presented. This model is based
on the discrete dynamic model of the NBR-6123 code [1]. In this model, the
structure’s effective stiffness is considered constant computed as the gross moment

Fig. 2 Pre-cast RC structure collapsed during a wind storm
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of inertia. Next, the optimization problem is described, containing a description of
the structures, the formulation of the problem and the results obtained. Finally,
conclusions based on the present study and suggestions for further works are
presented.

2 Review of Literature

The RC analysis is done based on the NBR-6118 code [2]. A review of the
literature indicates that the effective stiffness of RC structures depends on the
bending moment as well as the distribution and the amount of reinforcement. An
equation proposed by Branson [5] for the calculation of the effective stiffness was
incorporated in ACI-318 [3] and, more recently, in NBR-6118 [2]. Several
researchers have used Branson’s equation to compute the displacement of RC
beams and slabs. Inspired by Branson’s equation, (Brasil and Silva 2006) present a
methodology for calculation of effective stiffness of RC beams subjected to
bending moment and shear load. The methodology consists of using optimization
techniques to minimize the error between the displacements measured in tests with
those given by the integration of the elastic line, thus representing the effective
stiffness of the member. In the present work, according to the dynamic linear
model, we consider constant stiffness as the gross section moment of inertia.

In the work of Brasil and Silva [6], a non-linear dynamic model is presented for
analysis of slender RC structures under dynamic wind loading. The model is based
on ABNT [1] and on the effective stiffness equations given by Silva and Brasil [6].
Once equations for the calculation of the effective stiffness are adopted, a non-linear
static analysis of the structure under the mean wind speed loading is accomplished
first [1] where, in each iteration of the P-delta method, the effective stiffness of RC
elements is computed as a function of the bending moment. Considering the
effective stiffness obtained in the final iteration of the P-delta method, the authors
calculate the natural frequencies and modes of vibration of the structure. In this kind
of problem, once the moment given by the P-delta method is greater than the linear
static one, the effective stiffness may be lower than estimated by the linear static
analysis, and lower frequencies will be generated. These modes and frequencies are
then used to perform the floating wind analysis of the structure [1]; that is the
analysis of the vibration of the structure due to the variation of the wind velocity.
These authors consider the structure to vibrate under the wind loading around the
equilibrium configuration given by the P-delta method, and that the amplitude of
displacement is given by the dynamic wind analysis. The sum of the non-linear static
analysis and the floating wind analysis results constitutes the non-linear dynamic
analysis of the structure. This process is depicted in Figs. 3 and 4. Silva and Brasil
[6] conclude that the dynamic internal loads of the non-linear dynamic model are
15 % larger than those with the linear dynamic model [1]. When the values obtained
with the non-linear dynamic model are compared with those given by the linear
static model of ABNT [1], it is concluded that they are 50 % larger than the linear
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static analysis results. In the present work, the authors propose a code based method,
therefore, only the linear dynamic analysis is considered. It is done by taking the
effective stiffness constant as the gross section moment of inertia and neglecting
second order effects (P-delta effects).

Fig. 3 Original and discretized structure

Fig. 4 Graphical representation—non-linear dynamic model [8]
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For the optimization process, the augmented Lagrangian method for dynamic
response optimization problems as described by Chahande and Arora [7] and
Arora [4] is used. This method transforms a constrained optimization problem into
an unconstrained optimization problem. The objective and constraints functions
are combined using the Lagrange multipliers and penalty parameters to create an
augmented Lagrangian functional. A sequence of functionals is created by properly
altering the penalty parameters and Lagrange multipliers. The unconstrained
minimum value of the functional in this sequence converges to the minimum of the
constrained problem. Considering all the methods described in this section, we
developed the work here presented.

3 Linear Dynamic Analysis

3.1 Linear Static Analysis

According to ABNT [1], V0 (m/s) is the mean wind speed computed based on a 3 s
interval, at 10 m above ground, for a plain terrain with no roughness, and a return
period of 50 years. The topographic factor is S1, while the terrain roughness factor
is S2, given as

S2 ¼ bFrðz=10Þp ð1Þ

where b, p and Fr are factors that depend on the terrain characteristics and z is the
height above ground in meters. Factors S1, S2 and S3 are given in tables in ABNT [1].
The characteristic wind speed (m/s) and the wind pressure (Pa), respectively, are

Vk ¼ V0S1S2S3 and q ¼ 0:613V2
k ð2Þ

The wind load (N) on an area A (projected area on a vertical plane of the given
object in m2) is computed as

F ¼ CaAq ð3Þ

where Ca is the drag coefficient. ABNT [1] presents tables for Ca values.

3.2 Linear Dynamic Analysis

If the first natural frequency of vibration of a given structure is smaller than 1 Hz,
it is necessary to perform a dynamic analysis of the structure [1]. According to
ABNT [1], the dynamic analysis is performed as follows. For the jth degree of
freedom, the total load Xj due to direct wind along the tower is the sum of the mean
and the floating loads given as:
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Xj ¼ �Xj þ X̂j ð4Þ

The mean load �Xj is given as

�Xj ¼ �qob2CjAj
zj

zr

� �2p

ð5Þ

where

�qo ¼ 0:613�V2
p and �Vp ¼ 0:69V0S1S3 ð�qoin N=m2 and �Vpin m=sÞ ð6Þ

and b and p are given in Table 20 in ABNT [1]; zr is the reference height, taken as
10 m in this work; �Vp is the design wind speed corresponding to the mean speed
during 10 min at 10 m above ground for a terrain roughness (S2) for category II.

The floating component X̂j in Eq. (4) is given as

X̂j ¼ FHwjuj ð7Þ

where

wj ¼
mj

mo
; FH ¼ �qob2Ao

Pn
i¼1 biuiPn
i¼1 wiu

2
i

n; bi ¼ Cai
Ai

Ao

zi

zr

� �p

ð8Þ

and mi, m0, Ai, A0, n and Cai are the lumped mass at the ith degree of freedom, a
reference mass, the equivalent area at the ith degree of freedom, a reference area,
the dynamic coefficient of amplification in Figs. 14 to 18 of ABNT [1], and the
drag coefficient for area Ai, respectively. Note that u = [ui] is a given mode of
vibration. To compute ui and n, it is necessary to consider the structural mass and
stiffness. The damping factor f is given by ABNT [1]. When the section varies as a
function of the diameter f = 1.5 % and for cylindrical structures f = 1.0 %. The
lumped mass can be easily calculated by summing the mass around the influence
region of a node. The total homogenized moment of inertia of the cross-section is
given as

Itotal ¼ IG þ Is hom; Is hom ¼ Is

Es

Ecsec

� 1

� �
; Ecsec ¼ 0:85� 5600

ffiffiffiffiffi
fck

p
( MPaÞ;

ð9Þ

where Es, Ec sec, Is, Is hom, IG and fck are the elasticity modulus of steel, the secant
elasticity modulus of concrete [2], the moment of inertia of the total longitudinal
steel area, the homogenized moment of inertia of the longitudinal steel area, the
gross moment of inertia of the cross-section, and the characteristic compressive
resistance in MPa for 28 days old concrete, respectively. In the linear dynamic
analysis here accomplished, we consider the cross-sectional moment of inertia as,

IEF ¼ IG; ð10Þ
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of each section to compute the stiffness matrix of the structure. We consider that
the structure under linear static behavior does not suffer any plastification or
irreversible cracking.

Consider a given vector Q̂i which represents a quantity such as internal loads,
stress, or strain, due to the ith natural mode of vibration. The contribution Q̂ of
r modes in the dynamic analysis is computed as

Q̂ ¼
Xr

k¼1

Q̂2
i

" #1=2

; while Yi ¼
1
3

Xi ð11Þ

is the transverse load, due to the variation of the wind direction. The first
expression of Eq. (11) is called simply the RSS method, which means square root
of the sum of the squares method.

4 The Augmented Lagrangian Method

To solve the structural optimization problem formulated in this chapter, it is
necessary to adopt optimization algorithms that deal with static and dynamic
constraints, as well as non-linear functions. A non-linear optimization problem
with static and dynamic constraints is presented as follows: find the design vari-
ables b 2 Rn that minimize the non-linear objective function f(b) subjected to the
non-linear constraint functions:

Static

giðbÞ ¼ 0; i ¼ 1; l ð12Þ

giðbÞ� 0; i ¼ lþ 1;m ð13Þ

and dynamic, V t [ [t0, tf],

giðb; tÞ ¼ giðb; zðtÞ; _zðtÞ;€zðtÞ; tÞ ¼ 0; i ¼ mþ 1; l0 ð14Þ

giðb; tÞ ¼ giðb; zðtÞ; _zðtÞ;€zðtÞ; tÞ� 0; i ¼ l0 þ 1;m0 ð15Þ

In dynamic of structures, the displacement vector z(t) must satisfy the equations
of motion, a system of second-order ordinary differential equations:

Mðb;€z; _z; z; ðtÞ€zðtÞ þ Cðb;€z; _z; z; tÞ _zðtÞ þ Rðb;€z; _z; z; tÞ ¼ pðb;€z; _z; z; tÞ ð16Þ

with the initial conditions as _zðt0Þ ¼ _z0 and zðt0Þ ¼ z0. Here M ðb;€z; _z; z; tÞ and C
ðb;€z; _z; z; tÞ are the mass and damping matrices, respectively; the vector R
ðb;€z; _z; z; tÞ is the generalized elastic force; and p ðb;€z; _z; z; tÞ is the generalized
force vector. Equations (12) and (13) include, for example, limits of the design
variables. Equations (14) and (15) represent constraints on dynamic response such
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as the maximum and minimum values of the displacements z(t), dynamic strain
and stress. The initial and final times are t0 and tf, respectively.

During the design process, a set of parameters, denoted as design variables b,
are selected to define the system. Once the design variables are specified, the
vector z(t) is determined by Eq. (16). The displacements are called state variables,
as they determine the structure configuration for every t [ [t0,tf], and Eq. (16) is the
state equation. The constraints on the dynamic response are explicit functions of
state variables and implicit functions of the design variables. Usually, in structural
optimization problems with dynamic constraints, the state variables vector is
denoted as z(t). In this work, we use an equivalent static method where the analysis
is done by computing the maximum amplitude of each mode of vibration and then
using the RSS method, as shown previously in Eq. (11).

There are several optimization methods to solve the problem defined by
Eqs. (12)–(16). We treat this problem using the augmented Lagrangian method
where an augmented functional is created using the objective and the constraint
functions:

Uðb; u; rÞ ¼ f ðbÞ þ PðgðbÞ; u; rÞ ð17Þ

P(g(b), u, r) is a penalty functional, and u 2 Rm0 and r 2 Rm0 are the Lagrange
multipliers and the penalty parameters, respectively. It is possible to determine u*
and r* so that the minimum point b* of the functional defined in Eq. (17) is the
minimum point of the problem defined by Eqs. (12)–(16). As we use iterative
methods to find u* and r*, it is necessary to use a stopping criterion.

The augmented Lagrangian method defines procedures for updating penalty
parameters and Lagrange multipliers. This method can be simply described by the
algorithm:

Step1: Set k = 0, estimate vector u and r.
Step2: Minimize U(b,uk,rk) with respect to b. Let bk be the best point obtained in

this step.
Step3: If the stopping criterion is satisfied, stop the iterative process.
Step4: Update uk and rk if necessary.
Step5: Set k = k ? 1 and go to Step 2.

The multipliers method is quite simple, and its essence is contained in Steps 2
and 4. The functional in Eq. (17) can be defined in several ways. In the present
work, the Lagrangian functional adopted to solve the problem with dynamic
response is defined as:

Uðb; h; rÞ ¼ f ðbÞ þ 1
2

Xl

i¼1

ri giðbÞ þ hið Þ2 þ
Xm

i¼lþ1

ri giðbÞ þ hið Þ2þ

( )

þ 1
2

Ztf

t0

Xl0

i¼mþ1

ri giðb; tÞ þ hið Þ2 þ
Xm0

i¼l0þ1

ri giðb; tÞ þ hið Þ2þ

( )

dt

ð18Þ
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In Eq. (18) ri represents the penalty parameters and hi defines the Lagrangian
multipliers as ui = rihi, for i = 1,…,m’. Note that, in Eq. (18), the dynamic
constraint functions are integrated over the time interval and combined with the
objective function to obtain the Lagrangian functional. At Steps 2 and 3, it is
necessary to adopt a stopping criterion. Here, we consider the following stopping
criterion:

K\p; ð19Þ

where p is the maximum number of iterations, and

rUðbk; uk; rkÞ
�� ��� e and ð20Þ

Kb ¼ maxf max
1� i� l

jgiðbðkÞÞj; max
lþ1� i�m

jmax(giðbðkÞÞ;�hiÞj;

max
1� i� l0

ð max
t0 � t� tf

jgiðbðkÞ; tÞjÞ; max
l0þ1� i�m0

ð max
t0 � t� tf

jmax(giðbðkÞ; tÞ;�hiðtÞÞjÞg� e
ð21Þ

Uðbkþ1; ukþ1; rkþ1Þ � Uðbk; uk; rkÞ
� �

=Uðbk; uk; rkÞ
�� ��� e ð22Þ

In Eq. (21), Kb is the maximum constraint violation, and in Eqs. (20)–(22) e is
the tolerance. If the algorithm is not converging, the condition in Eq. (19) states a
finite number of iterations. Chahande and Arora [7] noted in several examples
analyzed that the best value for p is 2n. The process of updating the Lagrange
multipliers and penalty parameters and more details on the adopted algorithm are
presented by Arora [4] and Chahande and Arora [7]. In the work of Chahande and
Arora [7], only Eq. (21) is suggested as the stopping criterion, but in this work,
based on tests accomplished by the authors, we adopt other conditions as well.

A computer program was developed, based on the augmented Lagrangian
method. The following numerical methods were utilized to implement this
method:

• to solve the equations of motion (16), we use the procedure given in Sect. 3.2
for dynamic linear analysis;.

• regarding the unconstrained minimization (Step 2), we use the conjugate gra-
dient method with Armijo line search;

• to calculate the gradient vector, we use the finite difference method;
• to solve linear systems, we use Cholesky decomposition.

5 Description of the Structures

The RC towers analyzed here present a height varying from 20 to 60 m with a
circular cross-section. Based on that, we suggest that the results given here be used
only for structures with height no larger than 60 m. The diameter, thickness and
steel areas may change along the height of the tower and are different from one
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tower to the other. The concrete used in the fabrication of the tower has a char-
acteristic resistance at 28 days (fck) as 45 MPa, which gives a secant elasticity
modulus (Ecsec) of 31.9 GPa from Eq. (9). Applying the safety factor, the concrete
design resistance is then fcd = 45/1.3 MPa. The steel has a covering of 25 mm,
design resistance of fyd = 500/1.15 MPa and elasticity modulus Es = 210 GPa.

The structures were discretized with 41 nodes and 40 elements. The first element
starts at the first node and ends at the second, the second element starts at the second
node and ends at the third, and so on. With this discretization, the structure has 240
degrees of freedom. The displacement vector corresponding to the structural degrees
of freedom is also denoted as the state variable vector. Figure 5 shows a typical
structure cross-section, where ø, e, As and Asw are respectively the external diameter,
thickness, the longitudinal steel area and the traverse reinforcement.

As the ninety structures analyzed here are installed in several places in Brazil,
the basic wind speed V0, topographic factor S1 and terrain roughness S2 : (b; p;
Fr), are adopted according to the local of installation. The statistical factor is
S3 = 1.1. As stated before, the wind load on an area A is F ¼ CaAq, where Ca

represents the drag coefficients. Several pieces of equipment are installed on the
structure, such as a ladder with anti-fall cable, a platform with antenna supports,
night signer lights, a system of protection against lightning, and antennas. The
values of A and Ca change from tower to tower.

Besides these areas and drag coefficients, the tower mass is considered dis-
tributed along the structure proportionally to the volume and can be computed
using a density of 2,500 kg/m3. The masses of the other components are also
considered. As the goal of the chapter is to compare the static with the dynamic
internal loads, specially the bending moment, these data are not important to the
final result of the work.

Fig. 5 RC
telecommunication tower
cross-section
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6 Computation of the Dynamic Magnification Factor

To explain the methodology and the results obtained here, let us take as example a
40 m tall structure, whose diameter varies along the height. In this case, the
damping factor is f = 1.5 % [1]. Accomplishing a dynamic finite element analysis
and considering Euler–Bernoulli beam elements, we compute the first natural
frequency of vibration f1 = 0.42 Hz. The wind factors are V0 = 40 m/s, topo-
graphic factor S1 = 1.0, and terrain roughness S2 : III and the statistical factor is
S3 = 1.1. The structure is loaded with antennas, supports, platforms, cables, lad-
der, etc. After analyzing this structure considering the static and dynamic models,
we obtain the bending moments given in Table 1. Note that the results of some
nodes were suppressed to reduce the size of the table. In this Table, z is the height
above ground, while Mlsad and Mldad are the design bending moments given,
respectively, by the linear static analysis and linear dynamic analysis. We consider
the bending moment to develop the methodology proposed here because it is the
most important internal load in this kind of structure. The magnification factor
cd(i) of a given section (i) is computed as

cdðiÞ ¼
MldadðiÞ
MlsadðiÞ

ð23Þ

The magnification factor of the structure cd is the average of cd(i) computed in
the results of nodes 27–41 (approximately the one-third of the structure near to the
ground level):

cd ¼
1

15

X41

i¼27

cdðiÞ ð24Þ

In Table 1, in the resume line, 100 % means the result of the static analysis
while 138 % is the ratio between the dynamic and static results. It means that the
dynamic flexure moment is 38 % larger than the static flexure moment (average in
the third part of the structure near to the ground level). Therefore, cd, defined here
as the dynamic magnification factor, is the factor that can be used to find directly
the dynamic results of a given tower. Figure 6 shows these flexure moments along
the structure axis. Adopting the same procedure for several structures and grouping
those that present the same value of f and S2, we can build other tables, similar to
Table 2. In this table H (m) is the structure height, f1 (Hz) is the first natural
frequency of vibration and cd the dynamic magnification factor.

Consider now that cd is written approximately as:

cd ffi cdk; where
k ¼ 0! cd0 ¼ a

k ¼ 1! cd1 ¼ aþ bH þ cf1

k ¼ 2! cd2 ¼ aþ bH þ cf1 þ dHf1 þ eH2 þ f f 2
1

8
<

:
ð25Þ
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In Eq. (25) we note that for k = 0 the approximation of cd is given by a
constant function, when k = 1 by a linear function and for k = 2 by a quadratic
equation.

Considering the approximations given by Eq. (25), we define the following
design variables of the optimization problem to determine the dynamic magnifi-
cation factor:

Table 1 Internal loads of a given 40 m tall structure

Node (i) Z (m) Mlsad (kN.m) Mldad (kN.m) cd

1 40 0.00 0.00 –
2 39 19.40 16.20 0.83
3 38 39.82 35.18 0.88
4 37 61.27 56.84 0.93
10 31 212.00 241.07 1.14
20 21 550.32 730.47 1.33
26 15 807.20 1109.14 1.37
27 14 853.96 1176.92 1.38
28 13 901.85 1245.82 1.38
29 12 950.87 1315.77 1.38
30 11 1000.99 1386.70 1.39
31 10 1052.22 1458.51 1.39
32 9 1104.54 1531.13 1.39
33 8 1157.91 1604.48 1.39
34 7 1212.33 1678.49 1.38
35 6 1267.76 1753.09 1.38
36 5 1324.18 1828.20 1.38
37 4 1381.56 1903.78 1.38
38 3 1439.85 1979.75 1.37
39 2 1499.02 2056.01 1.37
40 1 1558.76 2132.47 1.37
41 0 1619.01 2209.14 1.36
Resume 100 % 138 % 1.38

Fig. 6 Dynamic and static
flexure moment along the
structure axis
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b ¼
a½ �

a b c½ �
a b c d e f½ �

8
<

:
ð26Þ

Consider respectively the real and approximated dynamic magnification factor
vectors cd and cdk of a given group of structures which present the same f and S2.
The quadratic error between the approximation cdk and the real factor cd is:

EkðbÞ ¼
1
2

Xj

i¼1

ð cdkiðbÞ � cdiÞ2 ð27Þ

Once cdki is computed according Eq. (25), we always have an approximation
error in (27), the problem of minimizing this error is an optimization problem. We
formulate the following optimization problems: determine b that

Minimize Ek(b)
Subjected to

cdkiðbÞ� 0 i ¼ 1; . . .; j ð28Þ

Note that for k = 0 we have one optimization problem, k = 1 other, and so on,
and that the value of j is 15. The optimization problems presented here are of
inverse analysis. As we mentioned in the present work, we analyzed a total of
ninety towers and computed the real dynamic magnification factor vectors of
groups of these towers with the same f and S2. These vectors were used to compute
the approximation dynamic magnification factor (Figs. 7, 8, 9, 10, 11, 12).

Coming back to Table 2, cd0 is the approximation of the constant function,
while cd1 and cd2 are the approximations given by the linear and quadratic

Table 2 Values of cd for f = 1.5 % and S2 = III

H (m) f1 (Hz) cd cd0 cd1 cd2 E0 E1 E2

20 0.97 1.28 1.44 1.28 1.3 0.012 0.000 0.000
30 0.45 1.38 1.44 1.4 1.38 0.002 0.001 0.000
40 0.31 1.42 1.44 1.46 1.45 0.000 0.001 0.001
50 0.2 1.56 1.44 1.51 1.54 0.007 0.000 0.000
60 0.19 1.53 1.44 1.55 1.53 0.004 0.000 0.000
20 1.15 1.27 1.44 1.25 1.27 0.014 0.000 0.000
30 0.54 1.36 1.44 1.38 1.35 0.003 0.000 0.000
40 0.42 1.38 1.44 1.44 1.38 0.002 0.002 0.000
50 0.28 1.5 1.44 1.5 1.47 0.002 0.000 0.000
60 0.23 1.49 1.44 1.54 1.5 0.002 0.001 0.000
20 0.65 1.34 1.44 1.33 1.33 0.004 0.000 0.000
30 0.39 1.42 1.44 1.41 1.4 0.000 0.000 0.000
40 0.26 1.45 1.44 1.46 1.48 0.000 0.000 0.001
50 0.17 1.58 1.44 1.51 1.57 0.012 0.003 0.000
60 0.14 1.59 1.44 1.55 1.59 0.011 0.000 0.000
Total error 0.075 0.009 0.002
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functions respectively. In the same way, E0, E1 and E2 are respectively the
approximation errors of constant, linear and quadratic functions. One can note that
column E2 is the one that presents the smallest errors. However, in some cases,
when the height is larger than 60 m the value of cd2 can present non-realistic
values. Because of that, we suggest to the readers and engineers to use the method

Fig. 7 Dynamic magnification factor cd1 for f = 1.5 % and S2 = II

Fig. 8 Dynamic magnification factor cd1 for f = 1.5 % and S2 = III
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to adopt the linear approximation cd1 and only consider the results presented here
in structures no longer than 60 m. Tables 3, 4, 5, 6, 7, 8 show the coefficients of cdk

for several values of f and S2.

Fig. 9 Dynamic magnification factor cd1 for f = 1.5 % and S2 = IV

Fig. 10 Dynamic magnification factor cd1 for f = 1.0 % and S2 = II
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One can note that in the results shown in the present work, cd varies from 1.2 to
1.7. As we stated before, in this kind of structures, the main internal loads are the
bending moment, the shear load and the axial load. Only the bending moment and

Fig. 11 Dynamic magnification factor cd1 for f = 1.0 % and S2 = III

Fig. 12 Dynamic magnification factor cd1 for f = 1.0 % and S2 = IV
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the shear load are multiplied by the magnification factor to obtain the dynamic
results. In the cases analyzed here, the axial load is not influenced by the dynamic
response.

Table 3 Coefficients of cdk for f = 1.5 % and S2 = II

Design variables

Function a b c d e f

0 1.596397 – – – – –
1 1.592341 0.002299 -0.20851 – – –
2 1.095788 0.026414 0.632866 -0.03026 -0.00021 -0.11634

Table 4 Coefficients of cdk for f = 1.5 % and S2 = III

Design variables

Function a b c d e f

0 1.43633 – – – – –
1 1.3615 0.003594 -0.16339 – – –
2 0.943021 0.02439 0.575259 -0.02768 -0.00018 -0.08937

Table 5 Coefficients of cdk for f = 1.5 % and S2 = IV

Design variables

Function a b c d e f

0 1.263054 – – – – –
1 1.172087 0.003751 -0.14004 – – –
2 0.79765 0.022412 0.50859 -0.02418 -0.00017 -0.08094

Table 6 Coefficients of cdk for f = 1.0 % and S2 = II

Design variables

Function a b c d e f

0 1.67104 – – – – –
1 1.635324 0.003093 -0.22068 – – –
2 1.128192 0.029525 0.704224 -0.03643 -0.00024 -0.10375

Table 7 Coefficients of cdk for f = 1.0 % and S2 = III

Design variables

Function a b c d e f

0 1.502536 – – – – –
1 1.393851 0.004403 -0.16899 – – –
2 0.94504 0.028501 0.636653 -0.03346 -0.00022 -0.06387
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7 Conclusions

We presented linear static and dynamic models based on the NBR-6123 code [1] to
compute the wind loads on telecommunication towers. A special emphasis was
placed in pre-cast RC towers. A new procedure, based on graphs and curves obtained
using optimization techniques, uses the results of the static analysis to compute the
dynamic response of this kind of structures. One peculiar characteristic of these pre-
cast RC structures is that they often present the first natural frequency of vibration
smaller than 1 Hz and so the dynamic analysis is needed. The main feature
researched is the dynamic magnification factor, defined here as the ratio between the
bending moment given by the dynamic and static models. Surfaces are created to
give the dynamic magnification factor as a function of the structure height and the
first natural frequency of vibration. To create these surfaces, optimization problems
(inverse problems) were formulated where the objective function is the error
between the dynamic magnification factor and other given by equations, defined as a
function of the structure height and first natural frequency of vibration. The design
variables are the coefficients of these equations and constraints are imposed to avoid
negative magnification factors. The methodology proposed here is quite precise and
can reduce drastically engineering and computational time used to accomplish the
dynamic analysis of RC Telecommunication Towers. Thus, the graphs created by
the authors constitute a new tool that can easily be used by engineers.

As suggestions for futures works we propose the determination of a simplified
model that takes into consideration the non-linearities of the structure.
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Different Analysis Strategies for Roller
Compacted Concrete Dam Design

Ugur Akpinar, Alper Aldemir
and Baris Binici

Abstract This study presents the results of numerical simulations of the 56 m
high Kocak concrete gravity dam planned to be constructed in Giresun, Turkey. A
three stage analysis procedure was employed, namely rigid block stability analysis,
two-dimensional finite element analysis both in frequency and time domain and
three-dimensional dynamic analysis. The preliminary dimensions of the dam cross
section were determined from stability analysis following recommendations in [1]
and [2]. Afterwards, a time history analysis was conducted by following the
procedure of [3] that accounts for foundation flexibility and dam-reservoir inter-
action using the finite element method. In order to estimate the crack lengths and
distances, a nonlinear time history analysis was conducted for the two-dimensional
model using Westergaard’s [4] added mass approach including concrete cracking
based on a smeared rotating crack approach. In the 3D linear spectrum analysis,
the importance of modeling the exact geometry and complete soil-dam interaction
and the influence of earthquake induced effects were investigated. It was found
that the preliminary design section based on rigid body equilibrium is susceptible
to cracking. However, the locations of expected cracks are highly dependent on the
2D versus 3D idealization of the dam geometry. Considering the fact that the
length to height ratio of the dam is around 3, detailed three-dimensional simula-
tions was found to be necessary to determine potential damage locations after an
earthquake. The analysis results shed light on the locations of grout curtain to
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reduce uplift pressures without sustaining severe damage under operational based
earthquake hazard, and stability of the structure under maximum design and
maximum credible earthquake hazard levels.

1 Introduction

This chapter presents, different analysis methodologies were utilized in the design
process of roller-compacted concrete (RCC) dams emphasizing on a case study,
i.e. Kocak dam, which is located in Camoluk region of Giresun and has a distance
of nearly 9 km to the East Anatolian fault. The following analysis techniques were
carried out throughout this study.

1. Rigid block stability analyses
2. 2D linear elastic frequency domain analyses
3. 2D nonlinear finite element analysis including dam-foundation-reservoir

interaction
4. 3D linear elastic finite element analyses with multi directional earthquake

effects including dam-reservoir-rock interaction

The aim of this study was to evaluate the safety of the most economical dam
cross-section by comparing the stresses obtained from the aforementioned anal-
yses with the design stress limits. The general approach followed in the course of
the study is summarized in Fig. 1. The slopes of both downstream and upstream
faces were taken as the main variables. Since the seismic effects play an important
role, the local seismic risk is extremely important. In this context, site specific
design spectrums and spectrum compatible synthetic ground motions generated by
[5] were utilized. In light of seismic risk results, the factor of safety for different
cross-section alternatives is determined by rigid block stability analyses. At this
point, it should be mentioned that 2D and 3D finite element analyses are obviously
more appropriate but more demanding for such preliminary analysis. For instance,
stability analyses are suggested as only preliminary analyses technique by USACE
[1, 2] recommendations.

After conducting the stability analyses, dynamic analyses were carried out by
utilizing 2D and 3D finite element analysis (FEA). In the 2D analyses, hydrostatic
and hydrodynamic forces, concrete crushing and dam-foundation interaction was
also considered. In those detailed analyses, crack length of the dam base was
limited so that it would not affect the drains of dam and grout curtain under the
effect of operation based earthquake (OBE) whereas the dam should be in a
repairable state after maximum design earthquake (MDE) hits the structure.
Finally, stress checks were conducted for the three-dimensional dam-reservoir
foundation interaction models by employing modal analysis. The stability of the
3D dam model is discussed in comparison to the 2D analyses results.
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2 Analysis Parameters

2.1 Local Seismic Risk Results

Seismic performance is most probably the most important design aspect of the
Kocak dam as it is located in a seismically active region (the first seismic zone
defined by Turkish earthquake code 2007 [6]). Therefore, site specific earthquake
demands should be determined. Figure 2 shows site specific spectrums for a rock
soil profile having a shear-wave velocity of 760 m/s. In Turkish earthquake code
2007 [6], peak ground acceleration and spectral acceleration for the first seismic
zone, are suggested as 0.4 and 1.0 g, respectively. It is clear from Fig. 2 that the
site specific spectral values for OBE, MDE and maximum credible earthquake
(MCE) are nearly 80, 125 and 200 % of the Turkish earthquake design spectrum
values [6].

The site specific spectrums cannot be utilized when performing time history
analyses. Thus, spectrum compatible acceleration time histories were generated
[5]. These six synthetic ground motions for the most critical governing seismic
events are presented in Fig. 3.

Fig. 1 Kocak dam seismic design approach
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2.2 Material Properties

Average modulus of elasticity, Poisson’s ratio and compressive strength values for
the foundation rock obtained from material tests carried out at the site are pre-
sented in Table 1. The alluvium fill that observed in site is a granular material and
its modulus of elasticity, unit weight and Poisson’s ratio are assumed to be
200 MPa, 18 kN/m3 and 0.3.

C20 class concrete was used for the dam body. The allowable tensile strength
for this class is calculated as 2.1 MPa for OBE and 3.1 MPa for MDE/MCE
earthquakes by utilizing [1, 2] and methods described in [7]. As these studies give
an approximate value of tensile strength due to the implementation of empirical
formulas, the results were checked with split tensile tests conducted on the
concrete mixture similar to the one used in the site. The test results show that the
tested specimens’ tensile strength value (1.62 MPa) is compatible with the ones
calculated from the literature formulas. In the light of the above data, dynamic
tensile limits are 2.1 MPa for OBE and 3.10 MPa for MDE/MCE earthquakes. The
modulus of elasticity values for concrete was calculated from [1] and [8] resulting
in 23.75 GPa. The unit weight of concrete was taken as 24 kN/m3. Although the
dam rests on rock, the modulus of elasticity of the foundation is only half that of
the dam body. Therefore, the foundation flexibility may result in period elongation
and radiation damping as noted by [9].

In document [1], which is mainly based on the studies carried out by Chopra
and Fenves [3], the damping ratio for FEM analysis with massless foundation is
recommended to be computed from three factors affected by the structure, foun-
dation and reservoir. From this study, the damping ratio was calculated as 10 %.
For the time history analyses, the Rayleigh damping was adjusted so that it gives
10 % damping ratio between the first and third mode of vibrations.

Fig. 2 Site specific
spectrums for selected OBE,
MDE and MCE records
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Fig. 3 OBE (a–c) and MDE (d–f) acceleration histories (units: g)

Table 1 Average modulus of elasticity and average Poisson’s ratio values

Modulus of
elasticity (GPa)

Unit weight
(kN/m3)

Poisson’s ratio Compressive
strength (MPa)

Average 11.80 26.24 0.22 40.30
Standard deviation 3.05 0.32 0.02 21.73
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3 Design Models

3.1 Stability Analysis

Stability analysis is an effective tool for the preliminary design of dams. The
analysis was applied following the recommendations in [2]. This procedure
assumed the dam’s cross-section as a rigid block and tests the model for slipping
and overturning. Details of the dam’s cross-section and applied forces are shown in
Fig. 4.

Figure 4 shows the applied forces on the rigid block namely the self-weight of
the dam, the lateral earthquake load, the hydrostatic and hydrodynamic forces, the
active and passive pressures and the dead load of the silt and uplift forces. The
hydrodynamic forces were calculated according to Westergaard’s [4] added mass
approach by the equation:

pZ ¼
7
8
q €ug

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
HðH � ZÞ

p
ð1Þ

For the calculation of the uplift pressure, the effect of the grout curtain was
taken into account by reducing the effect pressure at the drain level by a factor of
2/3. Lateral earthquake loads were determined for OBE (0.6 g) and MDE (0.97 g)
by employing the 10 % damped design response spectrum (Fig. 2). The funda-
mental period of the dam was taken from the 3D analysis as 7 Hz. For the sliding
checks, a cohesive strength was taken as 0.9 MPa by matching the direction
tension and compression test results to a Mohr–Coulomb failure envelope resulting
in a friction angle of 1.5 MPa and 0.6, respectively. Stability analyses were
conducted for the four different loading cases:

Fig. 4 Forces in stability analysis of a generic dam section
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1. End of construction (empty reservoir) ? OBE
2. Operating (full reservoir) ? OBE
3. Operating (full reservoir) ? MDE
4. Flood with 56 m reservoir level

Factor of safeties for overturning and slipping and for allowable stresses on
concrete dams are given in Tables 2 and 3, respectively.

3.2 Finite Element Analysis

Finite element analyses were conducted for the following three cases:

1. Linear analysis in frequency domain by employing vertical and horizontal
earthquake loads and hydrodynamic loads on a rigid foundation dam [9].

2. Nonlinear history analysis in time domain by employing the added mass approach
for hydrodynamic forces, flexible half-space foundation and concrete cracking.

3. Linear spectrum analysis for the 3D model employing the added mass approach
for hydrodynamic forces with flexible massless foundation.

All the modeling approaches are summarized in Table 4. Their schematic
representations are also given in Fig. 5. As can be seen from the table, the non-
linear time history analysis gives the most comprehensive results whereas the
stability analysis provides very limited information. To have an accurate simula-
tion of the dam, there are two important phenomena that should be included in the
model. The first one is the movement of the concrete dam on the foundation. The
second one is modeling the cracks that may occur in the concrete dam’s body. In
the 2D nonlinear time history analysis, cracking in concrete and its direction could
be modeled by employing nonlinear material models. A mathematical model that
covers all the parameters in a 3D nonlinear finite element model on flexible
foundation with transmitting boundaries is not practical due to immense need of

Table 2 Factor of safety values for overturning and sliding

Case FS.slide (ratio of slipping
resistance to slipping effect)

FS.overturning (B: distance between
resultant force and center of gravity)

Normal loading 2.0 B/6
Irregular loading 1.7 B/4
Extreme loading 1.3 B/2

Table 3 Allowable stresses of concrete for different loading cases

Case Compression Tension Unit

Normal loading 0.3 9 fc = 6.0 0 MPa
Irregular loading 0.5 9 fc = 10.0 0.6 9 ft = 1.2 MPa
Extreme loading 0.9 9 fc = 18.0 1.5 9 ft = 3.0 MPa
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computational power. Instead, the results of each model are examined separately
and employed for the design of the dam section.

In order to simulate the nonlinear concrete behavior, a total strain rotating crack
model as explained in detail by [10] was applied. Compressive behavior is defined
by a parabolic stress–strain relationship. The crushing behavior and ultimate strain

Table 4 Comparison of different modeling methodologies

Analysis
type

Dam’s
deformation

Ground
deformation

Earthquake
effect

Size
effect

Concrete
cracking
effect

Silt
effect

Hydrodynamic
effect

Stability X X X X X H *
Analysis

method 1
H X H X X X H

Analysis
method 2

H H H X H H *

Analysis
method 3

H H H H X X *

Fig. 5 Illustration of the analysis models. a Stability model. b Frequency domain solution.
c Nonlinear time history analysis. d 3D Spectrum analysis
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are governed by the compressive fracture energy so that the ultimate crushing
strain in the models is meshing independent. The tensile behavior was modeled by
using a linear softening function beyond the tensile strength.

4 Analysis Results

4.1 Stability Analysis

The results of the stability analysis using the method described above are given in
Tables 5, 6, 7, 8. First the analysis was conducted with a dam section with
m1 = 0.7 and m2 = 0.7 where m1 is the upstream slope and m2 is the downstream
slope of the dam. According to the results, this section has approximately a safety
factor of 1.34 in the most critical case. Reducing the upstream slope (m1) to 0.4

Table 5 Stability analysis for slopes m1 = 0.7, m2 = 0.7

Overturning Slipping

esafety e* fsafety fsafety fslip

End of construction
Const. End 20.8 – – OK 1.7 – OK

? EQ (OBE) 20.8 12.29 1.69 OK 1.7 3.39 OK
? EQ (OBE) 20.8 12.29 1.69 OK 1.3 3.39 OK

Operating
Operating 13.9 0.72 19.31 OK 2 21.59 OK

? EQ (OBE) 20.8 15.58 1.34 OK 1.7 3.13 OK
? EQ (MDE) 41.7 24.26 1.72 OK 1.3 1.94 OK

Flood
Flood 41.7 0.44 94.77 OK 1.3 55.05 OK

e* eccentricity at the base of the dam

Table 6 Stability analysis for slopes m1 = 0.4, m2 = 0.8

Overturning Slipping

esafety e* fsafety fsafety fslip

End of construction
Const. end 17.9 – – OK 1.7 – OK

? EQ (OBE) 17.9 8.32 2.15 OK 1.7 3.39 OK
? EQ (OBE) 17.9 16.26 1.10 OK 1.3 3.39 OK

Operating
Operating 11.9 2.2 5.41 OK 2 17.44 OK

? EQ (OBE) 17.9 15.04 1.19 OK 1.7 3.10 OK
? EQ (MDE) 35.7 24.21 1.47 OK 1.3 1.91 OK

Flood
Flood 35.7 0.34 105.00 OK 1.30 46.25 OK
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and increasing the downstream slope (m2) to 0.8 decreases factor of safety to 1.1.
In the next step, m2 slope was reduced to 0.7 while keeping the m1 slope the same.
For these slopes, it is observed that the factor of safety of this section is slightly
below 1.0 for the overturning case. For all cases, it was assumed that a 26 m high
silt layer is placed to reservoir after the construction of the dam is completed.
However, placing the silt layer during the construction may increase the stability.
With this assumption, a dam section with m1 = 0.3 and m2 = 0.8 was investi-
gated. According to stability analysis results, this section satisfies the factor of
safety limits presented in Table 2.

4.2 Linear Finite Element Analysis in the Frequency Domain

The frequency domain analyses were conducted by employing EAGD84 [11]
which is a computer program for earthquake analysis of concrete gravity dams. For
all the ground motion records, tip displacement of the dam, maximum tension

Table 7 Stability analysis for slopes m1 = 0.4, m2 = 0.7

Overturning Slipping

esafety e* fsafety fsafety fslip

End of construction
Const. end 16.4 – – OK 1.70 – OK

? EQ (OBE) 16.4 9.32 1.76 OK 1.70 3.39 OK
? EQ (OBE) 16.4 15.27 1.07 OK 1.30 3.39 OK

Operating
Operating 10.9 0.99 11.01 OK 2.00 16.67 OK

? EQ (OBE) 16.4 16.85 0.97 Not OK 1.70 3.04 OK
? EQ (MDE) 32.7 26.35 1.24 OK 1.30 1.87 OK

Flood
Flood 32.7 0.95 34.42 OK 1.30 42.30 OK

Table 8 Stability analysis for slopes m1 = 0.3, m2 = 0.7

Overturning Slipping

esafety e* fsafety fsafety fslip

End of construction
Const. end 16.4 – OK 1.70 – OK

? EQ (OBE) 16.4 7.34 2.23 OK 1.70 3.39 OK
? EQ (OBE) 16.4 17.25 0.95 OK 1.30 3.39 OK

Operating
Operating 10.9 1.75 6.23 OK 2.00 16.51 OK

? EQ (OBE) 16.4 16.59 0.99 Acceptable 1.70 3.01 OK
? EQ (MDE) 32.7 26.35 1.24 OK 1.30 1.85 OK

Flood
Flood 32.7 0.38 86.12 OK 1.30 41.75 OK
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stress distribution on the dam, stress distribution on the base of the dam and
corresponding limit states were computed (Fig. 6). Analyses were also repeated
with an additional vertical ground motion. For these cases, 80 % scale of same
ground motion (horizontal) was utilized as vertical ground motion. The results
obtained for the different dam sections are given in Table 9 along with the percent
of limit stress exceedance levels.

According to the analysis results of all sections, the maximum tensile stress is
below the limit under the effect of only horizontal OBE ground motions. If the
vertical component is considered, displacements and stresses may increase rapidly.
The highest level of tensile stress is found to be about 25 % higher than the
dynamic tensile strength of 20 MPa of concrete at the dam heel. This suggests
conducting nonlinear time history analysis and use a higher strength concrete at
the dam heel if needed.

Fig. 6 Results of frequency domain (2D) analysis. a Deformed shape. b Stress distribution on
dam. c Stress distribution on the base of the dam. c Tip displacement history
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4.3 Nonlinear Analysis

The linear analysis provides no information on the expected damage. For a
detailed investigation, nonlinear time history analysis should be conducted in order
to find crack locations widths and extends. For the given ground motion records
and dam sections, tip displacement of the dam, location of cracks on the dam, total
crack width and length were determined (Fig. 7). The analysis results of the dams
with varying upstream and downstream slopes are given in Table 10. As can be
seen from results, the design earthquakes, OBE and MDE cause around 3–5 and
9–13 m crack lengths, respectively, at the dam base. The maximum crack widths
are expected to remain between 1.2 and 2.5 mm. The nonlinear analysis suggests
that crack width and crack length are mostly affected from the ground motion
related parameters, and the upstream and downstream slopes of the dam do not
significantly influence the expected extent of cracking.

4.4 3D Finite Element Analyses

The 3D representation of the dam model contains approximately 80,000 elements
to determine the local stress concentrations. Since 0.3–0.8 slopes satisfy the design
limits for analyses performed up to this point, this section is utilized in the 3D

Table 9 Effects of dam’s slopes on stress and tip displacement results

D (m) rmax (MPa) rmin (MPa) D (m) rmax (MPa) rmin (MPa)
m1 = 0.4, m2 = 0.7 m1 = 0.4, m2 = 0.8

Ground Motion OBE1 5.444 1.822 -1.76 4.267 1.526 -1.58
OBE2 3.624 1.313 -1.75 2.974 1.129 -1.68
OBE3 5.069 1.734 -1.73 4.746 1.671 -1.66
MDE1 10.59 3.785 -3.01 7.986 3.288 -2.78
MDE2 5.953 1.907 -2.52 5.307 1.671 -2.39
MDE3 7.934 2.694 -2.53 7.376 2.603 -2.38

Combo OBE1 7.855 2.528 -2.11 6.849 2.295 -2.09
MDE1 11.81 3.651 -2.72 9.266 3.026 -2.82

m1 = 0.35, m2 = 0.8 m1 = 0.4, m2 = 0.8

Ground Motion OBE1 5.148 1.864 -1.69 4.267 1.526 -1.58
OBE2 3.368 1.308 -1.79 2.974 1.129 -1.68
OBE3 4.907 1.798 -1.77 4.746 1.671 -1.66
MDE1 9.873 3.916 -3.16 7.986 3.288 -2.78
MDE2 5.849 1.925 -2.62 5.307 1.671 -2.39
MDE3 7.711 2.825 -2.62 7.376 2.603 -2.38

Combo OBE1 7.675 2.632 -2.11 6.849 2.295 -2.09
MDE1 11.38 3.783 -2.83 9.266 3.026 -2.82

OBE: Allowable tension stress (dynamic): 2.1 Mpa
MDE: Allowable tension stress (dynamic): 3.1 Mpa
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Fig. 7 Propagation of cracks on 2D analytical model of selected dam section
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analyses. For the sake of less computational power demand, the response spectrum
analysis method was selected to determine the earthquake effects. First, the natural
vibration periods and shapes of the 3D model were found. The results for the first
three modes are shown in Fig. 8. It is clear from this figure that the natural
frequencies of the modes are very close to each other, hence requiring the
consideration of many modes with appropriate combination rules. The modal
contributions were combined by utilizing the complete quadratic combination
(CQC) rule. In these analyses, three directional earthquake effects were considered
along with the vertical earthquake effects. The earthquake loading combinations
were formed by using the following rule. The lateral load factors were taken as
0.30 and 1 for dam axis direction (x-axis) and stream directions (z-axis), varyingly.
Moreover, the load factor for vertical effects was assumed to be 0.80 as this dam is
very close to the fault zone and its natural vibration periods are very low.

Table 10 Crack lengths on concrete dam section

Tip disp.
(mm)

Max. stress
(MPa)

Crack length
(m)

Crack with
(mm)

m1 = 0.4, m2 = 0.7
Ground

motion
OBE1 12.6 0.96 3.98 1.15
OBE2 12.7 0.93 3.98 1.14
OBE3 14.3 0.94 4.97 1.31
Average 13.2 0.94 4.31 1.21

MDE1 18.9 0.96 9.94 2.14
MDE2 19.6 0.91 10.9 1.95
MDE3 21.8 0.92 12.9 2.01
Average 20.1 0.93 11.3 2.03

m1 = 0.3, m2 = 0.8
Ground

motion
OBE1 12.4 0.97 3.98 1.18
OBE2 12.7 0.93 3.98 1.17
OBE3 14.3 0.95 4.97 1.36
Average 13.1 0.95 4.31 1.24

MDE1 19.1 0.92 9.94 2.23
MDE2 19.6 0.88 10.93 2.17
MDE3 22.1 0.88 12.92 1.83
Average 20.2 0.89 11.93 2.08

m1 = 0.4, m2 = 0.8
Ground

motion
OBE1 11.3 0.96 3.98 1.12
OBE2 11.3 0.91 3.98 1.08
OBE3 12.8 0.93 4.97 1.24
Average 11.8 0.93 4.31 1.14

MDE1 17.2 0.94 8.9 2.06
MDE2 17.7 0.92 10.88 1.99
MDE3 19.8 0.91 12.86 1.71
Average 18.2 0.92 10.88 1.92
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The maximum and minimum principal stress results obtained from the response
spectrum analyses are summarized in Table 11 and Figs. 9, 10. It can be inferred
from Table 3 that the tensile limit is barely exceeded. This situation does not hold
for MDE and MCE. For MDE earthquake, the principal stresses are larger than the
tensile limits but the damage is not expected to be significant as the overstressed
regions do not spread all over the dam body (Fig. 10a, b). Furthermore, the esti-
mated cracked region is observed at about 10 m if the regions exceeding the
tensile stress limits are assumed to be the crack length.

(a)

(b)

Fig. 8 3D finite element model of selected dam section and its natural mode shapes. a Dam axis
plan and idealization for model. b 3D model and vibration periods
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Table 11 Response spectrum analysis results of 3D analytical model

x z x ? 0.3z ? 0.8y 0.3x ? z ? 0.8y

OBE
ux (mm) 3.17 1.31 3.16 1.65
uy (mm) -2.57 -2.34 -1.31 -1.35
uz (mm) 2.25 9.01 3.87 9.35
r1 (MPa) 1.82 2.05 1.82 2.23
r3 (MPa) -1.31 -1.01 -0.98 -1.01
MDE
ux (mm) 4.99 1.80 4.99 2.29
uy (mm) -2.55 -2.19 -0.73 1.22
uz (mm) 3.08 13.91 5.57 14.48
r1 (MPa) 2.61 3.45 2.72 3.76
r3 (MPa) -1.66 -1.06 -1.07 -1.06
MCE
ux (mm) 8.37 2.72 8.38 3.54
uy (mm) -2.53 2.64 1.80 3.78
uz (mm) 4.59 22.78 8.67 23.76
r1 (MPa) 4.34 6.03 4.67 6.56
r3 (MPa) -2.35 -1.17 -1.38 -1.16

ux : Tip displacement in x-direction
uy : Tip displacement in y-direction
uz : Tip displacement in z-direction
r1 : Principle stress in 1-direction
r3 : Principle stress in 3-direction

Fig. 9 Maximum compressive stress on selected dam section for MDE
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5 Conclusions

The results of this four stage analyses study are summarized as follows:

1. A upstream slope of 0.3 and a downstream slope of 0.8 would satisfy the
minimum damage limits for OBE and collapse prevention limits for MDE.

2. The maximum crest displacements for OBE and MDE were estimated as
approximately 10 and 15 mm, respectively. Moreover, these earthquakes would
cause a principal compressive stress of 2.5 and 3.5 MPa on the soil, respectively.

3. In 2D analyses, the crack width at the base was calculated as 4 m for OBE and
12 m for MDE. These values were estimated as at most 10 m in 3D analyses.
Hence, the expected crack length obtained from 2D nonlinear analysis and 3D
linear analysis are similar. Such a cracking is not expected to result in any
damage for the drains.

4. The multi directional application of earthquake results in the worst condition,
as far as the dam body stresses are concerned. Therefore, the seismic risk is
controlled under the effect of multi directional earthquake loading.

5. The three-dimensional models give the most reliable results as the width-to-
height ratio of Kocak dam is approximately 3. For instance, the most critical
sections appear to be the right and left slopes of the dam, which could not be
observed from the two dimensional analyses.

Fig. 10 Principal stresses on analyzed dam that greater than tensile limits (3.1 MPa) for MCE
and MDE. a MDE 0.3X ? 0.8Y ? Z combination. b MDE-Z combination. c MCE
0.3X ? 0.8Y ? Z combination. d MCE-Z combination
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6. In order to limit the tensile stresses and cracks, it is recommended that a higher
class concrete, i.e. C25, can be utilized at the base of this dam (up to
approximately 9 m), while a lower strength concrete may be utilized in the
upper dam body.

References

1. United States Army Corps of Engineers (1995) Seismic design provisions for roller
compacted concrete dams. Engineering procedure 1110-2-12

2. United States Army Corps of Engineers (1995) Seismic design provisions for roller
compacted concrete dams. Engineering procedure 110-2-2200

3. Fenves, G., Chopra, A.K.: Simplified analysis for earthquake resistant design of concrete
gravity dams. Earthquake Engineering Research Center, University of California, Berkeley
Report No. UCB/EERC-85/10 (1985)

4. Westergaard, H.M.: Water pressures on dams during earthquakes. Trans. Am. Soc. Civil.
Eng. 98, 418–433 (1933)

5. Yılmaz, T.: Koçak barajı için tasarım spektrumunun olasılık hesaplarına dayalı simik tehlike
analizi (2011)

6. Ministry of Public Works and Settlement Government of Republic of Turkey: Specification
for structures to be built in disaster area. Ankara, Turkey (2007)

7. Harris, D.W., Mohorovic, C.E., Dolen, T.: Dynamic properties of mass concrete obtained
from dam cores. ACI Mater. J. 97(3), 290–296 (2000)

8. American Concrete Institute: Building code requirements for structural concrete. ACI 318-
05, ACI Committee 318, Detroit (2005)

9. Fenves, G., Chopra, A.K.: EAGD84: a computer program for analysis of concrete gravity
dams. Report No. UCB-EERC/84-11 (1984)

10. Vecchio, F.J., Collins, M.P.: The modified compression field theory for reinforced concrete
elements subjected to shear. ACI J. 83(2), 219–231 (1986)

11. Fenves, G., Chopra, A.K.: EAGD-84: a computer program for earthquake analysis of
concrete gravity dams. UCB/EERC-84/11, Earthquake Engineering Research Center,
University of California, Berkeley (1982)

134 U. Akpinar et al.



Experimental Method for Explosion Effect
Determination

Jonathan Camargo and Luis Ernesto Muñoz

Abstract The study of the fragmentation originated from explosions is a challenging
task, considering the conditions in which the phenomena occur. Those conditions are
directly related with the nature of the explosion, which generates a high speed response
of every part of the system; including dynamic behaviours from the chemical,
mechanical, and aerodynamical point of view. This study presents an experimental
approach to the determination of fragmentation characteristics, isolating the frag-
mentation effects from the shockwave. Based on standard ITOP 4-2-813, measurement
methodology and instrumentation device were developed and implemented. This
standard provides simple guidelines for designing experiments for explosion effects,
taking into account the symmetric geometry of the explosive specimen for simplifying
data recollection, by measuring mass-size in one half of a test arena and velocity of
fragments in the opposite symmetric half. Velocity was assessed by microcontroller
driven electronic hardware for which a custom barrier sensor was designed for
manufacturing with single layer thin (thickness \0.3 mm) FR-4 copper clad. The
speed reduction of a typical fragment was verified by simulation using coupled SPH-
Lagrange. Finally, a sample experiment was done for checking the operation of the
system, finding an ease of use in field.
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1 Introduction

Due to the complexity and variety of shapes and all the different locations of a
target in a blast, it is necessary to estimate the probability of damage in an indirect
manner by measuring the dynamic variables that describe the phenomenon in some
significant points and extrapolating to the whole area of analysis. Using data that
relate those variables with the damage associated to a target, one can predict the
destructive capacity in a specified detonation condition.

For multiple purpose bombs, the detonation can be divided into two different
phenomena:

Fragmentation: after detonation, the bomb casing is divided into fragments that
travel at different speeds in a range from hundreds to thousands meters per second.
Shock wave: the supersonic combustion process that happens in the detonation
produces the propagation of a high speed wave which transports an important part
of the energy of the chemical reaction.

Different studies focused on explosion shockwave measurement are found in
literature [1–3]. Few have considered fragment behaviour but aiming to the wound
effects via simulation and medical testing [4–6]. This study presents an experimental
approach to the determination of fragmentation characteristics, isolating the frag-
mentation effects from the shockwave by measuring the fragments’ features:
velocity, mass, and distribution in space. A method to determine speed of fragments
is established, for which a timer circuit and a disposable sensor are developed with
the aim of producing reliable but low cost instrumentation. This would allow
executing tests on improvised explosive devices which are highly dangerous for
civil population, and require an increasing number of experiment reproductions.

2 Methodology

In order to simplify the measuring process, the trajectories are considered parallel
to the floor (i.e. fragments in a 2D space) and radial to the detonation locus, which
reduces the aim of experiment to obtain the speed and mass in different locations
of the plain field. The sketch in Fig. 1 presents the important data to be assessed.

In the center of Fig. 1, the bomb is presented in dotted blue, and at different sites a
perimeter is drawn that corresponds to the points of observation of fragments in
which the mass and velocity have to be measured. One should note that even if the
radius is constant in Fig. 1, it is not mandatory to place measuring points in a circular
perimeter, although it simplifies data processing and execution of a test.

To choose an effective way of measuring, the testing procedure protocol ITOP
4-2-813 [7] was employed. This protocol was developed by the USA, the UK and
Germany to provide a general procedure for determining velocities, masses and
distribution of fragments in static detonation.
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The field area is selected according to the destructive capacity of detonation,
related to the mass of explosives. This area is commonly known as the fragmentation
arena and is the zone in which different measuring systems must be placed. A further
simplification to the perimeter is made considering the explosion as symmetric with
respect to the axis of the bomb; it can be assumed that what happens on one side of
the symmetry axis is equal on the opposite side. This simplification leads to the
reduction of the number of devices employed by measuring one set of properties in
each of the sides, as shown in Fig. 1.

In the sketch in Fig. 2 one can see what this consideration implies: the hori-
zontal line divides the field in two equal parts, in the upper side velocity data is
collected and in the opposite side mass and distribution. To define the size of the
arena, the data in Table 1 is suggested by the ITOP 4-2-813 protocol [7]:

Mass and distribution are easily measured by observation, counting and weighting
of fragments in the recuperation zone. This perimeter can be a simple wall structure
made of wood or other materials that can hold fragments after the explosion, thus
the size and thickness of the planks that make the walls depend on the mass of
explosive and approximate size of the fragments. A complete virtual scenario of
testing is presented in Fig. 3.

2.1 Speed Measurement

To determine the fragments’ speed is a difficult task which has two basic options:

Motion capture: high speed cameras can be used to record the event and get the
speed by video post processing. This method can be more accurate by means of

Fig. 1 Sketch of the
travelling fragments
phenomenon (upper view).
To completely characterize
the fragmentation, mass and
velocity of fragments have to
be measured in every spot of
the field
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Fig. 2 Symmetry simplification for measurement. Dividing the field by the symmetry axis one
can collect only velocity in a half of the arena and mass distribution in the opposite part

Table 1 Arena’s radius for different explosive masses

Explossive mass (kg) Arena radius (m)

To 0.6 2
0.6–10 5
10–130 10

U.S. Army Test and Evaluation Command. ITOP 4-2-813 (1993)

Fig. 3 Render of a test arena ( a) Top view (b) Angle view
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acquiring additional information; on the other hand it could be expensive and lead
to complications in the construction of the arena.
Fragment detection: using an electronic system, one can determine the time between
two consecutive events of fragment detection, thus obtaining the average speed.

As illustrated in Fig. 4, the principle of fragment’s speed determination is timing
of two events at a given distance. When sensor1 detects the fragment, a chronometer
is activated to count the flight time until the fragment is detected by sensor 2.

Once the time is known, the average speed between sensors can be obtained
simply by

Vavg ¼
DX

Dt
ð1Þ

Alternatively, instead of sensor 1, the detonation starter can be used to trigger
the chronometer and then the average flight time to the arena radius is obtained.

3 Timing Device

Sensor reading and timing was accomplished by a microcontroller driven circuit. It
handles the sensors’ digital signal through pulled-down inputs and shows the result
in a LCD display for the ease of data collecting. The process executed by the
circuit is shown in Fig. 5 as a behaviour diagram.

The case where a fragment at a constant speed v is traveling between a pair of
sensors is analyzed. When the counter is triggered after destruction of the first
sensor, it starts accumulating an integer number (N) at each time step of the digital
clock until the destruction of sensor 2. At this moment, the counter stops at a value
N. Due to the discrete nature of digital timing, the actual flight time is between
N and N ? 1 clock pulses, thus leading to an uncertainty in the measured speed
dependent on the actual speed of the fragment.

f DX

N
\Vavg\

f DX

N þ 1
ð2Þ

Knowing that the number of pulses is related to the average speed, the interval
of speed uncertainty can be found to be

Fig. 4 Sketch of speed
measurement by fragment
detection
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UV ¼
V2

f DX þ V
ð3Þ

Figure 6 shows the uncertainty for the sample case of x = 1 m, f = 112 kHz.

4 Results

For the sensor, a disposable barrier type of sensor, based on continuity interrup-
tion, was developed. It consists of a conductive wire on which a digital high signal
is transmitted and gets interrupted by the fragment cutting the wire when it hits the
sensor (Fig. 7).

A simple printed circuit board (PCB) manufacturing method was used for
producing. Using FR-4 copper clad sheets. The pattern of the sensor was created
by photolithography technique (Fig. 8).

Configure timer

Start timer

Increase counter

Stop counter

Display speed

Sensor 1 ON

Sensor 2 ON

Timer pulseΔt

Fig. 5 Circuit behavior diagram
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Laminates are commercially available in virtually any size and thickness varying
from 0.1 to 3 mm. This parameter is of important consideration because the quantity
of material opposing to the fragment’s trajectory can modify its dynamics and affect
the measurement. Using the software AUTODYN�, a coupled smoothed particle
hydrodynamics (SPH)—Lagrange simulation was implemented to observe the
magnitude of speed reduction due to the rupture of sensors of different thickness in
fragment’s trajectory at the different considered speeds. Simulation condition is
presented in Table 2, and a contour map of the velocity magnitude is shown in Fig. 9
for one case of impact speed and thickness of the sensor.

With these conditions, the results show the expected increasing on speed
alteration due to the extra thickness of the sensor. These resulting data are
presented in Table 3, and plotted for lecture convenience in Fig. 10.

Finally, a small test of the system was executed placing the sensor pair at a
distance of 2.5 m from the point of detonation of a 75 g explosive charge. Sensors
were effectively affected by small casing fragments of diameter inferior to 2 mm,
obtaining the resulting speed of 224 m/s as the average of three executions of the
test with registered speeds of 264, 236 and 186 m/s. Dispersion in the results is
expected for the complexity of fragmentation process where an statistical analysis

Fig. 7 Sensor operation
schematic. When continuity
is interrupted low voltage at
sense point is detected

Fig. 8 FR-4 Sensor
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with an increased number of repetitions is required to obtain reliable data for a
specific explosive object (Figs. 11 and 12).

The test performed allowed observing the operation of the device on speed
measurement, as a preliminary test for an evaluation of a fully instrumented arena
as the one depicted in Fig. 3.

Table 2 Simulation conditions

Fragment 5 mm Dia sphere
Material Structural steel (A36)
Material properties Bulk modulus: 200 GPa

Shear modulus: 90 GPa
Density: 7,900 kg/m3

Yield stress: 200 MPa
Ultimate strain 0.4

Method Lagrange
Initial conditions Initial speed before impact
Sensor Sheet of defined thickness
Material Glass reinforced epoxy laminate (FR-4)
Material properties Young Modulus: 16.5 GPa

Shear Modulus: 6.85 GPa
Density: 1,850 kg/m3

Ultimate strain 0.1
Method Smoothed particle hydrodynamics (SPH)
Constraints No displacement of lateral sides

Fig. 9 Contour map of speed for impact of 500 m/s fragment on 0.3 mm thickness sensor
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Table 3 Results of speed reduction for different simulation conditions

Thickness (mm)

% Speed reduction 0.15 mm 0.3 mm 0.5 mm

100 4.1 25.3 46.5
Speed 200 1.6 9.8 15.6
(m/s) 300 1.0 3.9 6.5

400 0.8 2.9 4.9
500 0.7 2.2 4.1
1000 0.7 1.6 2.9
1500 0.7 1.5 2.6

Fig. 10 Speed reduction for different simulation conditions

Fig. 11 System test
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5 Conclusions

A methodology for testing the effect of explosion, focused on fragmentary
weapons, was developed to acquire important information of fragment distribution
and damage capability. In this method, a continuity interruption barrier sensor was
designed to be made using a PCB fabrication method. This type of sensor is simple
to manufacture and can be modified to detect fragments of a particular size by
changing the width and spacing of the cooper tracks.

Microcontroller driven circuit accomplished the timing strategy for sensor
events; this approach allows reproduction of the system, thus it makes a possible
choice for executing experimentation in large scale due to the simplicity and low
cost of the instrumentation.

Although other types of sensors (e.g. optical) will not alter the fragment’s
speed, their use is restricted only to contained experiments where trajectory is
controlled. In other cases, the use of disposable sensors, like the one presented, is
preferred. The use of elements like high speed cameras increases the test cost,
including difficulties of installation and equipment protection.

Through computer simulation, speed reduction at different conditions can be
estimated to give an approximation to the level of intrusion of the method in the
measurement; from the results it was evident that this is the most influent cause of
uncertainty, decreasing the speed in the order of 5 % for sensor thickness under
0.3 mm affected by fragments in a range of speed over 500 m/s.
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Forward Modeling of Seabed Logging
by Finite Integration and Finite Element
Methods

Noorhana Yahya, Majid Niaz Akhtar, Nadeem Nasir,
Hanita Daud and Marneni Narahari

Abstract Seabed electromagnetic (EM) modeling for detection of deep target
hydrocarbon reservoirs has been a challenge for oil and gas industry. More precise
and accurate electromagnetic (EM) methods are required for better detection of
hydrocarbon (HC) reservoirs. To overcome this problem, Finite integration
method (FIM) and Finite element method (FEM) were chosen for 3D modeling of
seabed logging to produce more precise EM response from the hydrocarbon res-
ervoir. EM modelling is used to investigate the total electric and magnetic fields
instead of scattered electric and magnetic fields, because it shows accurate and
precise resistivity contrast at the target depth of up to 3000 m below seafloor. The
FIM and the FEM were applied to our proposed seabed model having an area of
20 9 20 km. It was observed that the FIM showed 6.52 % resistivity contrast at a
target depth of 1000 m whereas the FEM showed 16.78 % resistivity contrast at
the same target depth for the normalised E-field. It was also found that normalised
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E-field response decreased as the target depth increased gradually by 500 m from
1000 to 3000 m at constant frequency of 0.125 Hz and current of 1250 A. It was
also observed that at frequency of 0.125 Hz, phase versus offset (PVO) showed
3.8 % for FIM whereas 6.58 % for FEM better delineation of hydrocarbon at
3000 m target depth. PVO of electric field gives better delineation of HC presence
compared to magnitude of E and H fields.

1 Introduction

Currently, oil and gas industry is facing challenge for detecting deep target hydro-
carbon reservoirs at 3000 m from seabed [1–4]. In seabed logging (SBL), a
horizontal electric dipole (HED) antenna is used to diffuse low frequency
electromagnetic signals in the marine environment for deep target exploration.
Dipole antenna is towed at 30 m above the sea floor for the detection of hydrocarbon
[5–8]. An electromagnetic (EM) wave after reflected, refracted and guided from the
hydrocarbon reservoir is detected by electric or magnetic field sensors placed on the
seabed [9–12]. The EM waves captured by the receivers are to be processed to
investigate the presence of hydrocarbon. In this chapter, we will use the Computer
Simulation Technology (CST) software for the FIM. The CST is used to discretize
each Maxwell’s equations at low frequency to investigate the resistivity contrast. For
FEM, Comsol Multiphysics software is used as a tool for low frequency problems.
Maxwell’s equations used in the CST software are given below.
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FEM has become a powerful tool to solve Controlled Source Electromagnetic
(CSEM) problems and a versatile method for finding approximate solutions of partial
differential equations (PDE) as well as integral equations. In FEM, Maxwell’s equa-
tions are also used to solve electromagnetic (EM) problems. It was found that FEM
generates detailed visualization of resistive layers in marine control source electro-
magnetic (MCSEM) environment [13]. FEM uses Galerkin method which minimizes
the errors over the entire volume of the proposed model. The process of discretization
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of the region by creating meshes was done within the finite element approach [14].
FEM discretizes the region by creating meshes on the proposed model. These meshes
subdivide a large geometry into a number of non overlapping sub regions. It is
important to discretize regular or irregular structures into a finite number of degrees of
freedom (DOF). Due to unstructured meshes, the FEM can be easily applied to the
arbitrarily geological structure. Finite element (FE) modeling gives results with less
than 1 % error as compared to the Finite Difference Time Domain (FDTD), finite
integration (FI) and Method of Moment (MoM) methods [15].

Finite element modeling of geophysical electromagnetic structures has been widely
studied [16, 17]. The CSEM forward seabed one-dimensional model uses primary
conductivity and secondary fields (ES and HS) due to inhomogeneities in the CSEM
environment. The equations for electric and magnetic fields are given below [18]:

r� Es ¼ ixl0Hs ð5Þ

r � Hs � rEs ¼ rsE
p ð6Þ

Equations (5), (6) represent the 3D electric and magnetic field equations due to
the resistivity (conductivity) changes in 2D environment. The electric and magnetic
field equations to find the variables Ex, Ey, Ez and Hx, Hy, Hz components in the
marine environment are
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Where, kx is the wave number. Equations (7)–(12) are used to find the 3D
solution of the electric and magnetic field response from the seabed environment.

This chapter describes the presence of HC by using FIM and FEM techniques.
We used constant geological strata layers and fixed the source to be operating at
frequency of 0.125 Hz with current of 1250 A (Fig. 1a). The magnitude and phase of
the electric and magnetic fields were evaluated with and without the presence of HC.
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2 Methodology

2.1 Modelling of Seabed Logging by Computer
Simulated Software

CST software was used for FIM to detect deep target hydrocarbon between 1000–
3000 m underneath the seabed. The model area was assigned as 20 9 20 km and
replicate the real seabed environment with various target positions. Environment
with and without hydrocarbon were also prepared for comparison purposes later.
There were few steps involved in generating the CST simulated models. The first
step was to set parameters for aluminium antenna. In this case, antenna length was
set as 270 m, frequency of 0.125 Hz and current of 1250 A. The second step was
to set the parameters for the model. The air thickness was set as 500 m, sea water
depth as 1000 m, overburden thickness as 1000 m, hydrocarbon thickness as
1000 m and under burden thickness as 1000 m. Overburden thickness was
increased as the target depth was varied gradually (every 500 m) from 1000 to
3000 m. The third step was to apply electric boundary conditions (Table 1). The
fourth step was to run the low frequency full wave solver to simulate the sea bed
model. The final step was post processing to generate the simulated data for results
analysis at different target depths. Maxwell’s equations for magnetic and electric

Air

Sea water

Overburden

Hydrocarbon

500 m

1000 m

1000 m

100 m

1000 mUnder burden

(a)

(b)

Fig. 1 (a) Schematic
diagram of the proposed
model and (b) CST simulated
model
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fields were used in the software codings to get the electric and magnetic field
response with and without hydrocarbon (HC). A schematic diagram of the pro-
posed seabed model with the CST simulated model is as shown in Fig. 1.

2.2 Modeling of Seabed Logging by Finite Element Method

The Comsol Multiphysics software was used for the FEM with the same param-
eters set up as in FIM using the CST software. Triangular meshes with a free mesh
parameter of 1.0e-3 were used to simulate the seabed model. More refined meshes
were also created to get more accurate and precise results. Sub domain settings
with relative permittivity, conductivity of air, sea water, under burden, overburden,
hydrocarbon and conductivity were adjusted, as given in Table 1. Partial differ-
ential equations for magnetic and electric fields in the wave number domain were
selected to get the total electric and magnetic field response with and without
presence of hydrocarbon. Table 2 shows the relative permittivity and conductivity
values of air, sea water overburden, under burden and hydrocarbon. The seabed
logging model with meshes generated by FEM is as shown in Fig. 2.

3 Results and Discussion

3.1 3D Seabed Modeling Results from CST (Computer
Simulated Software)

The simulated data after the post processing proposed seabed model was norma-
lised. Data was normalised and locked to see the response of the EM signal with

Table 1 Model parameters of target depth, air, sea water and under burden

Target depth
(m)

Air thickness
(m)

Under burden
(m)

Hydrocarbon
thickness (m)

Sea water
depth

Frequency
(Hz)

1000 500 1000 100 1000 0.125
1500 500 1000 100 1000 0.125
2000 500 1000 100 1000 0.125
2500 500 1000 100 1000 0.125
3000 500 1000 100 1000 0.125

Table 2 Relative permittivity (er) and conductivity (r) values of air, sea water overburden/under
burden and hydrocarbon

Air Sea water Under burden/ overburden Hydrocarbon

er 1.006 80 30 4
r (S/m) 1.0e-3 3 1.5 0.001

Forward Modeling of Seabed Logging by Finite Integration 151



and without the presence of hydrocarbon. The formula used to normalise that
data was,

z ¼ X � Xave

XStd
ð13Þ

Whereas, X is the simulated data, Xave represents the average data and XStd is
the standard deviation of data.

Figures 3, 4, 5, 6, and 7 show the normalised E-field response with and without
hydrocarbon located at 1000, 1500, 2000, 2500 and 3000 m respectively

20 km
20 km

Fig. 2 Seabed logging model with meshes generated by FEM
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Fig. 3 Normalised E-field versus source receiver offset with and without HC at 1000 m target
depth using CST/FIM
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Fig. 4 Normalised E-field versus source receiver offset with and without HC at 1500 m target
depth using CST/FIM
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Fig. 5 Normalised E-field versus source receiver offset with and without HC at 2000 m target
depth using FIM/CST
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Fig. 6 Normalised E-field versus source receiver offset with and without HC at 2500 m target
depth using CST/FIM
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Fig. 7 Normalised E-field versus source receiver offset with and without HC at 3000 m target
depth using CST/FIM
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underneath the seafloor. At 1000 m target depth the normalised E-field with and
without hydrocarbon shows clear differences at the offset of the 20 km, as shown
in Fig. 3. Normalization of the data was done to see the difference at the offset
between with and without hydrocarbon at far offset [19]. It is observed that the E-
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Fig. 8 PVO with and without HC at 1000 m target depth using FIM
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Fig. 9 PVO with and without HC at 1500 m target depth using FIM
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Fig. 10 PVO with and without HC at 2000 m target depth using FIM
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Fig. 11 PVO with and without HC at 2500 m target depth using FIM
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field with and without hydrocarbon (at 1000 m target depth) gave a 6.52 % dif-
ference. The electric fields response are 2.47, 2.18, 1.8, and 0.61 % respectively if
compared to without hydrocarbon layer at target depth of 1500, 2000, 2500, and
3000 m, respectively as shown in Figs. 4, 5, 6, and 7. The fall of E-field response
is due to the weakness of E-field to give better HC delineation.

Phase versus offset (PVO) data is important to show the delineation of HC. The
presence of HC is indicated as phase leads where as phase lag indicate no HC. At
the edge of the source receiver offset or the receiver position outside the reservoir
boundary, the phase response dies out rapidly with the distance from the edge
[20–22]. At 1000 m target depth, average phase advances 62.66 % of the value
than without hydrocarbon. Similarly, the phase lags 14.78, 10.86, 6.09 and 3.8 %
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Fig. 12 PVO with and without HC at 3000 m target depth using FIM

Table 3 Percentage difference between MVO and PVO with and without HC at different target
depths by using CST software

Target depth (m) Transmitter
current (A)

Frequency
(Hz)

Average % difference
in normalised Ey field
with and without HC

Average % difference
in Ey phase with and
without HC

1000 1250 0.125 6.52 62.66
1500 1250 0.125 2.47 14.78
2000 1250 0.125 2.18 10.86
2500 1250 0.125 1.8 6.09
3000 1250 0.125 1.61 3.8
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respectively with hydrocarbon than those without hydrocarbon, as shown in
Figs. 8, 9, 10, 11, and 12. Table 3 shows the average percentage difference of
normalised Ey field and phase with and without HC at various target depth.

3.2 3D Finite Element Modeling Results

FEM using Comsol Multiphysics has been applied to simulate our proposed
model. Finite element (FE) creates meshes on the proposed model to get accurate
and precise EM response from the marine environment such as overburden, under

-180

-160

-140

-120

-100

-80

-60

-40

-20

0 5000 10000 15000 20000

source receiver offset (m)

lo
g

 (
n

o
rm

E
) Norm E at 1000m target depth

with HC by FEM
Norm E at 1000m target depth
with out HC by FEM

Fig. 13 Magnitude of
E-field versus source receiver
offset with and without HC at
1000 m target depth using
FEM
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1500 m target depth using
FEM
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burden, seawater, and hydrocarbon etc. It was found that finite element software
has an ability to create more refined meshes with thousands of interconnecting
nodes on any proposed seabed model. It was observed that more refined meshes at
the transmitter and receiver especially small if transmitter and receiver offsets
were used to get more precise and accurate results [23]. We used the normalised
E-field to get better delineation of hydrocarbon (HC) beneath the seabed by using
the equation given below

20� log10ðNormalisedEÞ ð14Þ

Figures 13, 14, 15, 16, and 17 show the normalised E-field response with and
without hydrocarbon (HC) located at 1000, 1500, 2000, 2500 and 3000 m below
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Fig. 15 Magnitude of
E-field versus source receiver
offset with and without HC at
2000 m target depth using
FEM

-180

-160

-140

-120

-100

-80

-60

-40

-20

0

0 5000 10000 15000 20000

source receiver offset (m)

lo
g

 (
n

o
rm

 E
)

Norm E at 2500m target depth
with HC by FEM
Norm E at 2500m target depth
without HC by FEM

Fig. 16 Magnitude of
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FEM
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the seafloor respectively. It is found that the normalised E-field at the offset
decreases as the depth increases from 1000 to 3000 m (Figs. 13, 14, 15, 16, and
17). It can be seen that at target depth of 1000 m normalised E-field response was
16.78 % but as the depth increased up to 3000 m, the E-field response decreased
up to 0.601 %. Comparison of percentage of normalised E-field with and without
hydrocarbon with different target depths are given in Table 4.

Phase response (PVO) with the source receiver offset is shown in Figs. 18, 19, 20,
21, and 22. It was observed that the percentage difference in phase also decreases as
the target depth increases from 1000 to 3000 m, as shown in Figs. 18, 19, 20, 21, and
22. It is found that the phase at 1000 m gives 69.5 % difference with and without
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Fig. 17 Magnitude of E-field versus source receiver offset with and without HC at 3000 m target
depth using FEM

Table 4 Comparison of normalised E-field with and without hydrocarbon with different target
depths

Target depth (m) Frequency (Hz) Current (A) % difference in normalised
E-field with and without hydrocarbon

1000 0.125 1250 16.78
1500 0.125 1250 10.59
2000 0.125 1250 5.690
2500 0.125 1250 1.821
3000 0.125 1250 0.601
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depth using FEM
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hydrocarbon (Fig. 18) whereas at 3000 m target depth delineation is 6.58 %
(Fig. 22) [22]. Table 5 shows the comparison between phase with source receiver
offset with and without hydrocarbon at target depth of 1000, 1500, 2000, 2500 and
3000 m respectively. It is observed that as the target depth increases from 500 to
3000 m, the electromagnetic signal attenuates rapidly. Figure 17 shows that at a
3000 m target depth, the EM signal received by the receivers detects the same
response for with and without the presence of hydrocarbon.

Comparative study of magnitude versus offset (MVO) and phase versus offset
(PVO) is also done (Figs. 21, 22). It was found that with the presence of hydro-
carbon the phase versus offset (PVO) shows continuous response whereas without
hydrocarbon, the response is discontinuous. It is observed that the magnitude
versus offset (MVO) shows a difference of 1.82 % at a target depth of 2500 m. On
the other hand, the phase versus offset (PVO) response shows a difference of
18.1 % with and without the presence of hydrocarbon. Similarly, for 3000 m target
depth, we cannot see the difference between with and without hydrocarbon for
magnitude versus offset (MVO) response whereas from phase versus offset (PVO),
we are able to see the difference between with and without presence of hydro-
carbon (Fig. 22). This indicates the importance of PVO as a better delineation
exercise for both FIM and FEM techniques.
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4 Conclusion

FIM and FEM have been successfully applied to get more precise EM response
from hydrocarbon reservoirs. It was shown that FIM shows a 6.52 % resistivity
contrast at a target depth of 1000 m whereas FEM shows a 16.78 % resistivity
contrast of the normalised E-field. It was also observed that the normalised E-field
response decreases as the target depth increases from 1000 to 3000 m with a phase
difference of 3.8 % for FIM and 6.58 % for FEM techniques. We also concluded
that the PVO has better HC delineation compared to the MVO for E-field and
frequency of 0.125 Hz and current of 1250 A are not suitable for 3000 m target
depth below seabed.
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Fig. 21 PVO with and without HC at 2500 m target depth using FEM. (Note: Fig. 16 is
superimposed to see the difference between MVO and PVO for HC delineation at 2500 m target
depth)
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Fig. 22 PVO with and without HC at 3000 m target depth using FEM (Note: Fig. 17 is superimposed
to see the difference between MVO and PVO for HC delineation at 3000 m target depth)

Table 5 Comparison of PVO with and without hydrocarbon at different target depths

Target depth
(m)

Frequency
(Hz)

Current
(A)

% difference in phase with
source receiver offset with and without hydrocarbon

1000 0.125 1250 69.5
1500 0.125 1250 40.2
2000 0.125 1250 22.3
2500 0.125 1250 18.1
3000 0.125 1250 6.58
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3D Mesh Extraction for Transmission
Line Matrix Modelling

Alexandre S. Brandão, Fabiana R. Leta and Edson Cataldo

Abstract The ModaVox program was developed to study acoustic propagation of
vowel sounds in a 3D vocal tract by using the transmission line matrix (TLM)
method. The name ModaVox stands for ‘‘Modelador da Voz’’ in Portuguese, or
Voice Modeler in English. At the present moment, it is able to build and solve 3D
TLM numerical models of the vocal tract. The meshes are constructed over the
voxels (volumetric picture elements) in segmented medical image sequences. The
segmentation of the images is performed via a neural network, island removal and
some manual adjustments with the ModaVox’s toolboxes. An implementation of
the TLM method allows for the simulation of the acoustic propagation of the input
signal through the TLM mesh of the vocal tract model. ModaVox also generates
tetrahedral and or surface triangle meshes.
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1 Introduction

Mesh extraction is an important step in any numerical scheme. Among the several
existent 3D mesh extraction techniques, none is devoted to the extraction of
meshes for the TLM method. Most of them are dedicated to extract tetrahedral or
hexahedral meshes [1–3] for the finite element method (FEM) or surface meshes
consisting of triangles [4] (or quadrilaterals) for the boundary element method
(BEM).

Despite 3D TLM models can be seen in several works [5, 6], their geometry
tends to be rather rectangular, because the problem of mesh generation for 3D
TLM meshes has not been addressed yet. For example, the TLM model in [6]
consists of a 3D vocal tract model represented by a sequence of ducts with rect-
angular cross-sectional areas, whose values were obtained by magnetic resonance
images (MRI) measurements.

This chapter presents a simple mesh extraction technique, which uses the 3D
grid structure formed by the voxels (volumetric picture elements) of a segmented
object in a 3D image to build the edges and nodes of a 3D TLM mesh. The
technique is implemented in the ModaVox (an open source software developed
during this research) and will be explained and demonstrated in synthetic 3D
images forming tube concatenation models of the vocal tract and also in a 3D MRI
sequence of a real human vocal tract.

The only requirement regarding the presented mesh extraction technique is that
to generate uniform 3D TLM meshes the 3D image must be isotropic (with
regularly spaced voxels). In anisotropic 3D images, the edges of the TLM mesh
will not be of uniform size.

This chapter is organized as follows: Sect. 2 describes the ModaVox applica-
tion. Section 3 explains how the meshes were constructed. Section 5 shows some
examples of model meshes and in Sect. 6 conclusions are outlined.

2 The Modavox Program

The ModaVox program was developed during this research. Its main objective is
to study acoustic propagation of vowel sounds in 3D vocal tract models using the
transmission line matrix (TLM) method. The name ModaVox stands for
‘‘Modelador da Voz’’ in Portuguese, or voice modeler in English. Currently, the
ModaVox is able to: (i) select the volume of interest (VOI) (ii) segment the 2D and
3D images (iii) extract the surface (composed by triangles), tetrahedral and 3D
grid TLM meshes (which is being discussed here) (iv) automatically detect the
points pertaining to the frontiers of the extracted meshes (v) set boundary
conditions to specific mesh points, including the definition of input points for the
driven excitation signals, and (vi) apply the TLM method to the meshes producing
output (*.csv) files. Its implementation includes four open source components (Qt
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[7], VTK [8], ITK [9] and TetGen [10]. A self-organizing map neural network and
the TLM method were implemented independently.

The segmentation of the images is performed via a neural network, island
removal and, in some cases, manual segmentation adjustments with the ModaVox’s
toolboxes. At the present moment, an implementation of the TLM, with the lossless
shunt node, allows for the simulation of the acoustic propagation of input signals
through the TLM mesh models.

A more complete introduction about the ModaVox can be seen in [11].

3 Mesh Extraction

The TLM meshes are constructed over the voxels (volumetric picture elements)
that have the object label (or gray level) from the segmented 3D images.
Consequently, the extracted TLM mesh will fit the segmented object as closely as
possible, depending only on the size of the voxels. As this mesh extraction
methodology is dependent upon the resolution of the 3D image, the TLM
numerical dispersion must be considered in order to define this resolution.

In the TLM method, at each time step, every node receives incident voltage
(pressure) pulses and sends scattered pulses, generated using the scattering matrix,
Fig. 1.

The main limitation of TLM is the dispersion error, because the velocity of a
propagating wave is dependant upon both its frequency and direction of travel,
leading to wave propagation errors and a mistuning of the expected resonance
frequencies. The degree of dispersion error is highly dependant upon mesh
topology and has been investigated in many works [12, 13]. In the work of Murphy
et al. [14], it is mentioned that the minimization of dispersion can be achieved
through the use of interpolated or dodecahedral mesh topologies. However, 3D
grid meshes are easier to construct and less computationally expensive. Other
approaches tried to solve the numerical dispersion problem by doing pre and post
processing of results from the mesh structures for posterior application of
frequency warping techniques in order to correct mistuned resonance frequencies
[15, 16].

The main numerical dispersion minimization technique in TLM is to set the
discrete spatial step (DL) much smaller than the wavelength (k), according to
Eq. (1).

DL=k� 0:1 ð1Þ

which ensures that the difference of the propagation velocity between waves of
different wavelengths will be small (Fig. 2).

According to the plot in Fig. 2, if DL = 1 mm or less, the frequency-dependent
numeric dispersion is sufficiently reduced. Hence, according to Eq. (1), the highest
frequency that a signal component can have in order to travel through the TLM
mesh is 34,310 Hz for the tube meshes.
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Once DL is defined, the size of the voxels is defined by (DL, DL, DL). The 3D
image must be isotropic, in order to obtain a uniform mesh. However, the process
can be applied to any 3D image. The only difference is that in anisotropic images,
as some 3D MRI sequences, the edges of the TLM mesh will not be of uniform
size.

The time discretization, Dt, can be defined by Eq. (2):

Dt ¼ DL
.
ðc

ffiffiffiffi
D
p
Þ; ð2Þ

where c is the air propagation sound velocity and
ffiffiffiffi
D
p

is the distance between
source and target nodes in a 3D grid uniform TLM mesh. The factor

ffiffiffiffi
D
p

, which
will not be discussed here, is necessary to compensate for the topology-dependent
numeric dispersion (see Fig. 2) considering 3D grid uniform mesh topology.

3.1 Tube Model Meshes

The process of obtaining the tube meshes is performed in four steps: (i) The slice
sequence for the tube mesh generation is constructed from a single drawing (here,
the Kolourpaint [17] image editor was used to draw the first slice of the tube);

Fig. 2 Numeric dispersion
in 3D TLM (adapted from
[22])

Fig. 1 The 3D TLM.
a Pulses propagation at
instant t b Pulses propagation
at instant t ? Dt
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(ii) The single image is saved in the DICOM format with the Gimp [18] image
editor; (iii) Several copies of the DICOM slice are created and then the ModaVox
software is used to open and append this slice sequence into a volume image with
the desired tube length; and (iv) The ModaVox is used again to segment the
several slices of the created volume image, each one with a single disk object,
appending them in a segmented 3D volume image from which the TLM mesh is
extracted.

To construct the two-tube model, shown in Fig. 3, mesh with sections of
different diameters, two slice sequences should be created, as described above. For
all tube models, according to Eq. (1) the space discretization DL is equal to 1 mm.

Due to its simplicity and absence of noise, the slices of the tube sequences are
segmented automatically by the ModaVox. However, as shown in the following
subsection, the slices for the 3D MRI sequence for the human vocal tract need
some manual segmentation adjustments.

3.2 Vocal Tract Mesh

The process of generating the vocal tract mesh is performed in four steps: (i) The
MRI 3D sagittal sequence is extracted from a subject for the /a/ vowel shape, with an
acquisition time of 18 min 39 s. The subject emits the /a/ vowel periodically,
helping himself to maintain the vocal tract in a fixed position during the extraction of
the sequence, which was originally composed of 186 slices of 512 9 512 pixels.
The sequence was acquired using a General Electric machine, model GE Medical
Systems Signa HDxt, with a 1.5 Tesla magnetic field strength, using the following

Fig. 3 3D TLM mesh extraction for the two-tube concatenation model. a–e Segmentation of the
volume image f Construction of the TLM mesh over the segmented voxels
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parameters: T1-weighted MR image, gradient recalled (GR) scanning sequence, 8
channel head coil (8HRBRAIN), echo time of 4.744 ms, repetition time of
10.584 ms, field of view (FOV) 48 9 48 cm, pixel spacing (0.9375, 0.9375) mm
and 1 mm slice thickness with no gap, hence, an anisotropic image; (ii) The volume
of interest (VOI) dimensions are passed, through the ModaVox’s interface, to an
object of the class vtkExtractVOI from the VTK [8] library, which extracts the VOI
(see Fig. 4), reducing the original volume image, which is oversampled to remove
the anisotropy. Hence, the final voxel dimensions were (0.968498, 0.968498,
0.968498) mm; (iii) On this new isotropic 3D image, the segmentation is performed
via a neural network, islands removal and some manual adjustments (all of these
operations were performed using the ModaVox program). The teeth part was seg-
mented manually. (iv) Finally, the uniform TLM mesh is extracted from the seg-
mented 3D image.

3.3 The Mesh Extraction Algorithm Object Pipeline

The code for the mesh extraction algorithm is based on the object pipeline shown
in Fig. 5.

Fig. 4 Selection of the volume of interest (VOI) with the ModaVox program
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4 Mesh Attributes

At each mesh node, the pressure value represents the solution of the acoustic wave
equation, at the current iteration and the boundary values define the boundary
conditions which will be applied, setting specific values for the reflection (q) and
transmission (s) coefficients of the transmission lines. The boundary values and their
corresponding meanings are: (i) Value 0—interior nodes (q = -2/3 and s = 1/3);
(ii) Value 1—reflective condition (q = 1 and s = 0); (iii) Value 2—input nodes
(also interior nodes); (iv) Value 3—free space condition (q = -1 and s = 0).

5 Mesh Examples

5.1 Single Tube TLM Meshes

In voice and speech research, tube models are frequently used to approximate the
shape of the vocal tract [19, 20]. The single tube models meshes are the simplest
example, as shown in Fig. 6.

5.2 Two-Tube Model for the Vocal Tract Simulating
an Open /a/ Vowel

Let L1, L2, A1 and A2 be, respectively, the lengths and cross-sectional areas of the two
tube sections. According to Stevens [21], to construct the two-tube model mesh for
the /a/ vowel, the values must be L1 = 90 mm, L2 = 80 mm, A1 = 100 mm2,

Fig. 5 Mesh extraction
algorithm object pipeline.
The classes that compose the
object pipeline are explained
in the VTK library
documentation [8]
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A2 = 700 mm2. However, due to the approximation of the smaller diameter

(d1 ¼ 2
ffiffiffiffiffiffiffiffiffiffi
A1=p

p
) to d1 = 12 mm, the diameter of tube 2 (d2) was approximated to

32 mm (see Fig. 7), so that the ratio between the original values of d2 and d1, and,
consequently, between the cross-sectional areas, remains closely the same, i.e.,

d2

d1
¼ 29:85410660

11:28379167
¼ 2:6457 ffi 2:6666 ¼ 32

12
ð3Þ

The two-tube model for the /a/ vowel is shown in Fig. 7.
An animation sequence for the extraction of the mesh in Fig. 7 is shown in

Fig. 3.

Fig. 7 Two-tube model for
the /a/ Vowel

Fig. 6 Meshes for tubes with 24 mm in diameter and 170 mm in length a Open tube b Closed
tube

Fig. 8 Vocal tract mesh
corresponding to an /a/ vowel
shape. The cut plane shows a
sagittal slice from the MRI
sequence
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5.3 The 3D TLM Human Vocal Tract Mesh

As an application of the methodology proposed, a human vocal tract TLM mesh
whose shape corresponds to the /a/ vowel was extracted. Magnetic resonance
images were used for the 3D reconstruction of the vocal tract, as explained in Sect.
3.2. For the vocal tract mesh, shown in Fig. 8, DL = 0.968498 mm due to
anisotropy removal.

Figure 9 shows a comparison between the surface mesh, extracted with the
Marching Cubes algorithm, and the TLM mesh for the same segmented volume of
the vocal tract. The two meshes are superposed over the same segmented object.

6 Conclusion

A mesh extraction technique for high quality 3D TLM models was developed. It
can generate 3D TLM models from any segmented object in a volume image,
because it fits the object as closely as possible, depending only on the size of the
voxels. This was demonstrated with the tubes and with the human vocal tract
model.

In addition to build extract the meshes, the developed open source application
(ModaVox) can apply boundary conditions and execute the TLM method.
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