
www.ebook3000.com

http://www.ebook3000.org


COMPUTATIONAL AND  
EXPERIMENTAL CHEMISTRY

Developments and Applications

www.ebook3000.com

http://www.ebook3000.org


This page intentionally left blankThis page intentionally left blank

www.ebook3000.com

http://www.ebook3000.org


COMPUTATIONAL AND  
EXPERIMENTAL CHEMISTRY

Developments and Applications

Edited by

Tanmoy Chakraborty, PhD, Michael J. Bucknum, PhD,  
and Eduardo A. Castro, PhD

Apple Academic Press
TORONTO      NEW JERSEY

www.ebook3000.com

http://www.ebook3000.org


CRC Press
Taylor & Francis Group
6000 Broken Sound Parkway NW, Suite 300
Boca Raton, FL 33487-2742

Apple Academic Press, Inc
3333 Mistwell Crescent
Oakville, ON L6L 0A2
Canada

© 2013 by Apple Academic Press, Inc.
Exclusive worldwide distribution by CRC Press an imprint of Taylor & Francis Group, an Informa 
business

No claim to original U.S. Government works
Version Date: 20131203

International Standard Book Number-13: 978-1-4665-6877-8 (eBook - PDF)

This book contains information obtained from authentic and highly regarded sources. Reason-
able efforts have been made to publish reliable data and information, but the author and publisher 
cannot assume responsibility for the validity of all materials or the consequences of their use. The 
authors and publishers have attempted to trace the copyright holders of all material reproduced in 
this publication and apologize to copyright holders if permission to publish in this form has not 
been obtained. If any copyright material has not been acknowledged please write and let us know so 
we may rectify in any future reprint.

Except as permitted under U.S. Copyright Law, no part of this book may be reprinted, reproduced, 
transmitted, or utilized in any form by any electronic, mechanical, or other means, now known or 
hereafter invented, including photocopying, microfilming, and recording, or in any information 
storage or retrieval system, without written permission from the publishers.

For permission to photocopy or use material electronically from this work, please access www.
copyright.com (http://www.copyright.com/) or contact the Copyright Clearance Center, Inc. 
(CCC), 222 Rosewood Drive, Danvers, MA 01923, 978-750-8400. CCC is a not-for-profit organiza-
tion that provides licenses and registration for a variety of users. For organizations that have been 
granted a photocopy license by the CCC, a separate system of payment has been arranged.

Trademark Notice: Product or corporate names may be trademarks or registered trademarks, and 
are used only for identification and explanation without intent to infringe.

Visit the Taylor & Francis Web site at
http://www.taylorandfrancis.com

and the CRC Press Web site at
http://www.crcpress.com

For information about Apple Academic Press product
http://www.appleacademicpress.com

www.ebook3000.com

www.crcpress.com
http://www.ebook3000.org


ABOUT THE EDITORS

Tanmoy Chakraborty, PhD

Dr. Tanmoy Chakraborty, PhD, received his degree from the University of 
Kalyani, West Bengal, India, in QSAR/QSPR methodology in the bioac-
tive molecules. He is working as Assistant Professor in the Department 
of Chemistry at Manipal University Jaipur, India. He is an International 
Editorial Board Member of the International Journal of Chemoinformatics 
and Chemical Engineering. He is also the reviewer of the World Jour-
nal of Condensed Matter Physics (WJCMP). He received the prestigious 
Paromeswar Mallik Smawarak Padak, from Hooghly Mohsin College, 
Chinsurah (University of Burdwan), in 2002.

Michael J. Bucknum, PhD

Michael J. Bucknum, PhD, received his degree in crystallography from 
Cornell University in Ithaca, New York. He currently resides in San Diego, 
California, and holds an academic appointment as corresponding inves-
tigator with Consejo Nacional de Investigaciones Cientificas y Tecnicas 
(CONICET) based in Argentina. Michael has also been appointed to the 
Editorial Advisory Board of Chemistry Central, the open-access chemistry 
publisher based in the United Kingdom.

Eduardo A. Castro, PhD

Eduardo A. Castro, PhD, is full professor in theoretical chemistry at the 
Universidad Nacional de La Plata and a career investigator with the Con-
sejo Nacional de Investigaciones Cientificas y Tecnicas, both based in 
Buenos Aires, Argentina. He is the author of nearly 1000 academic papers 
in theoretical chemistry and other topics, and he has published several 
books. He serves on the editorial advisory boards of several chemistry 
journals and is often an invited speaker at international conferences in 
South America and elsewhere.

www.ebook3000.com

http://www.ebook3000.org


This page intentionally left blankThis page intentionally left blank

www.ebook3000.com

http://www.ebook3000.org


	 List of Contributors..................................................................................... ix.
List of Abbreviations................................................................................... xi.
List of Symbols.......................................................................................... xiii.
Preface........................................................................................................xv

PART 1: Exotic Carbon Allotropes
  1.	 Spiro Quantum Chemistry ......................................................................... 1
	 Michael J. Bucknum and Eduardo A. Castro

  2.	 Synthesis of Glitter .................................................................................... 37
	 Michael J. Bucknum and Eduardo A. Castro

  3.	 Classification of Carbon Allotropes and Graphs.................................... 57
	 Michael J. Bucknum and Eduardo A. Castro

  4.	 Dynamic Elasticity of Carbon................................................................... 89
	 Michael J. Bucknum and Eduardo A. Castro

PART 2: New Developments in Computational and Experimental 
Chemistry
  5.	 Many-Body Perturbation Theory to Second Order Applied on  

Confined Helium-Like Atoms..................................................................111
	 J. Garza, J. Carmona-Espíndola, I. Alcalde-Segundo, and R. Vargas

  6.	 Distance Dependence of Magnetic Field Effect Inside the Confined 
Heterogeneous Environment: A Case Study with Acridine and  
N, N-Dimethyl Aniline Inside AOT Reverse Micelles .......................... 127

	 M. K. Sarangi and S. Basu

  7.	 Application of Non-Thermal Plasma for Surface Modification  
of Polyester Textiles.................................................................................. 145

	 H. Dave, L. Ledwani, and S. K. Nema

  8.	 Equalization “Principles” in Chemistry................................................ 179
	 A. Chakraborty, R. Das, and P. K. Chattaraj

CONTENTS

www.ebook3000.com

http://www.ebook3000.org


viii	 Contents

  9.	 Ring Opening Metathesis Polymerization is a Versatile Technique  
for Making Polymeric Biomaterials....................................................... 193

	 N. V. Rao, S. R. Mane, and R. Shunmugam

10.	 Correlation of the Experimental and Theoretical Study for the  
Cyclisation Reaction of Mesoionic Heterocycle Imidazo[1,5 a]  
pyridines in terms of the Density Functional Descriptors.................... 229

	 S. Roy, S. Dhail, S. Naskar and T. Chakraborty

11.	 Quantum Breathers and Phonon Bound State in the Ferroelectric  
System....................................................................................................... 245

	 A. K. Bandyopadhyay, S. Das, and A. Biswas

12.	 Triple Density Quantum Similarity Measures and the Tensorial  
Representation of Molecular Quantum Object Sets............................. 279

	 Ramon Carbó-Dorca

	 Index.......................................................................................................... 325

www.ebook3000.com

http://www.ebook3000.org


LIST OF CONTRIBUTORS

I. Alcalde-Segundo
Universidad Autónoma del Estado de México. Centro Universitario Texcoco, Unidad Tianguistenco. 
Paraje El Tejocote s/n, San Pedro Tlaltizapan. Tianguistenco, México. CP. 52640

A. K. Bandyopadhyay
Dream Institute of Technology, West Bengal University of Technology, Thakurpukur, Kolkata – 
700104, India.

S. Basu
Chemical Sciences Division, Saha Institute of Nuclear Physics, 1/AF, Bidhannagar, Kolkata 700 064, 
India. E-mail: samita.basu@saha.ac.in; Telephone: +91-33-2337-5345, Fax: +91-33-2337-4637

A. Biswas
Department of Electronics and Communication Engineering, National Institute of Technology, 
Durgapur 713209, India

J. Carmona-Espíndola
Universidad Autónoma Metropolitana-Iztapalapa. Departamento de Química. San Rafael Atlixco 186, 
Col. Vicentina, México D. F. C.P. 09340

A. Chakraborty
Department of Chemistry and Center for Theoretical Studies, Indian Institute of Technology, Kharag-
pur – 721 302, India

T. Chakraborty
Department of Chemistry, Manipal University Jaipur, Jaipur, 302026, India. Email: tanmoychem@
gmail.com; tanmoy.chakraborty@jaipur.manipal.edu

P. K. Chattaraj 
Department of Chemistry and Center for Theoretical Studies, Indian Institute of Technology, Kharagpur 
– 721 302, India. E-mail: pkc@chem.iitkgp.ernet.in

S. Das 
Department of Materials Science and Engineering, University of North Texas, Denton, TX 76207, 
USA

R. Das 
Department of Chemistry and Center for Theoretical Studies, Indian Institute of Technology, 
Kharagpur – 721 302, India

H. Dave
FCIPT, Institute for Plasma Research, Gandhinagar, India

S. Dhail
Department of Chemistry, Manipal University Jaipur, Jaipur – 302026, India

www.ebook3000.com

mailto:tanmoychem@gmail.com
http://www.ebook3000.org


x	 List of Contributors

J. Garza
Universidad Autónoma Metropolitana-Iztapalapa. Departamento de Química. San Rafael Atlixco 186, 
Col. Vicentina, México D. F. C.P. 09340. E-Mail: jgo@xanum.uam.mx

L. Ledwani
Department of Science, Manipal University Jaipur, Jaipur, India

S. R. Mane 
Polymer Research Centre, Department of Chemical Sciences, Indian Institute of Science Education 
and Research Kolkata, India

S. K. Nema
FCIPT, Institute for Plasma Research, Gandhinagar, India

S. Naskar
Department of Chemistry, Indian Institute of Chemical Biology, Council of Scientific and Industrial 
Research, 4 Raja S.C. Mullick Road, Jadavpur, Kolkata, 700032, India

S. Roy
Department of Chemistry, Malda Govt. Polytechnic College, West Bengal State Council of Technical 
Education, Malda–732102, India

M. K. Sarangi 
Chemical Sciences Division, Saha Institute of Nuclear Physics, 1/AF, Bidhannagar, Kolkata 700 064, 
India

R. Shunmugam
Polymer Research Centre, Department of Chemical Sciences, Indian Institute of Science Education 
and Research Kolkata, India. E-mail: sraja@iiserkol.ac.in

R. Vargas
Universidad Autónoma Metropolitana-Iztapalapa. Departamento de Química. San Rafael Atlixco 186, 
Col. Vicentina, México D. F. C.P. 09340

N. Vijaykameswara Rao
Polymer Research Centre, Department of Chemical Sciences, Indian Institute of Science Education 
and Research Kolkata, India



LIST OF ABBREVIATIONS

AFM	 atomic force microscopy 
AIM	 atoms-in-a-molecule 
APGD	 atmospheric pressure glow discharge 
APPJ	 atmospheric pressure plasma jet 
CDC	 carbide derived carbon 
CE	 correlation energy 
DAC	 diamond anvil synthesis cell 
DB	 discrete breathers 
DBD	 dielectric barrier discharge 
DC	 direct current 
DCC	 dicyclohexylcarbodiimide 
DFT	 density functional theory 
DMF	 dimethylformamide
DOS	 density of states 
EEP	 electronegativity equalization principle 
FWHM	 full width at half maximum 
HF	 Hartree-Fock 
HIPIMS	 high power impulse magnetron sputtering 
HMDS	 Hexamethyldisilane 
HMDSO	 hexamethyl disiloxane 
ILM	 intrinsic localized modes 
LDA	 local density approximation 
MF	 magnetic field 
MFE	 magnetic field effect 
MO	 molecular orbital 
MSTO	 modified Slater type orbitals 
MW	 microwave
NPs	 nanoparticles 
P	 pressure 
PAA	 polyacrylic acid 



xii	 List of Abbreviations

PDR	 percept desizing ratio 
PET	 photo-induced electron transfer 
PVA	 polyvinyl alcohol 
PVD	 physical vapor deposition 
QBs	 quantum breathers
RF	 radio frequency 
RIPs	 radical ion pairs 
ROMP	 ring opening metathesis polymerization 
S	 singlet 
SAR	 structure activity relationship 
SEM	 scanning electron microscopy 
SPM	 scanning probe microscopy 
SPR	 structure property relationship 
SRR	 split-ring-resonator 
T	 temperature 
TE	 total energy
TEM	 transmission electron microscopy
TFA	 trifluoroacetic acid 
THF	 tetrahydrofuran 
TPBS	 two-phonon bound states 
TPc	 critical treatment power 
TTMSVS	 tris(trimethylsilyloxy)vinylsilane 
VB	 valence bond 
VQAS	 vinyl quaternary ammonium salt 
XPS	 X-ray photoelectron spectroscopy 



B	 bulk modulus
Rc 	 radius of a sphere 
Z 	 atomic number

€•

ˆ J i  	 Coulomb operators

€•

ˆ K i  	 exchange operators
F 	 Fock matrix
S 	 overlap matrix

€•

Yl,m  	 spherical harmonics
w0 	 ratio of molar concentration of water to AOT
V 	 voltage
Ps 	 saturation polarization in C/m2

Ec 	 coercive field 
tc 	 critical time scale
WL 	 domain wall width
E0, E1 and E2	 eigen values
k 	 wave vector
an

+ and an 	 creation and annihilation operators
hc 	 Hermitian conjugate
c 	 velocity of light
R 	 lattice parameter
l 	 measure of the form of the structure
r´ 	 elastic chemical bond deformation
a2 	 area of a crystalline plane normal to that elastic chemi-

cal bond deformation

Greek Symbols
μ 	 chemical potential 
η 	 hardness of the system
εHOMO 	 orbital energies of the highest occupied orbitals
εLUMO 	 orbital energies of the lowest unoccupied orbitals
ξ 	 coefficient of hydraulic resistance

LIST OF SYMBOLS



xiv	 List of Symbols

υ 	 dimensionalities of energy
ν 	 electromagnetic wave frequency
l 	 interaction term
L	 diagonal matrix



Computational and Experimental Chemistry: Developments and Applica-
tions provides an eclectic survey of contemporary problems in theoretical 
chemistry and applied chemistry. The problems addressed in its pages vary 
from the prediction of a novel spiro quantum chemistry edifice of carbon-
based structures to applications of many body perturbation theory in heli-
um-like ions, and also from the elucidation of a novel dynamic elasticity 
theory applied to carbon, to the description of equalization principles in 
chemistry. The book is divided in to two main parts. Part I entitled “Exotic 
Carbon Allotropes” is in four chapters and describes the theoretical work 
of Bucknum et al. applied to the enumeration of novel carbon patterns 
and their properties. Part II entitled, “New Developments in Computa-
tional and Experimental Chemistry” comprises the last eight chapters of 
the book and provides an interesting survey of contemporary problems in 
theoretical chemistry and applied chemistry.

In the first part of Computational and Experimental Chemistry: Devel-
opments and Applications. the book provides a popular as well as techni-
cal presentation of the ideas surrounding the emergence of a synthetic, 
analytical, and theoretical spiro quantum chemistry edifice of carbon-
based structures, as well as a chemical topology scheme that successfully 
describes molecules and patterns, including the hydrocarbons and allo-
tropes of carbon. Thus the purpose of Part I of this book is to describe the 
generalization and realization of the organic chemistry concept of spiro-
conjugation into 1-, 2- and 3-dimensions. Chapter 1 covers the theory of 
spiroconjugation and a lattice is described, the so-called “glitter” lattice, 
that exhibits the spiroconjugation phenomena in fully 3-dimensions. Also 
described is the corresponding 1-dimensional substructures of this lattice 
that exhibit spiroconjugation delocalized in 1-D.

In Chapter 2, experimental evidence is provided and assessed for the 
prediction of the synthetic realization of the “glitter” allotrope of carbon 
by shock-based synthetic methods. This is the allotrope of carbon that is 

PREFACE
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spiroconjugated in 3-D. Part of this analysis includes the prediction of 
the so-called 3-dimensional resonance structures of glitter, these are reso-
nance forms that can be drawn over the tetragonal glitter unit cell. Chap-
ter 3 includes a description of the chemical topology of the hydrocarbons 
and crystalline allotropes of carbon. The chemical topology principles are 
enunciated, based upon the Euler equations for graphs and patterns, and 
the results are applied to the glitter allotrope of carbon and the other crys-
talline allotropes of carbon including fullerenes, grapheme and diamond. 
This chemical topology scheme enables one to map the C allotropes in a 
topology space allowing them to be classified.

Chapter 4 is the final chapter of Part I and it develops a novel dynam-
ic elasticity theory based upon the work of Feynman et al. The dynamic 
elasticity theory addresses questions like: What is the ultimate strength of 
materials? And What is the ultimate strong material? The theory is applied 
to cubic diamond and tetragonal glitter and the results of an approximate 
strength calculation show that glitter should actually rival cubic diamond 
in strength along its longest axis. Other allotropes of carbon, as models, 
including the hexagonite pattern are analyzed approximately as well. 

Part II of Computational and Experimental Chemistry: Developments 
and Applications is entitled “New Developments in Computational and 
Experimental Chemistry”, and this part of the book narrates contemporary 
problems in theoretical chemistry and applied chemistry. Thus, Part II of 
this book contains several chapters that cover a wide range of topics from 
theoretical and computational chemistry to experimental applied chem-
istry. Part II, therefore, comprises the last eight chapters of the book and 
provides an interesting survey of contemporary problems in theoretical 
chemistry and experimental chemistry that include contemporary pertur-
bation theory results for helium and helium-like ions, the investigation of 
so-called quantum breather ferroelectric materials by second quantization 
techniques, the study of magnetic field effects in small molecule organic 
systems, plasma surface modification in textile processing, the equaliza-
tion principle in theoretical chemistry, and so on. 

In Chapter 5, a successful application of second order many-body per-
turbation theory to estimate the CE for confined many-electron atoms has 
been depicted. The second order many-body perturbation theory proposed 
by Møller and Plesset and detailed implementation of code in GPU 
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proposed by Gazra et al. has also been discussed vividly. Finally the au-
thors have made a comparative study between their results for helium-like 
atoms with more sophisticated techniques to find out the percent of cor-
relation energy recovered by the MP2 method.

In Chapter 6, distance dependence of magnetic field effect (MFE) on 
donor-acceptor (D-A) pair inside a confined heterogeneous environment 
has been emphasized. In this study N, N-dimethyl aniline (DMA) and the 
protonated form of Acridine (Acr) have been treated as electron donor and 
electron acceptor respectively. In this chapter, Basu et al. have elaborately 
reported the mechanistic features of excited state proton transfer with the 
photoinduced electron transfer between Acr and DMA.

Nowadays, plasma surface modification is an active field of research. 
In Chapter 7, the various experimental approaches of plasma surface mod-
ification of polyester textile have been described. The improved quality 
plasma treatment mentioned in this chapter has potential to solve problems 
with synthetic polyester textile to expand their usefulness and this method 
is also very ecofriendly.

From the early days of theoretical chemistry, the equalization principle 
and its application in real field are very popular among researchers. In the 
Chapter 8, Chattaraj and his colleagues have analyzed the three important 
equalization principles in chemistry viz., electronegativity equalization 
principle (EEP), hardness equalization principle (HEP), and principle of 
electrophilicity equalization (PEE). The qualitative nature and validation 
of three principles have been concluded nicely at the end of this chapter.

In Chapter 9, the authors have described the ring opening metathesis 
polymerization procedure that has potential application in cancer therapy. 
The synthesis and complete characterization of both norbornene derived 
doxorubicin (mono 1) and polyethylene glycol (mono 2) monomers have 
been clearly described. Secondly their copolymerization by ring-opening 
metathesis polymerization (ROMP) to get the block copolymer has been 
vividly elaborated. Similarly the NDB monomer as well as its homopol-
ymer (NDBH) synthesis and complete characterization have been thor-
oughly discussed. 

In Chapter 10, Chakraborty et al. have studied theoretically biological 
activity of newly synthesized mesoionic heterocycles. Invoking global and 
local reactivity based descriptors, the experimental mechanistic features 
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of mesoionic molecules have been nicely correlated with their  theoretical 
counterparts. 

In Chapter 11, Bandyopadhyay et al. have reported on the non-linear 
Klein-Gordon equation that is based on their discrete Hamiltonian in a 
typical array of ferroelectric domains. The effect of second quantization, 
in a particular environment, toward the nonlinearity has been described. 
This is considered useful for a future study in this new field of investiga-
tion of quantum breathers in ferroelectrics.

Finally, in the last chapter (Chapter 12) of Part II of this book, Ramon 
has studied the molecular quantum similarity (QS) measures involving 
three density functions. The necessary algorithms have been described 
here. General theory and computational feasibility of a hypermatricial or 
tensorial representation of molecular structures associated to any molecu-
lar quantum object set (MQOS) have been nicely explained in this chapter. 
Secondly, generalized Carbó similarity indices (CSI) have also been stud-
ied. The theoretical and computational approaches have been supported by 
various suitable applicative examples. 

Computational and Experimental Chemistry: Developments and Ap-
plications is a collection of chapters that has a wide and eclectic range of 
subject matter regarding the applications of theoretical and experimental 
chemistry in realistic, everyday settings. The research articles comprising 
this book are based upon established methods of theoretical and compu-
tational chemistry, and applied chemistry, and this subject matter is thus 
very important in the context of contemporary problem solving in chemis-
try. Finally, two of the chapters of this book, Chapters 7 and 9, have been 
included so as to cover important research in applied chemistry of textiles 
and polymers, and these topics were thus chosen for their importance in 
the everyday applications of chemistry.

— Tanmoy Chakraborty, PhD, Michael J. Bucknum, PhD, and
Eduardo A. Castro, PhD
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SUMMARY

A recent paper has described the structure of a hypothetical 3-,4-connected 
net termed glitter. This is a model of an allotrope of carbon in the form 
of a synthetic metal. That paper pointed to the importance of through-
space pσ interactions of adjacent olefin units in the net in understanding 
the electronic structure at the Fermi level. The present communication 
elucidates the role of spiroconjugation in understanding features of the 
electronic band structure and density of states of glitter. With this analysis 
of spiroconjugation in the 1-dimensional polyspiroquinoid polymer and 
the 3-dimensional glitter lattice, the foundations have been laid for a new 
type of quantum chemistry herein called spiro quantum chemistry. Spiro 
quantum chemistry complements traditional quantum chemistry which is 
focused on linear polyenes, circular annulenes, polyhexes, 2-dimensional 
graphene sheets and related structures including fullerenes, by focusing on 
spiroconjugated hydrocarbon structures in 1-,2-, and 3-D, including linear 
spiro[n]quinoids and polyspiroquinoid in 1D, circular cyclospiro[n]quin-
oids, spiro[m,n]graphene fragments and spirographene in 2D and [m,n,o]
glitter fragments and glitter in 3D.

1.1  INTRODUCTION

In 1994, the structure of the all-carbon “glitter” lattice [1] was described 
along with B2C and CN2 phases adopting this structure-type. Glitter is a 
hypothetical tetragonal allotrope of carbon. The geometrical structure of 
the lattice (space group P42/mmc, # 131) is shown in Fig. 1.

The dimensions of the lattice are a = 2.53 Å and c = 5.98 Å, these 
are constrained by the geometry of the 1,4-cyclohexadiene molecule upon 
which the structure is based [2]. It is a 3-,4-connected net [3] containing 
trigonal and tetrahedral atoms in a ratio of 2:1, with a calculated density of 
3.12 g/cm3; intermediate between graphite and diamond. Apparent in the 
structure are the ethylenic columns, which run perpendicular to each other 
to generate the 3-dimensional lattice.
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FIGURE 1  Structure of the glitter model in space group P42/mmc.

Merz et al. [4] have described the electronic band structures of several 
related 3-,4-connected nets each possessing stacked olefin units. Evolution 
of π–π* band overlap with the separation between adjacent units in an ole-
fin stack is presented in their paper, this diagram is shown in Fig. 2. Note 
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the touching of the π and the π* bands at an interaction distance of about 
2.5 Å. From this diagram it is clear that the approximate density of states 
profile of glitter will be that of a metal, with a small π–π* band overlap at 
the Fermi level.

FIGURE 2  Evolution of π–π* overlap with the separation between adjacent units in an 
olefin stack.

The structure shown in Fig. 1 also contains the 1,4-cyclohexadiene-
oid molecular units linked through their tetrahedral vertices to adjacent 
rings. These linkages form chains. Each such chain is termed a “polyspi-
roquinoid” substructure of the “glitter” lattice. The electronic structure of 
a polyspiroquinoid model is described in connection with the concept of 
spiroconjugation.



Spiro Quantum Chemistry	 5

Band structure calculations for this net were carried out using the ex-
tended Hueckel method adapted for application to extended structures. 
[5] Electronic band structures of various sublattice models, including the 
polyspiroquinoid one, were presented in the original report of the glitter 
structure [1] in order to clarify the importance of through-space interac-
tions in these lattices.

1.2  SPIROCONJUGATION IN 1-DIMENSION AND 
POLYSPIROQUINOID

Spiroconjugation [6] is claimed to occur in the electronic structure of the 
polyspiroquinoid chain. [1] This type of through-space interaction can be 
considered in terms of 4 pπ atomic orbitals held “spiro” to each other about 
a tetrahedral C atom (see Fig. 3). These four orbitals interact to form 4 
combinations of differeing symmetry with respect to the two perpendicu-
lar mirror planes dividing the tetrahedral C atom. One combination is sym-
metric under reflection in each mirror plane, labeled (SS), and there are 
also (SA), (AS) and (AA) combinations. The (AA) combination is shown, 
it is of the proper symmetry for a bonding spiro-type interaction.

FIGURE 3  “Spiro” molecular orbitals derived from 4 pspiro combinations.

From the original analyses of the effect of spiroconjugation in discrete 
molecular systems, including spiro [4.4] nonatetraene [7] the importance 
of it in stabilizing (and destabilizing) a frontier molecular orbital was of 
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primary interest. This work was based upon electronic spectra, chemical 
reactivity and electronic structure calculations [6]. From this background, 
in the original paper on the glitter structure [1], only the lowest-lying π* 
band, the LUCO (lowest unoccupied crystal orbital) was considered in as-
sessing the importance of through-space pspiro interactions in the 1-dimen-
sional polyspiroquinoid substructure of glitter.

The interaction diagram for spiro[4.4] nonatetraene, reported by Duerr 
and Kober [7h], is shown in Fig. 4. The diagram reveals that in a situation 
involving 8 pπ orbitals (four interacting π systems as opposed to four in-
teracting p orbitals, as in Fig. 3), there are generated two sets of four buta-
dieneoid π systems. These four butadieneoid π systems are of (AS), (AA), 
(AS) and (AA) symmetry, unlike the archetypal system diagrammed in 
Fig. 3. Interaction of these four π systems through the spiro C atom, yields 
eight molecular orbitals over the skeleton of the spiro [4.4] nonatetraene 
molecule.

FIGURE 4  Molecular orbitals of spiro[4.4]nonatetraene.
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Note the presence of the two (AA) combinations, one derived from the 
interaction of the HOMO (highest occupied molecular orbital) π levels 
of butadiene and one derived from the interaction of the LUMO+1 (next 
highest to the lowest unoccupied molecular orbital), π* levels of butadi-
ene. There are thus fourlevels in which the effects of spiroconjugation 
could be important, twodown in the bonding manifold and the other pair in 
the anti-bonding manifold. The splitting of these pairs of (AA) combina-
tions results from one spiro [4.4] nonatetraene orbital carrying a bonding 
pspiro interaction and its sibling carrying an anti-bonding pspiro interaction.

An analogy exists between the interaction diagram of the spiro [4.4]
nonatetraene molecule and the unit cell of the polyspiroquinoid chain. 
Certain of the energy levels in both of these systems are comprised of 
8 pπ atomic orbitals present in each structure. This analogy will be 
followed,which describes the stabilizing effects of spiroconjugation in the 
electronic band structure of polyspiroquinoid.

Figure 5 shows the structure of the model polyspiroquinoid chain 
(H atoms added to the glitter fragment to reach a realistic structure) 
and Fig. 6 is its electronic band structure. To the right in this diagram 
are appended the levels of the 3,3, 6,6-tetramethyl-1,4-cyclohexadiene 
molecule. This molecule is a reasonable model for the polymer, but one 
lacking the spiroconjugation interaction. The 2 π and 2 π* levels in the 
molecule have been indicated alongside the 4 π and 4 π* bands of poly-
spiroquinoid.

FIGURE 5  Structure of the polyspiroquinoid model.
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FIGURE 6  Electronic band structure of polyspiroquinoid and molecular orbitals of 
3,3,6,6-tetramethyl-1,4-cyclohexadiene with π and π* levels indicated.

As pointed out previously, [1] the lowest-lying π* band in the elec-
tronic structure of the chain is of the proper symmetry, (AA), for there to 
be a bonding pspiro interaction in that band. In addition, the lowest-lying π 
band is also of (AA) symmetry, so that there is a bonding pspiro interaction 
in that occupied band as well. The relative importance of the effects of 
spiroconjugation in the chain will be posed with respect to the stabiliza-
tion of the occupied π band compared to the energy level of the discrete π 
molecular orbital of 3,3,6,6-tetramethyl-1,4-cyclohexadiene from which 
it is derived.
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In analogy with spiro [4.4] nonatetraene, the 8 pπ atomic orbitals in the 
unit cell of polyspiroquinoid generate 4 π crystal orbitals and 4 π* crystal 
orbitals in its electronic band structure. At the zone center, half of these 
eight crystal orbitals are constructed from real coefficients of the same 
magnitude at each pπ atomic site in the unit cell. Because of their impor-
tance in the analysis of spiroconjugation in polyspiroquinoid, these four 
(AA) crystal orbitals are sketched exactly as they occur at the zone center, 
in Fig. 7. These are analogous to the four (AA) combinations from the 
spiro [4.4] nonatetraene analysis. They occur as band #18 (p1), band #22 
(p2), band #25 (π5*) and band #28 (π8*).

FIGURE 7  The pπ crystal orbitals of polyspiroquinoid sketched at the center of the 
Brillouin zone.
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The four (AS) combinations occur in degenerate band pairs (compare 
to the orbital interaction diagram of spiro [4.4] nonatetraene) across the 
Brillouin zone of the chain. These are constructed from real coefficients 
of the same magnitude and sign at each pπ atomic site in one or the other 
ring of the polyspiroquinoid unit cell. Every other ring in the polymer pos-
sesses these π and π* type interactions. The π and π* interactions in half the 
unit cell are involved in σ or σ* interactions with the adjacent ring, which 
maintain the (AS) symmetry of the crystal orbital. At the zone center they 
occur as bands #23 (p3) and #24 (π4), (the HOCO, highest occupied crystal 
orbital, levels) and as bands #26 (π6*) and #27 (π7*), (the LUCO+1 levels).

One can analyze the attendant orbital interactions of the (AA) combi-
nations graphically from the sketches. In crystal orbital #18, the 4 bond-
ing pπ combinations in the unit cell also possess a bonding pspiro interac-
tion about each of the spiro carbons in the chain. Comparison with crystal 
orbital #22, the sibling π band to crystal orbital #18, reveals their only 
difference is the presence of an anti-bonding pspiro interaction in the higher-
lying π band. Their energy difference at the zone center is 1.23 eV, this is 
the actual magnitude of the splitting of the (AA) combinations; this was 
predicted qualitatively in the orbital interaction diagram shown in Fig. 4.

In the 3,3,6,6-tetramethyl-1,4-cyclohexadiene model molecule, the 
lower-lying π (p1) level is the “out-of-phase” π combination, it is of (AA) 
symmetry with respect to the two mirror planes dividing the spiro carbon 
atoms in the ring. Its sibling level (p2) is the “in-phase” pcombination, it 
is of (AS) symmetry. The 2 π (AA) levels in polyspiroquinoid are derived 
from the pure “out-of-phase” π combination of this model molecule, and 
the two (AS) levels are derived from the pure “in-phase” π combination. 
Crystal orbital #18 (p1) occurs at –13.54 eV at the zone center and crys-
tal orbital #22 (p2) occurs at –12.31 eV. Therefore, the spiroconjugation 
band is stabilized by 0.55 eV with respect to the lower-lying π level in 
3,3,6,6-tetramethyl-1,4-cyclohexadiene and its sibling π band, with anti-
bonding pspiro interactions, is destabilized by 0.68 eV.

Tracing the evolution of these bands along the symmetry line of poly-
spiroquinoid, one sees the twosibling bands meet at the zone edge where 
they are degenerate (see Fig. 6). This degeneracy occurs because of the 
presence of a 42 screw axis in the polyspiroquinoid unit cell. The band 
structure is “folded” in half due to the 42 screw axis. Across the Brillouin 
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zone crystal orbital p1, the spiroconjugation band, is stabilized with respect 
to the lower-lying π level in 3,3,6,6-tetramethyl-1,4-cyclohexadiene (p1). 
At the zone edge, the degeneracy at –13.07 eV is just 0.08 eV below the 
corresponding molecular orbital (p1) in the 3,3,6,6-tetramethyl-1,4-cyclo-
hexadiene model molecule.

Figure 8 shows the density of states (DOS) diagram along with the 
band structure diagram (Fig. 6) of polyspiroquinoid. The shaded area is 
the contribution of pπ orbitals to the total DOS. It has a “spike” at an en-
ergy, which corresponds to the spiroconjugation band at the zone center 
(–13.5 eV). This spike indicates there is a large density of states in the 
electronic structure of the polymer at that energy. Evidently from the DOS 
diagram, there is not a corresponding spike coincident with the energy of 
the sibling pband, which possesses anti-bonding pspiro interactions at the 
zone center. This is consistent with the small degree of dispersion (flatness) 
of band #18 in the neighborhood of the zone edge.

FIGURE 8  Electronic band structure and density of states (DOS) of the polyspiroquinoid 
model; shaded area indicates contribution of pπ orbitals to the total DOS.
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1.3  SPIROCONJUGATION IN 3-DIMENSIONS AND GLITTER

In the full 3-dimensional glitter lattice shown in Fig. 1, it is obvious the 
polyspiroquinoid chains are linked together along the [100] and[010] di-
rections of the lattice. Although through-space bonding ps interactions are 
primary in the analysis of what occurs at the Fermi level of glitter, it turns 
out that the spiroconjugation effects seen in the 1-dimensional polyspiro-
quinoid substructure will carry over into the 3-dimensional structure.

As is implied in the model structural drawing on the inset of Fig. 9, through-
space bonding pσ interactions are responsible for reducing the band gap (see 
Fig. 2) in the 1-dimensional polycyclophane substructure, which possesses 
the pσ interactions uniquely among the 1-dimensional substructures. Clearly 
in this substructure, which from its geometry is absent orbital interactions con-
nected with spiroconjugation, the π and π* crystal orbitals come in pairs, the 
HOCO-1 and the HOCO as the π bands, and the LUCO and the LUCO+1 as 
the π* bands. These bands run down from the zone center, where they occur 
in nearly degenerate pairs, out to the zone edge, as shown in Fig. 9.

FIGURE 9  Electronic band structure and density of states (DOS) of the polycyclophane 
structure. Shaded area indicates the contribution of pπ orbitals to the total DOS. Structural 
model shown on onset.
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Figure 10 shows the band structure of glitter, as there are 6 C atoms in 
the unit cell it consists of 24 bands, 12 of these bands are fully occupied. 
In order to assess the importance of through-space interactions in the lat-
tice, including the importance of spiroconjugation, it is only necessary to 
consider the crystal orbitals derived from combinations of the ppatomic 
orbitals present in the unit cell of glitter. These 4 pπ atomic orbitals, one 
such atomic orbital for each of the 4 trigonal planar C atoms in the unit 
cell, combine together to form 2 π crystal orbitals and 2 π* crystal orbitals 
in the electronic band structure of the glitter lattice.

FIGURE 10  Electronic band structure of glitter. The π and π* bands are indicated at 
symmetry point M of the Brillouin zone.

In analogy with the polycyclophane substructure, it would be expected 
that these π and π* crystal orbitals would bracket the Fermi energy; that is 
they would occur as the HOCO-1, HOCO, LUCO and LUCO+1 (see Fig. 
10). In the original report of the electronic structure of glitter, the authors 
pointed to the importance of through-space pσ interactions, occurring 
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together with through-bond pπ interactions, at the short interaction dis-
tance of 2.53 Å present in the unit cell.

Comparison of the Brillouin zone of glitter to the unit cell of glitter in 
direct space, shown on the inset of Fig. 10, reveals that symmetry point 
M is analogous to the zone center in the Brillouin zone of the polyspiro-
quinoid model. The symmetry line from M to A corresponds to the sym-
metry line followed from the zone center to the zone edge in the electronic 
structure of the polyspiroquinoid model. The π and π* bands in glitter, the 
π bands labeled as #8 and #11 and the π* bands labeled as #13 and #14, at 
symmetry point M in the diagram, become degenerate pairs at symmetry 
point A. These degeneracies occur because of the presence of a 42 screw 
axis in the unit cell of glitter.

At symmetry point M in the Brillouin zone of glitter these 4 crystal 
orbitals enter with real valued coefficients of the same magnitude. It is 
possible to carry out a graphical examination of these 4 crystal orbitals 
derived from the 4 pπ atomic orbitals of glitter. They may be sketched 
exactly as they appear in the Brillouin zone at symmetry point M. From 
these sketches, which are shown in Fig. 11, the attendant orbital interac-
tions may be analyzed graphically.

Labeling the 4 π crystal orbitals at high symmetry point M in the Bril-
louin zone, using their symmetry with respect to the 42 screw axis and the 
c glide plane of the unit cell, there are fourcombinations: p1 (SS), p2 (AA), 
p3* (AA) and π4* (SS). Using the twomirror planes along [001] to assign 
the symmetries of the π crystal orbitals, instead of their behavior with re-
spect to the space symmetry elements, they would all be of symmetry (SS), 
this represents an inversion of symmetry from the polyspiroquinoid (AA) 
combinations. Had the unit cell been chosen with [100] and [010] rotated 
through 45° from the present unit cell, all fourcombinations would be of 
(AA) symmetry with respect to the twomirror planes along [001]. This is 
entirely analogous to the four (AA) combinations of the polyspiroquinoid 
model, although not strictly homologous to the electronic structure of the 
polymer, as is discussed later. At any event, the present choice of unit cell 
makes visualization of the orbital interactions more clear to the reader.

From these sketches, one can see the presence of pπ interactions within 
the unit cell and also the presence of inter-cell and intra-cell pσ and pspiro 
interactions. Band #8 is the lowest-lying π crystal orbital (–14.87 eV), 
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labeled p1 (SS). It possesses through-space bonding pspiro interactions and 
lies 1.67 eV below the next highest π crystal orbital, band #11 labeled p2 
(AA) (–13.25 eV) at symmetry point M. This splitting is analogous to the 
splitting of the bonding (AA) combinations in polyspiroquinoid. Bands 
#13 and #14 are the 2 π* crystal orbitals at M, they differ only in that the 
lower-lying of the pair has bonding pspiro interactions, they have an energy 
separation of over 4 eV.

FIGURE 11  4 pπ crystal orbitals of glitter at symmetry point M in the Brillouin zone.

At this symmetry point in the Brillouin zone, the spiroconjugation ef-
fects present in the unit cell of glitter provide a stabilization energy of 
1.93 eV compared to the energy of the “out-of-phase” π combination (p1) 
of 3,3,6,6-tetramethyl-1,4-cyclohexadiene (see Fig. 6). The destabilized 
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sibling π band (AA), at –13.25 eV, is itself 0.26 eV stabilized with re-
spect to the “out-of-phase” π combination of the 3,3,6,6-tetramethyl-1,4-
cyclohexadiene model molecule. Evidently, the pσ interactions are quite 
important in stabilizing this p2 (AA) crystal orbital as well.

An indirect band crossing of the lower-lying π* band, the LUCO, with 
the HOCO and twoother bands, is present in the band structure of glitter 
(see Fig. 10). Of the 2 π* crystal orbitals present in the electronic struc-
ture of glitter, the π* crystal orbital which is the LUCO has through-space 
bonding pspiro interactions (along with the pσ interactions) which cause this 
band to dip to a minimum that crosses indirectly the lower-lying occupied 
bands in glitter. This is pictured in Fig. 11 and thus explains the origin of 
the synthetic metallic status adopted by this hypothetical allotrope of C.

Figure 12 shows the electronic band structure for the glitter lattice in 
the energy window from –15 to –5 eV. Inspection of this calculated band 
diagram shows that the lowest-lying π band, band #8, occurs at its lowest 
energy point at symmetry point M in the Brillouin zone, as does the lower-
lying π* crystal orbital. The lowest-lying π band is the HOCO-4, not the 
expected HOCO-1.

FIGURE 12  Electronic band structure of glitter in the energy window from –15 to –5 eV.
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It occurs as such through the entire Brillouin zone of glitter. Band #11, re-
fer to the corresponding sketch in Fig. 10, is the next highest π band, it forms 
a degenerate pair as the highest occupied crystal orbital along the symmetry 
line from Z to Γ in the Brillouin zone of glitter. Inspection of the Brillouin 
zone (Fig. 12) reveals that the 2 π crystal orbitals maintain an energy separa-
tion of about 1 eV throughout most of the reciprocal space of glitter

Note also in Fig. 12, the small dispersion (flatness) of band #8 about 
symmetry point M in the Brillouin zone, this gives rise to the secondary 
peak in the DOS of glitter (see Fig. 13), at an energy of about –15.0 eV. 
The shaded area indicates the contribution of pπ orbitals to the total DOS. 
The primary peak occurring at about –13.0 eV nearly coincides with the 
flatness of the sibling π crystal orbital, band #11, about this symmetry 
point in the Brillouin zone of glitter.

FIGURE 13  Density of states (DOS) of glitter. Shaded area indicates the contribution of 
pπ orbitals to the total density of states.
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1.4  THE SPECIAL CRYSTAL ORBITAL OF GLITTER

Inspection of the atomic orbital composition of band #8 of glitter, the lowest-
lying π crystal orbital, at symmetry point M in the Brillouin zone, reveals it 
has all fourpπ coefficients entering with the same magnitude and sign. Be-
cause of the presence of a bonding pπ interaction, twobonding pσ interactions 
and fourbonding pspiro interactions about every pπ atomic orbital in the unit 
cell of glitter, this is termed its special crystal orbital. This is diagrammed 
in Fig. 14. The effects of spiroconjugation along with the other interactions 
present in this 3-,4-connected network may confer it with an unusual elec-
tronic stability akin to the aromaticity observed in the planar polyhexes and 
2D graphene sheet of ordinary quantum chemistry [8].

FIGURE 14  The special crystal orbital of glitter.

The special crystal orbital can be viewed in sections through several 
unit cells perpendicular to the (001) plane of the tetragonal structure, and 
with the spiro atoms flattened out for clarity, as is shown in Fig. 15 (this 
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diagram is applicable to the view of the lower-lying π* crystal orbital, the 
LUCO, perpendicular to (001) as well, however alternating sheets would 
be out of phase along the 3rd dimension in the LUCO). Note the resem-
blance of this pattern to that of a standard checkerboard square, it arises as 
a consequence of the tetragonal symmetry of the glitter structure and from 
the nature of the p orbital interactions admitted by the glitter lattice. The 
constructive interactions present in the unit cell involve intra-cell interac-
tions: pπ, pσ and pspiro; and inter-cell interactions of the same nature.

1.5  EXO- AND ENDO-SPIROCONJUGATION AND 
DIFFRACTION

Self assembly involving fourallene units per reaction, in the presence of a 
catalytic amount of the organometallic reagent bis-(triphenylphosphite)-

FIGURE 15  “Sections” of the special crystal orbital along [100] and [010] lattice 
directions. View is perpendicular to (001).
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nickeldicarbonyl, has been reported to produce 1,3,5,7-tetramethylenecy-
clooctane [10]. Synthesis of 1,3,5,7-tetramethylenecyclooctane represents 
the first example of a molecular system with the possibility of exhibit-
ing the effect of endo-spiroconjugation. Well known in structural chem-
istry are the homologies provided by the hydrocarbon molecules naph-
thalene and adamantane, which have very nearly the carbon–carbonbond 
lengths and bond angles, respectively, of their homologous extended struc-
tures: graphite and diamond [9]. From this perspective, the synthesis of 
1,3,5,7-tetramethylenecyclooctane provides the opportunity to have a ho-
mologous hydrocarbon fragment of the structure of glitter, which can be 
studied experimentally.

Endo-spiroconjugation, potentially present in the 1,3,5,7-tetrameth-
ylenecyclooctane molecule, is precisely the mechanism of spiroconjuga-
tion that would occur intracellularly and extracellularly in the glitter lat-
tice, please refer to the previous sections for details. Literature previously 
cited on aspects of spiroconjugation [7] concerned the related effect of 
exo-spiroconjugation, the interaction diagram of which is shown in Fig. 
3 (interaction of 4 p orbitals) and Fig. 4 (interaction of 4 π orbitals). As 
discussed in Chapter 1, in the hypothetical polyspiroquinoid polymer, exo-
spiroconjugation is operative.

Ideally, endo-spiroconjugation involves 4 p orbitals that point along 
lines, through space, which represent a pair of edges of a perfect tetrahe-
dron, held at right angles to each other. Oppositely, exo-spiroconjugation, 
as pictured in Fig. 3, involves 4 p orbitals which are centered at each ver-
tex of a tetrahedron and point at right angles, in two different pairs, respec-
tively, each to one of a corresponding pair of orthogonal tetrahedral edges. 
Thus, the tetrahedron in exo-spiroconjugation is formed from 4 sp3 hybrid 
orbitals extending from the spiro C atom to each of the atoms possessing 
the interacting p orbital. Quite in contrast, the p orbitals at a site of endo-
spiroconjugation are cenetered on a point in space. From this subtle dif-
ference it is apparent that, site-by-site, the p orbital endo-spiroconjugated 
sees each of the 2 pspiro interactions of its counterpart p orbital that is exo-
spiroconjugated; and simultaneously it sees a pσ interaction.

In the structure of 1,3,5,7-tetramethylenecyclooctane, ideally the ef-
fect of endo-spiroconjugation should manifest itself in the geometry of the 
skeletal cyclooctane ring system; the fourtrigonal atoms in the ring should 
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inscribe a perfect tetrahedron inside the octagonal cradle. At the center 
of the inscribed tetrahedron, a significant π electron density should be 
present from the four-center interaction of endo-spiroconjugation. As the 
scattering power for x-rays depends upon the electron density, diffraction 
patterns obtained from molecular crystals of the 1,3,5,7-tetramethylenecy-
clooctane molecules may indicate weak reflections corresponding to the 
electron density rspiro(x,y,z) at the fractional coordinates of the unit cell 
specifying the center of the inscribed tetrahedron in the cyclooctane cradle 
(the center of symmetry of the molecule). Alternatively, electron density 
maps of the structure of 1,3,5,7-tetramethylenecyclooctane calculated by 
direct methods from the original diffraction data would reveal, quantita-
tively, the magnitude of π electron density at the fractional corrdinates 
corresponding to the center of symmetry of the 1,3,5,7-tetramethylenecy-
clooctane molecule.

Reflections due to π electron density concentrated at the center of sym-
metry of the 1,3,5,7-tetramethylenecyclooctane molecule would be weak 
for two principal reasons; the scattering power of the skeletal C atoms 
would be approximately six at low values of Θ; six being the number of 
electrons in C, whereas rspiro(x,y,z) could be at most approximately two 
at low values of Θ. The value 2 at low Θ is thus identified with the elec-
tronically unstable case that the π electron pair is cradled at the center of 
the inscribed tetrahedron. Intensity from rspiro(x,y,z) would be diminished 
substantially as the inscribed tetrahedron distorted from local Td symme-
try. As the non-ring C’s in 1,3,5,7-tetramethylenecyclooctane are not sta-
bilized by the benefit of endo-spiroconjugation, it is to be expected that 
the molecule will distort; it will maintain its principal S4 axis, although it 
will distort towards a flattening out of the cyclooctane skeleton. Conse-
quently, the local Td symmetry of the inscribed tetrahedron will be lowered 
to one of D2d symmetry and the scattering power at the endo-spiro center, 
rspiro(x,y,z), will be greatly diminished.

Construction of the model of the glitter lattice appealed to the geom-
etry of the 1,4-cyclohexadiene molecule, information provided from dif-
fraction studies [2]. The carbon–carbondouble bonds of the molecule are 
not conjugated and this appears in the bond alternation, the carbon–carbon 
single bonds being 1.51 Å and the carbon–carbon double bonds being 1.35 
Å (in naphthalene the carbon–carbon bond lengths are approximately 1.40 
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Å, and in adamantane the carbon–carbon bond lengths are approximately 
1.54 Å, respectively). Similarly, the bond angles are unsymmetrical in 
1,4-cyclohexadiene with the C=C–C angles being 123° (ideal trigonal an-
gle is 120°) and the adumbrated C–C–C angles are 114° (ideal tetrahedral 
angle is 109°28′).

Bond length and bond angle alternation present in the 1,4-cyclohexa-
diene molecule, and consequently the glitter lattice which is based upon it, 
distinguishes glitter from the metrically ideally regular sibling structures: 
graphite and diamond. See a later chapter for a further description of this 
metrical difference. Also discussed later, the standard topological indexes, 
polygonality and connectivity, distinguish glitter further as a topologically 
irregular (i.e., Wellsean) structure, while two of its siblings, graphite and 
diamond, are regular 2-dimensional and 3-dimensional structures, respec-
tively; and the 3rd group of its siblings, the crystalline fullerenes, are semi-
regular polyhedra (i.e., Archimedean).

Apparently quite by accident, the irregular metrical properties of the 
glitter lattice; the bond angle and bond length alternation, concomitant 
with its “low” topology (see a later chapter), result in the occurrence of 
nearly perfect tetrahedra, centered in space, which are about 2.5 Å on an 
edge. Such tetrahedra, being centered in space as opposed to being cen-
tered at an ideally tetrahedral C atom, as in diamond for example, provide 
the vehicle within which the 4-center p orbital interaction of endo-spiro-
conjugation may occur. These tetrahedra possess nearly the full Td sym-
metry that is evidently required for the optimum energetic stabilization 
associated with endo-spiroconjugation, refer to the earlier sections for a 
quantitative measure of this interaction energy.

Superimposed upon the unit cell of glitter; interpenetrating with it, 
which itself is outlined by the positions occupied by the 6 C atoms in P42/
mmc in glitter, are the set of points coincident with the spatial centers of 
the nearly perfect tetrahedra. These are the sites at which, through the 
effects of endo-spiroconjugation, are concentrated the π electron density 
from the fourcenters, through-space interaction. The latter array consti-
tutes a primitive tetragonal lattice of points (P4/mmm) which is half the 
volume of the unit cell of glitter, the secondary lattice having its origin 
centered at (1/2,1/2,0) of the primary glitter lattice. Each of these sites may 
have a scattering power approaching two at low x-ray scattering angles, 
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Θ. In light of the Td symmetry of these sites, and the more closely-spaced, 
regular array of such sites in the glitter lattice, compared to the situation in 
a molecular crystal of 1,3,5,7-tetramethylenecyclooctane discussed previ-
ously, it is to be expected that any weak reflections associated with x-ray 
scattering from the sites of rspiro(x,y,z) in glitter would be more evident than 
in a comparable diffraction pattern of a molecular crystal of 1,3,5,7-tetra-
methylenecyclooctane.

1.6  EXO- AND ENDO-SPIROCONJUGATION AND CHEMISTRY

Williams and Benson [10] report aspects of the chemistry of 1,3,5,7-tet-
ramethylenecyclooctane, which provides some evidence for the proximity 
of π electrons within the cradle of the cyclooctane ring system. Effects 
on chemical reactivity due to exo-spiroconjugation have been referred 
to earlier [7]. It was hoped that evidence for the proximal interaction of 
adjacent, exocyclic methylene groups of the molecule would be evident 
through the formation of a transannular bond, in analogy with the cyclo-
addition reaction of tetracyanoethylene with bicycloheptadiene producing 
nortricyclene [11]. Cycloaddition of tetracyanoethylene with 1,3,5,7-tetra-
methylenecyclooctane falls within the class of symmetry-allowed, thermal 
s,s,s reactions; it is a [p2s +p2s + p2s] cycloaddition reaction [12].

Tetracyanoethylene was chosen as the reagent to establish the inter-
action of pairs of opposite double bonds, the ring carbon p orbitals of 
which point towards each other along a line corresponding to one of the 
two orthogonal edges of the tetrahedron inscribed in the cradle of the cy-
clooctane skeleton, described earlier. An approximately equimolar reac-
tion mixture of the two was prepared in tetrahydrofuran (THF) at room 
temperature. An exothermic reaction occurred within minutes, and after 
an hour the product was isolated, crystallized from acetonitrile and from 
spectroscopis analysis was determined to have a 3,3,4,4-tetracyano-8,11-
dimethylenetricyclo[4.3.3.0]-dodecane structure. As the author’s pointed 
out,”this appears to be the first example in which transannular bond for-
mation can be directly attributed to the proximity of exocyclic methylene 
groups” [10].
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1.7  DISTORTIONS OF THE GLITTER LATTICE

Based upon the crystal structures of diamond and graphite [9], in which 
the bond lengths and bond angles are uniform within each structure, re-
spectively, a distortion was performed on the glitter lattice such that the 
bond lengths were all fixed at 1.46 Å (instead of alternating between 1.35 
Å and 1.51 Å) and the bond angles were all fixed at 120° (except around 
the circumference of the tetrahedral C atoms, which is constrained to about 
105°). The distortion to a more metrically regular structure destabilized 
the lattice by 0.80 eV/C atom relative to the metrically irregular structure.

Evidently, as the metrical properties of the lattice are modified to be 
more uniform, the tetrahedral sites that are centered in space, associated 
with the 4 center p orbital interaction of endo-spiroconjugation, concomi-
tantly undergo a lowering of their local symmetry from Td to D2d. This 
is consistent with the model of endo-spiroconjugation presented here, in 
which the ideality of the tetrahedron yields optimum stabilization from the 
effect of endo-spiroconjugation.

1.8  SYNTHESIS OF GLITTER

Glitter is a 3-,4-connected net, so it is to be expected that a synthesis would 
be possible at conditions of temperature (T) and pressure (P) dictated by 
the phase boundary between graphite and diamond. However, the recent 
literature on C reflects the importance of kinetically driven syntheses, es-
pecially at conditions of T and P other than those along the graphite-dia-
mond phase boundary. These include syntheses with vaporous carbon and 
hydrocarbon precursors in deposition apparatus [13]. A thermodynamic 
synthesis, in the vein of the original synthesis of diamond from graphite, 
could possibly be achieved in the presence of a suitable catalyst, such as a 
metallic solvent. Conventional high T-high P apparatus could be used for 
such a synthesis [14].

Identification of phases produced in such synthetic programs would 
principally include the use of diffractometry and spectroscopy. From the 
details of the electronic band structure of glitter reported herein, it should 
be possible to assign π–π* electronic transitions through the analysis of 
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the UV-visible absorption spectra, photelectron spectroscopy should elu-
cidate features of the highest occupied crystal orbital [15]. With regard to 
diffraction evidence, theoretical diffraction patterns could be calculated 
for various versions of the crystal structure of glitter and these theoreti-
cal diffraction lines could be searched for in a synthesis experiment such 
as one employing a diamond anvil synthesis cell (DAC) and synchrotron 
radiation.

1.9  TOPOLOGICAL INDEXES OF CARBON ALLOTROPES AND 
GLITTER

Wells’ seminal work on the structures of 2- and 3-dimensional nets and 
polyhedra was organized through the use of topological labels called Sch-
laefli symbols [3]. In such a scheme, there are two indexes, the polygo-
nality represented by n and the connectivity represented by p. Each poly-
hedron, plane tessellation and 3-dimensional net has a Schlaefli symbol 
(n, p) to label its location in the space of topological structures in which 
Wells worked [16]. Interestingly, the Schlaefli symbols are rigorously de-
termined for the convex polyhedra through a relation due to Euler.

Euler’s work on the convex polyhedra resulted in an equation marking 
the origin of the discipline of topology, shown in one form as Eq. (1) [17].

	 V – E + F = 2	 (1)

Here, V, E and F are the number of vertices, edges and faces, respective-
ly, in the convex polyhedron [18]. Geometrical arguments can be used to 
transform Eq. (1) into forms relating V, E and F; the primary topological 
indexes, to n, the polygonality and p, the connectivity; the latter being 
secondary topological indexes.

Each edge in a convex polyhedron is shared by two faces, therefore, nF 
is the same as 2E. Each edge has two vertices, therefore pV is the same as 
2E. By substitution, Euler’s equation now reads:

	 2E⁄n – E + 2E⁄p = 2	 (2)
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Rearrangement of Eq. (2) into Eq. (3) shows that the values n, p and E 
must be positive integers for the expression to have validity for polyhedra 
[3]:

	 1⁄n – 1⁄2 + 1⁄p = 1⁄E	 (3)

Further restrictions are imposed on the values of n and p in order to de-
termine the solutions to Eq. (3). In order for the number of edges, E, to be 
positive the values of n and p must be less than 6, and in fact n and p must 
be greater than two because of the impossibility of faces of zero area or 
spikes in the convex polyhedron.

Substituting each of the nine combinations of 3, 4 and 5 into Eq. (3), 
there are only five finite, rational solutions. The five are well known and 
are shown as the tetrahedron, t, the octahedron, o, the icosahedron, i, the 
cube, c, and the dodecahedron, d, in the Table 1.

TABLE 1  Schlaefli Symbols for Regular Structures.

Of the other four non-solutions, from the square net (4, 4) substitution 
into Eq. (3) indicates the number of edges, E, in this structure is infinite. 
Evidently, in (4, 4) the Euler equation reveals a transition to a 2-dimension-
al extended structure [19]. In (4, 5), (5, 4) and (5, 5) the non-solutions have 
values of –5, –5, and –10, respectively. Another transition has occurred, to 
a still higher dimensionality, specifically to 3-dimensional structures. (5, 
5) corresponds to a 3-dimensional network that Wells first discovered in 
the 1960’s [3]. For a sensible result, in which the number of edges, E, is 
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positive, it is clear that a modification of the classical Euler equation, one 
applicable for 3-dimensional networks, is necessary [20].

The structure of the graphite net is well known, its Schlaefli symbol is 
(6, 3), the polygonality is six and the connectivity is three. Its place in the 
topological subspace comprised of regular structures, regular meaning the 
Schlaefli symbols n and p are integers, is to the right of the convex poly-
hedron (5, 3), which is the pentagonal dodecahedron, and to the left of (7, 
3). Interestingly, (7, 3) represents a group of at least 4 unique, regular nets 
which Wells discovered [3]. To date, none of these nets in the family (7, 3) 
has yet been discovered to correspond to an actual crystal structure.

Regular structures are adjoined to their left or right, or adjacent to them 
vertically, by the semi-regular structures, semi-regular meaning that one 
of the Schlaefli indexes n and p is fractional and the other is an integer. 
One such semi-regular with contemporary importance is the Archimedean 
polyhedron called the truncated icosahedron. The Schlaefli symbol for this 
mathematical object, and for the Buckminsterfullerene molecule that is pat-
terned after it, is given by (52/3, 3). It is intermediate in topology between the 
pentagonal dodecahedron (5, 3) and the graphite net (6, 3). Buckminster-
fullerene is unique among the allotropes of C in that it is semi-regular.

Classical structures include the regular and Archimedean polyhedra; 
Archimedean meaning only n, the polygonality, is fractional. In the 19th 
century, Catalan identified the reciprocal polyhedra to the Archimedean 
polyhedra where n and p were exchanged with each other. Catalan poly-
hedra can be constructed from their reciprocals by joining the midpoints 
of each face of the Archimedean polyhedron to each other [21]. This re-
ciprocal nature occurs also in two dimensions, one can easily visualize the 
reciprocals of (4, 4), (3, 6) and (6, 3), for example; but is apparently absent 
in 3-dimensional nets.

Beyond the semi-regular structures lie the Wellsean structures, those 
in which both the polygonality n and the connectivity p are fractional, in 
the Schlaefli symbol (n, p) [22]. These structures would lie diagonally, to 
the left or right and displaced vertically, from the entries into the table of 
Schlaefli symbols for the regular polyhedra, plane nets and 3-dimensional 
nets. Wells discovered many Wellsean structures, specifically classifying 
them as possessing fractional polygonality and fractional connectivity,in 
the course of his exploration of the space of 3-,4-connected nets [22].
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It appears that the first actual Wellsean structure was identified, though 
not topologically indexed as such, by W.L. Bragg and W.H. Zachariasen, 
from their determination of the crystal structure of the silicate mineral 
called phenacite, Be2SiO4 [23]. This was an especially difficult structure 
determination because of the rhombohedral symmetry (R3) and the large 
size of the unit cell (six molecules of Be2SiO4 in each unit cell). In W.L. 
Bragg’s description he reports, “It is difficult to give a clear figure of the 
structure, because the unit cell is large and a pattern with rhombohedral 
symmetry is harder to depict than one based upon rectangular axes. The 
principles of the structure are very simple, however, and are readily traced 
in a model. It is formed of linked tetrahedra, with Si and Be at their cen-
ters. Each O of the independent SiO4 groups also forms part of two neigh-
boring tetrahedra around Be atoms. Thus each Si is surrounded by 4 O 
atoms, and each Be by 4 O atoms, and each O is linked to 2 Be atoms and 
one Si atom at the corners of an equilateral triangle” [24].

With the identification of this structure type, which Bragg pointed out 
could be simplified by replacing the Be and Si atoms by one atom type, 
to a binary compound of formula A3B4 with a smaller unit cell with hex-
agonal symmetry (P63/m), entry had been made into a topologically new 
class of crystal structures. In such a hexagonal lattice, there are four 3-con-
nected vertices and three 4-connected vertices in the asymmetric unit of 
structure, and there are six 6-sided polygons and four 8-sided polygons in 
the asymmetric unit of structure [9]. The Schlaefli symbol for the phena-
cite structure is therefore (64/5, 3.4285….). In 1939 and 1940, Juza and 
Hahn [25] synthesized and reported the crystal structure of Ge3N4, pat-
terned on the structure of phenacite in the manner described by Bragg [26, 
27]. About 17 years later, the synthesis and crystal structure of another 
polymorph of Ge3N4, with nearly an identical density, and the correspond-
ing syntheses of the isomorphous α- and β-Si3N4 polymorphs was reported 
in part by several groups including Hardie and Jack [26] and Ruddleson 
and Popper [27].

Motivated by the reports of the synthesis of the IV–V nitrides, 1st prin-
ciples calculations were performed on a hypothetical carbon nitride phase, 
C3N4, patterned on the β-Si3N4 structure type [28]. A semi-empirical for-
mula for bulk modulus developed out of this work, predicted the latter 
nitride would be of hardness comparable to diamond [28]. Inspection of 
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the glitter structure, a 3-,4-connected net with 6- and 8-sided polygons in 
its structural pattern, indicates the Schlaefli symbol (7, 31/3). The polygo-
nality is an admixture of 6’s and 8’s, which nonetheless has the integer 
polygonality 7. It is a Wellsean structure. Its polygonality is higher that in 
the diamond structures (6, 4), and the graphene tessellation (6, 3), and the 
molecule Buckminsterfullerene (52/3, 3).

In a separate vein, Waser and McClanahan reported [29] the 1st transi-
tion metal-containing crystal structure of a 3-,4-connected net, the Pt3O4 
structure type, in 1951. As it turns out, this is a semi-regular structure (a 
Catalan network) with the Schlaefli symbol (8, 3.4285….). Here, as in 
the structures patterned on phenacite, the connectivity appears as a con-
tinued fraction. It might be expected that the symmetry of the structure 
would be low, on the basis of the low topology. Despite the irrationality of 
the connectivity, the Pt3O4 lattice possesses cubic space group symmetry 
(Pm3n). The IV–V nitrides are of hexagonal symmetry (P63/m). Topology 
(regularity) and symmetry are to some degree independent properties of 
structures. Even so, the well-known structures of graphite and diamond, 
for example, independent of their high symmetry, possess high topology.

In 1965, Wells [3] reported two new semi-regular (Catalan) 3-,4-con-
nected nets; 2 unique nets possessing the same Schlaefli symbol (8, 
3.5714….). Their topological identity is not distinguishable completely by 
their Schlaefli symbol, as in other cases, and a distinct topological identity 
is provided through the use of further labels based upon the number of 
polygons common to each link and vertex, respectively. In fact one net is 
comprised of square planar connectivity (space group I4/mmm) and the 
other contains tetrahedral connectivity (space group I4m2). Both of these 
nets possessed trigonal planar vertices bonded with four-connected verti-
ces. Moreover, a 3rd 3-,4-connected net was reported in this paper, this net 
with the Schlaefli symbol (81/2, 31/3). It possesses orthorhombic symmetry 
(Pmmm). With this work, Wells began his exploration of the 3-,4-con-
nected networks and began identifying Wellsean networks.

Physically, the polygonality is approximately related to the openness 
of the structure. The connectivity index is approximately related to the 
closedness of the structure. For example, the glitter structure has a connec-
tivity index of 31/3, it is clearly intermediate between graphite at 3, and dia-
mond at 4. From the connectivity index it can be identified topologically 
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as a hybrid of graphite and diamond. Compare to the Buckminsterfuller-
ene molecule, with a polygonality of 52/3, it being intermediate between 
the pentagonal dodecahedron (5, 3) and the graphene tessellation (6, 3). 
Another useful topological index obtained from the polygonality and the 
connectivity, is formed by taking the ratio of n and p:

	 l=
  

n
p

	 (4)

where l is a measure of the form of the structure as related to its average 
polygon size per unit average connectivity. It is a topological index useful 
in one sense for identifying similarities between regular, semi-regular and 
Wellsean structures.

Along the principal diagonal of Table 1 are structures in which the polygo-
nality is the same as the connectivity, the topological index l is therefore unity. 
Such structures have the very highest topology. To the left of the principal di-
agonal lies the subspace of structures with l indexes less than one, to the right 
of the principal diagonal lie structures with indexes l greater than one. As a 
general index of topological relatedness, it is very interesting to note graphite 
and glitter both possess l indexes close to 2. It is hoped that this indicial simi-
larity can be elucidated in a future communication about graphite and glitter.

Consideration of the work on 3-,4-connected nets initiated with Bragg 
and Zacharaisen in 1930 on phenacite; followed by Juza and Hahn in 1940 
and Ruddleson and Popper, and Jack and Hardie in 1957, on IV-V nitrides; 
then the theoretical work of A.F. Wells on the 3-,4-connected networks be-
gun in 1965; and most recently the attempts by the group led by Cohen 
to synthesize C3N4 in the 1990’s; there is a clear progression towards the 
synthesis of 3-,4-connected nets of the 2nd period elements. Quite apart from 
this development, though apparently converging with it, is the descendency 
of synthetic allotropes of C from those C nets possessing a high topology, to 
new forms of C which break to lower topologies, the principal example of 
which is the self assembly of the Buckminsterfullerene molecule [13].

Isomorphous variants of the parent lattice of C atoms, are the III-IV 
series of compounds which could adopt the glitter structure. The fully me-
tallic band profile of the hypothetical B2C phase patterned on the glitter 
structure, has been briefly described [1]. Alternatively, the adjacency of 
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trigonal centers across faces in the unit cell of glitter, suggests a denser 
structure in which trigonal planar points are transformed into trigonal 
bipyramidal points. Such a lattice would appear to be the first 4-,5-con-
nected net, and a good model for exploration of 3rd period IV-V structures 
which have access to expanded octet hybridization (sp3d) about the Group 
V elements, for example phases such as SiP2.

1.10  THE FOUNDATIONS OF A SPIRO QUANTUM CHEMISTRY

With the foregoing analysis of spiroconjugation presented with respect 
to the 1-dimensional polyspiroquinoid polymer and the 3-dimensional 
glitter structure, the foundations have been laid for the elucidation of a new 
type of quantum chemistry, called spiro quantum chemistry. Spiro quan-
tum chemistry complements the historically developed quantum chem-
istry of linear polyenes, the annulenes, polyhexes, 2D graphene sheets 
and the fullerenes. Fragments of the polyspiroquinoid polymer, called the 
spiro[n]quinoids, constitute the spiro quantum chemistry analogs to the 
linear polyenes. If one joins the spiro[n]quinoids at their ends, one forms 
the cyclospiro[n]quinoids. Thus the cyclospiro[n] quinoids constitute the 
spiro quantum chemistry analog to the annulenes of ordinary quantum 
chemistry. As they possess analogous nodal properties, in the spiro wave 
functions, to the ordinary π and π* wave functions of the linear polyenes 
and the cyclic annulenes, it may be possible to identify an analog of the 
“4n+2” rule of aromaticity in the cyclospiro[n]quinoids.

In two dimensions one has the analog of the graphene sheet reported 
as the spirographene sheet in Ref. [1]. It’s band structure shows it to be 
semi-metallic, in analogy with the ordinary graphene sheet. Fragments of 
the graphene sheet are termed poly[m,n]hexes, where the indexes m and 
n indicate the length and width of the polyhex fragment. In analogy to the 
poly[m,n]hexes there are the spiro[m,n]hexes, where the indexes m and n 
indicate the numbers of spiro nodes running lengthwise and widthwise in 
the spiro[m,n]hex fragment. From the band structure of the parent spirog-
raphene sheet, it is apparent that the spiro[m,n]hexes may have important 
electronic or optical properties. One could indeed wrap the spirographene 
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sheet back onto itself and create spirographene cylinders analogous to the 
graphene cylinders seen in nanotubes.

In fully three dimensions one has the synthetic metal glitter, evidently 
there is no 3-dimensional analog to glitter in ordinary quantum chemistry, 
which extends to 2D graphene sheets and no further. Glitter, as a synthetic 
metal, is already interesting from the point of view of its undoped metallic 
status. That its metallic state can be so tightly linked to the endo-spiro-
conjugation in it is also remarkable. One could envision fragments of the 
glitter lattice, analogous to the recently reported diamondoid hydrocarbon 
fragments of the diamond lattice, called the glitter[m,n,o]enes in which 
the indexes indicate the numbers of spiro nodes in the fragment along its 
length, width and height.

Clearly there is a rich area of research accessible to organic chemists, 
theorists, materials scientists and biologists in spiro quantum chemistry, 
and the results in this paper are only the beginning. Each class of spiro 
analogs to the ordinary hydrocarbons of quantum chemistry presents its 
own, unique synthetic challenges to the organic chemistry community. 
And certainly there is a wealth of problems for theorists pointed out by 
this paper. The abundant literature on spiroconjugation, alluded to in Ref. 
[7], suggests its importance in chemistry, biology, materials science and 
fundamental theory. It is hoped that chemists may be interested enough 
by the prospects of this manuscript to take up the cause of elucidating the 
fundamental features of spiro quantum chemistry.
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SUMMARY OF SYNTHESIS OF GLITTER

Structural analysis on carbonaceous samples produced from high 
temperature-pressure conditions by Palatnik et al., in 1984 indicate the 
existence of a metallic allotrope of carbon with a diffraction pattern close-
ly matching that of cubic diamond. A structure proposed for this phase 
by Konyashin et al., and others suggests that the four interstitial carbon 
atoms occupying ½ the tetrahedral holes in the ordinary cubic diamond 
lattice are vacant in the new structure. This leads to a transformation of the 
Fd3m, ordinary cubic diamond structure-type, to a simple face centered 
cubic carbon lattice in space group Fm3m, with a lattice parameter of 3.56 
Å, identical with that of cubic diamond. The new structure supports the 
diffraction evidence accumulated for this so-called “n-diamond” phase, 
but does not hold up to a first principles total energy optimization at the 
DFT level of theory for the fcc lattice, which reports the Konyashin et al. 
structure to be unstable. Here we report an alternative tetragonal carbon 
structural-type, which we have called “glitter,” that explains the observed 
diffraction pattern of n-diamond reasonably well, and that is stabilized by 
extensive spiroconjugation in three dimensions leading to a metallic status 
for the carbonaceous structural-type.

2.1  DISCOVERY OF METALLIC CARBON

In 2001, Konyashin et al. [1] reported the observation of a metallic modi-
fication of carbon from techniques of high temperature-pressure synthesis. 
These results confirmed earlier studies by Palatnik et al. [2] in 1984. In 
their work, the scientists synthesized a crystalline carbon material that 
reproduced the diffraction pattern of diamond, but in addition, there were 
the presence of symmetry forbidden diamond reflections contained in the 
diffraction evidence.

Gogotsi et al. [3], also with work reported in 2001, used a reaction-
based method centered upon the carbide derived carbon (CDC) strategy 
developed in their group, and synthesized bulk polycrystalline samples of 
carbon, which by interrogation with diffraction techniques were seen to 
produce Bragg reflections consistent with carbon diamond, but in addition 
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the samples were seen to exhibit some symmetry forbidden reflections of 
diamond, like the (200) reflection of cubic diamond at 1.78 Å. This work 
was reminiscent of that described by Konyashin et al. [1] and Palatnik et al. 
[2], in that symmetry forbidden reflections of diamond were consistently 
observed, along with the usual diamond polytype reflections, in the dif-
fraction analysis of their carbonaceous materials, as produced in this 
instance from the CDC strategy.

Hirai et al. [4], in research first reported in 1991, catalogued similar 
results from studies of shock-compressed graphite using a rapid cooling 
technique. They observed carbon diamond polytype reflections in their 
heated, shock-compressed carbon samples, but in addition they recorded 
the (200), (222) and (420) symmetry forbidden Bragg reflections of cubic 
diamond in their diffraction analysis.

Collectively, the researchers call this diamond-like material “n-diamond” 
(or γ-carbon) after the resemblance of its diffraction signature to ordinary 
carbon diamond. Like the other studies on n-diamond, the work of Hirai et al. 
demonstrated the metallic nature of the carbon materials they produced. 
Their report will be used as the basis for a comparison of the calculated 
diffraction pattern of a novel, hypothetical tetragonal allotrope of carbon 
called “glitter,” that has been theoretically characterized by Bucknum et al. 
previously [5-7], to that of their n-diamond samples. Finally, Bursill et 
al., have recorded similar diffraction observations for carbon ion-implant-
ed carbon samples crystallized in a quartz matrix [8].

A structure for the modified diamond form in these studies, the so-
called “n-diamond,” has been proposed by Palatnik et al. as early as 1984. 
It would be physically unrealistic to ascribe the symmetry forbidden re-
flections observed in these studies to ordinary cubic diamond, and in fact 
they are proposed to originate from a material consisting of a simple face 
centered cubic (fcc) cell of carbon atoms, in space group Fm3m. Further-
more, in order to explain the diffraction evidence they obtained, the re-
searchers were constrained to define the fcc n-diamond lattice of carbon as 
possessing the same unit cell edge as does ordinary cubic diamond (Fd3m) 
at 3.56 Å. The proposed structure of n-diamond and its relationship to the 
structure of ordinary cubic diamond are shown in Fig. 1.
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FIGURE 1  The relationship between Fd3m cubic diamondand an Fm-3m cell.

In this proposal, note that the n-diamond structure has a density ex-
actly ½ that of the ordinary cubic diamond lattice, as there are ½ as many 
C atoms contained in the same cubic cell. The density of their proposed 
n-diamond structure is therefore 1.78 g/cm3 (the x-ray density of diamond 
is 3.56 g/cm3).

The justification for this face centered cubic (fcc) structure of 
n-diamond is simply that in the Fm3m space group, where the restrictions 
of symmetry forbidden reflections present in the Fd3m lattice of carbon 
are lifted, the resultant diffraction patterns observed to contain symmetry 
forbidden reflections of Fd3m cubic diamond are readily explained.

However, this proposed structure of n-diamond by Palatnik et al. and 
others seems unlikely to be the true structure from the point of view of 
elementary chemical bonding theory, as the carbon atoms in the fcc lattice 
are no longer in the conventional tetrahedral coordination of covalent 
carbon–carbon single bonding that is ubiquitous in C, as observed in ordinary 
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organic chemistry for an example [9]. In the fcc lattice, the C atoms are 
forced to have a higher coordination number than four, at distances that are 
unrealistic for carbon–carbon covalent bonding. In addition, the idea that 
an allotrope of carbon with ½ the density of cubic diamond could be me-
tallic, is counter-intuitive from a physical standpoint. One would reason-
ably expect an increase in density from cubic diamond, as corresponding 
to the onset of metallization in a novel modification of carbon [10].

With the counter-intuitive nature of the proposed model for the struc-
ture of n-diamond in mind, the research group of Pickard et al.reported in 
2001 [11], in theoretical studies at the state-of-the-art density functional 
level of theory (DFT) [12], that an Fm3m structure of carbon would be 
unstable, with the constraint of a cubic lattice parameter of 3.56 Å. They 
showed that such an fcc C lattice would have an energy-minimized opti-
mum lattice parameter of about 3.08 Å, resulting in a diffraction pattern 
that would not correspond to the observed evidence for n-diamond. This 
result from DFT calculations seems to completely rule out the Fm3m struc-
ture as an explanation for the observed diffraction pattern of n-diamond. 
It does not, however, explain the nature of the metallic status observed in 
these crystalline carbon materials [1–4], nor the unusual diffraction pat-
terns observed for them by several leading research groups around the 
world, as referenced earlier.

2.2  THE GLITTER MODEL OF METALLIC CARBON

Bucknum et al., using a strategy based upon a mixture of sound chemical 
intuition and semi-empirical molecular orbital calculations (EHMO), to 
characterize band structures of potential C allotropes [13–16], reasoned 
that a potential allotrope of carbon might be constructed from a structural 
basis constituted by a 1,4-cyclohexadieneoid motif. The structural pattern 
produced by the 1,4-cyclohexadieneoid motif was suggested to them as 
a potential allotropic structure of C, strictly based upon an analogy with 
the diamond and graphite polytypes of carbon, which are built upon cy-
clohexaneoid and benzenoid motifs, respectively. In some sense, such a 
structure would represent a form of carbon intermediate between graphite 



42	 Computational and Experimental Chemistry: Developments and Applications

and diamond in the degree of unsaturation in the lattice, and in other prop-
erties including the coordination number.

Therefore, in 1994 Bucknum et al. reported the prediction of a tetrago-
nal modification of carbon, in space group P42/mmc (#131), which con-
tains six atoms in the unit cell and has a density of about 3.08 g/cm3. 
This calculated density is based upon the optimized lattice parameters for 
the tetragonal cell given as a = 2.560 Å and c = 5.925 Å. These lattice 
parameters have been optimized using a computational procedure based 
upon Density Functional Theory (DFT) [12], the computational proce-
dure is known as CASTEP and it was developed at CambridgeUniver-
sity by Payne et al. [17]. The optimization calculations were performed in 
CASTEP using a functional based upon the local density approximation 
(LDA). The earlier optimization calculations on the fcc carbon cell by 
Pickard et al. were performed with this code as well [11, 17]. Thus Table 1 
provides the crystallographic coordinates of the glitter unit cell from the 
CASTEP-DFT optimized geometry of the glitter lattice.

TABLE 1  DFT-CASTEP Crystallographic Coordinates of the Glitter Unit Cell.

Atom# X Y Z a c

1 0 0 0 2.564Å 5.928Å

2 1.2820 0 0.8168

3 1.2820 0 2.1468

4 0 0 2.9640

5 0 1.2820 3.7808

6 0 1.2820 5.1108

This tetragonal structure-type was built entirely upon a 1,4-cyclohexa-
dieneoid motif [18–20], as shown in Fig. 2, and constituted a 3-,4-con-
nected network of C, related to many other such 3-,4-connected structural-
types that were derived and constructed by A.F. Wells in the period from 
the early 1950’s to the mid 1980’s. The structure was given the name “glit-
ter” based upon the metallic nature of the bonding in it, produced from 
extensive pσ and pspiro interactions within the network [5–9].
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FIGURE 2  The 1,4-cyclohexadiene model molecule.

In their initial report on the glitter structure, Bucknum et al.showed 
the material was alternatively built upon a motif of 3-,4-connected 1-di-
mensional polymer chains of C, with the adjacent 1-dimensional chains 
of such substructures coordinated to each other in an orthogonal fashion. 
The resulting glitter allotrope, in the tetragonal space group P42/mmc, was 
thus shown to be intermediate in constitution to the polyethylene chains 
of the diamond lattice, in which adjacent chains are joined orthogonally 
(and with the latter structure in space group Fd3m), and the polyacetylene 
chains of the Wells-constructed 3-connected net known as (10, 3)-b, in 
which adjacent polyacetylene chains are joined orthogonally (and with the 
latter structure in space group I41/amd) [21]. In addition, it was seen that 
glitter could be derived from the known mineral structure of Cooperite 
[22] by replacing the square planar vertices in the Cooperite structural-
type with the trigonal planar atom pairs of glitter. Such a transformation 
is described as a topological isomorphism. A drawing of the glitter unit of 
pattern is shown in Figs. 3 and 4 shows a view of an array of several unit 
cells of glitter.
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FIGURE 3  The unit of pattern of glitter.

FIGURE 4  An extended view of glitter.
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By calculating a theoretical diffraction pattern for the glitter lattice, 
based upon, for example, the DFT optimized set of lattice parameters giv-
en earlieras a = 2.560 Å and c = 5.925 Å, one can show a good fit to the 
diffraction pattern of n-diamond, as reported, for example, by Hirai et al. 
in 1991 [4]. The close match between the calculated Bragg reflections for 
the glitter lattice and those reflections measured for the n-diamond mate-
rial, suggest the central message of this monograph. Perhaps the structure 
of n-diamond and the structure of glitter are one and the same. A tabulation 
of the associated diffraction data is given in Table 2 [4, 23]. Note that the 
mean of the deviations of the 10 matched Bragg reflections in Table 2 is 
given as x(mean) = 0.001983 nm/reflection (0.01983 Å/reflection) and the 
standard deviation of the corresponding dataset for the 10 matched Bragg 
reflections is given as sx = 0.002363 nm/reflection (0.02363 Å/reflection). 
Therefore, all the data fit within 3sx of x(mean) (0.009072 nm/reflection) 
with the glitter (003)-to-n-diamond (111) pair of matched reflections hav-
ing the largest deviation at 0.008500 nm (0.08500 Å). For reference a high 
resolution electron micrograph (HREM) of a representative 25 nm diam-
eter nanocrystalline droplet of n-diamond is shown in Fig. 5 [27].

FIGURE 5  High Resolution Electron Micrograph (HREM) of 25 nm diameter droplet 
of representative Nanocrystalline n-diamond (lattice image indexed to a cubic diamond 
model, see Ref. [7]).
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With the data in Table 2, which, as stated earlier, consist of 10 n-dia-
mond reflections, as well as the calculated tetragonal glitter and ordinary 
cubic diamond reflections, it can be seen that the set of data is entirely 
consistent with that of Fd3m cubic diamond, except that 3 of the reflec-
tions, the (200) at 1.780 Å, the (222) at 1.040 Å, and the (420) at 0.7960 Å, 
are symmetry forbidden cubic diamond reflections in the analysis. Quite 
in contrast, one can consider the data from the theoretical diffraction pat-
tern of glitter, where it can be seen that all 10 reflections of n-diamond are 
reproduced in the glitter spectrum, with only the (003) glitter reflection, 
at 1.975 Å, being symmetry forbidden. The fit between glitter and the n-
diamond data is thus seen to be a closer fit than that of cubic Fd3m dia-
mond, especially given that the lattice parameters giving rise to this glitter 
diffraction pattern have been optimized for the lattice at the DFT level of 
theory [12, 17].

TABLE 2  Observed diffraction data of n-diamond compared to theoretical diffraction 
data of P42/mmc tetragonal glitter and Fd3m cubic diamond.

Calculated glitter reflections  
a = 0.2560 nm, c = 0.5925 nm

n-Diamond reflec-
tions* d-spacing, nm

Cubic diamond reflections** 
d-spacing, nm

(hkl) d-spacing, nm

100 0.2560

001 0.5925

110 0.1810 0.1780 (200) “forbidden”

101 0.2350

111 0.1731

200 0.1280

002 0.2963

102 0.1937

120 0.1145

201 0.1251 0.1260 (220) 0.1261 (220)

211 0.1124

221 0.08947 0.08980 (400) 0.08916 (400)
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TABLE 2  (Continued)

Calculated glitter reflections  
a = 0.2560 nm, c = 0.5925 nm

n-Diamond reflec-
tions* d-spacing, nm

Cubic diamond reflections** 
d-spacing, nm

(hkl) d-spacing, nm

212 0.1068 0.1040 (222) “forbidden”

222 0.08656

300 0.08533

003 0.1975 0.2060 (111) 0.2060 (111)

103 0.1564

130 0.08095 0.07960 (420) “forbidden”

301 0.08446

311 0.08021

331 0.06003

313 0.07491

333 0.05771

203 0.1074 0.1070 (311) 0.10750 (311)

302 0.08200 0.08180 (331) 0.08182 (331)

320 0.07100 0.07260 (422) 0.07281 (422)

223 0.08228

232 0.06905 0.06830 (511) 0.06864 (511)

332 0.05912

323 0.06682

321 0.07050

312 0.07809

213 0.09905

104 0.1282

401 0.06363

*H. Hirai and K. Kondo, Science, 253, 772 (1991).
**JCPDS6, Card # 675.
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Yet a second piece of evidence supporting the glitter model as an ex-
planation of the structure of n-diamond, is the data supplied from a state of 
the art, density functional theory (DFT) calculation of the band structure 
of the corresponding tetragonal lattice [24]. In fact, the structure is shown 
to be a good metal at the DFT level of theory, with the π* band dipping 
down into the occupied bands of glitter at symmetry point M in the recip-
rocal space of the material [5–7]. Metallic status for glitter is consistent 
with the observations of Palatnik et al., and others, mentioned earlier, with 
regard to the electrical conductivity of n-diamond [1–4]. The calculated 
band structure of glitter, with the lattice parameters close to those given 
earlier, is shown in Fig. 6.

FIGURE 6  Calculated band structure and density of states (DOS) of tetragonal glitter at 
DFT level of theory.

2.3  THEORETICAL STABILITY OF GLITTER

First principles calculations of the stability of the glitter lattice have been 
performed with the CASTEP computational method described earlier. It 
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has been shown that under the local density approximation (LDA) the 
DFT-based CASTEP method calculates a stability of 0.511 eV/C atom 
above the corresponding stability of graphite, which is the zero on the 
energy scale [17]. As a comparison, fullerene is calculated to be 0.3 eV/C 
atom less stable than graphite by the same method. Although this is a fairly 
large energy above that of graphite, if the glitter structure was synthesized 
it would persist, as kinetic routes to its decomposition to graphite or dia-
mond have high activation barriers due to the reconstructive nature of such 
a phase transition [19]. These considerations are based upon the unique 
3-,4-connected bonding in the structure.

In addition to the kinetic parameters, the spiroconjugation effects re-
ported for it previously [25], lend great support for the relative stability of 
glitter as a structure of carbon. Conjugation and resonance are known to 
be important themes in the explanation of the reactions of organic chem-
istry, and in explaining the structural stability of graphite and the fuller-
enes [9, 22]. In the graphene sheet, one is constrained to conjugation in 
the 2D plane. With the fullerenes, one is constrained to conjugation on 
a 2D spherical surface. From the MO calculations done on glitter in the 
1990’s [5–7], it is clear that another type of p-orbital conjugation, called 
spiroconjugation, is present in the glitter lattice in fully 3D. It constitutes 
the first fully 3-dimensional conjugated organic system that has ever been 
conceived in the chemical literature [5–7].

In direct analogy with the conjugation present in the graphene sheet, 
as shown in Fig. 7 [22], there are a set of resonance structures that can 
be written over the glitter unit cell to indicate its relative stability from 
spiroconjugation,this is illustrated in Fig. 8.

FIGURE 7  Resonance structures of graphite in 2D.
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FIGURE 8  Resonance structures of glitter in 3D.

It is clear from these resonance structures in 3D, that the electrical con-
ductivity in glitter will be highly anisotropic, with conduction electrons, 
as π electrons carried by the overlapping π and π* bands in glitter’s elec-
tronic structure, moving in pairs in a direction parallel to the c-axis of the 
unit cell. It is indeed a very unusual, organic metal with a correspondingly 
unusual π electron pair conductivity mechanism, and potentially a unique 
type of stability due to the organic chemical phenomenon of conjugation, 
as spiroconjugation, exhibited in 3D in the electronic structure of glitter 
[5–7].

In comparison, one can consider the various members of the fullerene 
family, the parent Buckminsterfullerene molecule C60, although calculated 
to be 0.3 eV/C atom less stable than graphite [17], was predicted by Osawa 
in 1970 [26, 27] to be a uniquely stable molecule based upon the resonance 
structures that could be drawn over the C60 skelton. It wasn’t until 15 years 
later in 1985 that Kroto et al. [28] accidently stumbled onto the existence 
and relative stability of the fullerene family (all of which have resonance 
forms which can be written over their cage structures) from a synthesis 
based upon laser ablation of a graphite disk, followed by expansion of the 
resultant carbon species through a supersonic nozzle with He carrier gas. 
The work of Kroto et al., therefore, confirmed the prediction of closed 
shell carbon molecules by Osawa and others [26–28].
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It can be seen from this lesson that conjugation and resonance are a 
hallmark of stability in molecules and extended structures of carbon. One 
should therefore take seriously the proposal of glitter as an extended struc-
ture of carbon, even in addition to the close match between its calculated 
diffraction pattern as compared to that of the experimentally observed n-
diamond diffraction data, because it, like its sibling structures graphite and 
the fullerenes, has a unique stability due to the spiroconjugation present in 
fully 3D within the structure [5–7].

The symmetry adapted π and π* crystal orbitals of glitter, at symmetry 
point M of the Brillouin zone of the tetragonal material, have been shown 
previously in Fig. 11, and are seen to support the picture of resonance in 
3D shown in Fig. 8. However, this comparison should be looked upon with 
the caveat that the glitter crystal orbitals are derived from a molecular or-
bital (MO) perspective, while the valence bond (VB) method is employed 
in arriving at the resonance structures of glitter shown in Fig. 7 [5–7].

2.4  CONCLUSIONS

It is quite evident from the data comparison shown in Table 2, in which 
the mean deviation over 10 matched Bragg reflections between glitter and 
n-diamond is less than 0.02 Å/reflection, that glitter is a plausible model 
for n-diamond. Of course, there are many proposals for carbon allotropes 
that have been published [29–55], some of these are chemically intuitive, 
like the original fullerene proposal by Osawa [26], while other models for 
carbon allotropes, like the fcc structure of carbon proposed for n-diamond, 
are counterintuitive. In what way can we eliminate these myriad other pos-
sible carbon allotropes as structures of n-diamond?

Clearly some of these hypothetical carbon allotropes have diffraction 
patterns which show reflections that may overlap with those observed for 
n-diamond. However, the possibility that the complete set of 10 n-dia-
mond reflections observed by Hirai et al. [4] should be entirely reproduced 
by another hypothetical structure of carbon, in addition to the glitter struc-
ture, is remote. The unlikelihood of such a set of 10 coincidental overlaps 
is even more remote, when one includes in the analysis that the proposed 
carbon structure should be chemically intuitive, as well as unique in its 
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electronic structure from the point of view of conjugation and resonance 
effects, as well as being metallic in its band profile.

Glitter is special in that it satisfies all of these requirements. It repro-
duces the n-diamond diffraction spectrum reasonably well, it is a chemi-
cally intuitive structure based upon reasonable bond parameters (the 
carbon–carbon single bonds in this optimization are 1.5202 Å and the car-
bon–carbon double bonds are 1.3300 Å, while the C–C=C angle is 122.5 
degrees and the C–C–C bond angle is 115 degrees), it is comprised of C 
atoms in archetypal tetrahedral and trigonal connection motifs [38], the 
trigonal carbon atoms are grouped into parallel pi bonded pairs rather than 
existing as separate radical centers or being in orthogonally coordinated 
pairs, it has the unique property of conjugation and resonance, and it is a 
metallic carbon structure.

Lastly one must consider the myriad of reflections calculated for glitter 
but not observed in the n-diamond analysis. Obviously, from consider-
ations of both powder diffraction and Laue diffraction, all Bragg(Laue) 
reflections possible from a given material are rarely observed in practice. 
There are many reasons for diminished diffracted X-ray intensity, the most 
important of which is symmetry [56]. In the analysis given in Table 2, the 
glitter reflection (003) at 1.975 Å is calculated to be forbidden by sym-
metry [23]. Therefore, its potential match to the n-diamond reflection at 
2.060 Å is in question.

It is possible that by extending the degree of reciprocal space that is 
sampled in an n-diamond diffraction experiment, and lengthening the ex-
posure time over which n-diamond diffraction data is collected, one might 
see some additional reflections as predicted by the data given in Table 2. 
As n-diamond is a phase produced only intermittently, and therefore n-
diamond has not been exhaustively explored to date, it is not surprising 
that a complete diffraction pattern has not been obtained yet. Of course, 
for the reasons mentioned above, the glitter model is still a very plausible 
structure for n-diamond, and those reflections predicted for it in Table 2 
should be taken seriously by investigators in the field of carbon materials 
research.

As to its utility, polycrystalline glitter will be potentially useful as an 
abrading material for machining applications and, in the form of a single 
crystal, as a material that exceeds even cubic diamond in its degree of 
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hardness [57–60]. That the material is an organic metal is yet another tech-
nological bonus of this structure. Potentially it could be used in situations 
where strength and conductivity are both required characteristics. The use 
of glitter as a single crystal anvil material in an opposed anvil high-pres-
sure device, analogous to the well-known diamond anvil cell (DAC) [61] 
is obvious. Overall, it seems that there is quite a lot of technological prom-
ise in the glitter structure with its metallic and superhard characteristics. 
Finally, we should mention the synthetic work on glitter and its isovalent 
analog silicon dicarbide being carried out in Romania contemporaneously 
with the publication of this manuscript, indeed Stamatin et al., have shown 
that these glitter phases can be readily synthesized from Novolac resin (a 
Bakelite resin) using a cross-linking agent like HMTA (hexamethylene tet-
ramine), which is appropriate to cross-linking in a spiroconjugated fashion 
[62].
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SUMMARY

In this chapter, we describe the tenets of a chemical topology of crystalline 
matter and certain associated rational approximations to the transcenden-
tal mathematical constants φ, e and π, that arise out of considerations of 
both: (1) the Euler relation for the division of the sphere into vertices, V, 
faces, F, and edges, E, and: (2) its simple algebraic transformation into 
the so-called Schl���������������������������������������������������������ä��������������������������������������������������������fli relation, which is an equivalent mathematical state-
ment for the polyhedra, in terms of parameters known as the polygonal-
ity, defined as n = 2E/F, and the connectivivty, defined as p = 2E/V. It is 
thus the transformation to the Schläfli relation from the Euler relation, in 
particular, that enables one to move from a simple heuristic mapping of 
the polyhedra in the space of V, F and E, into a corresponding heuristic 
mapping into Schläfli-space, the space circumscribed by the parameters of 
n and p. It is also true, that this latter transformation equation, the Schläfli 
relation, applies only directly to the polyhedra, again, with their corre-
sponding Schläfli symbols (n, p), but as a bonus, there is a direct 1-to-1 
mapping result for the polyhedra, that can be seen to also be extendable 
to the tessellations in 2-dimensions, and the networks in 3-dimensions, in 
terms of coordinates in a 2-dimensional Cartesian grid, represented as the 
Schl����������������������������������������������������������������������ä���������������������������������������������������������������������fli symbols (n, p), as discussed earlier, which do not involve rigor-
ous solutions to the Schläfli relation. For while one could never identify 
the triplet set of integers (V, F, E) for the tessellations and networks, that 
would fit as a rational solution within the Euler relation, it is in fact pos-
sible for one to identify the corresponding values of the ordered pair (n, 
p) for any tessellation or network. The identification of the Schl���������ä��������fli sym-
bol (n, p) for the tessellations and networks emerges from the formula-
tion of its so-called Well’s point symbol, through the proper translation 
of that Well’s point symbol into an equivalent and unambiguous Schläfli 
symbol (n, p) for a given tessellation or network, as has been shown by 
Bucknum et al. previously. What we report in this communication, are the 
computations of some, certain Schläfli symbols (n, p) for the so-called 
Waserite (also called platinate, Pt3O4, a 3-,4-connected cubic pattern), 
Moravia (A3B8, a 3-,8-connected cubic pattern) and Kentuckia (ABC2, a  
4-,6-,8-connected tetragonal pattern) networks, and some topological des-
criptors of other relevant structures. It is thus seen, that the computations of 
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the polygonality and connectivity indexes, n and p, that are found as a 
consequence of identifying the Schl��������������������������������������ä�������������������������������������fli symbols for these relatively sim-
ple networks, lead to simple and direct connections to certain rational 
approximations to the transcendental mathematical constants φ, e and π, 
that, to the author’s knowledge, have not been identified previously. Such 
rational approximations lead to elementary and straightforward methods 
to estimate these mathematical constants to an accuracy of better than 99 
parts in 100.

3.1  A CHEMICAL TOPOLOGY SCHEME

Bucknum [1] in work first described in 1997, outlined a general scheme 
for the systematic classification and mapping of the polyhedra, 2-dimen-
sional tessellations and 3-dimensional networks in a self-consistent to-
pological space for these structures. This general scheme begins with a 
consideration of the Euler relation [2] for the polyhedra, shown as Eq. (1), 
which was first proposed in 1758 to the Russian Academy by Euler, and 
was, in fact, the point of departure for Euler into a new area of mathemat-
ics thereafter known explicitly as topology.

	 V – E + F = 2	 (1) 

Equation (1) stipulates that for any of the innumerable polyhedra, the 
combination of the number of vertices, V, minus the number of edges, 
E, plus the number of faces, F, resulting from any such division of the 
sphere, will invariantly be that number 2, known as the Euler character-
istic of the sphere. The variables known as V, E and F are topological 
properties of the polyhedra, or, in other words, they are invariants of 
the polyhedra under any kind of geometrical distortions. It is from this 
simple Eulerian relation, that we can develop a systematic and, indeed 
otherwise rigorous, mapping of the various, innumerable structures that 
present themselves, in levels of approximation, as models for the struc-
ture of the real material world within the domain of that area of science 
known as crystallography.
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About a century after Euler’s relation for the polyhedra was first pro-
posed, as described earlier, the German mathematician Schläfli introduced 
a simple algebraic transformation of Euler’s relation, for various purposes 
of understanding the relation better, and adopting it more effectively in 
proofs [3]. Thus, Schläfli introduced two new topological variables, like 
V, E and F before them, that were derived from them. Schläfli, therefore, 
defined the so-called “polygonality,” hereafter represented by n, of a poly-
hedron as the averaged number of sides, or edges, circumscribing the faces 
of a polyhedron. He conveniently defined such a polygonality, as n = 2E/F, 
where, in this instance one can see that because each edge E straddles two 
faces, F, the definition is rigorous. Similarly, Schl�����������������������   ä����������������������   fli introduced the to-
pological parameter called the “connectivity,” hereafter represented by p, 
of a polyhedron as the averaged number of sides, or edges, terminating at 
each vertex of a polyhedron. He conveniently defined such a connectivity, 
as p = 2E/V, where, in this instance one can see that because each edge E 
terminates at two vertices, V, the definition is rigorous.

From these definitions of n and p as topological parameters of the 
polyhedra, Schläfli was able to show quite straightforwardly, by algebraic 
substitution, that a further relation exists among the polyhedra in terms 
of their Schläfli symbols (n, p) [3]. It is from this equation, the Schläfli 
relation, shown as Eq. (2), that one can see that not only do the polyhedra 
rigorously obey 6, but it is also true that their indices as (n, p), that serve 
as solutions to 6, in addition lead to a convenient 2-dimensional grid, or 
Schläfli space, over which the various polyhedra can be unambiguously 
mapped, as has been explained by Wells in his important 1977 monograph 
on the subject [3, Chapter 1].

	
Epn
1  1  

2
1   1 =+− 	 (2)

Figure 1 due to Wells [3, Chapter 1], illustrates the application of this type 
of Schläfli mapping for the regular Platonic polyhedra, where one sees that 
the point that belongs to the origin of this mapping, is indeed given by the 
Schläfli symbol (n, p) = (3, 3). The symbol (3, 3) represents the Platonic 
solid known as the tetrahedron, or by the symbol “t” in the map, known 
since Antiquity by the Greeks. Thus, as it is cast as the origin of this mapping 
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of polyhedra, it is apparently, the only self-dual polyhedron. Similarly (4, 
3) is the Platonic solid of the Greeks known as the cube, or “c” in the map, 
(5, 3) is the Platonic solid of the Greeks known as the dodecahedron, or 
“d” in the map, (3, 4) is the Platonic solid of the Greeks known as the oc-
tahedron, or “o” in the map, and (3, 5) is the Platonic solid of the Greeks 
known as the icosahedron, or “i” in the map.

Although the mapping of the Platonic polyhedra, shown in Fig. 1, in-
deed involves only those polyhedra in which the ordered pairs (n, p) are 
integers, it is readily transparent that one could magnify the map to include 
those polyhedra in which the polygonality “n” is fractional, these are the 
so-called Archimedean polyhedra, discovered by Archimedes in Ancient 
Greece [4]. In addition, the map could be magnified to include those poly-
hedra in which the connectivity “p” is fractional, these are the so-called 
Catalan polyhedra, discovered in Europe in the 19th century [5]. And fi-
nally, the so-called Wellsean polyhedra, discovered in the 21st century [6], 
in which both indexes, “n” and “p,” are fractional, could be mapped in this 
Schläfli space of the polyhedra, without any loss of mathematical rigor.

FIGURE 1  Topology mapping of the Platonic polyhedra due to Wells.
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3.2  MAPPING OF TESSELLATIONS AND NETWORKS

Wells also suggested [3, Chapter 1] that the tessellations, which are struc-
tures or tilings extended into 2-dimensions and filling the plane, could 
have nominal labels attached to them, in the form of the Schläfli symbols 
(n, p), that while not leading to rational solutions of the Schläfli relation, 
were, still it seems, rigorously defined from inspection of the topology 
of these elementary tessellations. Thus in order to extend the mapping in 
Schläfli space, the space of (n, p), some loss of rigor with regard to the 
Schläfli relation for the polyhedra had to be introduced, when considering 
the patterns known as tessellations. Wells, therefore included, explicity, 
the mapping of the square grid, given by the Schläfli symbol (4, 4), and the 
honeycomb grid, given by (6, 3), as well as the closest-packed tessellation, 
given by (3, 6), in his topology mapping, shown in Fig. 1, along with the 
Platonic polyhedra. He thereby extended the mapping to the tessellations, 
and later he implied that such a mapping could be extended to include the 
3-dimensional (3D) networks as well, with a concomitant further loss of 
mathematical rigor, in that the values assigned as (n, p) to the various tes-
sellations and networks were not rigorous solutions to Eq. (2).

It is also true that Wells [3, Chapter 1], perfectly well introduced a sys-
tematic and rigorous coding of the topology of tessellations and networks 
he worked with, which is now called the Wells point symbol notation, 
and that this was a simple coding scheme over the circuitry and valences, 
about the vertices, in the unit of pattern of the tessellations and networks. 
The Wells point symbol notation was, however, nonetheless an important 
development for the rigorous mathematical basis it put the tessellations 
and networks on, formally, as quasi-solutions (n, p) for the Schl����������ä���������fli rela-
tion shown as Eq. (2).

Therefore, in a generic case of the Wells point symbol notation, one 
could have such a symbol for an a-, b-connected, binary network, given 
as (Aa)X(Bb)Y, such that the exponents “a” and “b” nominally represent the 
valences of the two vertices in the tessellation or network of interest, and 
the bases “A” and “B” give the respective relative polygon sizes (circuit 
sizes) in the tessellation or network, while the parameters “X” and “Y” de-
scribe the binary stoichiometry of the network. In this generic case, we see 
that “X/Y” represents the number of structural components, identified by 
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their topology character as (Aa), to the number of structural components 
identified by their respective topology as (Bb), that occur in this character-
istic ratio in the structure, as specified by the unit of pattern.

Despite his invention of this elegant notation, Wells, for some odd rea-
son, never explicitly showed how to translate the language of the Wells 
point symbol (Aa)X(Bb)Y, rigorously into a Schläfli symbol (n, p), as was 
later shown elsewhere. Thus Bucknum et al. in 2004 [7], showed that the 
translation of the Wells point symbol into an, otherwise, from the perspec-
tive of Eq. (2), rigorous set of values (n, p) for the purpose of mapping tes-
sellations and networks, was achievable if one used the following straight-
forward, simple formulas (applicable in this case for a generic Wellsean, 
binary stoichiometry structure) for the ordered pair (n, p), which can later 
be employed in the mapping of the structure, as is shown by Eq. (3).
	 n = (a·A·X + b·B·Y)/(a·X + b·Y)	 (3a) 

	 p = (a·X + b·Y)/(X + Y)	 (3b) 

It should, of course, be noted that one has to proceed with care in us-
ing Eqs. (3a) and (3b), in this topology analysis of structures, by carefully 
normalizing the circuitry traced around the p-connected vertices of the 
structure (paying careful attention to the parameters “a” and “b”), by rigor-
ously translating the circuitry of a given structure, into a vertex connectiv-
ity for the network of interest, by employing a vertex translation table like 
that shown in Table 1.

TABLE 1  Vertex Connectivity, p, as a Function of Circuit Number.

Name Vertex connectivity Circuit number

Trigonal planar 3 3

Square planar 4 4

Tetrahedral 4 6

Trigonal bipyramidal 5 9

Square pyramidal 5 10

Octahedral 6 12

Cube centered 8 24

Anti-cube centered 8 28

Closest packed 12 60
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Therefore, from the use of Eq. (3), for a binary stoichiometry, Wellsean 
net with topology (Aa)X(Bb)Y, or some other homologous translation for-
mulas, as shown, for example, by Bucknum et al.for various elementary 
structural cases [7], it becomes, evidently, rigorously possible to precisely 
map the topology of any structure, including of course the polyhedra, but 
extendable to the vast body of the known tessellations and networks, that 
have been discovered and characterized crystallographically, otherwise by 
their symmetry character, now by their topological character in the form of 
a mapping in an extended Schläfli space, as is shown in Fig. 2.

FIGURE 2  Extended Schläfli space of the Platonic Structures.

3.3  SURVEY OF MAPPED PATTERNS AND CARBONS 
ALLOTROPES

As Eqs. (1) and (2), and Figs. 1 and 2 explicitly reveal, it is the Platonic 
solids that form the basis of this mapping formulation of structures de-
scribed in this paper. These forms, as shown in Fig. 3 with their appropriate 
polyhedral face symbolism [8], as discovered in Ancient Greece from the 
application of pure thought, were implicated later on in Plato’s Timaeus, as 
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the building blocks of Nature [9]. With the advent of modern crystallographic 
techniques by the Bragg’s in the 20th century [10], we have come to learn 
that the structure of matter does indeed often take on various vestiges of 
these eternal objects. And so they have come to be important in modern 
structural chemistry as elucidated by Pauling [11] and others.

The polyhedra, thus forming the basis of the topology map of structures 
in Fig. 2, and also rigorously obeying the topology relations shown as Eqs. 
(1) and (2), are positioned uniquely in this construction to support the 
vast space of tessellations and networks that, as we have seen in the pre-
ceding chapter, can be mapped, rigorously, in Fig. 2 by the identification 
and proper translation of their Well’s point symbols, as described earlier, 

FIGURE 3  The Platonic polyhedra, with their corresponding polyhedral face symbols 
and Wells point symbols, comprised of the tetrahedron (34 and 33), the octahedron (38and 
34), the icosahedron (320 and 35), the cube (46 and 43), and the dodecahedron (512 and 53).
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into ordered pairs as Schläfli symbols (n, p). Plato’s great work, Timaeus, 
thus predicted the ascendancy of the material world into perfect forms, in 
which the Platonic polyhedra hold primacy and support the overall organi-
zational structure of matter, from which the innumerable other polyhedral 
objects, and the innumerable 2D tessellations, and the innumerable 3D 
networks, together all emerge as perfect objects, in this scheme.

Later, it has been shown by Duchowicz et al. [12], that indeed molecu-
lar structures (graphs) can be represented in the scheme of Fig. 2, and they 
have a corresponding set of two topology relations (in addition to n = 2E/F 
and p = 2E/V), shown as Eqs. (4) and (5), that govern their mapping into 
Fig. 2.

	 V – E + F = 1	 (4) 

	
Epn 2
1  1  

2
1   1 =+− 	 (5)

In this way, one can see that the overall chemical topology scheme de-
scribed here, is a complete description of the topology of all matter con-
stituting the material world. This communication will not treat the specific 
applications of Eqs. (4) and (5), but it will be left to the reader to refer to 
those applications suggested in the literature [12].

Moving from the polyhedra and molecular fragments, as described 
earlier, one can then map the regular tessellations as shown in Fig.4, 
with the honeycomb tessellation, given by the Wells point symbol no-
tation as 63, and translated into the mapping symbol or Schläfli symbol 
as (n, p) = (6, 3), and the square grid, given by the Wells point symbol 
notation as 44, and translated into the mapping symbol or Schl���������ä��������fli sym-
bol as (n, p) = (4, 4), and finally, the third regular tessellation, which 
thus outlines the space of Fig. 4 in terms of the tessellations, as the 
closest-packed grid, given by the Wells point symbol notation as 36, 
and translated into the mapping symbol or Schläfli symbol as (n, p) = 
(6, 3).
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FIGURE 4  The Platonic tessellations, with their corresponding Wells point symbols, 
given as the closest-packed grid (36), the square grid (44) and the honeycomb grid (63).

One can, of course, insert all manner of hybrid tessellations, among 
these threeregular ones, and generate innumerable Archimedean, Catalan 
and Wellsean tessellations. Some hybrid tessellations of the square grid-
honeycomb grid pair have been analyzed topologically by Bucknum et al. 
[13]. There are, of course, an infinity of such structural tessellations, and 
they indeed fill the space in the neighborhood of the borderline between 
the polyhedra and the tessellations, on the one hand, and the tessellations 
and the networks in 3D, on the other hand. It is also true that Wells and 
others [3, Chapter 1], have identified tessellations of the plane comprised 
of 5-gons and 7-gons, and their have been tessellations of 4-gons and 
6-gons that admit unstrained 8-gons, and there are many more tessella-
tions proposed, some of which have been taken as models of various C 
allotropes [14–16], which essentially can possess any n-gons in their pat-
tern, provided that the restraint of being regular n-gons is relaxed. And it is 
thus true, that all of this infinity of tessellations can be mapped, rigorously, 
by the methods in Eqs. (3a) and (3b) outlined earlier.

Finally, the map in Fig. 2 outlines the 3D networks, and a prominent 
member is, of course, the diamond lattice given by the Wells point symbol 
66, which is translated [17] into the Schl�������������������������������ä������������������������������fli symbol (6, 4). By examina-
tion of Fig. 2, one can see that the diamond network, given the Schläfli 
symbol (6, 4), is situated just across the borderline from the 2-dimensional 
honeycomb tessellation given by (6, 3) in the map. One member of the 
diamond network topology, is in a cubic symmetry space group of 
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Fd-3m, space group #227, one of the highest symmetry space group pat-
terns. There are, in fact, innumerable possible polytypic patterns within 
the diamond topology, several of these have been discussed recently by 
Wen et al. [17] in some detail, and all of them collectively possess the 
same Wells point symbol of 66, and the corresponding Schläfli symbol 
of (6, 4). It is only by their symmetry character, that the members of the 
diamond polytypic series can be distinguished from each other. Thus, the 
simplest cubic diamond polytype, known as 3C, is shown in Fig. 5.

FIGURE 5  Cubic diamond (3C) polytype, with the Wells point symbol (66), lying in 
symmetry space group (Fd-3m).

Thus in the diamond network, which corresponds to the Platonic (inte-
ger) topology of the Platonic polyhedra, one can readily trace the uniform 
6-gon, puckered circuitry of the network connected together by all 4-con-
nected, tetrahedral vertices. Diamond’s topology classifies the network as 
a regular, Platonic structure-type.

Next, we move to the space between (6, 3) and (6, 4), seemingly be-
tween 2D and 3D forms, and investigate what potential structures might 
emerge along this boundary area. Such an examination turns up two distinct 



Classification of Carbon Allotropes and Graphs	 69

FIGURE 6  Representatives of the infinite families of ortho- and para-graphite-diamond 
hybrid structures, with the collective Wells point symbol (66)x(6

3)y, of orthorhombic 
symmetry (Pmmm).

families of Catalan networks, that together possess the Catalan Wells point 
symbol (66)x(6

3)y. One can see, through this Wells point symbol notation, 
that we are describing hybrid structures of the honeycomb tessellation, 
the so-called graphene grid, 63, and the diamond network, 66. The nota-
tion “y/x” specifies the stoichiometry of the net, in terms of the ratio of 
3-connected, trigonal planar vertices, to 4-connected, tetrahedral vertices 
in the hybrid structure [18].

Thus one example of such a class of hybrid “graphene-diamond” struc-
tures is shown in Fig. 6, and these forms are known, by their hybrid topol-
ogy, as the “graphite-diamond hybrids.” They come in infinite series,’ in 
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each of two varieties that are known as the ortho-form, and the para-form, 
these have been elegantly described by Balaban et al. in 1994 [46, Chapter 2]. 
Collectively, as a family, they possess the Schläfli symbol of (6, 3(x/(x+y))), 
where the parameters “x” and “y” have the stoichiometric significance 
ascribed to them in the preceding paragraph. These structures, as a family, 
occupy the border-line area between (6, 3) and (6, 4) in the Schläfli map 
in Fig. 6.

Yet another family of “graphite-diamond” hybrid structures to be con-
sidered, with the Wells point symbol (66)x(6

3)y, and the corresponding 
Schläfli symbol given by (6, 3(x/(x+y))), is the family of structures described 
first by Karfunkel et al. [34, Chapter 2] in 1992, as being built from the 
barrelene hydrocarbon molecular fragment, and extended by the insertion 
of benzene-like tiles to the parent framework, to generate many infinities 
of derived structures, which all, collectively, possess the hybrid graphite-
diamond topology described earlier. Later, in 2006, Bucknum [29, Chap-
ter 2, 18] clarified the details of the parent such structure derived by 
Karfunkel et al., and he called this structure “hexagonite” and the derived, 
such structures were known as the “expanded hexagonites.” This name 
was assigned due to the symmetry space group of the parent structure, in 
P6/mmm, space group #191, and also due to the topology of the family of 
such structures, in which all circuitry over all members of the family, are 
comprised of 6-gons. The topological analysis of the hexagonite family, 
suggests that they begin with the Schläfli symbol (n, p) = (6, 32/5), and 
extend from there, in descending, discrete increments of the connectivity, 
p, towards their termination at (n, p) = (6, 3), in the limit of the graphene 
grid topology. The parent “hexagonite” is shown in two views in Fig. 7.

It should be noted here that the so-called “graphite-diamond hybrids,” 
as described earlier, are models for novel types of allotropes of carbon. In 
the vein of this discussion, it should be mentioned here that the border-line 
space in the topology map of Fig. 2, between the entry in the map of (5, 
3), which is the pentagonal dodecahedron, and the entry in the map (6, 3) 
which is, of course, the graphene grid, lies the collective and infinite space 
of the fullerene C structures [19]. So, we can see that thus, the collective 
Schläfli symbol for the family of fullerenes is, in fact, given by (5(x/(x+y)), 3), 
where, in this instance, “x” is the number of hexagons in the polyhedron, 
and “y” is the number of pentagons in the polyhedron [8]. The Schläfli 
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symbol for the parent C allotrope called “Buckminsterfullerene” (C60) is 
(55/8, 3) [19], and as substitution into Eq. (3) will show, this Schl���������ä��������fli sym-
bol rigorously describes the Buckminsterfullerene polyhedron fully. 
Figure 8 shows a view of this polyhedron of icosahedral symmetry, and 
it is clear from this view that the polyhedron is uniformly 3-connected, 
(as the Schl�������������������������������������������������������������ä������������������������������������������������������������fli symbol reveals, the fullerenes are Archimedean) and com-
prised entirely of 5-gon and 6-gon circuitry.

FIGURE 7  Vertical and lateral views of parent hexagonite structure of the infinite family 
of hexgonites, with the collective Wells point symbol (66)x(6

3)y, of orthorhombic-trigonal-
hexagonal (Pmmm, P3m1 and P6/mmm) symmetries.
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FIGURE 8  The parent Buckminsterfullerene polyhedron, of the infinite family of 
fullerenes, with the collective Schläfli symbol for the family of fullerenes given by 
(5(y/(x+y)), 3), and the fullerene polyhedral face symbol of 5x6y, where “x” is the number of 
pentagons, and “y” is the number of hexagons, in the fullerene, where such structures are 
of icosahedral (Ih) and lower symmetry.

Yet a final 3D network to be mentioned in this connection, which is a 
model of a 3-,4-connected network of C, as opposed to a straight “graph-
ite-diamond” hybrid, lying between (6, 3) and (6, 4) of Fig. 2, or a fuller-
ene polyhedron, lying between (5, 3) and (6, 3) of Fig. 2, as in the preced-
ing discussions with respect to allotropes of C; is the so-called “glitter” 
network of C proposed by Bucknum et al. in 1994 and described in the 
previous Parts I and II [1, Chapter 1]. As described earlier in Parts I and 
II, this structure can be envisioned as being constructed from a 1,4-cyclo-
hexadiene building block, and it is shown in Fig. 9.

As can be seen in Fig. 9, the Wells point symbol for this Wellsean 
network is given by (6284) (628)2, and derived from this, is its Schläfli 
symbol of (7, 31/3) [7]. It is comprised of 6-gons admixed with 8-gons, in 
its topology, and an admixture of two trigonal vertices for every one tet-
rahedral vertex in its connection pattern. This particular C network has 
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been important from the perspective of the 3-dimensional (3D) resonance 
structures, which can be drawn over it, see Fig. 23 shown previously in 
Chapter 2. There have been some favorable indications that its synthesis 
has been achieved [20–21].

FIGURE 9  Tetragonal glitter network of carbon, with Wells point symbol given by (6284)
(628)2, and of space group symmetry (P42/mmc).

Other inorganic networks that are of interest [22], that are not C  
allotropes, or models of C allotropes, would include the Archimedean 
Cooperite network, the structure of the minerals PtS and PdO [7], shown 
in Fig. 10, which is a 4-connected network comprised of an equal mixture 
of tetrahedral and square planar vertices, both of which are distorted in 
their geometries.
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FIGURE 10  Archimedean Cooperite network as structure of PdO and PtS, with the Wells 
point symbol of (4284)(4282), and of space group symmetry (P42/mmc).

As Fig. 10 indicates, taking both tetrahedral and square planar vertices 
as equally 4-connected, one can thus assign an Archimedean topology to 
this network, with a Wells point symbol of (4284)(4282), and a Schl���������ä��������fli sym-
bol of (62/5, 4) [7]. In this case, the network nominally is binary, with two 
distinct types of connectivity, and an apparently Wellsean topology associ-
ated with this, but, in fact in this instance, we have a 4-connected network 
where the square planar vertices (with 4 independent circuits) are viewed 
as equivalent in topology (if distorted) versions of the tetrahedral vertices 
(with 6 independent vertices).
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Yet another inorganic network includesthe Catalan fluorite network 
[11], the structure of a number of mineral fluorides including CaF2, shown 
in Fig. 11.

FIGURE 11  Catalan fluorite structure as the structure of CaF2, this network can be 
represented by the Wells point symbol (424)(46)2, and lies in space group (Fm-3m).

This densely connected network is comprised of 4-connected tetra-
hedral vertices, and 8-connected cube-centered vertices, which are con-
nected to each other through a uniform set of 4-gons. The topology of 
this network can be represented by the Wells point symbol (424)(46)2, and 
this can be translated into a Catalan Schläfli symbol of (4, 51/3). It can be 
mapped in Fig. 2 just beyond the entry (4, 5).

Still another inorganic structure-type we can provide the topology of, 
is the rocksalt (or primitive cubic) lattice [11], which is the structure of a 
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number of inorganic alkali metal halides and alkaline earth chalcogenides. 
The rocksalt lattice is shown in Fig. 12.

FIGURE 12  Platonic rocksalt structure as the structure of NaCl, this network can be 
represented by the Wells point symbol (412), and lies in space group (Pm-3m).

Also known as the primitive cubic structure-type, the rocksalt lattice 
is comprised uniformly of octahedral 6-connection in all 4-gon circuitry. 
The Wells point symbol for the network is given as 412, and this can be 
translated into a Schläfli symbol for the network of (4, 6) [7]. Because this 
rocksalt network is of a Platonic (regular, integer) topology, it can readily 
be seen where it maps in Fig. 2. It represents, structurally, an extension 
into 3-dimensions (3D) of the square grid 44, or (4, 4) which extends in 
2D, through a layering, in exact register, of other square grids onto a par-
ent square grid, and their interconnection through perpendicular interlayer 
bonding through the respective vertices.

As a final inorganic structural-type that we can analyze here topo-
logically in this chapter, we have the so-called body-centered cubic (bcc) 
structure of CsCl [11], and a number of inorganic structures including al-
kali metal halides and alkaline earth chalcogenides and other materials. 
The bcc structure-type is shown here in Fig. 13.



Classification of Carbon Allotropes and Graphs	 77

FIGURE 13  Platonic body-centered cubic (b.c.c.) structure as the structure of CsCl, this 
network can be represented by the Wells point symbol (424), and lies in space group (Im-3m).

It is uniformly comprised of 8-connected, cube-centered vertices that 
are mutually interconnected by all 4-gon circuits in the net. The topology 
of the bcc lattice can be specified by 424, or by the corresponding Platonic 
Schläfli symbol of (4, 8) [7].

There are, of course, innumerable other network structures that possess 
3-dimensional geometries, one only has to look at the exhaustive works of 
O’Keeffe et al., to discern the scope of this field [22]. In the present discus-
sion, we move, in the next chapter, into the area of the topological analysis 
of some networks in 3-dimensions that exhibit rather odd Schläfli symbols 
(n, p). These networks, the oldest of which was identified only in 1951 
(Waserite) [29, Chapter 1], and the others of which were identified only in 
1988 (Kentuckia) [23], and 2005 (Moravia) [24], suggest from the compu-
tation of their respective Schläfli symbols (n, p), by the methods outlined 
in Eqs.(3a) and (3b), that such numbers represent not only topological 
parameters of these networks, but they coincidently and fortuitously can 
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be construed as rational approximations, in various instances, to the tran-
scendental mathematical constants φ, e and π.

3.4  RATIONAL APPROXIMATIONS TO Φ, E AND P

Certain material networks, including the CaCuO2 [25] (Kentuckia net-
work) structure-type, that is the progenitor for all of the superconducting 
cuprates, and the so-called Moravia structure-type [26], that is the proto-
type structure for a number of coordination network (also called metal-
organic frameworks or MOF’s) structural compositions [24], and the so-
called Waserite structure-type [29, Chapter 1], that is the structure of 
the anionic, platinate sublattice of the ionic conducting lattice, known as 
sodium platinate (NaPt3O4), have here, through topological analysis, been 
shown, either to have a network polygonality, n, (Kentuckia network) the 
value of which serves as a rational approximation to the transcendental 
mathematical constant π, or, alternatively, they have a network connectiv-
ity, p, the value of which serves as a rational approximation to the product 
of the transcendental mathematical constants e and φ (Moravia network), 
or e and π (Waserite network).

The Kentuckia structure-type, proposed by Bucknum et al. in 2005 
[25], is the pattern adopted by the high temperature superconducting cu-
prate composition; it is CaCuO2 [23] that adopts this pattern, which is 
the progenitor to all the superconducting cuprates discovered so far. This 
tetragonal structure-type lies in space group P4/mmm, #123 and is shown 
in Fig. 14.

It can be seen from Fig. 14 that this tetragonal oxide, bears a relation 
to the cubic perovskite (BaTiO3, [11]) structure-type which lies in the cu-
bic space group Im-3m, not shown here, in which, by removal of an axial 
pair of oxygen vertices, one can generate the Kentuckia structure-type 
from the perovskite structure-type. However, it should be pointed out that 
the perovskite structure-type is a 6-,12-connected network, in which the 
transition metal titanium and chalcogenide oxygen centers, attain octahe-
dral 6-coordination, while the alkaline earth barium cation bears a closest 
packed coordination sphere of 12. Whereas in the Kentuckia structure-
type, the lattice, by great contrast as can be seen in Fig. 14, bears an 
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oxygen vertex with a square planar, 4-connected coordination, and the 
transition metal copper vertex bears an octahedral, 6-connected coordina-
tion, while the alkaline earth calcium cation is in cube-centered, 8-fold co-
ordination. It is a ternary, 4-,6-,8-connected tetragonal structural pattern, 
as is described in Fig. 14.

FIGURE 14  Wellsean Kentuckia (ABC2) structure-type as the structure of the 
superconducting cuprate salt CaCuO2, this network can be represented by the Wells point 
symbol (44)(412612)(412)2, and lies in space group (P4/mmm).
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Thus the connectivity in Kentuckia, is that of a ternary 4-,6-,8-con-
nected structural-type, while the connectivity in perovskite appears to be 
that of a binary 6-,12-connected network topology. It appears that all the 
circuitry in perovskite is comprised of 4-gons with, perhaps, the stoichi-
ometry AB4, in which the vertex “A” is in 12-connected, closest-packed 
topology, and the vertex “B” is 6-connected, octahedral coordination. This 
leads to a Wells point symbol for perovskite of (460)(412)4 and a Schläfli 
symbol of (n, p) = (4, 71/5). Where, as a reference, the hexagonal clos-
est packed (hcp) and cubic closest packed (ccp) networks, have the Wells 
point symbol 360, and a Schläfli symbol of (n, p) = (3, 12). In contrast, 
we see that the polygonality in the Kentuckia pattern, as revealed in Fig. 
15, is a composite of 4-gons and 6-gons, with the Wells point symbol for 
the lattice being (44)(412612)(412)2. As Eq. (6) reveals, the polygonality, n, 
for this structural-type, bears an odd resemblance to the transcendental 
mathematical constant π [27], occurring as it does, within 1% of exactly 
the value of √2∙π.

	 n = (40·4 + 12·6)/52	 (6a) 

	 n = √2∙p	 (6b)

Turning to the Waserite network [29, Chapter 1], which is shown to be a 
relatively simple, binary 3-,4-connected network topology in Fig. 15.

As is revealed in Fig. 15, the 3-to-4 stoichiometry of 4-connected 
square planar vertices to 3-connected trigonal planar vertices, present in 
the Waserite topology, together with the Wells point symbol for this net-
work as (84)3(8

3)4, thus demonstrates that this simple structure is indeed a 
binary, Catalan network comprised of all 8-gon circuitry. Therefore it is 
apparent, readily, that the polygonality is simply given by n = 8, in this 
pattern. But as has been described previously for this so-called Waserite 
network [29, Chapter 1], the connectivity index of it, as shown in Eq. (7), 
suggests that its topology is more complex than meets the eye.

	 p = (3·4 + 4·3)/7	 (7a) 

	 p = (2/5)e·π   	  (7b)
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FIGURE 15  Catalan Waserite structure-type as the structure of the ionic conducting 
platinate salt NaPt3O4 (sodium cations not shown), this network can be represented by the 
Wells point symbol (84)3(8

3)4, and lies in space group (Pm-3n).

As Eqs. (7a) and (7b) reveal, it is a fact of simple arithmetic that the 
weighted average connectivity of the Waserite network, given by the sym-
bol p, is in fact equal, to better than 99 parts in 100, to (2/5)e∙π. Here π is, 
the familiar ratio of a circle’s circumference to its diameter [27], and e is 
the natural base of exponentials [28]. These numbers are transcendental, 
as they are infinite, non-repeating fractions [27, 28]. An identical relation 
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will also hold for the other structures patterned on a stoichiometry of four 
3-connected vertices-to-three 4-connected vertices including, for exam-
ple, the rhombic dodecahedron (given by the Catalan Wells point symbol 
as (44)6(4

3)8), and the well-known phenacite network of Bragg et al. (not 
shown, given by the Wellsean ternary Wells point symbol (83)(63)3(6

383)3 
[29]).

Other relations emerging from such consideration of the connectivity 
index, p, in the Waserite structural-type include Eq. (1) [29, Chapter 1], 
known hereafter as the Timaeus relation, for its suggestion of a Cosmogo-
ny based upon the five Platonic solids as enunciated by Plato [9].

	 (1) (2.3333333………….)·e·π = (4)·(5)    	 (8)

Equation (8) suggests the ultimate simplicity of definitions of e and π, 
through an elementary relationship involving only the first five counting 
numbers, or alternatively, the first four prime numbers [29, Chapter 1].

Finally, in this survey of crystalline structure-types, which exhibit 
relations to the transcendental mathematical constants, in their structural 
topology, we turn to the so-called Moravia network [24, 26], first posited 
as a potential structural-type in 2005 by Bucknum et al. This Moravia 
network has, in fact, turned out to be the structure adopted by several co-
ordination networks known as metal-organic-frameworks (MOF’s) [26]. 
It is readily seen to be a Wellsean, 3-,8-connected network upon careful 
inspection of the drawing for valences, and tracing of circuitry in 
Fig. 16.

The Wells point symbol for the Moravia structural-type is encoded as 
(4468812)3(4

3)8, it is thus a complex, Wellsean network composed of two 
connection motifs, the trigonal planar, 3-connected, and cube-centered, 
8-connected, vertices, held together in circuits of 4-gon, 6-gon and 8-gon 
sizes. The complex Well’s point symbol for the network, belies in this in-
stance, the relatively high symmetry of the structure, in which Moravia is 
lying in the cubic space group Pm-3m, #221.
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FIGURE 16  Wellsean Moravia structure-type as the structure of several coordination 
networks (metal organic frameworks, MOF’s), this network can be represented by the 
Wells point symbol (4468812)3(4

3)8, and lies in space group (Pm-3m).

If we take the point symbol for the network, and analyze it accord-
ing to Eqs. (3a)–(3b) described earlier, the Well’s point symbol translation 
formulas, one obtains the result that the weighted average polygonality for 
the network is indeed given by n = 6. The Waserite net is thus pseudo-
Catalan, with an integer polygonality of 6, which is nonetheless the result 
of averaging over 4-, 6- and 8-gons in its structural pattern. Upon calcu-
lating the connectivity index, p, for Moravia, however, we get the result 
shown in Eqs. (9a) and (9b).

	 p = (3·8 + 8·3)/11	 (9a) 

	 p = e·φ	 (9b)
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Thus it is seen that the connectivity index, p, of Moravia, as a 3-,8-con-
nected network, is equivalent, to better than 99 parts in 100, to the product 
of the two transcendental mathematical constants φ [30] and e [28], given 
simply as φ∙e. Here, as above, e is the natural base of exponentials [28], 
and φ the well-known golden ratio [30], as is expressed in Eq. (10).

	 φ = (√5 + 1)/2	 (10)

Eqs. (9a) and (9b), like the transformation of Eqs. (7a) and (7b) to Eq. (8), 
can be factored, interestingly, so that the relation of φ∙e evolving out of the 
topology of the Moravia structure, as shown in Fig. 16, involves the first 
six Fibonacci numbers, F(1-to-6) (given, on the left, in Eq. (11a) as 1, 1, 
2, 3, 5, and 8), and these are related to the 10th Fibonacci number, F(10) 
(given, on the right, in Eq. (11b) as 55).

	 F(1)·F(2)·F(3)·F(4)·F(5)·F(6) = (e)·(φ)·F(10)	 (11a) 

	 (1)·(1)·(2)·(3)·(5)·(8) = (e)·(φ)·(55)	 (11b) 

These relations between the topology of these structures in this chapter, 
as is revealed by the computation and mapping of their corresponding 
Schläfli symbols (n, p), and the transcendental mathematical constants φ, 
e and π, that can be thus correlated to their structural character, suggest 
the mathematical, and potentially scientific, richness that such structures 
may lead to.

3.5  CONCLUSIONS

In this chapter we have reviewed the basic tenets of a chemical topology 
scheme, one that can be applied to classify and effectively map the 
innumerable polyhedra, tessellations and networks, based upon a simple 
computation of their Schl���������������������������������������������������ä��������������������������������������������������fli symbols (n, p), from translation of their cor-
responding Wells point symbols. A restriction pointed up by this work, is 
that all structures in such a chemical topology scheme must, indeed, be 
simply connected. The phrase simply connected means that all edges, E, 
in a structure, be it a polyhedron, tessellation or network, must terminate 
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at distinct vertices, V, in the network, where such edges, E, are known as 
proper edges. A second condition on a net being simply connected, is that 
all faces, F, in the structure should be bounded by proper edges, E, as de-
fined in the preceding sentence. It is not clear, at this juncture, what form a 
systematic chemical topology would take on for the non-simply connected 
structures. As there are innumerable non-simply connected structures, to 
accompany the infinite number of simply connected structures in Schl��ä-
fli space (the space of the Schläfli symbols (n, p)), it would seem that a 
topological analysis of these complex structures would be desirable and 
necessary to get a more complete handling of the chemical topology of 
crystal chemistry.

The brunt of this paper has been dedicated to a survey of some of the 
more prominent (well-known or obvious) organic and inorganic structure-
types. Organic structures included some well-known C allotropes, like the 
regular, graphene grid and the regular, diamond network, both forms of C 
known since Antiquity. And, also, more modern C forms were surveyed, 
like the 3-,4-connected, Catalan graphite-diamond hybrids [46, Chapter 
2], the 3-,4-connected, Catalan hexagonite lattices [29, 50, Chapter 2] 
and the Wellsean, 3-,4-connected glitter C form [1, Chapter 1], for which 
there is currently some evidences of their syntheses from the growth of C 
nanocrystals [20, 21]. Inorganic structures included in this survey, were 
the 4-,8-connected, Catalan fluorite lattice, the 4-connected, Archimedean 
Cooperite lattice, the 8-connected, regular CsCl, body-centered cubic 
structure-type, and the 6-connected, regular rocksalt structure-type [11]. 
Finally, in this survey, lattices which admitted connections in their topol-
ogy to the transcendental numbers included the 3-,8-connected, Wellsean 
Moravia net, discovered in 2005 [24, 26] (related to φ and e, through the 
connectivity), the 4-,6-,8-connected, Wellsean Kentuckia (cuprate struc-
ture-type) net, discovered in 1988 [23, 25] (related to π, through the po-
lygonality), and finally the 3-,4-connected, Catalan Waserite net (platinate 
structure-type), discovered in 1951 [29, Chapter 1].

The occurrence of relations to the transcendental numbers of math-
ematics, in the computations of the topology character of some of these 
networks, is indeed a mysterious outcome. It is not clear whether such 
relations could imply that the topology of these lattices, like the Kentuckia 
lattice, in which n = √2∙π, could indeed be equated to some type of ordering 
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parameter for the lattice, such that by the introduction of systematic defects 
in the connectivity, p (or thereby the polygonality, n) over the bulk lattice, 
might lead to a corrected value of n, that asymptotically approaches the 
true value of π, and that, that might have some bearing on bulk properties 
of the Kentuckia network, like the critical superconducting transition tem-
perature, Tc, in the cuprate composition CaCuO2 [25]. Such considerations 
as these, open up new avenues of explorations for solid state scientists 
based upon the intrinsic topology character of such networks as these.

KEYWORDS

•• Euler relation

•• graphene-diamond

•• hexagonite

•• Platonic polyhedral

•• Schläfli relation

•• Timaeus relation

REFERENCES

1.	 Bucknum, M.J. Carbon, 1997, 35(1), 1.
2.	 Leonhard Euler, In: Element adoctrinaesolidorum et Demonstration onnularuminsig-

niumpropriet atumquibus solid aheddrisplanisinclusasuntpraedita, Proceedings of the 
St. Petersburg Academy, St. Petersburg, Russia 1758.

3.	 Burckhardt, J.J. Ib Der mathematische Nachlass von Ludwig Schläfli, 1814–1895, in 
der SchweizerischenLandesbibliothek, 1st edition, Bern, 1942.

4.	 Gardner, M. In: Archimedes: Mathematician and Inventor, 1st edition, Macmillan Pub-
lishing: New York, NY, 1965.

5.	 Frederico, P.J. In: Descartes on Polyhedra: A Study of the De Solidorum Elementis, 1st 
edition, Springer-Verlag: New York, NY, 1982.

6.	 Peters, I. Science News, 2001, 160(25/26), 396.
7.	 Bucknum, M.J.; Castro, E.A.(MATCH) Commun. Math. Comp. Chem., 2005, 54, 89.
8.	 It appears that the 5 Platonic polyhedra obey Eqs. (1) and (2) of the text, if one speci-

fies their topology by a Well’s point symbol, given by Aa, in which n = A and p = a, and 
there is no relation between this polyhedral face symbol, Aa, and the computation of V, 
E and F in the Euler model of Eq. (1). It is also the case, that the 5 Platonic polyhedra 



Classification of Carbon Allotropes and Graphs	 87

obey Eqs. (1) and (2) of the text, if one specifies their topology by a polyhedral face 
symbol, given as Ab, in which (b·A) = 2E, b = F, and V is identified through inspection 
of the polyhedron, then n = 2E/F and p = 2E/V, by definition. For the Archimedean 
polyhedra it appears that it is only possible to specify (n, p), for insertion into Eq. (2), 
by encoding a polyhedral face symbol, given as AaBbCc……., where a is the number 
of A-gons, in a ratio with b B-gons etc., for the polyhedron, and thus, in which (a·A + 
b·B + c·C + …….) = 2E, (a + b + c + ……) = F, and V is identified through inspection 
of the polyhedron, and where finally then, n = 2E/F and p = 2E/V, by definition. While 
for the Catalan and Wellseanpolyhedra, by contrast, it appears that it is only possible 
to specify (n, p), for insertion into Eq. (2), by encoding a Wells point symbol, given 
as (Aa)x(A

b)y(A
c)z………., where a is the number of A-gons meeting at a, and b is the 

number of A-gons meeting at b etc., and x, y, z etc. specify the stoichiometry of the 
polyhedron, for the Catalan or Wellsean polyhedron of interest, in which (a·A + b·A + 
c·A + …….) = E, (a·x + b·y + c·z + ………) = 4F and (x + y + z + …….) = V, where 
finally then, n = 2E/F and p = 2E/V by definition, as throughout.

9.	 Cooper, J.M., Ed.; In:Plato: Complete Works, 1st edition, Hackett Publishing Com-
pany: Indianapolis, IN, 1997.

10.	 Bragg, W.L. In:The Development of X-ray Analysis, 1st edition, Dover Publications, 
Inc.: Mineola, NY, 1975.

11.	 Pauling, L. In: General Chem., 4th edition, Dover Publications, Inc.: Mineola, NY, 
1988.

12.	 Duchowicz, P.; Bucknum, M.J.; Castro, E.A. J. Math. Chem., 2007, 41(2), 193.
13.	 (a) Bucknum, M.J.; Castro, E.A.(MATCH) Commun. Math. Comp. Chem., 2006, 55, 

57. (b) Bucknum, M.J.; Castro, E.A. Solid State Sci., 2008, 10(9), 1245.
14.	 Fahy, S.; Louie, S. G.Phys. Rev. B,1987, 36, 3373.
15.	 Zhu, H.; Balaban, A.T.; Klein, D.J.; Zivkovic,T.P. J. Chem. Phys., 1994, 101, 5281.
16.	 Crespi, V.H.; Benedict, L.X.; Cohen, M.L.; Louie, S.G. Phys. Rev. B, 1996, 53, 

R13303.
17.	 Wen, B.; Zhao, J.; Si, D.; Bucknum, M.J.; Li, T. Diamond Related Mater., 2008, 17(3), 

356.
18.	 Bucknum, M.J.; Castro, E.A. J. Chem. Theory and Computation, 2006, 2(3), 775.
19.	 Baggott, J. In: Perfect Symmetry: The Accidental Discovery of Buckminsterfullerene, 

1st edition, Oxford University Press: Oxford, U.K., 1996.
20.	 Bucknum, M.J.; Castro, E.A. J.oretical and Comput. Chem., 2006, 5(2), 175.
21.	 Bucknum, M.J.; Castro, E.A. Mol. Phys., 2005, 103(20), 2707.
22.	 (a) M. O’Keeffe, B.G. Hyde, Crystal Struct.s I. Patterns and Symmetry, 1st edition, 

Mineralogical Society of America (M.S.A.), Washington, D.C., 1996. (b) M. O’Keeffe, 
M.A. Peskov, S.J. Ramsden, O.M. Yaghi, Acc. Chem. Res. 2008, 41, 1782.

23.	 Siegrist, T.; Zahurak, S.M.; Murphy, D.W.; Roth, R.S. Nature, 1988, 334, 231.
24.	 Dincã, M.; Dailly, A.; Liu, Y.; Brown, C.M.; Neumann, D.A.; Long, J.R. J. Am. Chem. 

Soc., 2006, 128, 16876.
25.	 Bucknum, M.J.; Castro, E.A. Russian J. General Chem., 2006, 76(2), 265.
26.	 Bucknum, M.J.; Castro, E.A.Central European J. Chem. (CEJC), 2005, 3(1), 169.
27.	 (a) Beckmann, P. In: A History of π, 1st edition, The Golem Press, New York, NY, 1971. 

(b) Blatner, D. In: The Joy of Ø, 1st edition, Walker Publishing Company, Inc., USA, 
1997.



88	 Computational and Experimental Chemistry: Developments and Applications

28.	 Maor, E. In: The Story of a Number, 1st edition, Princeton University Press: Princeton, 
NJ, 1994.

29.	 Bucknum, M.J.; Bin Wen, E.A. Castro, J. Math. Chem., 2010, 48, 816.
30.	 Livio, M. In: The Golden Ratio: The Story of Ø the World’s most Astonishing Number, 

1st edition, Broadway Books: New York, NY, 2002.

Chapter 3 is reprinted from Michael J. Bucknum and Eduardo A. Castro, “Chemical topology 
of crystalline matter and the transcendental numbers ϕ, e and π” in Journal of Mathemati-
cal Chemistry, 46(1). © 2008. Reprinted with kind permission from Springer Science + 
Business Media.



DYNAMIC ELASTICITY OF CARBON

MICHAEL J. BUCKNUM and EDUARDO A. CASTRO

CHAPTER 4

CONTENTS

Summary.................................................................................................. 90
4.1  Dynamic Elasticity.......................................................................... 90
4.2  History of Elasticity........................................................................ 91
4.3  The Crystalline Modulus of Elasticity............................................ 94
4.4  The Strain Integral.......................................................................... 97
4.5  Review of Dynamic Elasticity Theory.......................................... 100
4.6  Potential and Real Superhard Materials........................................ 102
4.7  Conclusions................................................................................... 105
Keywords............................................................................................... 107
References.............................................................................................. 107



90	 Computational and Experimental Chemistry: Developments and Applications

SUMMARY

The present report is an account of the generalization of the dynamic 
elasticity theory earlier proposed by Bucknum et al. and applied to the 
cubic diamond and tetragonal glitter lattices. It describes a theory of 
elasticity in which the elasticity moduli are based upon the microscopic 
constants of the various structure-types. Such microscopic constants in-
clude the force constants of the chemical bonds in the unit of pattern of 
the material, its associated lattice parameters, and the elastic chemical 
bond deformation parameters of the material. In developing the outward 
features of the dynamic elasticity model, it is shown that an integral over 
the force density in the unit cell of a given material; where the force 
is modeled based upon the elastic deformation forces of the chemical 
bonds in the unit of pattern of the material, and the volume is written 
as a function of the deformations taking place inside the unit cell of the 
material; generates the terms for calculating its modulus of elasticity at 
pressure, in components, that are directed along the principal axes of the 
unit cell. Several potential solutions to the problem of super-hardness are 
discussed and illustrated.

4.1  DYNAMIC ELASTICITY

Bucknum et al. previously reported the calculated bulk modulus at pres-
sure of the tetragonal glitter [59, Chapter 2] and cubic diamond [57, Chap-
ter 2] structure types by applying a dynamic elasticity theory to these 
structures. In this work, the bulk modulus at pressure of a given material, 
B, was calculated starting from the zero-pressure bulk modulus, B0, which 
can be approximated for crystalline covalent materials according to a for-
mula due to Cohen [1]. Corrections to the zero-pressure bulk modulus 
were subsequently calculated on the basis of the potential elastic chemical 
bond deformations taking place inside the given unit cell in response to an 
applied stress. In particular, the theory relied upon the projections of these 
elastic chemical bond deformation forces, inside the unit cell, as stresses 
across the principal crystallographic planes of the given lattice. From this 
analysis, it was shown that tetragonal glitter attains a higher bulk modu-
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lus at pressure than does cubic diamond, along its c-axis, and therefore, 
tetragonal glitter appears to be a superior material to cubic diamond, in 
terms of the axial stresses tolerated against its basal plane in response to 
an applied mechanical stress [57, 59, Chapter 2].

In what follows, an attempt is made to generalize the results of these 
two earlier studies on cubic diamond and tetragonal glitter, by assuming 
a generic force density integral to model stress in a material. By carrying 
out the machinations of the integration of such a force density function, 
it results in the generation of a power series in the attendant strain on the 
unit cell. The terms of the power series can be identified with physically 
realistic corrections to the zero-pressure, static bulk modulus. These are 
the result of the manifestation of the elastic chemical bond deformation 
forces existent in the elastically deformed unit cell of the covalent material 
studied, as stresses inside the unit cell.

4.2  HISTORY OF ELASTICITY

Historically, the field of elasticity has been focused on the elastic prop-
erties of bulk materials, without reference to any crystalline structure 
[2]. One of the first such phenomenological moduli of elasticity dis-
covered was that of a modulus of elasticity with respect to length de-
formation [3]. The well-known Young’s modulus, Y, is defined in Eq. 
(1):

	 stress = Y
l

l
æ öD ÷ç ÷ç ÷çè ø 	 (1)

In this expression, the stress applied as a force-per-unit-area of the mate-
rial studied, is measured against the strain produced in the material, where 
the strain is measured as the incremental deformation, Dl/l, of the length 
of the specimen.

A curve relating stress to strain, in the bulk material, is plotted, and 
from the slope of this curve one obtains the Young’s modulus for the 
material. A typical plot for obtaining the Young’s modulus is shown in 
Fig. 1:
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FIGURE 1  Stress-strain Curve for Determining Moduli of Elasticity.

From Fig. 1, it is noticed that the regions of elastic deformation and 
plastic deformation. In order to determine the modulus of elasticity one 
must make measurements in the region of elastic deformation of the mate-
rial. The study of plastic deformation is an important field in its own right 
and will not be discussed further here.

Some typical values of the Young’s modulus are shown in Table 1. 
Note the Young’s modulus represents the slope of the stress-strain curve 
for elastic length deformation of a bulk material. This modulus of elastic-
ity, as can be seen from Table 1, can be considerable, reaching a value in 
excess of 1.8 TPa for carbon nanotubes [4]:
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TABLE 1  Selected Values of the Young’s Modulus in Various Materials.

Material Young’s Modulus, Y, GPa Reference

Carbon nanotube 1800 [4]

Steel 200 [6]

Aluminum 70 [6]

Glass 65 [6]

Concrete 30 [6]

Wood 13 [6]

Polystyrene 3 [6]

An important point should be addressed here with regard to the Young’s 
modulus, Y, of a bulk material. It together with a measure of the ratio of 
the longitudinal strain to the lateral strain in a stressed bulk material, the 
so-called Poisson’s ratio, σ, can be used to calculate, in principle, all the 
elastic constants of a bulk material, including the bulk modulus, B, to be 
discussed in Table 1 [5].

The idea of modulus of elasticity was generalized to three dimensions, 
later on, with the introduction of the notion of the bulk modulus, B [6]. 
The bulk modulus is also known as the volume modulus of elasticity, it is 
defined in Eq. (2):

	 stress = B 
V

V
æ öD ÷ç ÷ç ÷çè ø

	 (2)

In this expression, the stress applied over the volume of the material is 
measured against the strain produced in the material. This is incremental 
deformation, DV/V, of the volume of the specimen. An analogous stress-
strain curve for the bulk material, similar to Fig. 1, but based upon incre-
mental volume deformation, DV/V, is used to determine the bulk modulus 
of the material under consideration.

B is defined in Eq. (17) with respect to the incremental change of vol-
ume of the material, DV/V. In contrast, the bulk modulus of elasticity can 
be identified with respect to a bulk sample of an ideal gas. This can be 
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accomplished by defining the bulk modulus in terms of the volume deriva-
tive of the internal pressure of a material, as shown in Eq. (3):

	 B = –V 
P
V

¶
¶
æ ö÷ç ÷ç ÷çè ø

	 (3a)

	 B = –V 
nRT

V V
¶
¶

æ ö÷ç ÷ç ÷çè ø  = P	 (3b)

From Eq. (3b), we see that the bulk modulus of an ideal gas, B, is just 
equal to the pressure of the ideal gas, P. This gives some perspective on 
what the physical meaning of the bulk modulus is, and suggests its central 
importance among the various moduli of elasticity in determining proper-
ties like the relative strength of materials with respect to volume deforma-
tion. It can also be thought of as a measurement of the internal energy of 
a material divided by its respective volume, U/V, or an energy density [7]. 
Some typical values of the bulk modulus of materials are shown in Table 
2. One can see that the bulk modulus of cubic diamond, at 435 GPa, rep-
resents the zenith in B0 among real materials.

TABLE 2  Selected Values of the Bulk Modulus in Various Materials.

Material Bulk Modulus, B, GPa Reference

Cubic diamond 435 [1, Chapter 1]

Steel 160 [6]

Mercury 27 [6]

Glycerine 4.8 [6]

Water 2.2 [6]

Ethanol 0.90 [6]

4.3  THE CRYSTALLINE MODULUS OF ELASTICITY

In what follows here, an alternative definition of elastic modulus, appli-
cable to crystalline materials (as opposed to macroscopic, bulk samples of 



Dynamic Elasticity of Carbon	 95

material), is given in terms of a coefficient which has the dimensions of a 
force density, multiplied by an integral in the strain over the unit cell of the 
crystalline material, the strain being generated by elastic chemical bond 
deformation forces created by an applied mechanical stress. The general-
ized expression is shown in Eq. (4):

	 elastic modulus = ( )
( )

F r
V r

¢
¢ò  dr´	 (4a)

elastic modulus = 
1 ( ) ( ) ( )

N
i i i i i i i i i

i i i
i i i i i i i

N k x N k y N k zdx dy dz
bc a d x ac b d y ab c d z=

ì ü¢ ¢ ¢ï ïï ï¢ ¢ ¢+ +í ýï ï¢ ¢ ¢+ + +ï ïî þ
å ò ò ò 	 (4b)

Equation (4a) is the generic statement of the new elasticity law [59, Chap-
ter 2]. It states that elastic modulus is equal to an integral over the force 
density of a material undergoing elastic chemical bond deformations in-
side the unit of pattern of the material, in response to an applied stress.

Equation (4b) recasts the relation in terms of a crystalline material 
with orthogonal axes a, b and c, N bonds per unit cell, the length decre-
ment along the crystallographic axes from elastic chemical bond deforma-
tion, given by, (a + dx´), (b + dy´) and (c + dz´), and the assumption of a 
harmonic potential for chemical bonds. Here x´, y´ and z´ are the elastic 
chemical bond deformations represented by r´cos α, r´cos β, and r´cos χ, 
respectively (where r´ = (r – re) is the actual deformation of the chemical 
bond considered from its equilibrium value, re). The given angular fac-
tors refer to the projections of those elastic chemical bond deformations 
with respect to the three orthogonal crystallographic axes a, b and c [8]. 
The factor k is just the force constant of the chemical bond considered, 
assuming a harmonic potential energy function between atom pairs in the 
crystal. Finally, the factor d refers to the number of elastic chemical bond 
deformations connected with the compressions of the respective crystal-
lographic axes (and concomitantly the unit cell volume) a, b and c. This 
latter factor can be obtained from elementary trigonometric analysis ap-
plied to the lattice under consideration.

As an example of such a crystalline material, consider the cubic dia-
mond lattice shown earlier in Fig. 5 from Chapter 3 of Part III [22, 
Chapter 2].Here a, b and c are the three orthogonal unit cell vectors of 
cubic diamond, N is the number of bonds per unit cell, which is given by 
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16, the force constant for the carbon–carbon single bonds in cubic dia-
mond is given by 450 N/m [9], and the length decrements are given by the 
expressions (a + 4x´), (b + 4y´) and (c + 4z´), which can easily be justified 
on the basis of elementary trigonometric analysis [10]. Cubic diamond is 
a particularly simple lattice because of its high symmetry and the presence 
of only one type of chemical bond in the unit cell.

One can see in Eq. (4b), that the elastic modulus of the material is ex-
pressed in terms of the dimensions and microscopic parameters of the unit 
cell of the material. The terms in Eq. (4b) correspond to the compressions 
along each of its axes a, b and c. Therefore it is broken up into threecom-
ponent Young’s-like moduli of elasticity. Nonetheless, the three compo-
nent length deformation moduli of elasticity have a composite value that 
is a measure of the bulk modulus, B, of the crystalline material at pressure, 
or the volume modulus of elasticity over the unit cell volume at pressure.

The motivation for the use of a force density integral to model elas-
tic modulus has been given previously [59, Chapter 2] in the form of 
Feynman’s analysis of static elasticity in crystalline materials [5]. In the 
Feynman analysis, the NaCl lattice is treated and the chemical bonds are 
equated to harmonic springs having a force constant of k. Using strain 
parameters taken over the entire unit cell, and harmonic potential energy 
functions based upon these strain parameters of the NaCl crystal lattice, 
Feynman expanded out and collected the resulting harmonic potential en-
ergy terms, and divided by the static volume of the crystal, given by a3 
(where a is the lattice parameter of the NaCl unit cell). From this analysis, 
term-by-term he equated the calculated coefficients in the energy density, 
U/V, with the given elastic constants of the lattice. Finally, by taking ad-
vantage of the high symmetry of the cubic NaCl structure-type, in space 
group Fm-3m, he determined the following general relation between the 
moduli of elasticity of the cubic crystal and its corresponding microscopic 
constants, see Eq. (5).

	 elastic modulus α k
a

	 (5)

Here k is the force constant of the chemical bonds in the NaCl lattice, with 
the dimensions of N/m, and a is the respective lattice parameter in m. Note 
the ratio of these microscopic constants has the dimensions of N/m2, or 
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the dimensions of a pressure, therefore it is consistent with an elasticity 
modulus for a material [11].

Taking this result as a theoretical basis, it was conjectured by the author 
in [1, Chapter 1] that a dynamic elasticity term for a material, analogous to 
the static elastic constants of the Feynman analysis, could be gotten in the 
form of the elasticity expression shown in Eq. (6):

	 elastic modulus α 
kr'
a2 	 (6)

where r´ represents an elastic chemical bond deformation, and a2 is the 
area of a crystalline plane normal to that elastic chemical bond deformation.

It was discovered in this work [59, Chapter 2] that a methodology of 
generating such dynamic elasticity terms, in their exact formulation on 
the basis of the unit of pattern of the respective crystalline material, was 
by defining the elastic modulus of a unit cell as an integral over the force 
density in the material. The force density is defined as the total force of 
elastic chemical bond deformations within the unit of pattern, divided by 
the corresponding volume function of the unit cell, as that unit cell volume 
is distorted from the initial volume by the elastic chemical bond deforma-
tions. This is generally accomplished by taking distortions of the unit cell 
along the threecomponent axes, a, b and c, in 1-dimension at a time.

4.4  THE STRAIN INTEGRAL

From Eq. (4b), one can see the elasticity expressions for crystalline mate-
rials take the generic form shown in Eq.(7):

	 elastic modulus = 
Nk z dz
ab c dz

¢
¢

¢+ò 	 (7)

Where the collection of constants, given by Nk/ab, has the dimensions of a 
force density, and the integral over the strain parameters (unlike the strain, 
Dl/l, in Eq. (1)) has the dimensions of a length when it is integrated.

Clearly Eq. (1), as it is written for the Young’s modulus, Y, has a close, 
one might say analogous, relationship to the elastic modulus relationship 
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shown in Eq. (7). One could, in fact, rearrange Eq. (1) to make the connec-
tion more concrete, as is shown in Eq. (8):

	 stress = 
Y l
l

æ ö÷ç D÷ç ÷çè ø
	 (8)

In such an expression, the term Y/l is derived from a set of constants char-
acteristic of the bulk material. The term Y/l has the dimensions of a force 
density, while the strain parameter is modified to have the dimensions of a 
length, Dl. This is analogous to the term shown in Eq. (7), which is alter-
natively written down on the basis of the consideration of the microscopic 
constants of a crystalline material.

Therefore, in Eq. (7), a collection of crystallographic-molecular con-
stants over the unit cell of the material considered, defines a characteristic 
microscopic force density constant for the unit cell of the material. This is 
multiplied by an integral over the strain of the unit cell, which nonetheless, 
upon integration, yields an infinite series of terms, each of which has the 
dimensions of a length. The product of the force density constant, and the 
strain integral over the unit cell, is therefore a measure of the dynamic 
elastic modulus in the material.

Starting from Eq. (7), we can derive the elastic modulus expression on 
the unit cell of a material in the following manner (where we treat only one 
dimension, z´, for clarity):

	 elastic modulus = 
( )
Nkz dz

ab c dz
¢

¢
¢+ò 	 (9a)

	 elastic modulus = 
( )

Nk z dz
ab c dz

¢
¢

¢+ò 	 (9b)

	 elastic modulus = B0 + 2 ln | |Nk z c c dz
ab d d

ì ü¢ï ïï ï¢+ +í ýï ïï ïî þ
	 (9c)

Upon expanding the logarithm, we obtain:

elastic modulus = B0 + 
1 2 3

2

1 1
2 3

N kz Nk c dz dz dz
d ab ab d c c c

ì üæ öï ïæ ö æ ö æ ö¢ ¢ ¢ ¢ ÷ï ïçï ï÷ ÷ ÷ç ç ç ÷ç+ + + +¼÷ ÷ ÷í ý÷ç ç çç ÷ ÷ ÷ç ç ç ÷ï ïè ø è ø è øç ÷è øï ïï ïî þ
	 (9d)
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which reduces to the following power series in the attendant strain, z´⁄c.

elastic modulus = B0 + 
0 1 22 1 1

2 3
N kz dz N kz dz N kz dz
d ab c d ab c d ab c

æ ö æ ö æ ö¢ ¢ ¢ ¢ ¢ ¢÷ ÷ ÷ç ç ç+ + +¼÷ ÷ ÷ç ç ç÷ ÷ ÷ç ç çè ø è ø è ø 	 (9e)

From the derivation given in Eq. (9) one can see, term-by-term, the mod-
uli of elasticity of crystalline materials emerge, generated from the kernel 
function in the form of a strain integral multiplied by a force density con-
stant. One can see that the constant of integration, B0, can be equated to 
the static elastic constant of zero-pressure bulk modulus of the material. 
However, it is cast as a function of the crystallographic-molecular param-
eters of the crystal, k the force constant of the chemical bonds inside the 
unit cell, and the lattice parameter a of the unit cell. This is analogous to 
the case of the Feynman analysis of the static elastic constants of the rock-
salt lattice, where the ratio k/a properly has the dimensions of a stress [12]:

	 B0 = f(k/a)	 (10)

The 1st-order term in the power series is given by the elastic chemical 
bond deformation force, modeled as a harmonic, Hooke’s law force, kz’, 
divided by the area of the crystalline plane (hkl) normal to that deforma-
tion force. It is a term in force-divided- by-area, F/A, and represents the 
first dynamic contribution to the bulk modulus at pressure, B. Note that 
other chemical bond potentials, including a Morse potential [59, Chapter 
2], can be substituted for a harmonic potential in order to arrive at a more 
accurate elastic modulus expression.

	 elastic modulus a 2N kz
d ab

æ ö¢÷ç ÷ç ÷çè ø
	 (11)

The 2nd-order term in the power series is given in terms of the energies 
of elastic chemical bond deformations, modeled as Hooke’s law springs, 
divided by the corresponding volume of the unit cell, U/V. Such higher 
order terms may be important at high degrees of strain associated with 
plastic deformation.

	 elastic modulus a 1
2

N Kz dz
d ab c

¢æ ö¢ ¢÷ç ÷ç ÷çè ø
	 (12)
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The 3rd-order term, and higher terms in the power series, correspond to 
harmonic potential energy densities, U/V, multiplied successively by strain 
parameters, z´/c, (y´/b and x´/a), to higher and higher powers.

	 elastic modulus a 
21

3
N Kz dz
d ab c

æ ö¢ ¢÷ç ÷ç ÷çè ø
	 (13)

It is clear from the magnitudes of x´ = r´cos α  (y´ = r´cos β and z´ = r´cos 
χ), the elastic chemical bond deformation parameters, and a (b and c), 
the lattice parameters of the unit cell of the material, that major contribu-
tions to the stress on a crystalline material generally cut off at the term in 
the harmonic energy density, U/V. The 2nd-order term in the power series. 
Therefore, the major contributions to the bulk modulus at pressure in crys-
talline materials, under conditions of elastic deformation, occur from the 
zero-th-order term, the static elastic modulus (given by B0 = f(k/a)) and 
the 1st-order term in the strain integration, the force-over-area term (F/A 

€•

a 
kz´/ab). The higher terms in the power series (U/V 

€•

a kz´2/2abc and higher 
terms) all converge to 0 as the strain parameter, x´/a (y´/b and z´/c), is suc-
cessively raised to higher and higher powers. At high degrees of strain of 
the chemical bonds, as in the situation in plastic deformation, such higher 
order terms may become important.

4.5  REVIEW OF DYNAMIC ELASTICITY THEORY

The formulation of elasticity in covalent crystalline materials, according 
to the relation given in Eq. (4a) and (4b), provides a generalized approach 
to defining and describing the elasticity of these materials on a micro-
scopic scale using microscopic constants of the structure.

The terms of 1st-order, in the strain integration power series, taking the 
form of force-over-area stresses, F/A, may be considered to be analogous 
to the Young’s moduli in bulk materials, as defined by Eq. (8). Nonethe-
less, the sum of such 1st-order terms, in the physically meaningful form of 
stresses against each principal crystallographic face of the unit cell of the 
material (i.e., the (100), (010) and (001) faces), constitute, in composite, a 
measure of the dynamic bulk modulus of a crystalline material, B. Under 
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elastic deformation, higher order terms in the strain integration power se-
ries all vanish, as the strain parameter, x´/a (y´/b and z´/c), approaches 0.

As all crystal systems (cubic, hexagonal, tetragonal, trigonal, ortho-
rhombic, monoclinic and triclinic) can be modeled in terms of orthogonal 
axes, a, b and c. Even if this means lowering the symmetry of the unit cell. 
It thus becomes possible to calculate elastic moduli in any crystal system 
undergoing elastic deformation, from the formulation provided in Eq. (4) 
of this Part, with some modification for different types of chemical bonds 
(with pair potentials which may differ from harmonic, Hooke’s law poten-
tials) and for different orientations of those chemical bonds with respect to 
the crystallographic axes a, b and c as needed. One can model the dynamic 
elastic moduli of such materials exactly in terms of the elastic chemical 
bond deformation forces attendant on each of the three orthogonal crystal-
lographic planes (100), (010) and (001).

The problem of the constant of integration in this analysis, the static 
zero-pressure bulk modulus of a crystalline material, becomes increasing-
ly difficult to evaluate as the bonds in a crystal structure are distorted from 
orthogonality [5]. The prescription of dynamic elasticity doesn’t provide 
a guide as to how one can get at the exact expressions for this constant of 
integration, as it comes up in each such elastic modulus analysis. Some 
important guiding principles for the formulation of B0 have been provided 
by the lead of investigators such as Pauling et al. [13], Feynman [5], and 
Cohen [1], who have proposed approximations to the static moduli of elas-
ticity, generally based upon considerations of the force constants in the 
unit cell of a material and the lattice parameters [14].

As an indication of the uniformity of the problem of identifying a mod-
ulus of elasticity in arbitrary crystalline materials, one can consider the 
work of Pauling and Waser [14] who identify the following Badger-like 
relation [15] between the force constant k of the bonds in the elements in 
their solid states, and the respective bond distances, d, in the elements:

	 k a d–3	 (14)

An attempt at calculating an explicit covalent-ionic B0 from semi-
empirical considerations, based upon calculations of electronic energy 
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density, U/V, of the corresponding covalent-ionic chemical bonding in the 
materials, is that given by Cohen [1]:

	 B0 = 3.5
1972 — 220( )

4
cNI

d

æ öæ ö÷ç ÷ç÷ç ÷ç÷ç ÷÷ç ÷ç ç÷ç è øè ø
	 (15)

Here, I is the ionicity in the material, Nc is the averaged coordination num-
ber, and d is the averaged bong length, inside the unit cell. Fortunately, the 
Cohen formula extends its accuracy to all covalent-ionic materials studied 
so far with tetrahedral bond structures (the so-called diamond-like 
solids) and is generalized to substances with coordination numbers dif-
ferent from 4. So one can use the formula to accurately model the zero-
pressure elasticity of the diamond lattice in space group Fd3m, and re-
lated covalent-ionic materials like hexagonal β-C3N4 in space group P63/m, 
shown in Fig. 2 [16], and tetragonal glitter in space group P42/mmc, shown 
earlier in Fig. 9 from Chapter 3 of Part III [1, Chapter 1].

FIGURE 2  Hexagonal β-C3N4 Lattice, Space Group P63/m.

4.6  POTENTIAL AND REAL SUPERHARD MATERIALS

From Eq. (15) we can identify those covalent-ionic materials that lie at 
the zenith of hardness, according to the identification of the zero-pressure 



Dynamic Elasticity of Carbon	 103

bulk modulus, B0, as a measure of a material’s hardness. Table 3 summa-
rizes the calculations of B0 by Eq. (15) for candidate covalent-ionic crys-
talline materials including, cubic diamond, hexagonal diamond in space 
group P63/mmc, hexagonal β-C3N4 [16], hexagonal hexagonite in space 
group P6/mmm, shown in Fig. 3 [18, Chapter 3], and tetragonal glitter 
shown in Fig. 9 from Chapter 3 [1, Chapter 1].

FIGURE 3  Hexagonal Hexagonite Lattice, Space Group P6/mmm.

TABLE 3  Calculated Zero-pressure Bulk Moduli of Superhard Materials According to 
the Cohen Prescription.

Material B0 in GPa Reference

Cubic diamond 435 [57, Chapter 2]

Hexagonal diamond 435 [1]

β-C3N4
427 [7]

Hexagonite 427 [18, Chapter 3]

Glitter 440 [59, Chapter 2]
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The constant of the strain integration, the zero-pressure bulk modulus, 
seems to reach a barrier at about 440 GPa, with all the calculated zero-
pressure bulk moduli clustered not far from this value, with glitter being 
at the top (B0 = 440 GPa).

Carbon allotropes, whether real, as in the case of cubic and hexago-
nal diamond, or hypothetical, as in the case of hexagonal hexagonite 
and tetragonal glitter, comprise many of the hardest possible materials. 
Even hexagonal β-C3N4 is in large degree comprised of C. Earlier on, 
it has been seen that carbon nanotubes have the very highest values of 
the Young’s modulus of materials [4], Y, another measure of stiffness. 
Judging from these results, it is clear that one should be looking in the 
direction of carbon when trying to discover novel superhard materials 
[1, Chapter 3].

Beyond the zero of pressure, we have some preliminary results of the 
dynamic elasticity of some of these materials [57, 59, Chapter 2]. When 
factoring in the zero-pressure bulk modulus, B0, assuming harmonic po-
tential energy functions between atom pairs [59] and with modest bond 
length deformations of about 0.1 Å, on the carbon–carbon single, and dou-
ble bonds respectively, we have identified the dynamic lateral and axial 
elastic moduli in tetragonal glitter and cubic diamond shown in Eqs. (16) 
and (17), respectively:

Bglitter = B0 + 2 2 1 1 1 1 1 12 cos0 4 cos57 4 cos33 4 cos33
a ac abaxial lateral

k r k r k r k ræ ö æ ö¢ ° ¢ ° ¢ ° ¢ °÷ ÷ç ç+ + +÷ ÷ç ç÷ ÷ç çè ø è ø2 2a 	 (16)

Bdiamond = B0 + 
8 cos54.73 8 cos54.73 8 cos54.73

bc ablateral axial

kr kr kræ ö æ ö¢ ° ¢ ° ¢ °÷ ÷ç ç+ +÷ ÷ç ç÷ ÷ç çè ø è øac 	 (17)

The results of the calculations on these lattices are shown in Table 4. 
From the data in Table 4, it can be seen that tetragonal glitter has a 33% 
higher bulk modulus at pressure, directed along its c-axis, Bc, at 893 GPa 
[59, Chapter 2], than does cubic diamond at 600 GPa [57, Chapter 2].
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TABLE 4  Axial Correction Stresses and Total Bulk Moduli Parallel to the c-axis for 
Cubic Diamond and Tetragonal Glitter at a 0.1 Angstrom Chemical Bond Deformation.

Material Axial Correction Stress Bc, GPa

Diamond
Bcα B0 + 

8 cos54.73
ab axial

kræ ö¢ °÷ç ÷ç ÷çè ø

600

Glitter
Bcα B0 + 2 2 1 1

2 2

2 cos0 4 cos57
a a axial

k r k ræ ö¢ ¢° °÷ç + ÷ç ÷ç ÷è ø

893

4.7  CONCLUSIONS

Evidently, the solution of the integral over the force density, shown earlier in 
Eq. (4), provides the key to solving the problem of the ultimate strength of 
materials, as measured from their elastic moduli. Solution of Eq. (4) shows 
that maximizing parameters such as the force constant of the chemical bonds 
in the unit of pattern of the given material, or alternatively minimizing the 
lattice parameters for a given material, are both directions one could go in 
to maximize the dynamic bulk modulus, B. The cubic diamond, hexagonal 
diamond, hexagonal β-C3N4, hexagonal hexagonite and tetragonal glitter 
structure-types, clearly provide some of the most obvious solutions to the 
problem of the ultimate hardness of materials.

Cubic diamond is a dense material (ρ = 3.56 g/cm3) with strong, co-
valent carbon–carbonsingle bonds with an associated force constant, k, of 
450 N/m [9] and a relatively small lattice parameter of 3.55 Å [22, Chapter 
2]. Cubic diamond is the very hardest material known. As an alternative, 
one can consider tetragonal glitter (ρ = 3.15 g/cm3) with its stronger, cova-
lent carbon–carbon double bonds with their associated force constant, k, 
of 960 N/m [9] and smaller basal plane lattice parameters of 2.53 Å [59, 
Chapter 2]. Because of the geometry of the tetragonal glitter structure, the 
Hooke’s law forces, attendant on all thecarbon–carbon bonds in glitter, 
will have components directed across the structure’s basal plane. Such a 
situation leads to a maximization of the 1st-order term in the strain integra-
tion power series, shown in Eq. (9), compared to the situation in the other 
structures like cubic diamond.
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It therefore appears that tetragonal glitter, although of a comparable 
stiffness to cubic diamond in the lateral bc- and ac-planes (with an 
approximate modulus of 540 GPa along [100] and [010] directions), will 
be considerably stiffer than cubic diamond across the basal plane of the 
lattice (i.e., along the [001] lattice direction in tetragonal glitter the modu-
lus of elasticity is 893 GPa). When one considers the constraints associ-
ated with creating an extended 3D structure, that has nominal structural 
stability along all three Cartesian directions (i.e., a, b and c), with stronger, 
multiple covalent bonds directed across a relatively small crystallographic 
face (like (001) in glitter), and that is a chemically intuitive structure, it 
appears that tetragonal glitter is perhaps a unique structure-type with the 
potential for achieving the absolute zenith in dynamic bulk modulus, B, 
of any such conceivable structure drawn from the Periodic Table of the 
elements. Certainly it appears that tetragonal glitter is the hardest potential 
covalent material from this analysis. It is not clear whether a structure 
drawn from the metallic elements in the Periodic Table could ever achieve 
a greater dynamic bulk modulus, B, than carbon-based glitter. The metallic 
potential is different from the Hooke’s law (or Morse’s law) potential of 
covalent bonding. It appears to be the case, from experience, that the me-
tallic potential has lateral contributions to it in addition to the usual axial 
pair potential of the Hooke’s law force. The metallic bonds tend to be slip-
pery and appear not to be good candidates for maximizing out the dynamic 
bulk modulus, B, as it has been worked out here from solution of Eq. (4).

If one can roughly equate the bulk modulus of a material (especially 
its bulk modulus of elasticity with respect to the crystallographic faces, of 
a well-oriented single crystal, in contact with a sample in a high pressure 
anvil device like the diamond anvil cell (DAC) [14, Chapter 1]) to the 
maximum accessible static pressure, it can attain, on a sample of mate-
rial. One could then boldly state that the glitter lattice, which is evidently 
Nature’s hardest material, seems to put a limit on the highest accessible 
static pressures attainable in the laboratory at somewhere between 900 to 
1100 GPa (in the neighborhood of 10 Mb). The higher figure is obtained 
from analysis of the carbon–carbon bonds in glitter as Morse’s law springs 
[59, Chapter 2]. The 10 Mb regime represents a doubling of the record set 
at near 5 Mb by Mao et al. in studies of metallic hydrogen [14, Chapter 
1]. It would appear that difficult issues, such as the potential high-pressure 
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metallization of hydrogen, could possibly be resolved by an opposed anvil 
device comprised of carefully oriented tetragonal glitter single crystals. 
This is in addition to the phenomenal amount of scientific information 
that could be obtained on phase transitions and structures at pressures 
approaching the 10 Mb limit by such a device, and the general study of 
physical phenomena, like electrical resistance, at such tremendous pres-
sures approaching 10 Mb.
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5.1  INTRODUCTION

Two-electron systems are the most studied systems in quantum me-
chanics due to the fact that they are the simplest systems that contain 
the electron–electron interaction, which is a challenge for the solution of 
the Schrödinger equation [1]. In particular, helium-like atoms are used 
many times as a reference to apply new theoretical and computational 
techniques. Additionally, in recent years the study of many-electron at-
oms confined spatially have a particular interest since the confinement 
induces important changes on the electronic structure of these systems [2, 
3]. The confinement imposed by rigid walls has been quite popular from 
the Michels proposal made 76 years ago [4], followed by Sommerfeld and 
Welker one year later [5]. Such a model assumes that the external potential 
has the expression

	 ( ) c

c

Z r R
r r

r R
u

ìïï- <ï=íïï¥ ³ïî
	 (1)

where Rc and Z represent the radius of a sphere and the atomic number, 
respectively, with the nucleus centered in the sphere. Naturally, the exter-
nal potential of Eq. (1) imposes a cancellation of the wave function on the 
surface of the sphere. In a sense, this model represents an extension of the 
one-dimensional particle in a box.

For this kind of confinement, the solution of the non-relativistic time 
independent Schrödinger equation has been tackled by different tech-
niques. For confined many-electron atoms the density functional theory 
[6], using the Kohn-Sham model [7], has given some estimations of the 
non-classical effects [8–11], through the exchange-correlation functional. 
An elementary review of this subject can be found in Ref. [12], where 
numerical techniques are discussed to solve the Kohn-Sham equations. 
Furthermore, in this reference, some chemical predictors are analyzed as a 
function of the confinement radii.

By the wave function side, the Hartree-Fock (HF) method [13] has been 
applied in these systems to take into account the exchange contribution to 
the non-classical electron–electron interaction [14–18]. Very recently, the 
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quantum Monte Carlo technique has been applied to study these systems 
[19]. However, it is well known that there are several techniques based 
on the wave function to estimate the correlation energy (CE) involved in 
the non-classical electron–electron interaction, but such techniques have 
not been implemented to obtain the electronic structure of confined many-
electron atoms because they are computationally expensive [13]. In these 
days, with the algorithms developed in parallel computing and the new 
computational architectures, is desirable the implementation of such meth-
ods for the study of atoms confined spatially. 

For two-electron atoms, many approaches have been applied; a review 
made by Aquino reported the techniques used up to 2009 [20]. To date, 
the expansion of the wave function in terms of Hylleraas-type functions 
is the technique that gives the lowest energies for several confinement 
radii [21–23], which can be used as reference when other techniques are 
proposed for the study of these systems.  However, such a technique has 
not been used for atoms with several electrons, for example, beryllium. 
In this sense, in this chapter we test the many-body perturbation theory 
to second order, as a technique to estimate the CE for confined many-
electron atoms. In the next section, we discuss the theory behind of the 
HF method, and the basis set proposed for its implementation for confined 
atoms. In the same section, the many-body perturbation theory to second 
order proposed by Møller and Plesset (MP2) [24] also is discussed, and 
we give some details about the implementation of our code implemented 
in GPUs [25]. Finally, we contrast our results for helium-like atoms with 
more sophisticated techniques in order to know the percent of correlation 
energy recovered by the MP2 method.

5.2 THEORETICAL APPROACH

5.2.1  THE HARTREE-FOCK METHOD

In the HF method the wave function is represented as a Slater determinant, 
its corresponding energy, in atomic units (a.u.), is [13]:
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In Eq. (2), N represents the number of electrons (occupied orbitals) in the 
system and each orbital has the form ( ) ( ) ( )x rc y s w=

 

 with ,s a b= . The 
orbitals that give the lowest energy must satisfy the HF equations,

	 ( )21 ˆ ˆ , 1,..,
2 i i i i ir J K iu c e c

æ ö÷ç- Ñ + + - = = ¥÷ç ÷çè ø


	 (5)

where 

€•

ˆ J i  and 

€•

ˆ K i  represent the Coulomb and exchange operators, 
respectively.

One way to solve Eq. (5), satisfying the constrain imposed by Eq. (1), 
was proposed by Ludeña by writing each orbital as a linear combination 
of functions as,

	 ( ) ( )
1

K
i

i r C rm m
m

y j
=

=å 

	 (6)

In this case, K represents the size of the basis set functions 

€•

ϕm{ }. In his 
proposal, Ludeña uses modified Slater Type Orbitals (MSTO), which are 
Slater Type Orbitals times a cutoff function, in this way the MSTOs have 
the form

	 ( ) ( ) ( ), ,l mr Y f r
m mm mj q f=

 	 (7)

with 

€•

Yl,m  as the spherical harmonics and the radial part is written as
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By using Eq. (6) in Eq. (5) the HF equations become as an algebraic problem:

	 FC SC= L 	 (9)

where L is a diagonal matrix with ei as its entries, S is the overlap matrix 
with elements,

	 ( ) ( )*S dr r rmn m nj j= ò
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	 (10)

and F is the Fock matrix.
The form of the integral 10 is obtained by using Eqs. (7) and (8), such 

that

	 ( )
2

2

0
1 exp

cR n n
l l m m

c

rS N N dr r r
R

m n

m n m nmn m n m nd d x x+ - æ ö÷ç é ù÷= - +ç ÷ ê úç ë û÷çè øò 	 (11)

When this expression is expanded, the resulting integrals have the form

	 ( ) ( )
0
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cR

t
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which is related directly with the incomplete gamma function [26], 
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There are integrals as Eq. (12) also for the Fock matrix and for the two-
electron contribution there are integrals of the form

€•

radial(l,m,ν,λ,σ,Rc ) = I1 2 + l,m,ν,Rc( )I1 1− l,λ,σ,Rc( )+ I2(m,ν,λ,σ,1− l,2 + l,Rc ) −
I2(m,ν,λ,σ,2 + l,1− l,Rc )

	 (14)

with

	

€•

I1(k,m,ν,Rc ) = NmNν γ k + nm + nν − 2,ξm + ξν ,Rc( )−[
2
Rc

γ k + nm + nν −1,ξm + ξν ,Rc( )+
1

Rc
2 γ k + nm + nν ,ξm + ξν ,Rc( )•

•
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	 (15)
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Evidently, the evaluation of two-electron integrals involves a large part of 
the computational effort in the HF equations solution.

5.2.2  MANY-BODY PERTURBATION THEORY TO SECOND 
ORDER

By using the time-independent perturbation theory and the HF method 
as starting point, Møller and Plesset obtained, to second order (MP2), an 
estimation to the correlation energy, CEMP2, as

	
2

2
1
2MP

abrs a b r s

ab rs ab rs rs ba
CE

e e e e

-
=

+ - -å 	 (19)

where a and b represent occupied orbitals and r and s unoccupied ones. 
This expression is written in different ways depending on the multiplicity 
of the system.

For open-shell systems, the Eq. (19) adopts the form
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In this expression the notation for the integrals is
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For closed-shell systems, the expression for Eq. (21) is drastically reduced 
to
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5.2.3  IMPLEMENTATION ON GPUS

The evaluation of the integrals involved in the solution of the HF equa-
tions has been implemented in the MEXICA-C code [14], which is de-
signed with C programming techniques [27] based on MPI libraries [28]. 
Naturally, the MEXICA-C code was designed to solve the HF equations 
for confined and free atoms with internal basis set functions based on those 
reported by Clementi-Roetti [29], Bunge [30] or Thakkar [31], although 
the user has the possibility to define his own basis set functions. The main 
reason to design a code in C language is that it can be translated relatively 
easy to CUDA [25]. In this way, we have implemented the evaluation of 
the two-electron integrals on GPUs by using CUDA-C. For this purpose, 
we have built a kernel in CUDA to transform four indexes expressions, 
like the two-electron integrals, to two indexes. In this way, the threads 
used in a GPU are used as a mesh in two dimensions. Additionally, we 
have computed the CEMP2 also on GPUs by using almost the same idea. The 
development and test of this new code, with the name MEXICA-CUDA, 
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was performed in a NVIDIA Quadro 5000 GPU, which is not the most 
robust GPU at these days, but it is enough to accelerate the computation of 
the electronic structure of confined atoms.

In this chapter, we show the MP2 performance to estimate the CE in 
confined helium-like atoms, like H–, He and Li+. The main reason to use 
these systems stems in the fact that sophisticated methods have been em-
ployed to estimate the CE and therefore, we are able to know how much of 
the CE is taken into account in the MP2 method.

5.3  MP2 METHOD APPLIED ON CONFINED HELIUM-LIKE 
ATOMS

5.3.1  DESIGN OF THE BASIS SET FUNCTIONS FOR NON-
CONFINED ATOMS

The definition of the basis set functions is a significant step to perform 
calculations with the MEXICA-CUDA code. According to Eqs. (20) and 
(21) the number of unoccupied orbitals is important in the CE estimation, 
for that reason we have used for H–, He and Li+ atoms a basis set func-
tions composed by 20 MSTOs, these are: 3(1s) 2s3s4s5s6s2p3p4p5p6p-
3d4d5d6d4f5f6f. Thus, this is a triple zeta basis set. Evidently, each atom 
has its own exponents set, which are reported in Table 1.

TABLE 1  Exponents obtained for H–, He and Li+ atoms.

Basis set functions Atom

H– He Li+

1s 0.5639 11.90 11.12

1s 1.4500 2.32 4.50

1s 1.5550 1.41 2.41

2s 9.5150 8.03 4.85

3s 15.380 3.25 5.90

4s 21.1500 10.90 11.40
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Basis set functions Atom

H– He Li+

5s 0.6260 10.00 12.00

6s 1.3000 9.70 13.00

2p 0.9950 2.33 3.48

3p 1.1590 5.82 16.35

4p 1.2490 12.76 7.99

5p 9.5500 9.09 12.21

6p 11.8500 10.77 13.35

3d 1.2920 2.97 4.91

4d 2.9100 5.82 12.89

5d 4.8200 14.33 10.50

6d 6.9300 9.97 13.50

4f 1.8950 4.31 7.50

5f 1.6500 7.90 10.41

6f 5.0800 11.89 12.20

These exponents were obtained for non-confined atoms and clearly 
they exhibit different values depending on the considered atom. In fact, 
for the H– atom the exponents are sensitive to the four digits, whereas that 
for He and Li+ two digits are enough. The corresponding total energies 
(TE) for each atom are reported in Table 2 and they are compared with 
results obtained with the NWChem suite code v6.1 [32, 33] by using the 
aug-cc-pVTZ and aug-cc-pVQZ basis sets [34, 35]. The number of func-
tions used with the aug-cc-pVTZ and aug-cc-pVQZ basis sets is reported 
in parenthesis in the same table. Additionally to TE, the HF energy and 
CEMP2 are also reported for the three basis set functions.

From Table 2, it is clear that the MSTOs give deeper energies than 
aug-cc-pVTZ and aug-cc-pVQZ basis set functions. In particular, for the 
Li+ atom the CE estimated by the augmented correlated-consistent basis 

TABLE 1  (Continued)
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set functions is far away from the estimation by the MSTOs, which predict 
the biggest CE for this atom and the lowest one for the H- atom. Evident-
ly, the MSTOs exhibit a better performance than the aug-cc-pVQZ basis 
set functions, which is expected because the STOs are suitable for atoms. 
For a fair comparison, it is necessary for a bigger number of gaussian 
functions, unfortunately the aug-cc-pV5Z is not reported for the Li atom. 
Furthermore, the augmented correlated-consistent basis set functions were 
optimized for neutral atoms and the MSTOs were optimized for the ions.

TABLE 2  Hartree-Fock (HF) energy, correlation energy (CE) and total energy (TE) for 
non-confined H–, He and Li+ atoms estimated by the modified Slater type orbitals (MSTO) 
andw the correlated consistent basis set functions aug-cc-pVTZ and aug-cc-pVQZ. All 
energies are reported in Hartrees.

Energy Atom

H– He Li+

MSTO

HF –0.487925 –2.861680 –7.236415

CE –0.029531 –0.036428 –0.039271

TE –0.517456 –2.898108 –7.275685

aug-cc-pVTZ

HF –0.487646 –2.861223 –7.236383

CE –0.028322 –0.033815 –0.019128

TE –0.515968 (25) –2.895037 (25) –7.255511 (55)

aug-cc-pVQZ

HF –0.487827 –2.861539 –7.236386

CE –0.029326 –0.035940 –0.027082

TE –0.517153 (55) –2.897480 (55) –7.263469 (105)

5.3.2  CONFINED HELIUM-LIKE ATOMS

The MSTOs basis set defined for H–, He and Li+ free atoms is applied for 
the case when these atoms are confined spatially imposing the external 
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potential defined in Eq. (1). The HF energies, CE and TE for the He atom 
are reported in Table 3. In the same table are reported some TE reported 
previously obtained by Hylleraas-type functions.

The exponents optimization mentioned in the last section was per-
formed for the free atom and such a basis set was used for the confined 
one. From Table 3, the difference obtained between the TE obtained by the 
MSTOs and those with highly accurate techniques [22. 23] is preserved 
for large Rc values and important discrepancies are observed for other con-
finements. However, for the biggest discrepancy, Rc = 3.5 a.u., the differ-
ence represents just the 0.3%. Evidently, this difference could be reduced 
if the exponents optimization is carried out on each confinement radius.

TABLE 3  Hartree-Fock (HF) energy, correlation energy (CE) and total energy (TE), for 
the confined He atom estimated by using modified Slater type orbitals. All energies are in 
Hartrees and the confinement radius, Rc, in atomic units.

Rc HF HFa CE CEb TE TEc TEd

2.0 –2.5619 –2.5626 –0.0366 –0.0401 –2.5985 −2.6040 –2.6040

2.5 –2.7647 –0.0361 –2.8008 −2.8078

3.0 –2.8279 –2.8311 –0.0360 –0.0402 –2.8639 −2.8725 –2.8725

3.5 –2.8484 –2.8519 –0.0361 –2.8845 −2.8936

4.0 –2.8557 –2.8586 –0.0362 –0.0407 –2.8919 −2.9004 –2.9005

5.0 –2.8599 –2.8614 –0.0363 –0.0408 –2.8962 −2.9034 –2.9034

6.0 –2.8609 –2.8617 –0.0364 –0.0409 –2.8973 –2.9037 –2.9037

8.0 –2.8614 –2.8617 –0.0364 –0.0409 –2.8978 –2.9037 –2.9037

10.0 –2.8616 –2.8617 –0.0364 –2.8980 –2.9037 –2.9037

€•

∞ –2.8617 –0.0364 –2.8981 –2.9037 –2.9037

aRef. [15]. bRef. [36]. cRef. [22]. dRef. [23

In the exponents optimization process, the total MP2 energy was con-
sidered and consequently the HF energies are not necessarily the lowest 
ones. In previous report Garza and Vargas have optimized the MSTOs 
exponents for the HF method [15]. In Table 3 these results are includ-
ed, where clearly it is shown that an exponents optimization for the MP2 
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method does not include an exponents optimization for the HF method. 
In fact, when the exponents are optimized by using the HF method the 
energy changes are not observed for Rc ≥ 6 a.u. However, when the MP2 
method is used, the HF energy present important energy changes for large 
confinement radii.

One observation made by Ludeña for the confined He atom is that the 
CE, obtained with the configuration interaction method, is almost constant 
when the helium atom is confined. From Table 3, it is clear that with the 
MP2 method this result is preserved. Comparing the CEMP2 with the CE 
obtained by Ludeña, it is observed that the MP2 method recover at least 
the 90% of the correlation energy for any confinement radii.

The corresponding results for the confined H- atom are reported in 
Table 4.

TABLE 4  Hartree-Fock (HF) energy, correlation energy (CE) and total energy (TE), for 
the confined H- atom estimated by using modified Slater type orbitals. All energies are in 
Hartrees and the confinement radius, Rc, in atomic units.

Rc HF CE TE TEa TEb ∆Ec ∆Ed

2.0 0.7665 –0.0368 0.7297 0.7240 0.7231 0.8 0.9

2.5 0.1800 –0.0340 0.1460 0.1394 0.1388 4.7 5.2

3.0 –0.1041 –0.0323 –0.1364 −0.1431 −0.1435 4.7 4.9

3.5 –0.2556 –0.0311 –0.2867 −0.2934 −0.2938 2.3 2.4

4.0 –0.3421 –0.0301 –0.3722 −0.3790 −0.3794 1.8 1.9

5.0 –0.4258 –0.0290 –0.4548 −0.4620 −0.4623 1.6 1.6

6.0 –0.4595 –0.0286 –0.4881 −0.4958 −0.4958 1.6 1.6

8.0 –0.4811 –0.0287 –0.5098 −0.5186 −0.5180 1.7 1.6

10.0 –0.4831 –0.0287 –0.5118 −0.5247 −0.5239 2.5 2.3

€•

∞ –0.4879 –0.0295 –0.5175 −0.5277 −0.5278 1.9 2.0

aRef. [22]. bRef. [37]. cRelative error between TE and TEa. dRelative error between TE and TEb.

For this atom the CE presents important differences between the con-
finements imposed by Rc; clearly, this atom exhibits a challenge for any 
method of electronic structure since the correlation energy represents 



Many-Body Perturbation Theory to Second Order Applied	 123

around the 5% of the total energy. Consequently, the MP2 results differ 
appreciably from other sophisticated techniques. The relative error, in per-
cent, between the MP2 results and the accurate methods, are reported in 
Table 4, where it is evident the large difference between the MP2 results 
and other techniques. Such difference may be associated to the exponents 
optimization or to the incompletes of the basis set functions, in particular 
for large Rc values. It is interesting that the smallest difference is obtained 
for Rc = 2.0 a.u., suggesting that for high confinements the MP2 method 
can recover an important part of the CE.

The HF energy, CE and TE for the confined Li+ atom are reported in Ta-
ble 5. For this confined atom the CE obtained for any confinement radius is 
almost constant and bigger than those results obtained for He and H– atoms. 
In a sense the nuclear charge gives a contribution to the spatial confinement 
since the variation of the TE is not observed from Rc values smaller than 
those observed for He or H–. Consequently, the MP2 total energy differs 
slightly from the method based on the generalized Hylleraas functions, as it 
is corroborated with the relative error, in percent, of the MP2 method with 
respect to the generalized function method reported in Table 5.

TABLE 5  Hartree-Fock (HF) energy, correlation energy (CE) and total energy(TE), for 
the confined Li+ atom estimated by using modified Slater type orbitals. All energies are in 
Hartrees and the confinement radius, Rc, in atomic units.

Rc HF CE TE TEa ∆Eb

2.0 –7.1849 –0.0390 –7.2239 –7.2383 0.2

2.5 –7.2245 –0.0391 –7.2636 –7.2740 0.1

3.0 –7.2327 –0.0392 –7.2719 –7.2791 0.1

3.5 –7.2348 –0.0392 –7.2740 –7.2798 0.1

4.0 –7.2356 –0.0392 –7.2748 –7.2799 0.1

5.0 –7.2361 –0.0393 –7.2754 –7.2799 0.1

6.0 –7.2363 –0.0393 –7.2756 –7.2799 0.1

8.0 –7.2364 –0.0393 –7.2757 –7.2799 0.1

10.0 –7.2364 –0.0393 –7.2757 –7.2799 0.1

€•

∞ –7.2364 –0.0393 –7.2757 –7.2799 0.1

aRef. [22]. bRelative error between TE and TEa.



124	 Computational and Experimental Chemistry: Developments and Applications

5.4  PERSPECTIVES

From the results discussed in the previous section it is clear that for atoms 
confined by rigid walls an exponents optimization, for each confinement 
radius, is necessary when the MP2 is used. In particular, for anions where 
the external electrons exhibit low binding energies. In this exponents op-
timization process, the basis set functions for the HF method must be op-
timized first, and then the corresponding basis set for the MP2 method 
must be optimized. Evidently, for atoms with several electrons the CE 
will show a rich structure since the orbitals crossing is involved for strong 
confinements [9, 12, 18], and consequently the computational cost will be 
important since for each Rc the exponents optimization is required.
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6.1  INTRODUCTION

In this article, we emphasize on the distance dependence of magnetic field 
effect (MFE) on donor-acceptor (D-A) pair inside confined environment 
of AOT/H2O/n-heptane reverse micellar (RMs) system. For this study N, 
N-dimethyl aniline (DMA) is used as an electron donor while the proton-
ated form of Acr is treated as an electron acceptor. We report the occur-
rence of an associated excited state proton transfer with the photoinduced 
electron transfer between Acr and DMA forming corresponding radical 
pair (RP) and radical ion pairs (RIP). The fate of these reaction products 
has been tested in the presence of an external magnetic field (~0.08T) by 
varying the size of the RMs. The MFE between Acr and DMA has been 
compared with the results of the interactions between Acr and TEA. We 
accentuate the importance of the localization of D and A inside the RMs, 
and the intervening distance between the pair to be the critical component 
for observing substantial MFE. 

Magnetic effect on photo-induced electron transfer (PET) has been 
studied by many scientists around the globe over more than three decades 
and is still going on. The importance of MFE by radical pair mechanism 
lies on the fact that this method gives plenty of information regarding the 
mechanistic pathway of a reaction that proceeds through radical forma-
tion. Magnetic fields can alter the rates and yields of chemical reactions 
that proceed via spin-correlated radical pair intermediates and so provide 
information on the structures, dynamics and kinetics, reactivity of free 
radicals, orientation and dielectrics of the environment [1–3]. Radical pair 
mechanism requires the following sequence of events: first, creation of a 
pair of radicals, with correlated electron spins, in a pure singlet (S) or pure 
triplet (T) state; second, coherent evolution of the radical pair between the 
near-degenerate S and T spin states; and third, reaction of the S and T radi-
cal pairs to form different products (or the same product at different rates). 
It is most common that the electron transfer, which involves formation of 
geminate spin-correlated radical ion pairs (RIPs) as primary transient inter-
mediates containing free electrons, is susceptible to a magnetic field (MF), 
either internal or external. It is during the second of these steps that the MF 
acts, via the electron Zeeman interaction, altering the extent and frequency 
of S↔T inter-conversion and hence the relative yields of reaction prod-
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ucts and/or the lifetime of the radical pair. This process can be influenced 
by an applied MF via the electron Zeeman interaction. MFE is basically 
an interplay between spin dynamics and diffusion dynamics, rather than 
thermodynamic, and may be detected for magnetic fields whose Zeeman 
energies are much smaller than the average thermal energy per molecule, 
kBT. By diffusion, the RIPs can separate to an optimum distance where the 
exchange interaction J ~ 0. In this situation, the electron-nuclear hyperfine 
coupling induces efficient mixing between the triplet (T±, T0) and the S 
states. The application of an external MF removes the degeneracy of the 
triplet states and reduces intersystem crossing thus resulting in an increase 
in the population of the initial spin state. So the MFE is very sensitive to 
the distance between the participating radical ions because the hyperfine 
induced spin flipping depends on J, which in turn has exponential distance 
dependence. When the RIP is in contact, the S↔T splitting caused by J is 
much stronger than the hyperfine coupling energies so that spin evolution 
cannot occur by this mechanism. On the other hand, at a distance where J 
is sufficiently small and S↔T conversion can occur, the separation of the 
two radicals may be already too far for geminate recombination to occur. 
Therefore the requirement of an optimum separation such that both spin 
flipping and recombination are feasible becomes a very crucial factor in 
controlling the MFE. This distance dependence of MFE has been demon-
strated earlier in a detailed and quantitative manner by several workers 
using covalently linked acceptor donor systems [4, 5]. Enormous works 
have been done to study MFE in different organized assemblies in the last 
two decades to replace the linked D-A systems. Organized assemblies like 
micelles, reverse micelles and vesicles are of particular of interest. For 
proper utilization of MFE, the photo-generated ions should be prevented 
from subsequent rapid recombination, a prevalent event in homogeneous 
media. Organized assemblies such as micelles, RMs, and vesicles have the 
potential to prolong the lifetime of charge-transfer states and thus increase 
the efficiency of charge separation by partitioning of the reactants and/
or products. These micro-heterogeneous systems provide a fundamental 
understanding of how PET dynamics is influenced by restricted system 
geometry. Moreover, understanding PET in simple organized assemblies 
can lead to a better understanding of similar processes in biological sys-
tems. In this chapter, we emphasize the role of distance on the MFE inside 
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the confined environment of AOT/H2O/n-heptane RMs system in acridine-
DMA pair. Choosing the confined environment of RMs has many advan-
tages. RMs are nano-shaped self-assemblies, formed by mixture of water, 
surfactant and non-polar solvents combined at the appropriate concentra-
tion. The unique microenvironment of RMs has been used as model sys-
tems for studying interactions in confinement as they mimic the immediate 
local environment of various bioaggregates. RMs has been widely used in 
chemical catalysis, enzymatic reactions, drug delivery, nano-cluster syn-
thesis, as they create large interface between hydrophilic and hydrophobic 
region allowing both polar and non-polar reactants to be brought together. 
The perturbing effects of confinement, interfaces, counter ions, solutes 
etc. make the interior of the RMs extremely inhomogeneous [6, 7]. Both 
experimental and theoretical studies on RMs suggest that the water at the 
interface largely differs from those of the core and has been assigned to 
the differential H-bonding behavior of water in two different regions of 
RMs. The advantage of RMs for MFE studies is that their size can be var-
ied just by changing w0, (w0 = [H2O]/[AOT], the diameter is d = 0.29w0 + 
1.1 nm). Therefore, RMs can serve as a very convenient medium to high-
light the importance of the optimum separation distance of the RPs/RIPs 
of interacting molecules to maximize MFE. By different steady-state and 
time-resolved spectroscopic technique we have also established the role 
of localization and partitioning of the reacting molecules inside the hydro-
philic and hydrophobic environment of the heterogeneous RMs systems.

6.2  EXPERIMENTAL SECTION 

6.2.1  REAGENTS AND SAMPLE PREPARATION

Acr, AOT and n-heptane are purchased from Sigma–Aldrich and used 
without further purification (Fig. 1). DMA is obtained from Cisco Research 
Laboratory and used after proper distillation. Water is triply distilled be-
fore use. Solutions are made by dissolving measured amount of solid AOT 
in n-heptane by volumetric method. Subsequently triple distilled water is 
added to the solution to obtain appropriate value of w0, where w0 denotes 
the ratio of molar concentration of water to AOT. The w0 values are kept as 
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2.5, 5, 10, 15, 20, 30 and 40. The concentration of AOT in all RMs is main-
tained at 0.1 M. The mixtures are then thoroughly shaken and sonicated for 
5 min to obtain a transparent, homogeneous and thermodynamically stable 
solution. The concentration of Acr and DMA/TEA are varied between 10–5 
and 10–4 M and 10–4 and 10–3 M, respectively. All our measurements are 
performed at room temperature. All the experiments are repeated multiple 
times and contain an experimental error of ±10%.

FIGURE 1  Compounds used for this study.

6.2.2  ABSORPTION AND FLUORESCENCE MEASUREMENTS

Steady-state absorption and fluorescence spectra of MTC in different 
media are recorded by using JASCO V-650 absorption spectrophotometer 
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and Spex Fluoromax-3 Spectro-fluorimeter, respectively, using a 1.0 cm 
path length quartz cuvette. For a given sample, the wavelength at which 
absorbance is maximum (λmax) is used as excitation wavelength for corre-
sponding emission scan. Time-resolved emission spectra of MTC are per-
formed using a picosecond pulsed diode laser based TCSPC fluorescence 
spectrometer with λex ~ 340 nm and MCP-PMT as a detector. The emission 
from the samples is collected at a right angle to the direction of the excita-
tion beam maintaining magic angle polarization (54.7°) with a bandpass of 
2 nm. The full width at half maximum (FWHM) of the instrument response 
function was 270 ps and the resolution is 28 ps per channel. The data are 
fitted to multi-exponential functions after deconvolution of the instrument 
response function by an iterative reconvolution technique using IBH DAS 
6.2 data analysis software in which reduced χ2 and weighted residuals serve 
as parameters for goodness of fit. All the steady-state and time-resolved 
measurements are performed at room temperature (298°K).

6.2.3  LASER FLASH PHOTOLYSIS

Nanosecond flash photolysis set-up (Applied Photophysics) containing 
Nd:YAG laser (Lab series, Model Lab 150, Spectra Physics) is used for 
the measurement of transient absorption spectra. The sample is excited at 
355 nm (FWHM = 8 ns) laser light using a 1 cm path length quartz cuvette. 
Transients are monitored through absorption of light from a pulsed xenon 
lamp (250 W). The photomultiplier (1P28) output is fed into a Tektronix os-
cilloscope (TDS 3054B, 500 MHz, 5 Gs/s) and the data are transferred to a 
computer using TEKVISA software. The MFE (0.08T) on transient spectra 
is studied by passing direct current through a pair of electro-magnetic coils 
placed inside the sample chamber. The software ORIGIN 7.5 is used for 
curve fitting. The solid curves are obtained by connecting the points using 
B-spline option. The samples are de-aerated by passing pure Argon gas for 
20 min prior to each experiment. No degradation of the samples is observed 
during the experiment.
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6.3  RESULTS AND DISCUSSIONS

Acr and its derivatives are the members of the polynuclear N-heteroaromat-
ic family, and have a number of significant pharmaceutical uses [8]. Spec-
troscopic measurements of excited state pKa of Acr indicate that, the singlet 
and triplet states of Acr are stronger bases than the ground state due to large 
increase in the electron density over the N-atom (pKa = 5.4, pKa* = 9.2) [9, 
10]. Hence at suitable pH, it abstracts proton from the surrounding solvent 
and gets protonated (AcrH+). Both Acr and AcrH+ remain in dynamic pro-
tonation equilibrium (1) with each other, and show distinct spectroscopic 
behavior,

	 Acr*+ H3O
+ ↔ AcrH+* + H2O 	 (1)

However, the photophysics of the tautomeric forms and the protonation 
equilibrium (1) alters with changes in the local properties like change in pH, 
dielectric, temperature, etc. The sensitivity of Acr to such micro environ-
mental conditions makes it an effective probe for studying immediate local 
properties of its surrounding. The fluorescence of different Acr derivatives 
is strongly dependent on the medium, as it is extremely weak in low dielec-
tric solvent like hydrocarbon and become moderately strong in protic sol-
vents. In protic medium, fluorescence quantum yield of AcrH+* is compara-
tively higher than the deprotonated forms, as the radiative decay pathway 
in the former is predominant over the non-radiative decay and the reverse 
is true for the rest. Moreover intersystem crossing quantum yield for Acr* 
(0.39 in alkaline water) and Acr*···H–O (0.42 in ethanol) is very high, but 
negligible for AcrH+* [11, 12]. This is also reflected in their singlet excited 
state lifetimes, with the protonated form having a very high lifetimes (~30 
ns) compared to its deprotonated counterpart (few ns for Acr*, even less 
than 1 ns for Acr···H–O). The photo-physical behavior of Acr in wide vari-
ety of homogeneous solvents is well documented in the literature, however 
in complex heterogeneous self-assembled structure is very rare. Herein we 
attempt to unravel some of the important photo-induced interactions with 
amines inside the inhomogeneous microenvironment and their susceptibil-
ity to an external magnetic field.

Figure 2 depicts the absorption spectra (inset) and optical density cor-
rected normalized fluorescence spectra of Acr in AOT/H2O/n-heptane RMs 
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with w0 = 5.0. The typical absorption spectrum of Acr shows maximum ab-
sorption around 356 nm for π–π* transition. The transition at 375–430 nm 
depends on the polarity of solvent. Although absorption maxima of all the 
different isomeric forms of Acr appear at 356 nm, the spectrum of AcrH+ 
is characterized by a broad shoulder within 370–430 nm range. Previous 
studies on Acr suggest that the broad shoulder is the characteristic of the 
protonated form but not for that of aggregated Acr [9]. Similarly the fluo-
rescence maximum of Acr inside the RMs corresponds to the protonated 
species of Acr. Buchviser et al. by steady-state and time-resolved fluores-
cence reported the formation of AcrH+ inside heterogeneous environment 
of both SDS micelles and reverse micelles [13]. Moreover the protonation 
of Acr is facilitated with augment in the size nano-sphere. With increase in 
the waterpool inside the RMs, Acr from the nonpolar region is partitioned to 
the aqueous region and is protonated at the Stern layer of the RMs shifting 
the protonation equilibrium towards right. We perform triplet–triplet (T–T) 
transient absorption study of Acr in presence of two different amines inside 
such complex heterogeneous environment with simultaneous applications 
of an external MF of 0.08 T. 

FIGURE 2  Steady-state absorption and normalized fluorescence spectra (λex = 356 nm) of 
Acr (10 µM) in 0.1M AOT/H2O/n-heptane RMs with w0 =7.5.
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6.3.1  T–T TRANSIENT ABSORPTION OF ACR INSIDE RMS 

Figure 3 shows a typical T–T transient absorption spectra of Acr in confined 
AOT/water/n-heptane RMs of w0 = 8 and the inset shows the correspond-
ing normalized decay profiles at 480 nm (black line) and 440 nm (red line), 
respectively. The spectrum depicts two distinct absorption peaks, one at 440 
nm and the other around 480 nm. The peaks at 440 nm and 480 nm cor-
respond to the T–T absorption transients of 3Acr and 3AcrH+ as reported in 
the literature [14, 15]. Similar to the results obtained in the steady state, the 
nature of T–T absorption spectra and lifetimes of 3Acr and 3AcrH+ at 440 and 
480 nm varied drastically with changes in immediate vicinity of its local en-
vironment. With corresponding increase in the sizes of the RMs, the peak at 
480 nm increases with simultaneous decrease in the peak at 440 nm, similarly 
with decrease in the size of the RMs nanopool 440 nm peaks becomes promi-
nent with substantial drop in the 480 nm. These results are in good agreement 
with the steady-state and time-resolved fluorescence data of Acr, which infer 
the protonation of Acr at the interfaces of such micro-heterogeneous nano-
assemblies. We intend to study the behavior of these two differently localized 
species of Acr in presence of DMA and TEA, which are preferentially found 
in the hydrophobic and hydrophilic environment of the RMs.

FIGURE 3  Transient absorption spectra of Acr (0.1 mM) in 0.1M AOT/H2O/n-heptane 
RMs with w0 = 7.5 at 1 µs after the laser flash at 355 nm. The inset shows the lifetime traces 
of 3Acr and 3AcrH+ at 440 and 480 nm, respectively.
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6.3.2  PHOTO-PHYSICS OF ACR IN PRESENCE OF AMINES

Due to their differential solubility in water, the two amines are separately 
partitioned inside the RMs. Being soluble in water, TEA is found in the core 
of the RMs, and while DMA being sparingly soluble in water is more likely 
to be in the Stern layer of the RMs interface. However with variation in the 
sizes of the RMs and with excess amount of the quenchers, the localization 
of the two amines is expected to be increased in both the extreme regions 
of the RMs. Due to their different localization and partitioning, the amines 
will interact with the two prototropic isomers of Acr differently. Being at the 
interfaces of the micellar head groups, AcrH+ is likely to interact with both 
DMA and TEA, while Acr at the core will have a better access to interact 
with TEA. However such photo-induced interactions between Acr will be 
severely affected by the variations in the sizes of the nanopool. 

Figure 4a and 4b represent the time-resolved fluorescence decay pro-
files of Acr excited at 377 nm in absence and presence of varied concen-
trations of DMA and TEA, respectively, in RMs with w0 = 7.5. The decay 
curves fit to multi exponential functions, with more than 95% contribution 
coming from a long lifetime species, which infers that the probe molecule, 
Acr, produces number of transients in the excited state in such inhomo-
geneous RMs media. The longest lifetime is 27 ns due to AcrH+* and the 
shorter lifetime of 4 ns is for the Acr*. With gradual addition of DMA 
from 0 to 3.75 mM, although an overall quenching is observed for both 
the species, yet the quenching of AcrH+* with longest lifetime (27 ns) is 
faster in comparison to the other. Moreover, the relative amplitude of the 
protonated species decreases from 0.98 to 0.7, whereas Acr* shows a grad-
ual increase in contribution from 0.18 to 0.26. The relative amplitude of 
AcrH+* decreases from 0.98 to 0.78 with an equivalent amount of increase 
in that of Acr* with addition of TEA. The substantial quenching in the 
fluorescence lifetimes of both Acr* and AcrH+* with addition of quench-
ers DMA and TEA can be explained by PET from the bases to Acr, while 
the changes in the relative amplitude of the two species are explained by 
an excited state proton transfer from the protonated species to the bases, 
as both the bases have substantial affinity for protons. It is to be mentioned 
here that the concentration of TEA is quite low compared to that of DMA 
for observation of a considerable amount of proton transfer. This is due to 
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the fact that being sparingly soluble in water, the partitioning DMA inside 
the nanopool of water is very low, and a large concentration of DMA is 
required for a substantial proton transfer, however being soluble in water, 
the effective concentration of TEA in the nanopool is very high and a 
very small concentrations of TEA is good enough for a substantial pro-
ton transfer. Moreover, as DMA is more likely to be near the Stern layer 
of the micellar interface, collisional probability between the AcrH+ and 
DMA increases in comparison to the expected collision between Acr at the 
core and DMA at the interface. Moreover previous reports suggest that the 
distribution of DMA between oil / RM interface is 13.8 M–1 and between 
interface / water pool is 0.012 M–1 [16]. Similarly for TEA, the collision 
with Acr* at the core is more likely to be observed than with AcrH+. It is 
to be mentioned here that, as proton transfer between donor and acceptor 
requires the presence of intervening water molecule, ESPT is expected to 
be at the interfacial region of such heterogeneous self-assemblies. For an 
extensive analysis of the above-mentioned PET and ESPT, we perform 
laser-flash photolysis to trace out the transient radicals produced during 
such photo-induced processes (Table 1). 

FIGURE 4  (a) Time-resolved fluorescence decay spectra of Acr (0.1 mM) with increasing 
concentrations of DMA (a) 0 mM, (b) 0.75 mM, (c) 1.50 mM, (d) 2.25 mM, (e) 3.00 mM, 
(f) 3.75 mM in RMs with w0 = 7.5 (λex = 377 nm and λem = 478 nm). (b) Time-resolved 
fluorescence decay spectra of Acr (0.1 mM) with increasing concentrations of TEA (a) 0 
mM, (b) 0.04 mM, (c) 0.08 mM, (d) 0.13 mM, (e) 0.18 mM in RMs with w0 = 7. 5. (λex = 
377 nm and λem = 478 nm).
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TABLE 1  Lifetime data of Acr (1×10–4M) with quenchers DMA and TEA (λex = 370 nm 
and λem = 478 nm); a ± 5%.

[DMA] τ1
a B1 2

a B2 [TEA] τ1
a B1 τ2

a B2

0 27 0.98 4.8 0.02 0 27 0.98 4.8 0.02

0.75 16.8 0.96 3.7 0.04 0.04 27 0.90 3.5 0.1

1.50 12.4 0.91 3.2 0.09 0.08 26 0.81 3.0 0.19

2.25 9.8 0.87 2.8 0.13 0.13 26 0.88 2.1 0.12

 3.00 8.04 0.82 2.7 0.18 0.18 25 0.75 1.8 0.25

3.75 5.2 0.74 2.4 0.26 0.23 25 0.66 1.4 0.34

Figure 5a–d represents the transient absorption spectra of Acr (black 
line) in RMs with w0 = 2.5, 5, 10 and 20, respectively, in presence of TEA 
(red line) and DMA (blue line). The two peaks at 440 and 480 nm are due 
to 3Acr and its protonated form 3AcrH+, which vary with the variations of 
RMs size. With increase in the size of the RMs, the peak at 480 nm in-
creases with a substantial drop in the 430 nm peak. This reflects of a water-
assisted protonation of Acr with enhancement in the nanopool of water. In 
all the RMs size from w0 = 2.5–20, in presence of TEA we observe a drop 
in the 480 nm peak with a concomitant increase in the peak of 430 reflect-
ing the occurrence of excited state proton transfer. However with addition 
of DMA, in w0 =2.5, we do not observe any significant drop in the peak at 
480 nm. This indicates that the proton transfer between AcrH+ and DMA is 
hindered in smaller RMs. This may be due to the restriction in the orienta-
tion and diffusion of the water molecule inside nanopool of water. Due to 
excessive confinement, the water molecules are more compactly associ-
ated with the polar head groups of the RMs, and restricted due to slow 
solvation and hindered rotational motion. However with increase in the 
nanopool environment, ESPT between AcrH+ and DMA gets facilitated. 
Though the extent of proton transfer is not equivalent to the ESPT between 
AcrH+ and TEA, still we observe a comparable ESPT at a higher RMs size. 
This discrepancy in the extent of the ESPT can be explained by the local-
ization and partitioning of the donors and acceptors inside the inhomoge-
neous and complex interior of the RMs. As explained in the time-resolved 
fluorescence study, we observe an enhanced ESPT between AcrH+ and 
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TEA, as both of them are found near the interface and the intervening 
water molecules acts as intermediate for the proton to move from AcrH+ to 
TEA. In case of DMA, as AcrH+ and DMA are found in the two opposite 
end of the Stern layer, the proton transfer between the two is hindered due 
to sluggish movement of intervening water molecules. However, with in-
crease in the sizes of the RMs and in enhancement in the concentrations of 
DMA, more and more DMA are partitioned into the interfaces of the RMs, 
and hence an increase in the proton movement is observed. Moreover with 
enhancement of the RMs nanopool water, it acquires the bulk like water 
properties with free rotational and translational motion, which enriches the 
proton motion between the two. 

FIGURE 5  T–T absorption spectra of Acr (0.1 mM) (■), Acr (0.1 mM) with TEA (0.2 
mM) (●) and Acr (0.1 mM) with DMA (0.2 mM) (▲) in RMs with w0 2.5 (a), 5 (b), 10 (c) 
and 20 (d) at 1 μs after the laser flash at 355 nm. 
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Figure 6a–c presents the transient absorption spectra of Acr with 
TEA in presence of an external MF inside the RMs with w0 = 2.5, 5 and 
10, respectively. The red line shows the enhanced peak of Acr after pro-
ton transfer with TEA. The blue line reflects the different peaks of the 
radical intermediates observed in the presence of an external magnetic 
field. The results in absence of magnetic field are quite straight forward, 
but become complicated in the presence of field. The magnetic field en-
hances the peak at 380 nm along with an increase in absorbance around 
440 nm and 480 nm, which specifies the generation of spin-correlated 
RPs/RIPs with transient absorptions in these regions. However, the field 
effect varies with w0. A prominent MFE is observed in case of w0 = 2.5, 
which decreases with gradual increase in the size of RMs and vanishes 
beyond w0 ≥ 10. Since TEA is an electron donor and Acr can act as elec-
tron acceptor, there is also a possibility of electron transfer from TEA to 
3Acr as well as from TEA to 3AcrH+. The partitioning of 3AcrH+ increases 
with increase in size of RMs as evident from the transient spectra. Hence 
electron transfer from TEA to both the forms of Acr is plausible, which 
is evident from the substantial increase in the yield of radical cations, 
TEA•+ with respect to counter radical anion Acr•– and radical AcrH• with 
absorption peaks at 380, 430 and 480 nm, respectively, generated through 
electron transfer from TEA to 3Acr and 3AcrH+, respectively, in the pres-
ence of magnetic field. However with slight increase in w0 the electron 
transfer from TEA to 3AcrH+ will be more facile as the protonation of 
Acr is enhanced. A prominent MFE is observed for the radicals in w0 = 
2.5 and 5, while in w0 ≥ 10 it could be hardly resolved. We observed an 
enhanced absorbance around 380 nm, 430 nm and 480 nm, which are 
assigned for TEA•+, Acr•– and AcrH•, respectively. This significant obser-
vation in presence of MF is a clear evidence of PET from the electron 
donating amines TEA to 3AcrH+ and 3Acr which occurs as a simultane-
ous process along with the ESPT as discussed earlier. 

Figure 7a–c presents the transient absorption spectra of Acr with 
DMA in presence of an external MF inside the RMs with w0 = 2.5, 5 
and 10, respectively. As can be readily observed we are not been able to 
observe any significant MFE even in any of the RMs. A diminished MFE 
is observed only with w0 = 2.5 which vanishes with increase in sizes of 
the nanopool. A small enhancement in the peaks at 460 and 480 nm is 
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observed for w0 = 2.5. The increment at 460 nm indicates the presence 
of DMA•+, an obvious electron transfer product between Acr and DMA. 
The field effect dies out very quickly with even a slightest of change in 
the sizes of the RMs. As discussed in the introduction, MFE is product 
of the both spin and diffusion dynamics. Photo-induced electron transfer 
between 3AcrH+ and DMA results in the formation of water mediated 
spin-correlated-solvent-separated ion pair (SSIP), which is stabilized by 
the solvent cage. The stability of SSIP increases inside smaller RMs due 
to excess confinement and restricted mobility of bound water. However 
with changes in the sizes of RMs, the water regains its bulk proper-
ty with faster dynamics which distorts the stability of SSIP, hence the 
spin-correlation between the solvent caged RIPs becomes nonspecific. 
Moreover, as DMA is localized at the Stern layer of the RMs, the elec-
tron transfer between 3Acr and DMA is less plausible, and hence cannot 
contribute to the net MFE. However, with increase in w0 the generation 
of AcrH+ from Acr is enhanced and hence the yield of SSIPs formed 
through electron transfer from DMA to 3Acr is even more reduced. In 
small sized RMs the SSIPs formed from electron transfer from DMA 
to 3AcrH+, which are relatively stable, can undergo diffusion and S–T 
spin conversion through hyperfine interactions. The latter is maximized 
when the partners of RIPs are separated by a distance where exchange 
interaction becomes negligible. In the presence of an external magnetic 
field, the S–T spin conversion will be perturbed by Zeeman splitting 
in triplet sublevels causing an increase in the SSIPs. It is to be remem-
bered that the separation distance between the radicals/radical ions in 
the SSIPs is very important and has to be maintained in such a way 
so that the exchange interactions between geminate electrons should be 
minimized, which is an important factor to observe MFE. The signifi-
cance of distance between the RPs/RIPs in MFE has been explained by 
several workers using linked donor–acceptor systems. In larger RMs wa-
ter shows bulk like property and a floppy encounter complex is formed 
due to free diffusion of water, which brings destabilization and loss in 
spin-correlation in the geminate SSIPs. Thus the radicals formed dur-
ing the photo-induced interactions diffuse freely inside the core of the 
RMs, hence loose geminate inter-radical spin correlation. This results in 
insignificant MFE with DMA in both small as well as large sized RMs. 
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FIGURE 6  T–T absorption spectra of Acr (0.1 mM) with TEA (0.2 mM) (●) and Acr 
(0.1 mM) with TEA (0.2 mM) in presence of magnetic field (▲) in RMs with w0 2.5 (a), 5 
(b) and 10 (c) at 1 μs after the laser flash at 355 nm. The inset of the corresponding figure 
shows the decay profile at 480 nm in absence (red) and presence (blue) of magnetic field.

FIGURE 7  T–T absorption spectra of Acr (0.1 mM) with DMA (0.2 mM) (●) and Acr 
(0.1 mM) with DMA (0.2 mM) in presence of magnetic field (▲) in RMs with w0 2.5 (a), 
5 (b) and 10 (c) at 1 μs after the laser flash at 355 nm. 

6.4  CONCLUSION

In this chapter, we have investigated the role of localization of the do-
nors and acceptors and the dependence of distance between the two as an 
important parameter for tuning the MFE. The distance dependence and 
partitioning between the radicals are monitored by varying the sizes of 
the RMs. With increase in the size of the RMs, the distance between the 
reactant becomes large enough to destroy the spin correlation between 
the radical ion pair and hence the MFE. Proton transfer from AcrH+ for 
the both the quenchers are observed in all the RMs, however, electron 
transfer along with the MFE is observed prominently for TEA inside small 
sized RMs. The insignificant MFE with DMA and in large sized RMs are 
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assigned to the loss of spin correlation between the generated electron 
transfer radical ion pairs due to inaccessibility of the donors and acceptors 
and the random diffusion of RIP inside the large nanopool of water. Too 
far a separation between the RIP spoils the MFE, even if the donors and 
acceptors are well partitioned inside such heterogeneous RMs.
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7.1  INTRODUCTION

Global production of textiles products has increased more than 72.5 mil-
lion metric tonnes of which synthetic fibers form an important part [1]. 
In fact, the production of natural fibers surpasses by synthetic fibers with 
more than 55% of products in the textile industry [2]. Polyester is the most 
used synthetic fiber first commercially produced by the du Pont Company. 
Polyesters are made from chemical substances found mainly in petroleum 
and are manufactured in three basic forms—fibers, films and plastics of 
which polyester fibers used to make fabrics is the largest segment. Polyeth-
ylene terephthalate (PET) (Fig. 1) is the most common polyester used for 
textile manufacturing. PET is synthesized from ethylene glycol with either 
terephthalic acid (Fig. 2) or its methyl ester in the presence of an antimony 
catalyst under high temperature and vacuum to achieve high molecular 
weights needed to form useful fibers. Production of polyester accounted 
of 30.3 million metric tonnes in 2008 representing about 72% of the entire 
man-made fiber [1]. The 2009 global aggregate polyethylene terephthalate 
output summed up 49.2 m tonnes, of which PET fiber accounted for about 
two-thirds, whereas PET for packages and films 34% [1]. In 2010, the 
world textile industry has experienced the most potent growth in 25 years. 
Manufacturing volumes of natural and manmade fibers rocketed upwards 
by 8.6%, or 6.4 million tonnes, at 80.8 million tonnes of����������������� ����������������polyester indus-
trial filament yarn jumped up by spectacular 37%. Viscose fibers produced 
a record-breaking growth of 17% [2]. PET fibers are expected to account 
for 50% of the world fibers production in 2012 [1]. 

FIGURE 1  Polyethylene terephthalate (PET).
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FIGURE 2  Production of PET.

Polyester textiles have major advantages of high modulus and strength, 
excellent chemical, physical and mechanical properties, stiffness, stretch, 
wrinkle and abrasion resistances, relatively low cost, tailorable perfor-
mance and easy recycling but a great disadvantage of polyester is hydro-
phobicity and inert nature of the constituent polymer which cause variety 
of difficulties in finishing specifically in dyeing and at consumer use due 
to poor moisture regains, less wearing comfort, build-up of electrostatic 
charge, the tendency to pilling, and insufficient washability associated 
with their hydrophobic nature [3, 4]. Surface properties of polyester ma-
terials have strong effects on most of their practical applications. Indeed 
many properties, such as adhesion, gloss, wettability, permeability, dye 
ability, printability, surface cleanliness, bonding of different components, 
biocompatibility, or mechanical performance and antistatic behavior are 
related more to the surface than to the bulk of the material and therefore, 
to correct this, the strategy of surface modification can be implemented. 
Polyester surfaces can thereby be changed to achieve a variety of goals, 
including increasing adhesion, improving wettability, reducing friction, 
reducing susceptibility to harsh chemicals or environmental agents, and 
increasing dye absorption. Conventionally, polyester textile are modified 
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by various thermal, mechanical, and chemical treatments, however, these 
methods often damage excellent mechanical and bulk properties of fibers; 
also have a lot of energy and water consumption as well as higher manu-
facturing costs; and there is more waste generation requiring suitable dis-
posal techniques which add to cost. Due to ever-increasing environmental 
concern now industries are searching for innovative production techniques 
to improve the product quality, as well as society requires new finishing 
techniques working in environmental respect. Researchers are now con-
cerned with the development and implementation of new techniques in 
order to fulfill improvement in wetting, biocompatibility and adhesion be-
havior of PET and other synthetic fibers in an environment friendly way. 

For this purpose, many great studies have been carried out including: 
chemical methods (enzymatic modification, treatment with different re-
agents, grafting of different monomers, application of supercritical car-
bon dioxide and micro-encapsulation techniques); blending of polymers 
with different organic and inorganic compounds in fiber production and 
physical methods (microwave, ozone-gas, gamma, UV, laser and plasma 
functionalization) [4]. Nonetheless, most of the treatments still are not 
satisfactory in terms of performance and can result in increased waste 
production, unpleasant working conditions and higher energy consump-
tion. In this sense, plasma technology is claimed to replace some wet 
chemical applications as an environmental friendly process [4]. In the 
past decade, the use of non-thermal plasmas for selective surface modi-
fication has been a rapidly growing research field. Non-thermal plasmas 
are particularly suited to apply to textile processing because most textile 
materials are heat sensitive polymers. The reactive species of plasma, 
resulting from ionization, fragmentation, and excitation processes, are 
high enough to dissociate a wide variety of chemical bonds, resulting in 
a significant number of simultaneous recombination mechanisms. Thus 
plasma opens up new possibilities for polymer industrial applications 
where the specific advantages of plasma processing provide effective 
surface modification of polymers in environment friendly manner over 
convention treatment. This technology has other advantages of textile 
surface modification and leaving the bulk characteristics unaffected. 
For instance, plasma technology provides an attractive means of on-line 
treatment with wide applicability, low quantities of input needed in terms 
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gases and electricity, making it non-energy intensive and environment. 
Plasma technology being dry technique and does not require water; it 
involves extremely low quantities of starting materials; the process is 
realized in gas phase, process duration is low; it provides energy saving 
and its low temperature avoids sample destruction [4].

The pre-treatment and finishing of textiles by non-thermal plasma 
technologies becomes more and more popular as a versatile surface mod-
ification technique where a large variety of chemically active functional 
groups can be incorporated into the textile surface. Activation of textile 
surface results in improved wettability, adhesion of coatings, printability, 
induced hydro- and/or oleophobic properties, changing physical and/or 
electrical properties, cleaning or disinfection of fiber surfaces etc. More-
over, non-thermal plasma surface modifications can be achieved over 
large textile areas. In literature, some excellent reviews on plasma treat-
ment of textile are available which gives overview of different all types 
of non-thermal plasma treatments of textiles in general specifically for 
effect of plasma on textile substrate without focusing on application as-
pect [5–7]. In the last decade, considerable efforts have been devoted on 
surface modification of PET textile with plasma technology to enhance 
wettability, wick ability and dyeing and printability etc. As non-thermal 
plasma technology is widely studied for PET textile modification with 
enormous amount of potential uses of non-thermal plasma for the modi-
fication of textile products, categorizing the applications is difficult, and 
therefore, a review is given on applications of plasma treatment on the 
PET textile. This chapter on application of non-thermal plasma treat-
ment of polyester textile gives overviews different application strategies 
of plasma treatment on PET textile and ways to obtain these effects re-
ported during the last two decades. 

7.2  NON-THERMAL PLASMA

Broadly the plasma state can be considered to be a gaseous mixture of 
oppositely-charged particles with a roughly zero net electrical charge (Fig. 3) 
Ionization processes can occur when for instance molecules of a gas are 
subjected to high-energy radiation, electric fields or high caloric energy. 
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During these processes the energy levels of particles composing the gas 
increase significantly and as a result electrons are released and charged 
heavy particles are produced. Sir William Crooks suggested the concept of 
the ‘fourth state of matter,’ in 1879, for electrically discharged matter and 
Irving Langmuir first used the term ‘plasma’ to denote the state of gases 
in discharge tubes.

FIGURE 3  Plasma the forth state of matter.

Plasma states can be divided in two main categories: Hot Plasmas 
(near-equilibrium plasmas) and Cold Plasmas (non-equilibrium plasmas) 
(Fig. 4). Hot plasmas are characterized by very high temperatures of elec-
trons and heavy particles, both charged and neutral, and they are close 
to maximal degrees of ionization (100%). Cold plasmas are composed 
of low temperature particles (charged and neutral molecular and atomic 
species) and relatively high temperature electrons and they are associated 
with low degrees of ionization (10–4–10%). Hot plasmas include electrical 
arcs, plasma jets of rocket engines, thermonuclear reaction generated plas-
mas, etc., while cold plasmas include low-pressure direct current (DC) and 
radio frequency (RF) discharges (silent discharges), discharges from fluo-
rescent (neon) illuminating tubes, corona discharge and dielectric barrier 
discharge (DBD) (Fig. 4). It is obvious that the high temperatures used in 
thermal plasmas are destructive for polymers, so most applications for tex-
tile surface modification make use of non-thermal or cold plasmas. Most 
of the prior research related to discharge-mediated surface-modification 
reactions involved low-pressure cold-plasma environments. However, in 
recent last years, atmospheric pressure non-equilibrium plasma installa-
tions have been designed, developed and tested with great success. The 
atmospheric pressure plasma process has attracted great interest due to its 
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low cost, high processing speed and simple system of operation without 
vacuum equipment’s for industrial applications. A review on applications 
of atmospheric pressure plasma for textile processing is given in literature 
[5].

FIGURE 4  Classification of plasma.

Plasma treatment in general generates different plasma constituents 
like electrons, ions, free radicals, meta-stables and photons (Fig. 5) [8]. 
These either directly or indirectly participate in plasma-chemical reactions 
which introduce reactive groups and free radicals onto the surface, thus 
improving the adhesion of chemicals and polymers mostly by improved 
physical interaction. These interactions are normally seen in the form of 
hydrogen bonds, Van der Waals forces or dipolar interactions. It can pro-
duce different radicals and reactive groups on the surface by the use of 
different gas mixtures. Thus it achieves surface modification whilst main-
taining the bulk properties. The low treatment temperature avoids deterio-
ration of delicate organic samples. The process is water free and avoids the 
need for costly effluent treatment.
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FIGURE 5  Interaction of plasma with textile substrates (Source: Ref. [8]).

7.3  APPLICATIONS OF NON-THERMAL PLASMA FOR 
POLYESTER TEXTILE SURFACE MODIFICATION

7.3.1  ADHESION STRENGTH IMPROVEMENT

Polyesters show strong hydrophobic behavior and low surface energy. 
Increasing the surface energy of the fiber could increase the polymer–
fiber interaction and improve the binding strength. The polar groups 
creation at the polymer surface and the surface roughness modification 
could increase coating adhesion. Plasma modification of a textile es-
pecially at atmospheric pressure to increase surface energy to improve 
adhesion is favorable over other methods for several reasons. Garg et al., 
have reported improvement of the ability of the polyester fabrics pre-
treated with atmospheric pressure glow discharge (APGD) to bond with 
anthraquinone-2-sulfonic acid doped conducting polypyr role coating 
using a range of APGD gas mixtures and treatment times. Conducting 
polymer-coated textiles can be made to possess a combination of desir-
able properties, suggest potential applications in the fields of sensors 
and production of electronic textiles, key impediments for commercial 
application of conductive polymer coated textiles have been degrada-
tion and poor adhesion of the coating to the fiber surface. Investigation 
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showed that APGD treated fabrics exhibited better hydrophilicity and 
increased surface energy. Surface treatment by an APGD gas mixture of 
95% helium/5% nitrogen yielded the best results with respect to coating 
uniformity, abrasion resistance and conductivity [9]. Varieties of elec-
tromagnetic shielding conductive fabrics are often produced by electro-
less plating of polyester and polypropylene nonwoven fabrics. In the 
standard electroless plating procedure, a catalytically active substance, 
usually containing palladium, is first deposited on the fiber surface from 
an aqueous solution. The fabric is then metallized by immersing in a 
chemical metallizing solution. Pre-treatment with plasma renders the fi-
ber surface hydrophilic facilitates absorption to reach necessary levels 
of uniformity and adhesive strength of the metal layer. Šimor et al., in 
their study found atmospheric-pressure nitrogen plasma generated in the 
surface barrier discharge has been to be very effective in the treatment 
of PET nonwoven fabric for subsequent electroless plating by nickel. 
The results obtained show that an extremely short 1-s plasma treatment 
is sufficient to hydrophilize the fabric fibers surface and to obtain a clear 
improvement in the nickel-plating uniformity and adhesion. Because of 
atmospheric-pressure operation, very short treatment times, and its ro-
bustness the method has the potential to be used in line with standard 
metal plating lines [10]. Similar work is carried out using low-pressure 
plasma treatment with oxygen and argon gases. Overall, the plasma 
treatment can successfully improve the electroless nickel-plating per-
formance. In addition, oxygen plasma treatment is comparatively more 
efficient than argon plasma treatment [11]. When compared to untreated, 
the electroless nickel plating with oxygen plasma treatment was signifi-
cant to improve the performance of nickel-plated polyester fabrics as 
reflected by the scanning electron microscopy, tensile strength, ultra-
violet protection as well as, fabric weight. On the contrary, it was also 
enhanced the fabric thickness and color fastness to crocking. Moreover, 
the application of plasma treatment slightly reduced the performance of 
contact angle and wrinkle recovery property [12].

Leroux et al., showed that in the case of polyester (PET), the degree 
of increase in the surface energy depends on the textile fabric structure. 
Adhesion between silicon or fluorine compounds used to produce hy-
drophobic textile is very low on polyester fibers yielding a poor washing 
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fastness. They reported that adhesion of the fluoropolymer to the woven 
PET was greatly enhanced by the air plasma treatment resulting in in-
creased the wet-picking of a padding process with fluoropolymer solution 
and therefore, the treatment washing fastness [13]. They further reported, 
atmospheric air plasma treatment based DBD technology can oxidize vari-
ous polyester material such as film, nonwoven and woven fabric, which 
studied by wettability in order to follow the polyester polar and dispersive 
surface energy components. The polyester surface chemical composition 
investigated by X-ray Photoelectron Spectroscopy (XPS) showed polar 
groups created at the polyester surface by atmospheric plasma treatment, 
which enhances adhesion with silicon resin containing adhesive primer. 
For each polyesters material, a critical treatment power (TPc) necessary 
to obtain the best results either for oxidation or silicon adhesion reported 
and was correlated with the structure of the material [13]. Parvinzadeh 
and Ebrahimi studied influence of air APGD treatment on performance of 
nano-emulsion silicone softener on polyethylene terephthalate fibers and 
reported that the plasma pre-treatment modifies the surface of fibers and 
increases the reactivity of substrate toward nano-emulsion silicone. Mois-
ture regain and microscopic tests showed that the combination of plasma 
and silicone treatments on polyethylene terephthalate can decrease mois-
ture absorption due to uniform coating of silicone emulsion on surface of 
fibers [4].

7.3.2  WETTABILITY IMPROVEMENT

Troubles connected with minimizing of the textile hydrophobicity are usu-
ally being solved by the textile fibers’ surface chemical modification, but 
from ecological point of view modification of fabric with low temperature 
plasma is superior to classical chemical wet processes. Wrόbel et al., first-
ly reported improvement in wettability of polyester textile. In their study, 
PET fabric was treated by low-pressure glow plasma initiated in various 
gases: nitrogen, oxygen, air, carbon dioxide and ammonia. Plasma-treated 
fabric showed a considerable change in surface structure and wettability 
which closely dependent on the gas type and treatment conditions and 
a good correlation exits between surface structure and wettability. The 
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wetting time of plasma treated fabric considerably drops in comparison to 
untreated fabric and the best results were obtained by treatment in nitro-
gen, oxygen and air plasma [14]. Surface chemical and physical modifi-
cations of PET fibers induced by low pressure RF air plasma exhibited a 
remarkable increase in hydrophilicity, accompanied by extensive etching 
and by the implantation of both oxygen- and nitrogen-containing polar 
groups [15]. RF plasma of nitrogen, air and oxygen gas also reported to 
improve hydrophilicity of polyester fabric [16]. To compare the effec-
tiveness of different plasma sources Vatuňa et al., performed a series of 
experiment both in RF and microwave (MW) plasmas. For working gas 
nitrogen, oxygen and their mixtures were employed. Results showed that 
obtain comparable PET fabric modification effect either in oxygen and 
nitrogen plasma, the nitrogen plasma treatment must be longer or higher 
discharge input power is necessary. The costs/modification efficiency ratio 
seems to be the most economical in case of air–oxygen mixtures while 
RF plasma modification seems to be more effective than that of the MW 
plasma [17]. Wei et al., reported PET fibers were treated in low pressure 
oxygen plasma introduce the polar groups on fiber surfaces and so reduce 
the advancing and receding contact angles of the PET fibers. The con-
tact angle hysteresis of plasma treated PET fibers is found to be altered 
by roughening of the fiber surface [18]. Wardman and Abdrabbo studied 
effect of low pressure oxygen plasma treatment on two polyester fabric 
types, polylactic acid and standard polyester (PET), and the influence on 
their respective wetting characteristics is investigated by a novel analytical 
system, based on image analysis, was developed for measuring the rate of 
spreading and dynamic movement of liquid over the fabrics. The analyses 
showed that the oxygen plasma treatment abraded the surface of the PLA 
fabric, but did not alter their chemical nature, whilst the surfaces of the 
PET fabric were less abraded, but had enhanced polarity due to an increase 
in carbonyl groups. The increased surface abrasion made little difference 
to the wetting or wicking rates of water on PLA fabric, but the increased 
polarity made a large difference to the rates on PET fabric [19]. Costa et 
al., treated PET fabrics in low pressure and temperature plasma in order 
to study the effect of gas composition on the hydrophilicities. Different 
plasma atmosphere were used in this work, leaving the gas type (oxygen, 
nitrogen, methane and hydrogen) as plasma variables, other parameters 
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like pressure, exposure time, voltage and current were not variables in the 
process. The polyester fabrics treated with different plasma gases exhib-
ited different morphological changes. The capillary method was applied 
to evaluate the improvement in water uptake of polyester fabrics, which 
indicated a good wettability to all atmospheres used in this work, except 
for a mixture containing methane, hydrogen and nitrogen [20].

Permanent hydrophilic properties can be achieved by plasma polymer-
ization of acetylene mixed with ammonia (C2H2/NH3) by RF low-pressure 
discharge where both deposition and etching processes took place yielding 
a nano-porous, cross-linked network with accessible functional groups. 
Using plasma co-sputtering of a silver target, Ag nano particles can be in 
situ embedded within the growing plasma polymer yielding a well-defined 
size and distribution of nano particles at the coating surface and thus an 
anti-microbial activity achieved. This can also be useful for substrate-in-
dependent dyeing. When plasma treated polyester dyed with acid dyes, 
increasing color intensity with film thickness proved that accessible amine 
groups were deposited within a nano-porous hydrocarbon matrix. Mul-
tifunctional textile surfaces can thus be obtained by adjusting combined 
properties such as wettability, functional group density as well as anti-
bacterial and bio-responsive surfaces [21]. The effects of low pressure O2 
and NH3 plasma on the morphology and topometry of fabrics on four dif-
ferent length scales, as well as the influence of the topographical changes 
of textile structures on the resulting water spreading and absorption rates 
were investigated. The results of the topographic characterization using 
two non-contact optical methods and wettability measurements indicate 
that the modification of filament nano-topography cannot satisfactorily 
explain the drastic changes observed in wettability. Dimensional changes 
(relaxation and shrinkage) as well as changes in warp morphology and 
inter-yarn spaces are more decisive for inducing hydrophilicity in polyes-
ter woven plain fabrics than an increase in the surface nano-roughness of 
their filaments [22].

Xu and Liu reported that polyester fabric could be modified to be more 
hydrophilic by corona discharge irradiation. Good hydrophilic property 
was observed around 10 kV when the fabric was treated at speed of 5 cm/
min. After the treatment, dye-uptake ratio and dyeing speed was also im-
proved, this can shorten the dyeing time and reduce the dyeing cost. Also, 
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affinity of the fabric with starch can be greatly improved, this shows the 
polyester yarn can be sized with green sizing agent like, modified starch 
effectively after plasma treatment, thus it can replace polyvinyl alcohol 
(PVA) which is widely used in the polyester sizing [23]. Samanta et al., 
reported continuous treatment with APGD plasma in argon, helium, air 
and oxygen can significantly improve wettability along with increase in 
oil absorbency after plasma treatment. Water absorption explained on the 
basis of concurrent increase in surface energy due to the chemical changes 
occurred on the surface, while this increase in oil absorbency for all the 
treated samples was due to the enhanced capillary action on the fabric sur-
face caused by the formation of horizontal and vertical nano-sized chan-
nels after plasma treatment [24]. De Geyter et al., reported that a polyester 
non-woven treatment with air DBD at medium pressure (5.0 kPa) results 
in significant wettability improvement, and wettability increase with dis-
charge powers [25]. Píchal and Klenko in their the applicability study of 
the atmospheric pressure air DBD for synchronous treatment of several 
sheets of fabric reported hydrophilicity of individual sheets of fabric has 
distinctly increased after plasma treatment [26].

Wang et al., reported that the atmospheric pressure plasma jet (APPJ) 
treatment was effective in improving the wettability of polyester fabrics 
due to surface etching and chemical composition change. One of the 
biggest difference between APPJ and other plasma surface treatment is 
that only one side (top) of substrate is contacted with plasma jet at at-
mospheric pressure while in other plasmas two sides (top and bottom) 
of substrate are both contacted with plasma. The modification of the 
bottom side of woven fabric treated by APPJ is largely dependent on 
the penetration of active species in plasma jet, which is accordingly af-
fected by plasma parameters and the structure of materials. They found 
in their study that penetration of surface modification of multiple layers 
of fabrics exposed to helium/oxygen APPJ was possible. To study effect 
of pore size on penetration depth, eight-layer stack of woven polyester 
fabrics of two different pore size (200 μm and 100 μm) were exposed 
to a helium/oxygen APPJ. The pore size of the fabric affected plasma 
treatment effect on each fabric layer and its penetration depth into the 
textile structure. After APPJ treatment, the topside of the polyester fabric 
became more hydrophilic which gradually decrease, as fabric layer got 
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deeper. The penetration of plasma surface modification into the fabric 
layers was deeper for fabrics with larger average pore sizes. It was found 
that helium/oxygen APPJ was able to penetrate eight layers of polyes-
ter fabrics with pore sizes of 200 μm while it was only able to diffuse 
through six layers of the fabrics with an average pore size of 100 μm 
[27]. In order to determine the relationship between the treatment dura-
tion of APPJ and the penetration depth of the surface modification into 
textile structures, a four-layer stack of polyester woven fabrics (200 μm 
poresize) was exposed to helium/oxygen APPJ for different treatment 
durations. The water-absorption time of the top and the bottom sides 
of each fabric layer was reduced from 200 s to almost 0 s indicating 
no difference in wettability improvement between the two sides of each 
fabric layer after APPJ treatment, which demonstrated that interaction 
of chemically active species generated in plasma jet with the substrate 
surface was not only on the surface directly in contact with the plasma 
jet but also observed on surfaces which were not facing the plasma jet. 
As the layer number increased, the effectiveness of the APPJ treatment 
gradually reduced. There was a linear relationship between the capil-
lary flow height and the treatment time and the rate of the capillary flow 
height increasing with the treatment time decreased linearly as the layer 
number increased. An empirical model constructed using the experimen-
tal data predicted that the maximum penetration depth was six layers 
of fabrics with reasonable treatment duration as adopted in the study 
[28]. In order to investigate the influence of pore size on penetration of 
surface modification into woven fabric treated with APPJ, four kinds of 
polyester woven fabrics with different pore sizes were used as the model 
porous medium. Two groups of parallel polyester fibers are respectively 
and tightly pasted on the top and bottom side of each fabric. Penetration 
of plasma effects through the pores was detected by changes in contact 
angle on the bottom side before and after APPJ treatment. The degree of 
penetration of APPJ surface modification was increased with the increas-
ing pore size. Complete penetration was realized in fabric with pore size 
larger than 200 μm and nearly no penetration was found in fabric with 
the pore size smaller than 10 μm [29].
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7.3.3  DESIZING IMPROVEMENT

Plasma treatment can serve as an alternative clean desizing technology. 
The work of Bae et al., indicate that vacuum O2 plasma treatment can be 
applied to reduction of water pollution from conventional desizing pro-
cess. Desizing of polyester fabric is revealed by weight loss and Scanning 
electron microscopy (SEM) pictures. Treatment effectively removed siz-
ing agents such as PVA and polyacrylic acid (PAA) and their mixtures. 
This treatment also increased hydrophilic groups, which gave water solu-
bility enhancement. After O2 plasma treatment, the PET fabric was sub-
jected to conventional desizing process at different temperatures. Except 
for the PET fabric sized with PVA, plasma treated fabrics showed more 
efficient desizing results when compared with untreated fabrics. Further-
more, the desizing effluent from the treated fabric gave lower TOC, COD 
and BOD values [30]. However, use of vacuum limits its industrial ap-
plications, atmospheric pressure plasma developed in recent years can be 
one of the suitable alternatives. The influence of He/O2 APPJ treatment on 
subsequent wet desizing of PAA on PET fabrics was studied by Li et al. 
Plasma treatment could directly remove some of PAA size on PET fabrics 
because of plasma etching. SEM Image showed that the fiber surfaces 
were as clean as unsized fibers after 35 s treatment followed by NaHCO3 
desizing. The percept desizing ratio (PDR) results showed that more than 
99% PDR was achieved after 65 s plasma treatment followed by a 5 min 
NaHCO3 desizing indicating that compared to conventional wet desizing, 
plasma treatment could significantly reduce desizing time [31].

7.3.4  HYDROPHOBIC TEXTILE PREPARATION

Hydrophobic properties of textiles are usually obtained by padding or 
coating processes using silicon or fluorine compounds. These traditional 
methods are not environmentally friendly since a huge amount of water 
and chemical products are used, and lot of energy is required to evaporate 
the water. Leroux et al., in their study deposited a fluorocarbon coating 
PET woven fabric using pulse discharge plasma treatment by injecting a 
fluoropolymer directly into the plasma dielectric barrier discharge which 
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modifies the textile surface with a small quantity of chemical product and 
water [32]. Sulphur hexafluoride (SF6) plasma treatments and hexameth-
yl disiloxane (HMDSO) plasma polymerization were performed on PET 
meshes and the resulting wettability against liquids having very different 
surface tensions were investigated at the light of a possible use of the 
materials in the fuel/water separation technology, moreover, an increase 
in hydrophobic performances was achieved with HMDSO plasma polym-
erization followed by SF6 plasma treatment [33].

Ji et al., in their work report the formation of water-repellent super-
hydrophobic surface on (PET) fiber via plasma polymerization at atmo-
spheric pressure. Polyester fiber made water-repellent by treating with 
atmospheric pressure middle frequency (MF) and RF plasma system us-
ing Argon and HMDSO [34]. The PET sample with the RF plasma treat-
ment passes of 20 times showed the water repellency of 90 rating from the 
AATCC standard spray method. From the Fourier transform infrared spec-
troscopy (FT-IR) and SEM results, it is identified that the improvement of 
water-repellency was attributed by Si–O–Si, Si–(CH3)2, and Si–C chemi-
cal functional groups produced from the HMDSO fragmentation and the 
plasma chemistry reactions between PET and plasma. The plasma system 
in this work does not require any vacuum instruments and is operated not 
in a batch mode but an in-line mode. So it can be easily scaled up for ap-
plication to large substrate surfaces or continuous processing [35].

7.3.5  DYEING IMPROVEMENT

PET is widely used in the field of the fabrics industry and has excellent 
mechanical characteristics, chemical inertness and heat resistance how-
ever, polyester exists several serious problems in the producing of textile 
products due to nonpolar groups on the fiber surface. Firstly, polyester 
only can be dyed by disperse dye under high temperature (around 130°C) 
and high pressure; this needs lot of energy and special equipment with 
high funds [23]. Secondly, PET reflects a large quantity of light from the 
surface due to its intrinsic large refractive index (n = 1.725) and it is dif-
ficult to obtain full shaded color especially in black or other dark colors 
[36]. Initially, studies have been performed to obtain full color intensity on 
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dyed PET fabric surfaces by low-pressure plasma polymerization, sputter 
etching and low refractive index chemical resin coating. Plasma polymer-
ization has been performed to increase color intensity of dyed PET fabrics 
using a low refractive index (n = 1.3–1.4) monomer. The sputter-etching 
process on dyed PET fabrics increases color intensity due to the physical 
formation of irregularity on the fabric surface, which induces light scat-
tering and decreases reflectance of light on the surface. Deposition of low 
refractive index resins on fabrics also improved color intensity. In their 
work, the effect of the plasma polymerization process on the change of 
color intensity of dyed PET fabrics discussed by Lee et al. Hexamethyld-
isilane (HMDS) and tris(trimethylsilyloxy)vinylsilane (TTMSVS) organic 
sources were used for the effective polymerization on PET fabrics. In ad-
dition, sputter-etched PET fabrics that were treated using He and O2 gases 
also be discussed in terms of the change of color intensity comparing with 
those of the polymerized PET samples. HMDS and TTMSVS polymer-
ized films on PET are reasonably good for the deep coloring of PET fabric 
and the He-O2 sputtering effect is also pretty clear for increasing the color 
intensity. Anti-reflection layer is a major role for the increase of color in-
tensity in the polymerized PET surface. Minimum reflectance has been 
observed at the polymerized film thickness of 1500–2000 Å using HMDS 
and TTMSVS organic sources [36]. Corona plasma treatment of polyes-
ter fabric is reported to improve dye-uptake ratio and dyeing speed also 
with disperse dyes, thus plasma treatment can shorten the dyeing time and 
reduce the dyeing cost [23]. As the treating voltage increased, the fabric 
dye-uptake ratio was also improved. This means the dyeing time can be 
shortened and the dyeing temperature can be decreased, which is gener-
ally important for the polyester fabric dyeing. Polyester fabric is usually 
dyed at high temperature under high pressure, and the dyeing time is also 
long, this is partly because that the fabric hydrophilic property is poor and 
the dye cannot be quickly absorbed onto the fiber surface, after the corona 
discharge treatment, the dye can be absorbed by the fiber surface quickly 
and can transfer into the inner part of the fiber, thus it can reduce the dye-
ing energy [23].

Low pressure RF air plasma surface treatment was used as an effective 
tool to increase surface hydrophilicity and roughness of PET fibers. Dye-
ing of weaved fabrics was proceeding in much better way after plasma 



162	 Computational and Experimental Chemistry: Developments and Applications

treatment. A new recipe for dyeing bath without any use of sodium sul-
phate was found with the same result of reflectance of final dyed fabrics. 
Thus, due to the effect of plasma treatment we could eliminate sodium sul-
phate in dyeing bath to obtain the same intensity of color after dyeing what 
is very important from both ecological and economical point of view [37]. 
Low-pressure plasma was used to deposit onto polyester fiber multi-func-
tional thin film from ammonia/ethylene or acetylene mixture. The coated 
polyester showed fiber was acid dyeable and showed high color strength 
values per film thickness. Moreover, the plasma-deposited and dyed poly-
ester fabrics showed a good rubbing and washing fastness demonstrating 
the coating-functional permanency. The excellent abrasion resistance con-
firmed that the coating was permanently adhered to the substrate [21, 38]. 
An increase in color depth upon dyeing was obtained after treating PET 
fabrics with low-pressure air and Ar RF plasma employed by Raffaele-
Addamo et al. This may be easily related to optical effects connected to the 
plasma-induced increase of surface roughness, which contributes to the 
increase of K/S values of dyed PET specimens by decreasing the fraction 
of light reflected from treated surfaces respect to more smooth surfaces. 
Other effects, such as the increased surface area and the modifications 
of the partition equilibrium of the dye between the dyeing bath and the 
macromolecular surface in contact with it, can also play a role. Indeed, the 
introduction of hydrophilic groups, induced by both reactive and chemi-
cally inert plasmas, may increase the water swelling capability and the 
affinity of PET fibers for dyes containing polar groups [39]. The forma-
tion of negatively charged groups on poly (ethylene terephthalate) fabrics, 
PET, surfaces by using low-pressure oxygen plasma and subsequently, the 
positively charged polyelectrolyte poly(diallyldimethylammonium chlo-
ride), poly-DADMAC, was applied. This leads to stable surface modifi-
cation with accessible quaternary ammonium groups that provide a high 
substantivity to acid dyes via complementary electrostatic attractions [40]. 
In this work, two different strategies to endow polyester fabrics (PET) 
with accessible primary amino groups are compared. (a) NH2 groups were 
produced directly using low-pressure ammonia plasma. (b) Negatively 
charged groups were introduced by low pressure oxygen plasma to hydro-
philize the fabric surfaces and used as anchor groups for the immobiliza-
tion of waterborne polyelectrolyte copolymers poly(vinyl aminecovinyl 
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amide) (PVAm).These carboxylic groups can act as an anchor for the ad-
sorption of cationic polyelectrolytes from aqueous solution to PET fab-
ric surface such as PVAm. It was demonstrated that the anchoring PVAm 
layer onto PET fabric surface modified with low-pressure oxygen plasma 
is an efficient approach for improving the interactions of PET fabrics with 
different anionic dyes. PET fabric modified with this synthetic route pres-
ent the highest concentration of primary amino groups as determined by 
XPS measurements. This provides an efficient way to improve the surface 
interactions with anionic dyes as determined by K/S measurements and 
good stability [41].

Improvement in dyeing with suitable natural dyes is also demonstrated 
after plasma treatment, which is remarkable, in-terms that hazardous syn-
thetic dyes can be replaced by biodegradable eco-friendly natural dyes. 
Recently, the attention for natural dyes, which are friendlier to the envi-
ronment as compared to synthetic dyes, increased. Natural dyes can exhib-
it better biodegradability and generally have a higher compatibility with 
the environment. The potential use of natural dyes in textile coloration as 
anti-UV and anti-microbial has been investigated, however, natural dyes-
tend to be hydrophilic and have limited substantivity for hydrophobic sub-
strates, like polyester which is crystalline linear aromatic polymer with a 
small number of amorphous regions available for sorption and diffusion. 
In their work Shahidi and Ghoranneviss coated the samples with a layer 
of Platinum using a magnetron sputter device with a DC sputter source. 
The sputtered metal particles were deposited on the surface of the fab-
rics, which were placed on the platinum anode. The argon gas at pressure 
of 2×10−2 torr is used as discharge producing gas. Then the dyeability of 
this fabric to basic, acidic, disperse, madder and henna was investigated 
and compared with an untreated sample. The results show that, by coat-
ing samples with platinum, more basic dye can be absorbed by the fabric. 
However, platinum coating on surface of PET fabric has no effect on dye-
ability of PET by disperse dyes. By plasma sputtering, the relative color 
strength and fastness properties of dyed samples improve significantly. 
The improvement for natural dyes is more significant than for synthetic 
dye. According to antibacterial activity tests, platinum itself has no anti-
bacterial effect against Staphylococcus aureus. However, the natural dyed 
Pt-coated samples show moderate antibacterial effect [42].
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Plasma treatment with dielectric barrier discharge (DBD) in air was 
carried out on polyester substrate, to confer durable wettability and in-
crease dye uptake with natural dye eco-alizarin. DBD at atmospheric pres-
sure has attracted great interest in textile industry due to its low cost, high 
processing speed, and simple operating system that does not require costly 
vacuum equipment. SEM images (Fig. 6) of plasma treated fabric indi-
cated surface of untreated fiber were smooth with only trace of impuri-
ties, while after plasma treatment some lamellar structures appeared on 
fiber surface. The observed variations in features may be due to differ-
ences in physical properties and crystallinity. Possible effects that explain 
the observed morphology was the occurrence of some amorphization of 
crystalline domains of PET provoked by the plasma polyester interaction. 
Partially crystalline polymers, as polyester, are built up as a two-phase 
structure, being composed of layer-like crystallites, which are separated 
by disordered regions. The impinging plasma species can transfer enough 
energy to the polymer matrix to enable the destruction of crystalline do-
mains, which might relax in a disordered amorphous form, causing vol-
ume differences at surface [43].

FIGURE 6  SEM Images of air DBD treated polyester fabric.

FT-IR results clearly demonstrated amorphization of PET surface, 
which is a valuable method for characterization of polymer surface. It is 
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clear from the FT-IR spectra (Fig. 7) that there was no change in overall 
structure of the polymer, but change in intensity has been observed. The 
main characteristic absorption peaks of polyesters recorded are the C=O 
bond at 1710 cm–1, vibration of aromatic ring at 1406, 1015, and 872 cm–1, 
bending vibration of –CH2 groups at 1340 and 1177 cm–1, stretching vi-
bration of C–O bonds at 1234 and 969 cm–1, stretching vibration of C–O 
bonds due to amorphous and crystalline structure, respectively, at 1126 
and 1082 cm–1. The chain scission by plasma treatment reflected in the 
FTIR spectra by decrease in absorption bond corresponding to the carbon-
yl ester group at 1710 cm–1 and increase in intensity of terminal C–H bond 
at 1363 cm–1. Increase in absorption intensity at 1556 cm–1 and 1577 cm–1 
are assigned to asymmetrical stretching vibration of COO–, and coupling 
interaction between the two equivalent carbon bonds of carboxylate anion, 
while increased absorbance signal at 2500–3600 cm–1 assigned to stretch-
ing vibration of O–H. The appearance of increase in intensity of these 
bands suggests oxygen containing polar groups like COO–, OH introduce 
onto the PET macromolecular backbone. Amorphization of the crystalline 
fraction of the polymer and scission of the main chain at para position of 
disubstituted benzene rings were assigned to increase intensity of bands 
at 1472 and 1454 cm–1, respectively. The conformational composition can 
be obtained from bands at 1340 cm–1 (trans-crystalline) and 1370 cm–1 

(gauche-amporphous). The Intensity of gauche band increased relative to 
trans band after plasma treatment. The fraction of trans conformer (T) of 
fabric can be calculated, taking in account the intensities of the two bands 
using following equation. The fraction of trans conformer T (%) decrease 
from 21.77 for untreated to 19.74 after 15 min plasma treatment indication 
amorphization of fabric due to plasma treatment. Surface amorphization 
provides the sites for diffusion of dyes into polyester fibers, and thus in-
crease dye uptake [43].

T = A1340
A1340 + 6.6 ´ A1370

K/S value was increased significantly from 5.29 to 9.25 for air treated 
polyester fabric dyed in eco-alizarin dye. Wash and light fastness im-
proved from fair to good. This has clearly indicated an increase in color 
intensity on plasma exposed polyester fabric as well as an increase in the 
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dye uptake as compared with the untreated fabric. Thus, increase in hy-
drophylicity and incorporation of polar groups by oxidation of polymer 
surface and amorphization by plasma treatment increase dye uptake of 
polyester fabric with natural dye like Eco alizarin even at low temperature 
and atmospheric pressure dyeing condition [43].

FIGURE 7  FT-IR spectra of untreated and plasma treated polyester fabric.

7.3.6  PRINTABILITY IMPROVEMENT

Due to its special characteristics such as superior strength and resilience, 
polyester fabric is often used as inkjet printing substrate, which is becom-
ing increasingly important and popular for the printing of textiles. Never-
theless, patterns that are directly printed on polyester fabrics with pigment 
inks have poor color yields and bleed easily. Therefore, pre-treatment of 
fabric must be done before printing to obtain better inkjet printing effects. 
Traditional methods cost long time and engender huge consumption of 
energy and water. At the same time, the generation of toxic substance and 
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wastewater may cause serious environmental problems. Plasma surface 
treatment of polyester fabrics carried out in composite atmosphere with 
air and 10%. Argon under different experimental conditions and printing 
with pigment inks results in to enhanced color yields and excellent pat-
tern sharpness, much better antibleeding performance and fresher color, 
on plasma surface-modified polyester fabrics compared with untreated 
samples. The optimum treatment conditions obtained were exposure time 
of 150 s with a distance of 3 mm between the two discharging boards and 
a working power around 300 W. exhibited. SEM and XPS analyses indi-
cated that this improved color performance was mainly contributed by not 
only the etching effect but also oxygen containing polar groups induced 
onto fiber surfaces through plasma treatment. Thereby the surface modi-
fication of polyester fabrics using air/Argon plasma offers a potential way 
to fabric pre-treatment for pigment inkjet printing with the advantages of 
environmental friendly and energy saving over traditional pre-treatment 
methods [44]. XPS analysis revealed that air + 50%Ar plasma introduced 
more oxygen-containing groups onto the fabric surface than air plasma. 
Although atomic force microscopy (AFM) images indicated that etching 
effects generated by air plasma treatments were more evident, the air/Ar 
plasma treated sample has higher K/S value and better color performance. 
These studies have also shown that the chemical modification of plasma 
appears to be relatively more significant for improving the effect of inkjet 
printing [45].

7.3.7  ANTI-STATIC PROPERTY IMPROVEMENT

The static problem is commonly found in synthetic fiber, especially poly-
ester fabric and is significant in dry and low humidity condition. As for 
polyester, it has lower degree of amorphous region and higher degree of 
crystalline region, resulting in lower moisture regains and therefore, poly-
ester has the most significant static problem. Generation of static charges 
is accomplished by motion such as rubbing fabric, walking on carpet and 
sitting down etc. During this movement, the fabric surfaces contact with 
each other, resulting in the generation of positive charges on one surface 
and negative charges on the other surface. The generated and accumulated 
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charges will stay on the fabric and make the wearer uncomfortable. Poly-
ester fibers widely employed for making filter fabric because of its excel-
lent strength, anti-crease, good abrasion resistance and stable performance 
in acid or alkali environment. When the fabric is used as filter to separate 
solid particles, the flowing movement of finely powdered substances or 
mechanical agitation can build-up static electricity, potential endanger ex-
ists with accumulated static charge. Discharge of static electricity can cre-
ate severe hazards in those industries dealing with flammable substances, 
where a small electrical spark may ignite explosive mixtures. Many meth-
ods have been employed to improve the anti-static properties of the poly-
ester fabric like fiber modification; fabric anti-static treatment and includ-
ing evenly spaced metal filaments in fabric are typical examples which are 
costly and ecologically harmful [46, 47].

Kan and Yuen applied low temperature plasma treatment to improve 
the anti-static property of polyester fabric treating with low-pressure RF 
plasma generated in oxygen under different conditions. Changes in sur-
face properties of fabric provided more capacity for polyester to capture 
moisture and hence increase the dissipation of static charges. The relation-
ship between moisture content and half-life decay time for static charges 
was studied and the results showed that the increment of moisture content 
would result in shortening the time for the dissipation of static charges. 
Moreover, there was a great improvement in the anti-static property of the 
low temperature plasma-treated polyester fabric after comparing with that 
of the polyester fabric treated with commercial anti-static finishing agent 
[47]. Chongqi et al., investigated atmospheric pressure plasma technique 
to improve its anti-static behaviors as an environmentally friendly process 
because no chemicals are involved and released in the treatment. The ac-
tion of plasma is mainly interactive (such as oxidation and etching) on 
the surface of textile materials, hence the surface properties together with 
those associated with the surface characteristics modified and thus short 
time exposure to plasma could greatly reduce the charge density of the 
fabric. Further improvement of the fabric anti-static property was noticed 
after both plasma and acrylic acid treatments. Influences of some param-
eters during the treatments on the fabric charge density were evaluated. 
The research concluded that plasma discharge power of 50 V, electrode 
gap of 4 mm, acrylic acid concentration of 60%, acid immersion duration 
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of 30 s and acid temperature of 70°C were recommended as the optimum 
selections for a better anti-static property of the fabric [47].

7.3.8  ANTIMICROBIAL FINISHING

Due to large surface area and ability to retain moisture, textile materials are 
likely to be affected by microorganism’s growth and thus potential carriers 
of microorganisms, which can cause several problems like strength deteri-
oration, staining of textiles, odor generation and health concerns caused by 
microorganisms. Textiles used as apparels, medial, and as protective cloth-
ing of workers or air filters in food processing industries are susceptible for 
cross-contaminations of pathogenic bacteria. During the last several years, 
antimicrobial finishing of textiles received a lot of attention, especially for 
use in long-lasting contact with a skin like Sportswear, medical, and pro-
tective textiles, which are particularly important in prevention and healing 
of sensitive skin prone to bacterial and fungal infections. Various agents 
based on quaternary ammonium salts, metal salts solutions, and antibiot-
ics were used for imparting antimicrobial properties to textile materials. 
However, poor efficiency or high toxicity made them unsuitable for the 
long-term use. On the contrary, silver in different forms exhibit outstand-
ing antimicrobial activity showing low toxic impact to mammalian cells. 
The manufacturing of sportswear, medical, and protective textiles based 
on PET fibers continuously increased but these fibers exhibit hydrophobic 
behavior and low surface energy which results in poor incorporation of 
various antimicrobial finishes as well as its durability. 

Higher accessibility of hydrophobic fibers to various chemical species 
can be obtained by plasma functionalization and/or plasma etching. Yang 
et al., in their study activated nonwoven PET by argon gas plasma gen-
erated by applying RF frequency and subsequently grafted with water-
soluble monomers (acrylamide and itaconic acid) onto the PET by UV 
induced surface graft polymerization to modify it into a hydrophilic sur-
face. Subsequently, the nonwoven PET can be further incorporated with 
biocides such as AgNO3 solution complexes, Vinyl quaternary ammonium 
salt (VQAS) and chitosan. For Ag+ ion impregnation and VQAS grafting, 
the amount of these biocidal materials on the surface increases when the 
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monomer concentration increases. However, for the chitosan immobili-
zation, the chitosan amounts seemingly decrease with an increase in the 
chitosan concentration. For biocidal properties, the Ag+ ions produce best 
result. However, the VQAS grafting is most durable against the flushing 
water [48]. The chemical deposition of silver-clusters onto polyamide–
polyester based fabric surfaces previously activated by low pressure RF 
plasma reported to provide excellent antibacterial activity by Yuranova et 
al., [49]. The low-pressure RF plasma used in the above mentioned study 
limits its industrial applications, as it is not suitable form in line processes. 
The limitation of low-pressure plasma can be overcome by using atmo-
spheric pressure plasma treatment based on DBD, one of the most ap-
posite technologies for textile modification. In their work, Onsuratoom et 
al., treated the woven PET surface by dielectric barrier discharge (DBD) 
under various operating conditions (electrode gap distance, plasma treat-
ment time, input voltage, and input frequency) and various gaseous en-
vironments (air, O2, N2, and Ar) in order to improve its hydrophilicity. It 
was experimentally found that a decrease in electrode gap distance and an 
increase in input voltage increased the electric field strength, leading to 
higher hydrophilicity of the PET surface characterized by wickability and 
contact angle measurements. In comparisons among the studied environ-
mental gases, air gave the highest hydrophilicity, being comparable to O2, 
while Ar and N2 gave lower hydrophilicity of the woven PET surface. For 
air DBD discharge, the optimum conditions for a maximum hydrophilic-
ity of the PET surface were an electrode gap distance of 4 mm, a plasma 
treatment time of 10 s, an output voltage of 15 kV, and a frequency of 350 
Hz. After the plasma treatment under the obtained optimum conditions, 
the woven PET was loaded with Ag particles using a AgNO3 aqueous so-
lution, which exhibited good antimicrobial activity against both E. coli 
(gram-negative bacteria) and S. aureus (gram-positive bacteria) [50]. In 
another work, a woven PET with an antimicrobial activity was prepared 
by depositing chitosan on its hydrophilic surface achieved by a plasma 
treatment using DBD in air. The plasma-treated PET specimen deposited 
with chitosan by immersing in a chitosan acetate aqueous solution and the 
effects of temperature, chitosan concentration, and number of rinses on the 
amount of deposited chitosan on the PET surface was investigated. The 
chitosan deposited plasma-treated woven PET possessed an exceptionally 
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high antimicrobial activity against both E. coli (gram-negative bacteria) 
and S. aureus (gram-positive bacteria). In XPS Study, it was clearly ob-
served polar functional groups formed by plasma treatment involve in in-
teracting with the chitosan [51]. 

Plasma treatment can also open new possibility for the introduction 
of nanotechnologies in textile processing, using Ag nanoparticles (NPs) 
(supported or not to be) used as antimicrobial/bacterial agent. The recent 
progress in synthesis of Ag (NPs) without stabilizers opened up new pos-
sibilities for advanced textile finishing which is favorable in comparison 
with other silver forms since the significant portion of Ag atoms on the 
surface of the NPs is exposed toward surrounding medium, providing a 
desired antimicrobial effect, large area-to-volume ratio and high reactivity 
being of practical use when supported on a variety of surfaces. Improved 
loading of Ag NPs from colloids and enhanced interaction between hy-
drophilic Ag NPs and hydrophobic polyester fabrics can be achieved by 
plasma treatment [52]. In their study Ilić et al., researched on possibility of 
using the corona treatment for fiber surface activation (introduction of new 
reactive groups, oxidation, free radicals, increase of solid surface tension, 
etc.), which can facilitate the loading of Ag NPs from colloids onto the 
PET fabrics and thus, improve their antifungal activity against Candida 
albicans which is responsible for a wide range of itching skin infections 
with yeasts particularly in the skin folds. Corona treatment positively in-
fluenced the binding of Ag NPs to the surface of PET fabrics, leading to an 
increase in the amount of silver. The content of Ag on corona pre-treated 
PET fibers the content is 60% higher than on untreated PET fabric. The in-
creased number of carboxyl groups confirmed by XPS analysis along with 
existence of benzene rings in polymer structure indicates the possibility 
of strong interaction between PET fibers and Ag NPs. Corona pre-treated 
polyester fabrics loaded with Ag nanoparticles showed better antifungal 
properties compared to untreated fabrics. The advantage of corona treated 
fabrics became even more prominent after washing test, particularly for 
polyester fabrics. Antifungal efficiency of polyester fabrics loaded with Ag 
NPs were almost unaffected by dyeing process with disperse dyes. Thus, 
atmospheric plasma treatments such as corona discharge might be more 
suitable for textile processing, avoiding more complex handling of tex-
tile materials through the vacuum systems in case of low pressure plasma 
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[52]. The possibility of using DBD air plasma treatment for fiber surface 
activation to facilitate deposition of nano silver onto polyester fabric was 
investigated. Nano silver in powder form (1 g/100 g fiber) were distributed 
carefully either on the polyester samples or on the electrode disk before 
subjecting to the plasma treatment. In other experiment, some samples 
were padded in a solution containing 1% (owf) of nano-silver, squeezed to 
pick up 100%, air dried and then subjected to air low temperature plasma 
treatments at discharge powers of 1.3 and 2 watt for 1 and 2 min. Treat-
ment with plasma-nano Ag was evaluated by the measurements of anti-
bacterial activity which was found to be improved. The second treatment 
technique (padding) is found to be more effective on enhancing the anti-
bacterial activity. It is noticed that the maximum inhibition zone could be 
attained upon using the second technique at discharge power of 1.3 watt 
for 2 min, while the minimum value was observed for sample treated by 
the first technique [53].

Another alternative plasma processing is the sputtering in a vacuum 
chamber used to deposit very thin Ag films (few nanometers to several 
micrometers width) on substrates. It is performed by applying a high volt-
age across a low-pressure gas (usually argon) to create ‘‘plasma,” which 
consists of electrons and gas ions in a high-energy state. The deposition 
of silver by Sputtering allows the deposition of Ag-films showing high 
bactericide activity and adhesion. Depositing Ag by magnetron sputtering 
has been recently used as outperforming physical vapor deposition (PVD) 
having has such advantages like having stronger binding between the film 
and its substrate and no potentially polluting waste products unlike in case 
of conventional treatment. Magnetron sputtering has developed over the 
last few years due to the increasing demand of high quality functional 
films showing improved wear resistance, corrosion resistance and defined 
optical properties. Chadeau et al., in their study have deposited thin lay-
ers of silver particles (10–100 Å) by DC magnetron sputtering on textiles 
mainly composed with cotton or polyester in order to obtain antimicrobial 
properties. These textiles presented a strong antimicrobial activity against 
L. innocua. It could be interesting to reduce the quantity of silver depos-
ited on textile because both of the possible toxicity of silver and the re-
sulting colorization of textile. In the present study, it was shown that the 
thinner thicknesses of silver layers were as effective as larger silver layers. 
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This methodology has potential to develop antibacterial textiles for an ap-
plication in food-processing industry for dressing or air filtration [54].

Baghriche and their co-workers have reported that the sputtering depo-
sition of Ag leads to uniform nano-films showing a high bactericide activ-
ity and adequate film adhesion on polyester substrate avoiding features 
found Ag-films deposited some years ago in their laboratory by wet tech-
niques leading to non-uniform Ag-films, with a low antibacterial activity 
and adhesion. In the study focuses on DC-magnetron sputtering (DCMS) 
and pulsed magnetron sputtering (DCPMS) as effective methods to func-
tionalizing polyester fibers containing silver nanoparticles for inactivation 
of E. coli, they compared Ag-samples sputtered in the same chamber and 
with the same geometry varying the sputtering energy and pulse wave ei-
ther in the DCMS or DCPMS. The deposition of Ag on the polyester fiber 
was observed to be the function of the type of sputtering used and this has 
direct implications on the E. coli inactivation kinetics. The shortest E. coli 
inactivation was observed within two hours when sputtering with DCPMS 
Ag-layers 160 nm thick ~ at 300 mA within 2.7 min. This is equivalent to a 
growing coating rate of 74 nm/min. By transmission electron microscopy 
(TEM) Ag-polyester fibers it was found that Ag sputtered by DCPMS pen-
etrated more deeply into the polyester full fiber compared to DC-sputter-
ing leading to a more favorable E. coli inactivation kinetics. The E. coli 
inactivation times were found to be a function of the applied DCMS and 
DCPMS energies and higher sputtering energies reduced the E. coli inac-
tivation times [55]. They have further compared DCMS Ag-films on poly-
ester with high power impulse magnetron sputtering (HIPIMS), which is 
an important development in the sputtering field and is gaining accep-
tance in many applications for surface treatments of metallic surfaces due 
to the HIPIMS higher sputtering energy of several kW/cm2 and higher 
electronic densities of 1018/m3 compared to 1014/m3 by DCMS. This en-
hances the film uniformity, the production of highly ionized metal-ions, 
the film adherence and compactness. HIPIMS technology produces high 
power homogeneous plasma glow at high currents up to 2000 V and 10 
A. The amounts of Ag needed to inactivate E. coli by HIPIMS sputtering 
were an order of magnitude lower than with DCMS indicating a signifi-
cant saving of noble metal and concomitantly a faster E. coli inactivation 
was observed compared to samples sputtered with DCMS. Higher current 
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densities applied with DCMS led to shorter E. coli inactivation times and 
this trend was observed also for HIPIMS sputtered samples. By DCMS 
the thicker layers needed to inactivate E. coli comprised slightly larger 
Ag-aggregates compared to the thinner Ag-layers sputtered by HIPIMS 
to inactivate E. coli within short times. Longer sputtering times by DCMS 
and HIPIMS lead to optically darker Ag-deposits reaching the absorption 
edge of silver absorption of ~1000 nm. Mass spectroscopic analyses in-
dicated that HIPIMS produced a much higher amount of Ag1+ and Ag2+ 
compared to DCMS due to the higher peak discharge current employed in 
the former case [56].

7.3.8  FLAME RETARDANCY

Carosio et al., studied plasma surface activation by low-pressure oxy-
gen plasma at different process parameters (namely, power and etch-
ing time) in order to increase nanoparticle adsorption (i.e., a natural 
montmorillonite) to create a functional coating for thermal stability 
and flame retardant properties. Plasma activated fabrics have shown 
a remarkable improvement in terms of time to ignition (up to 104%)
and a slight reduction of the heat release rate (ca. 10%) as compared 
to neat PET [57]. The possibility of using atmospheric pressure air 
DBD plasma to facilitate the deposition of Al2O3, onto polyester fabric 
was investigated. Aluminum oxide powder (1 g/100 g fiber) was dis-
tributed carefully either on the polyester samples or on the electrode 
disk before subjecting to the plasma treatment. Treatment of PET with 
plasma-Al2O3 indicated that whiteness index and surface roughness 
were dependent on the time of exposure. The TGA analysis and flame 
retardancy tests at 1.3 watt for 2 min indicate that this treatment caused 
an improvement in thermal stability and flame retardancy which was 
found to be more effective upon using the technique of spreading the 
powder on the sample rather than on the electrode disk. Also dyeing 
and printing properties improved slightly due to roughness increase by 
DBD treatment [53]. 
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7.3.9  UV PROTECTION

The possibility of using atmospheric plasma DBD to facilitate the deposi-
tion of nano TiO2 onto polyester fabric was investigated. Nano titanium 
dioxide powder (1 g/100 g fiber) was distributed carefully either on the 
polyester samples or on the electrode disk before subjecting to the plasma 
treatment. It was supposed that TiO2 NPs formed complexes with oxygen 
atom built on fiber surface after plasma treatment. TiO2 NPs could be ad-
sorbed on surface with –COOH groups by forming hydrogen bond or by 
bounding with two oxygen atoms Plasma-nano TiO2 treatment resulted 
in a noticeable enhancement in Ultraviolet Protection Factor of polyester 
fabric [53].

7.4  CONCLUSION

In this chapter, various approaches of plasma surface modification of 
polyester textile have been described. This chapter demonstrated that 
plasma treatments of polyester look very promising which can be used 
both in substitutions of conventional processes and for the production 
of innovative multifunctional polyester with properties that cannot be 
achieved via conventional processing. Plasma treatments have potential 
to solve problems with synthetic polyester textile to expand their useful-
ness for examples problems such as low absorbency of water, flamma-
bility, and pilling, low dyeability, and static problems during production 
and usage can be solved. Both the improved and the newly developed 
finishes without significant alteration of bulk properties can be produced 
by plasma treatment with advantages like fast and extremely gentle pro-
cess, as well as environmentally friendly, being dry processes character-
ized by low consumption of chemicals and energy. If used as pre-treat-
ments, plasma treatment can reduce markedly the amount of chemicals 
required by the process and the concentration of pollutants in the efflu-
ents. Polyester textile industry being largest in synthetic textile will un-
dergo revolution in next ten years with applications of plasma treatment 
for textile processing due to great advances of the last two decades in the 
field of the plasma polyester processing. Also, environmental aspects are 
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going to play a more and more important role. With these perspectives, 
plasma processing is certainly going to supersede many conventional 
processes [58–60].
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8.1  INTRODUCTION

In this chapter, we present and analyze three important equalization prin-
ciples in chemistry viz., electronegativity equalization principle (EEP), 
hardness equalization principle (HEP), and principle of electrophilicity 
equalization (PEE).

The basic philosophy towards the fruitful completion of a chemical re-
action and hence, the formation of a stable chemical bond is “spontaneity.” Ac-
cording to the second law of thermodynamics spontaneity originates from 
a potential difference, which ceases at the equilibrium attained through a 
spontaneous process. In thermodynamic equilibrium simultaneously ther-
mal (equalization of temperature), mechanical (equalization of pressure) 
and material (both phase and reaction, equalization of chemical potential) 
equlibria are attained. A spontaneous chemical process at constant temper-
ature and pressure is usually accompanied by a favorable lowering of the 
Gibbs free energy of the entire system leading to the formation of a strong 
chemical bond. A chemical reaction is devised on the concept of reorgani-
zation of the electron density around the constituent interacting atoms to 
create new molecules as products. A reaction pathway is therefore envis-
aged as the mode in which the electron density distribution around the 
reactant atoms changes to eventually offer a new arrangement of atoms. 
Such electron distribution and redistribution are commonly ascribed to the 
phenomena of rupture of older bonds followed by the formation of newer 
ones. Therefore, Chemistry, attributed to the science of bond-breaking and 
bond-making actually follows the logic of changes in the electron density 
distribution pattern in systems upon any external perturbation/excitation. 
Now, the manner in which the electron density in an atom or molecule 
changes upon an external effect neatly depends on some important elec-
tronic properties, which are conceived on a purely theoretical basis. In 
this regard, conceptual density functional theory, CDFT [1–5] as a unique 
theoretical algorithm deserves to be mentioned specially. The DFT bears 
its roots from the two theorems stated and proved by Hohenberg and Kohn 
[6] and is further nourished and flourished under the leadership of Profes-
sor Robert G. Parr [1] who is known to be a front runner in the develop-
ment of the DFT school and applications of the conceptual DFT methodol-
ogy in chemistry. The given mathematical algorithm attempts to elucidate 
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an interacting system of fermions via its probability density, r(r) instead 
of the many-body wave function, y(r1, r2,…….., rN). For an N-electron 
system, the corresponding Hamiltonian is completely determined by the 
number of electrons (N) and the external potential υ(r), which entails that 
all the properties of the given system may be ascertained by appropriate 
variations of N and υ(r). Conceptual DFT (CDFT) boasts off several math-
ematical response functions also known as descriptors. These descriptors 
serve as important indices, which quantitatively determine the chemical 
reactivity of a molecule as a whole or that of a particular atomic site there-
in. Thus these chemical reactivity descriptors fall into two categories, viz. 
global reactivity descriptors (which determine the reactivity pattern of an 
entire species) and local reactivity descriptors (that determine the reactiv-
ity pattern of a particular atomic site in a molecule). The global reactivity 
descriptors nicely mimic the molecular properties as dictated by the popu-
lar qualitative chemical concepts like electronegativity (c) [7–9], hardness 
(h) [10–12] and electrophilicity (w) [13–16].

For an N – electron system with total energy E, electronegativity (c) 
[7–9] and hardness (h) [10–12] are defined as the following energy deriva-
tives, within a conceptual density functional theory framework:

	
(r)v

E
N

c m
æ ö¶ ÷ç=- =- ÷ç ÷çè ø¶ 	  (1)

and
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In the above equations m and v (r) represent the chemical and external 
potentials, respectively.

Parr et al. [13] have defined an electrophilicity index (ω) as follows:

	
2 2

2 2
m cw
h h

= = 	 (3)

So, a variation in the corresponding electronegativity (c) [7–9], hardness 
(h) [10–12] and electrophilicity (w) [13–16] values of a given system upon 
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chemical response affirms a solid theoretical rationale towards understand-
ing molecular reactivity. More inroads into a deeper understanding of re-
activity trends can be explained from a vivid scrutiny of the corresponding 
local variants like atomic charges (Qk) [17] and Fukui functions (fk) [18], 
which further play a key role in ascertaining the local site-selectivity in a 
molecule.

A spontaneous chemical process is therefore accompanied by favor-
able changes in the values of the reactivity descriptors (c, h and w) of the 
interacting system(s) which eventually leads to the formation of stable 
product(s). The given values for the products seem to bear a mathematical 
rationale with the corresponding values of the reactants. Such a relation-
ship triggers the existence of an equalization phenomenon in between the 
reactants and products involved in the chemical reaction. An equalization 
phenomenon in fact means the changes in the value of a given global re-
activity parameter that is observed during a favorable chemical process. 
Therefore, the change in the values of these reactivity parameters during 
an electron-transfer process (a reaction) is a signature of its spontaneity. 
This ideology sets up the scientific rationale of proposing equalization 
principles, which act as further guiding parameters to determine the extent 
to which the reactivity descriptors actually influence the reaction behav-
ior of a chemical species. In this chapter, we discuss the three important 
equalization principles and their influence on molecular reactivity.

8.2  ELECTRONEGATIVITY EQUALIZATION PRINCIPLE

The introduction of the term electronegativity (c) to chemical literature is 
credited to Professor Linus Pauling, a pioneer towards the development 
of the valence bond theory (VBT) [19, 20]. Pauling, in an attempt to ex-
plain the factor of “extra stabilization” of a heteronuclear chemical bond 
A – B (between two different atoms A and B) obtained from its allied 
homonuclear analogues (A – A and B – B) during a chemical combination 
process, proposed that, there actually occurs a difference in the aptitude 
of electron donation (or acceptance) between the interacting atoms. He 
defined this behavior as the ability of an atom (or a functional group) in a 
molecule to attract bonded electrons (or electron density) towards itself, 
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which is named as electronegativity. Another generalized definition of the 
electronegativity is also proposed [21] as: “An atom, for which the E vs. N 
plot (E = energy, N = number of electrons) has a given slope at the origin 
(–dE/dN)N = 0 will take electrons away from any atom which has a smaller 
slope, because in the process of doing so, the energy of the system as a 
whole will be lowered. Since this is the behavior of a more electronegative 
atom toward a less electronegative atom, one may identify the term elec-
tronegativity with this slope: χ = (–dE/dN)N = 0. Similarly, the electronega-
tivity of an ion would be given by the slope of the curve corresponding to 
that ion; …”. Mulliken’s prescription [22, 23] of the electronegativity (c) 
is however based on an arithmetic mean of two experimental observables 
viz., first ionization potential (IP) and the electron affinity (EA). Thus, 
the electronegativity (c) according to Mulliken’s formalism can be math-
ematically expressed as:

	 2
IP EA

c
+

= 	 (4)

This definition of the electronegativity (c) is independent of any arbitrary 
relative scale and therefore, unlike Pauling’s recipe (of c) is invariant with 
the chemical environment. Mulliken’s electronegativity is also termed as 
“absolute electronegativity” by Pearson [24]. Therefore, the drift of elec-
trons during a chemical process occurs from a less electronegative center 
to a more electronegative center accompanied by a gradual lowering of 
energy of the system. The question therefore arises as to how long will this 
electron shifting between the two species occur? Well, definitely till the 
system reaches an energy minimum. A minimum energy situation is also 
accompanied by the attainment of a unique electronegativity value in the 
resulting product. It thus seems as if that the electronegativity values of 
the interacting atoms adjust among themselves (increase or decrease) and 
eventually give rise to a common, single value in the product. This idea 
conceptualizes the electronegativity equalization principle (EEP) and is 
credited to R. T. Sanderson [25–27]. The Sanderson principle states that 
“when two or more atoms initially different in electronegativity combine 
chemically, they become adjusted to the same intermediate electronegativ-
ity within the compound.” Such an equalization of the electronegativity 
values of the interacting chemical systems closely mimic the “principle of 
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calorimetry” as applicable to the macromolecules. This intermediate elec-
tronegativity (cGM) is given by the geometric mean of the individual elec-
tronegativities of the isolated component atoms [28–30] and is expressed 
as:

	
1

1

P P

GM kk
c c

=

æ ö÷ç» P ÷ç ÷çè ø
	 (5)

where the molecule contains P atoms (same or different) and { ck , k = 1, 2 
,……., P } signify their isolated atom electronegativities.

The rationale of electronegativity equalization based on an exponential 
model of the variation of energy with respect to the number of electrons 
was provided by Parr and Bartolotti [29]. It shows an exponential decay 
in the atomic energies for several atoms as a function of the number of 
electrons which, eventually generates an almost constant decay parameter 
ranging between 2.15 ± 0.59. The protocol of electronegativity equaliza-
tion using both local approach (exploiting the local changes in electron 
density), global approach (using the global electron transfer phenomenon) 
as well as the atoms-in-a-molecule (AIM) approach [31, 32] (particularly 
for diatomic molecules) is also elaborated [31]. The migration of elec-
tron density from the less electronegative (and hence more electroposi-
tive) atom to the more electronegative (and thus less electropositive) one 
produces a partial positive charge on the former and an equal and opposite 
partial negative charge on the latter. The existence of a positive charge 
on the electropositive atom increases its effective nuclear charge thereby 
enhancing its electronegativity value. The same trend happens in the oppo-
site direction for the more electronegative atom, until the two interacting 
systems acquire the same electronegativity. The process of electronega-
tivity equalization therefore occurs through the adjustment of the bond 
polarities. Again as the chemical potential (m) of a system corresponds to 
the “escaping tendency” of the electron cloud from the same, its obvious 
significance in this regard should be noted. The charge transfer between 
the two interacting systems occurs due to the presence of a chemical po-
tential gradient and will continue till their chemical potentials are equal-
ized to a unique value. The Sanderson principle therefore connotes the 
equalization of both the electronegativity (c) and chemical potential (m) 
of two interacting species. Further validations [28, 29] also show that the 
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equalization of the electronegativity and the global chemical potential are 
similar concepts.

8.3  HARDNESS EQUALIZATION PRINCIPLE

The proposal of a hardness equalization principle [33] possibly arises from 
a dual consequence of the electronegativity equalization principle and the 
fact that global molecular softness (S) can be expressed as a mean of the 
corresponding local softness (Si) of the constituent atoms [34]. It is already 
known that the hardness (h) varies directly with the electronegativity (c). 
i.e., h α c, for both atoms [30, 34] and molecules [34]. Therefore, Eq. (1) 
can be similarly expressed in terms of hardness as [33, 35, 36]:
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P P

GM kk
h h

=
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where { hk , k = 1, 2 ,……., P } correspond to the associated isolated atom 
hardness values. Molecular hardness of various systems is computed from 
their respective atomic hardnesses using the above formalism and a close 
correspondence between the calculated and experimental hardness values 
is obtained. Such an observation corroborates with the existence of a hard-
ness equalization principle as a corollary of the widely discussed EEP. 
However, in spite of equality among the local and global hardness values 
in many cases, ambiguities regarding the universal validation of the HEP 
do remain due to an indistinct definition of the concept of local hardness 
[37–46].

8.4  PRINCIPLE OF ELECTROPHILICITY EQUALIZATION

An electrophile in the chemical sense simply means an electron-deficient 
species, which has got a special affinity towards attracting electrons. It 
may attain some positive charge or even exist as a free radical with a 
strong inclination towards attracting electron-rich systems (nucleophiles). 
The interaction between the electrophiles and nucleophiles helps us to 
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design the mechanistic pathway of a plethora of chemical reactions. Thus, 
an electrophile upon reacting with a nucleophile tends to “pull off” elec-
tron density from the latter with the formation of a stable covalent bond 
along with a consequent lowering of energy of the system. The qualita-
tive concept of such an energy lowering of an electrophilic system upon 
chemical attack (by a nucleophile) has been quantified by Parr et al. [13] 
with the prescription of a new reactivity descriptor called electrophilic-
ity index (w). Parr’s postulate of electrophilicity index (w) is based on 
thermodynamic considerations and is a measure of the favorable change 
in energy upon saturation of a system with electrons. The electrophilicity 
index (w) as defined by Parr et al. [13] is:

	
2 2

2 2
m cw
h h

= = 	 (3)

The above expression for electrophilicity (ω) mimics the equation of 
electrical power (W) in classical physics: W = V2/R, where V and R denote 
the voltage and electrical resistance, respectively. Thus ω represents the 
“electrophilic power” of a species. Some recent reviews on electrophilic-
ity index (w) [14–16] have made an in-depth study regarding its genesis 
and rigorous applications towards an understanding of chemical reactivity.

Now, when an electrophile (an electron-deficient species) reacts with a 
nucleophile (an electron-rich species), the electrophilicity of the former is 
decreased while for the latter it is increased respectively owing to a charge 
transfer process. Such a phenomenon calls for an equalization of the elec-
trophilicity values between the interacting systems and hence like that of 
the chemical potential (discussed earlier) conceptualizes an electrophilici-
ty equalization principle [47]. The recipe of the equalization of electrophi-
licity (w) originates from the fact that both the chemical potential (m) and 
hardness (h), of which it (w) is qualitatively conceived [13] are also equal-
ized during a chemical process. Hence a geometric mean principle for the 
equalization of w can be conceived. To be precise, simultaneous validity 
of EEP and HEP implies that of a principle of electrophilicity equalization. 
The equalized electrophilicity (wGM) is mathematically expressed as:
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where 
2

,( 1,2,......., )k
k

k

k Pc
w

h
= =  are the electrophilicities of the isolated atoms.

The equalized electrophilicity (like that of electronegativity/chemical 
potential and hardness) becomes equal to the geometric mean of the as-
sociated isolated atom values. The corresponding local variant [48–50], 
however, does not carry any appreciable chemical sense in this regard 
and remains constant and becomes equal to the global electrophilicity. 
Theoretical computations on some representative molecular systems 
clearly depict that the electrophilicity equalization principle follows a 
reasonable suite where the corresponding equalization algorithms of 
electronegativity (c) and hardness (h) are also duly obeyed. The elec-
trophilicity equalization principle, in conjunction with the EEP and HEP 
therefore serve as a useful qualitative benchmark towards rationalizing 
chemical behavior. However, the postulation of any qualitative concept 
or principle can also be attempted from other approaches [46, 51, 52]. 
These three works [46, 51, 52] clearly refute the claim by Szentpaly [53] 
to rule out any electrophilicity equalization principle. The only point to 
differ is that a new mathematical algorithm in spite of corroborating with 
the basic scientific sense might become applicable or rather exemplify 
an entirely different set of molecular systems. However, the introduc-
tion of a fudge-factor [51] and then to claim a strong correlation is not 
warranted. The main claim of this paper [51] through an earlier paper of 
these authors has been strongly criticized by Szentpaly [53]. Other than 
the basic theory, there seems to be as such no universality laid with the 
application of the electrophilicity equalization principle. It mostly serves 
as a good qualitative index towards rationalizing molecular reactivity 
and is duly obeyed only when the corresponding equalization algorithms 
of electronegativity and hardness are applicable. So to compare [48] an 
electrophilicity equalization principle with the stature of Heisenberg’s 
uncertainty principle and then to advocate a tendency of “ruling out” the 
same [53, 54] is certainly a blatant over say. A subsequent paper criticiz-
ing such fastidious comments [55] is also published. In the same logic 
EEP (Szentpaly would be the “last to disagree on its success”) and many 
other principles should be out of the literature. As already mentioned, 
the principle of electrophilicity equalization (PEE) performs nicely (or 
poorly) at par with the electronegativity equalization principle (EEP). 
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Moreover, as mentioned by Szentpaly [53], neither any question regard-
ing the better validity of PEE over EEP arise nor an excellent correlation 
regarding the R2 values [47] is claimed. The calculated R2 values just 
attempts to reflect the qualitative accuracy of all three such “principles” 
over a set of molecules. Regarding the “counterintuitive” behavior of the 
electronegativity, hardness and electrophilicity values and the justifica-
tion of “plurality” [53], it seems as if there should exist a very strong nu-
cleophile with a high c value which naturally conceptualizes chemistry 
in a new way, heuristically proposed by Szentpaly. As for the difference 
in the equalized electrophilicities of (i) isomers having different bond 
connectivities, (ii) singlet or triplet O2, (iii) cationic electrophiles, etc., 
mentioned as counterexample in the reference 53 we suggest to compute 
the corresponding c values in all such counter examples (cf. Table 1, 
Ref. 53) and then to testify the validity or otherwise of the EEP as well. 
The question of electrophilicity equalization amongst a set of molecular 
systems should usually be addressed by comparing the associated elec-
tronegativity values. And, in this regard the tautological sermon to test 
the usefulness of geometric averaging [53] may take several chapters 
including many of L. v. Szentpaly out of scientific literature. Last but 
not the least, a glad agreement with the maximum hardness principle 
(MHP) [56] clearly shows that the cited examples [53] oppose the given 
claim. It may be noted that there are several such “principles” including 
the Sanderson’s electronegativity “principle.” Szentpaly failed to under-
stand that the qualitative nature of all these principles are highlighted 
[47, 55], numerical examples showed their qualitative nature, a small 
set was not chosen to show the applicability of PEE in particular and all 
of them and many other such prescriptions are called “principles” in the 
literature. He did not care to check the validity of his favorite EEP in all 
of his counterexamples [53] for PEE. These molecular electronic struc-
ture principles simply attempts to serve as useful guiding parameters 
towards gaining deeper insights into molecular behavior. The proposal 
of an electrophilicity equalization principle is definitely significant, so 
as its genesis from different mathematical approaches by holding its re-
lation with the other equalization principles intact. Of course, whether 
all such propositions would be called “principles” or “prescriptions” that 
ought to be decided.
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8.5  CONCLUSION

All of the three equalization principles, viz., electronegativity equalization 
principle (EEP), hardness equalization principle (HEP), and principle of 
electrophilicity equalization (PEE) are qualitative in nature. If first two are 
valid then, the third one would be automatically valid.
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9.1  INTRODUCTION

The synthesis and complete characterization of all the monomers name-
ly norbornene derived folate (mono 1), norbornene derived doxorubicin 
hydrazone linker (mono 2) and Norbornene derived barbiturate (NDB) 
are clearly described. The mono1 and mono2 are processed with di-
block copolymerization whereas the homopolymerization of NDB is 
done through ring-opening metathesis polymerization (ROMP). In the 
covalent approach folic acid (FA) is used as the receptor-targeted anti-
cancer therapy. The primary purpose of using drug delivery systems 
with hydrogen linkages is attributed to its pH-responsive feature. So 
its quite evident when the drug release from micelles of FOL-DOX is 
significantly accelerated even at mildly acid pH of 5.5 to 6.0 compared 
to physiological pH of 7.4. In case of non covalent approach, the NDBH 
polymersomes are used as a nano carrier for anti cancer ( DOX) drug 
delivery.

The recent development in the research domain of human health care 
is rampant and quite phenomenal. The most rapidly advancing area of 
science in which chemists and chemical engineers are contributing their 
major efforts is controlled drug delivery technology [1–6]. The role 
of polymers is very important in these delivery systems [7a, b]. Such 
systems often use synthetic polymers as carriers for the drugs. These 
delivery systems offer numerous advantages compared to conventional 
dosage forms including improved efficacy, reduced toxicity, and im-
proved patient compliance and convenience [10]. It’s a great challenge 
for researchers in the field to generate an effective system in which the 
release of drugs can be regulated via an appropriate stimulus such as pH 
or temperature with site-specific targeting properties [8a–c]. Recently, 
efforts have been focused on developing drugs through self-assembly or 
high-throughput processes to facilitate the development [11a, b]. Drugs 
covalently bound in polymeric micellar cores via pH-sensitive linkers 
such as an imine [12], acetal [13], oxime [14a–c] or orthoester [15], 
showed enhanced in vitro cytotoxicity compared to free drug, resulting 
from rapid release of drug from acidic endosomes.
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Towards this application, controlled polymerization techniques are 
considered. Among the controlled polymerization technique, Ring Open-
ing Metathesis Polymerization (ROMP) [16] is considered to be more 
promising, because it is very easy to polymerize, easy to functionalize. 
This is due to the nature of the Grubbs’ catalyst—it is well known for tol-
erance of different types of functional groups such as alcohols, aldehydes, 
amides, esters, ketones, and carboxylic acids. Thus, it can yield polymers 
with extremely rich functionalities imparting water solubility [17–19] an-
timicrobial [20–24] and antibiofouling [25] activity, and even metal con-
taining functional groups [26, 27].

Even though there are lot of familiar methods and procedures that 
can be followed to control the release rate of drugs by covalently at-
taching them to a hydrolytically labile bond, we are very specific about 
hydrazone bonds for their responsive acuteness in delivery behavior and 
also for its ability to the usually facile incorporation of hydrazides into 
delivery materials [28]. However, incorporation of hydrazone into poly-
mer prodrugs is still synthetically challenging and not explored much 
except very few pioneering report on poly(aspartate hydrazone adria-
mycin) based polymers [29]. Typically, the release rate of drug with hy-
drazone linkage is governed by the pH of the surrounding media, with 
faster release observed in acidic (pH 5–6) environments compared with 
physiological media (pH 7.4).

Here, we report a simple and unique approach to design and syn-
thesis of block copolymer (FOL-DOX) that has the potential applica-
tion as drug carrier. This work investigates design and synthesis of the 
FOL-DOX consisting of hydrazone tethered DOX and FOLATE ligand 
to Sitespecific targeting capability (Fig. 1; Scheme 1). Folic acid is 
being used because folate receptors are over-expressed on the surface 
of several cancer cells compared to normal cells. In this chapter we 
are presenting the design and synthesis of ROMP polymers that have 
potential application in cancer therapy. This includes both covalent and 
non-covalent approach to attach the drug on to the polymeric back-
bone.
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FIGURE 1  Cartoon representation of FOL-DOX.

SCHEME 1  Schematic representation of synthesis of FOL-DOX.
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9.2  EXPERIMENTAL SECTION

9.2.1  MATERIALS

5-norborene-2-carboxylic acid (mixture of endo and exo isomers), was 
purchased from Alfa Aesar. Furan, maleic anhydride, tin (IV) chloride 
(SnCl4), di ethyl oxomalonate (DEOM), vinyl ethyl ether, folic acid, di-
cyclohexylcarbodiimide (DCC), NHS, doxorubicin hydrochloride, 4-ami-
nobenzoic acid, N-(3-dimethylaminopropyl)-N’-ethylcarbodiimide hy-
drochloride, N-hydroxysuccinimide, dicyclohexyl carbodiimide (DCC), 
1-hydroxybenzotriazole, 4-dimethylamino-pyridine, 2-aminoethanol, 
tertiary butyl carbazate, 4-aminobenzoic acid, acetic anhydride, sodium 
acetate, Trifluoroacetic acid (TFA), N-(3-dimethylaminopropyl)-N’-
ethylcarbodiimide hydrochloride, dimethyl sulphoxide, second genera-
tion Grubbs’ catalyst, CDCl3 and DMSO-D6 were purchased from Sigma 
Aldrich. Aniline, Urea, tetra- hydrofuran (THF), diethyl ether were pur-
chased from Merck and used as received. Dichloromethane (DCM), ac-
etone, toluene, pyridine were dried and used for the reactions. The sodium 
methoxide was freshly prepared from methanol and Na metal and used 
without further purification.

9.2.2 CHARACTERIZATION

9.2.2.1  GEL PERMEATION CHROMATOGRAPHY (GPC)

Molecular weights and PDIs were measured by Waters gel permeation 
chromatography in THF relative to PMMA standards on systems equipped 
with Waters Model 515 HPLC pump and Waters Model 2414 Refractive 
Index Detector at 35°C with a flow rate of 1 ml/min. HRMS analyses 
were performed with Q-TOF YA263 high resolution (Waters Corporation) 
instruments by +ve mode electrospray ionization.
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9.2.2.2  NUCLEAR MAGNETIC RESONANCE (NMR)

The 1H NMR spectroscopy was carried out on a Bruker 500 MHz spec-
trometer using CDCl3 as a solvent. 1H NMR spectra of solutions in CDCl3 
were calibrated to tetramethylsilane as internal standard (δH 0.00).

9.2.2.3  FOURIER TRANSFORM INFRA RED (FT-IR)

FT-IR spectra were obtained on FT-IR Perkin-Elmer spectrometer at a 
nominal resolution of 2 cm–1.

9.2.3 COVALENT APPROACH

9.2.3.1  SYNTHESIS AND CHARACTERIZATION

9.2.3.1.1  SYNTHESIS OF FOLATE-NHS ESTER

Folic acid (5 g, 11.3 mmol) was dissolved in 100 ml of dry dimethylfor-
mamide (DMF) to which (1.55 g, 1.52 mmol) of dicyclohexylcarbodi-
imide (DCC) and (1.285 g, 11.3 mmol) of NHS were added. The reac-
tion mixture was stirred for 15 h at room temperature in the dark under 
nitrogen atmosphere. The byproduct, dicyclohexylurea, was filtered, and 
100 ml of diethyl ether was added with slow stirring at room temperature. 
A yellow precipitate was filtered. Then the precipitate was washed with 
diethyl ether for three times, the yellow color solid was used for the next 
step.

9.2.3.1.2  SYNTHESIS OF BOC-FOLATE

Folate-NHS ester (6.0 g, 11 mmol) was dissolved completely in 100 ml 
of dry pyridine, and tertiary butyl carbazate (2.25 g, 11 mmol) was slowly 
added for about 60 min. The mixture was stirred at room temperature in 
the dark for 12 h. Pyridine was concentrated under vacuum to yield a yel-
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low color solid. The product was used for next step. 1H NMR (DMSO-D6, 
500 MHZ): δ 11.2–11.5 (s, 1H), 8.624 (s, 1H), 8.6 (s, 2H), 8.0–8.1 (d, 2 
H), 7.36–7.7.38 (d, 2 H), 6.55–6.70 (d, 2H), 6.50 (s, 2H), 4.50–4.54 (m, 
2H), 4.43–4.4 (m, 2H), 2.30–2.33 (t, 2H), 2.0–2.07 (m, 2H), 1.86–1.94 (m, 
2H), 1.30 (s, 9H). IR (KBr, cm–1): 3392, 2927, 1696, 1507, 1405, 1308, 
1195, 997.

9.2.3.1.3  DEPROTECTION OF BOC-FOLATE

The resulting product (BOC-Folate) was dissolved in 20 ml of trifluoro-
aceti cacid (TFA) to deprotect the BOC group. Deprotection was carried 
out at room temperature for 2 h. TFA was removed under vacuum. Then 10 
ml of diethyl ether was added to the pasty mass to get yellow color solid. 

1H NMR (DMSO-D6, 500 MHZ): 11.2–11.5 (s, 1H), 8.624 (s, 1H), 8.6 (s, 
2H), 8.0–8.1 (d, 2 H), 7.36–7.7.38 (d, 2 H), 6.55–6.70 (d, 2H), 6.50 (s, 
2H), 4.50–4.54 (m, 2H), 4.43–4.4 (m, 2H), 2.30–2.33 (t, 2H), 2.0–2.07 (m, 
2H), 1.86–1.94 (m, 2H). IR (KBr, cm–1): 3337, 2935, 1699, 1605, 1509, 
1335, 1198, 1137, 947.

9.2.3.1.4  SYNTHESIS OF MONO 1

A 100 mg (0.728 mmol) of 5-Norbornene-2-exo-carboxylic acid was add-
ed into 10 ml of dimethyl formamide. A 300 mg (1.456 moml) of N-(3-
dimethylaminopropyl)-N’-ethylcarbodiimide hydrochloride (EDC) and 
1-hydroxybenzotriazole (HOBT) 196 mg (1.456 mmol) in to the reaction 
mixture. Reaction mixture was allowed to stir for 15 h at room temperature. 
Then it was allowed to cool at 0–5°C. De-BOC-Folate (418 mg, 0728) was 
dissolved in 10 ml of dimethyl formamide and this solution was added to 
the reaction mixture at 0–5°C. Then, the reaction mixture was stirred for 
another 30 min at 0–5°C. To the reaction mixture ethyl acetate was added 
followed by water to the reaction mixture. Organic layer was washed with 
2 × 10 ml of water followed by sodium bicarbonate wash. Finally, organic 
layer was washed with brine solution. Organic layer concentrated under 
vacuum to yield a white color solid. 1H NMR (DMSO-D6, 500 MHZ): 
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11.2–11.5 (s, 1H), 9.6–9.8 (bs, 1H), 8.624 (s, 1H), 8.6 (s, 2H), 8.0–8.1 (d, 
2 H), 7.36–7.7.38 (d, 2 H), 6.55–6.70 (d, 2H), 6.50 (s, 2H), 6.13–6.16 (s, 
2H), 4.50–4.54 (m, 2H), 4.43–4.4 (m, 2H), 2.30–2.33 (t, 2H), 2.0–2.07 (m, 
2H), 1.86–1.94 (m, 2H). IR (KBr, cm–1): 3272, 2933, 1686, 1606, 1512, 
1330, 1300, 1190, 840.

9.2.3.1.5  SYNTHESIS OF NADIC ACID

Exo-oxabicylo-[2.2.1] hept-5-ene-2, 3-dicarboxylic anhydride, [1] (1.914 
g, 11.5 mmol) was added to a four-neck reaction flask. A 35 ml of acetone 
was added and heated until it became clear solution. To this solution, para-
amino benzoic acid (1.605 g, 11.5 mmol) was added with stirring. After 
heating for fifteen min the reaction mixture was allowed to stir for about 
30 min at room temperature. The solid was filtered and dried at 55°C un-
der vacuum. After the drying process, the compound was then dissolved 
in 30 ml of dimethyl formamide and heated to 50°C. Acetic anhydride 
(15 ml, 158.97 mmol) and sodium acetate (0.635 g, 7.743 mmol) were 
added under stirring. The reaction mixture was allowed to stir for 3 h at 
55°C. After stirring for 3 h, the reaction mixture was poured into 500 ml 
of water then acidified by addition of 5 ml concentrated HCl. White color 
solid was precipitated immediately. It was then filtered and dried at 90°C, 
under vacuum (80 % yield). 1H NMR (DMSO-D6, 400 MHZ): δ 13.1 (bs, 
1H), 8.0–8.2 (m, 2H), 7.4–7.5 (m, 2H), 6.6 (s, 2H), 3.1 (s, 2H). 13C NMR 
(DMSO-D6, 400 MHz): δ 176.43, 166.59, 136.65, 135.78, 130.0, 126.79, 
80.86, 47.58. IR (KBr, cm–1): 3236, 2635, 2073, 1954, 1826, 1780, 1729, 
1698, 1607, 1515, 1418, 1218, 1144, 1125, 1020, 975, 950, 912, 883, 878, 
804, 726, 672, 633, 598, 541, 521. MS (ESI) calculated for C8H10O2Na [M 
+ H]+: 285.05; observed 284.95.

9.2.3.1.6  SYNTHESIS OF BOC-NADIC 

A 1 g (6.92 mmol) of nadic acid was added into 10 ml of dimethyl 
formamide. A 0.85g (4.46 moml) of N-(3-dimethylaminopropyl)-N’-
ethylcarbodiimide hydrochloride (EDC) and 1-hydroxybenzotriazole 
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(HOBT) (0.62 g, 4.46 mmol) in to the reaction mixture. Reaction mix-
ture was allowed to stir for 15 h at room temperature. Then it was 
allowed to cool at 0–5°C. Tertiary butyl carbazate was dissolved in di-
methyl formamide and this solution was added to the reaction mixture 
at 0–5°C. Reaction mixture was stirred for another 30 min at 0–5°C. To 
the reaction mixture ethyl acetate was added followed by water to the 
reaction mixture. Organic layer was washed with 2 × 10 ml of water fol-
lowed by sodium bicarbonate wash. Finally organic layer was washed 
with brine solution. Organic layer was concentrated under vacuum to 
yield a white color solid (700 mg, 70% yield). 1H NMR (DMSO-D6, 
400 MHZ): δ 10.30 (bs, 1H), 8.96 (s, 1H), 7.8–7.9 (m, 2H), 7.2–7.26 
(m, 2H), 6.60 (s, 2H), 5.34 (s, 2H), 3.11 (s, 2H), 1.26 (s, 9H). 13C NMR 
(CDCl3, 400 MHz): δ 175.48, 165.39, 155.42, 136.64, 134.80, 128.03, 
126.67, 80.85, 79.27, 47.58, 28.08. IR (KBr, cm–1): 3456, 3367, 3277, 
2999, 1786, 1747, 1729, 1660, 1630, 1541, 1516, 1390, 1261, 1014, 
946, 912, 875, 867, 781, 722. MS (ESI) calculated for C8H10O2Na [M + 
H]+ : 399.40 ; observed 399.14.

9.2.3.1.7  DEPROTECTION OF BOC-NADIC

A 500 mg (1.754 mmol) of BOC-NADIC was dissolved in 5 ml of dichlo-
romethane at room temperature. TFA 6 ml was added in to the reaction 
mixture. Reaction mixture was allowed to stirred for 1 h at room tempera-
ture. Reaction mixture was concentrated to pasty mass, then diethyl ether 
was added to the pasty mass. Resultant white product was collected by 
suction filtration, washed with 10 ml of diethyl ether and dried at 40°C 
under vacuum (420 mg, 84% yield). 1H NMR (DMSO-D6, 400 MHZ): 
δ 11.43 (bs, 1H), 7.8–7.9 (m, 2H), 7.33–7.40 (m, 2H), 6.6 (s, 2H), 5.25 
(s, 2H), 3.11 (s, 2H), 1.8–1.9 (m, 3H); IR (KBr, cm–1): 3481, 2975, 1785, 
1717, 1512, 1393, 1304, 1207, 1172, 1070, 880, 726. 13C NMR (CDCl3, 
400 MHz): δ 175.48, 165.39, 155.42, 136.64, 134.80, 128.03, 126.67, 
80.85, 79.27, 47.58. MS (ESI) calculated for C8H10O2Na [M + H]+: 299.28 
observed 299.98.
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9.2.3.1.8  SYNTHESIS OF NORBORNENE DERIVED DOXORUBICIN 
HYDRAZONE LINKER (MONO 2)

Doxorubicin hydrochloride 29 mg (0.05 mmol), and compound nadic hy-
drazine 72.6 mg (0.18 mmol) were dissolved in 10 ml of anhydrous metha-
nol. TFA (3 µl) was added to the reaction mixture. The reaction mixture 
was stirred at room temperature for 24 h while being protected from light. 
The reaction mixture was concentrated to a volume of 1 ml and added to 
acetonitrile (20 ml) drop wise with stirring. The resulting solution was al-
lowed to stand at 4°C. This product was isolated by centrifugation, washed 
with fresh methanol/acetonitrile (1:10) and dried under vacuum to yield 
the hydrazone linker of doxorubicin 15 mg, 51% yield). 1H NMR (DMSO-
D6, 400 MHZ): δ 11.8 (s, 1H), 7.69–7.95 (m, 7H), 7.79–7.80 (m, 2H), 
6.62 (s, 2H), 5.43 (m, 2H), 5.26 (m, 2H), 5.30 (s, 2H), 4.95–4.97 (m, 1H), 
4.85–4.88 (t, 1H), 4.56–4.57 (m, 1H), 4.17–4.18 (m, 1H), 4.21 (m, 1H), 
4.02 (s, 3H), 3.55–3.56 (m, 1H), 3.11 (s, 2H), 2.95–3.02 (m, 2H), 2.13–
2.15 (m, 2H), 1.88–1.89 (m, 1H), 1.6–1.69 (m, 1H), 1.16–1.19 (m, 3H). 

13C NMR (CD3OD, 400 MHz): δ 215.0, 187.62, 188.82, 177.20, 162.77, 
158.39, 156.46, 137.83, 129.04, 127.98, 122.16, 120.49, 112.12, 100.98, 
82.81, 76.86, 71.78, 67.88, 61.0, 59.0, 39, 32.0, 33.81, 29.42, 16.98. IR 
(KBr, cm–1): δ 3474, 2992, 2419, 1718, 1799, 1674, 1604, 1567, 1525, 
1416, 1299, 114, 1258, 1154, 1026, 1006, 960, 900, 891,788, 733. MS 
(ESI) calculated for C8H10O2Na [M + H]+: 824.25; observed 824.9.

9.2.3.2  RESULTS AND DISCUSSION

9.2.3.2.1  MONOMER SYNTHESIS

Exo-5-norbornene-5-carboxylic acid was separated from the commer-
cially available mixture of endo and exo 5-norbornene-2-carboxylic acid 
by the idolactization methods of Ver Nooy and Rondestvedt. Carboxylic 
acid peak was observed at δ 12 ppm (br, 1H) and δ 183 ppm (Figs. 2, 
and 3). The signals at δ 6.02–6.06 ppm (m, 2H) were corresponding to 
norbornene olefenic protons while the signals at δ 1.97–2.05 ppm (dt, J 
= 12.7Hz, 1H) and δ 1.66–1.71 (m, 1H) were belonging to norbornene 
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bridged hydrogens, which was further confirmed by IR (Fig. 4) where the 
stretching mode due to carboxylic acid of exo norbonene carboxylic acid 
was observed at 1700 cm–1.

FIGURE 2   1H NMR spectrum of exo 5-norbornene-2-carboxylic acid in DMSO-d6.

FIGURE 3   13C NMR spectrum of exo 5-norbornene-2-carboxylic acid in CDCl3.
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FIGURE 4  FT-IR spectrum of exo 5-norbornene-2-carboxylic acid.

Exo-oxabicylo-[2.2.1] hept-5-ene-2, 3-dicarboxylic anhydride was pre-
pared following the reported process [13]. 3-(4-carboxyphenylcarbamoyl)-
7-oxabicyclo[2.2.1]hept-5-ene-2-carboxylic acid was prepared by using 1 
equivalent of 4-aminobenzoic acid and 5.1 equivalent of acetic anhydride 
in presence of 0.29 equivalent of sodium acetate in dimethyl formamide 
solvent. Product was confirmed by 1H NMR and IR spectroscopy. The sig-
nal at δ 13.1 (bs, 1H) ppm and δ 176 ppm was responsible for carboxylic 
acid group (Figs. 5 and 6) δ 8.0–8.2 (m, 2H) and 7.4–7.5 (m, 2H) ppm 
were responsible for aromatic protons, while δ 6.6 (s, 2H), 5.34 (s, 2H) and 
3.1 (s, 2H) ppm peaks were for oxo-norbornene protons. Broad stretching 
frequency at 3244 cm–1 was attributed to free carboxylic acid as shown in 
(Fig. 7a).

Tertiary butyl hydrazone nadic carboxylate was prepared by coupling 
of nadic acid and tertiary butyl carbazate by using 1.2 equivalent of N-(3-
dimethylaminopropyl)-N’-ethylcarbodiimide hydrochloride (EDC) cou-
pling reagent in presence of 1.2 equivalent of 1-hydroxybenzotriazole 
(HOBT) in dimethyl formamide solvent. Formation of monomer that was 
thoroughly characterized by 1H NMR and IR spectroscopy. The signal δ 
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1.26 (s, 9H) ppm protons were responsible for tertiary butyl group, δ 10.30 
(bs, 1H) and δ 8.96 (s, 1H) were for hydrazone protons. The signals at δ 
7.8–7.9 (m, 2H) and δ 7.2–7.26 (m, 2H) were for benzene ring protons. 
The signals at δ 6.60 (s, 2H), 5.34 (s, 2H) and δ 3.11 (s, 2H) ppm were 
observed for oxo-norbornene protons and in 13C NMR δ 156 ppm for Boc 
carbonyl (Figs. 8 and 9). The stretching frequency at 3244 cm–1 for free 
carboxylic acid was shifted to 3277 cm–1 which indicated the formation 
of amide group as shown (Fig. 7b). In the next step tert-butoxy carbonyl 
group was cleaved using TFA to yield the hydrazide. This product was 
confirmed by 1H NMR and IR spectroscopy. The signal at δ 1.26 (s, 9H) 
ppm and in 13C NMR δ 28 and δ 79 ppm for tertiary butyl group was absent 
in the product which indicated the complete deprotection of tertiary butyl 
group (Figs. 10 and 11). Shifting of stretching frequency from 3277 cm–1 
to 3473 cm–1 indicated the formation of free amine group (Fig. 7c).

FIGURE 5   1H NMR spectrum of nadic acid in DMSO-d6.
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FIGURE 6   13C NMR spectrum of nadic acid in DMSO-d6.

FIGURE 7  FT-IR spectra of (a) nadic acid (b) BOC-NADIC (c) nadic hydrazine.

FIGURE 8   1H NMR spectrum of NADIC-BOC DMSO-d6.
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FIGURE 9   13 C NMR spectrum of NADIC-BOC in DMSO-d6.

FIGURE 10   1H NMR spectrum of nadic hydrazine in DMSO-d6.

FIGURE 11   13 C NMR spectrum of nadic hydrazine in DMSO-d6.
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Doxorubicin with hydrazone linker (Scheme 3) was prepared by addi-
tion of doxorubicin hydrochloride and norborne hydrazide in methanol in 
presence of TFA and the whole reaction set up was being protected from 
light for 24 h. The product was confirmed by 1H NMR, IR spectroscopy 
and mass (Fig. 12b). The signals at δ 7.94–7.95 (m, 2H), 7.79–7.80 (m, 
2H), 7.77–7.78 (m, 1H) and 7.36–7.39 (m, 1H) ppm were responsible for 
doxorubicin aromatic group protons. The signals at δ 6.62 (s, 2H) were 
observed for norbornene olefinic protons (Fig. 12a). In doxorubicin hy-
drazone linker the band at 1737 cm–1 (Fig. 13a) responsible for carbonyl-
stretching frequency was absent that indicated the formation of hydrazone 
linker between ketone and hydrazine (Fig. 13b). All monomers were char-
acterized by micromass spectrometer (Q-TOF), using methanol as solvent. 
Observed mass (m/z) and calculated mass for all monomers were in good 
agreement, which confirmed the formation of product.

FIGURE 12  (a) 1H NMR spectrum of mono 2; (b) mass spectrum of mono 2.

FIGURE 13  FT-IR spectra of (a) free doxorubicin and (b) mono 2.
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Folic acid has two α-and γ-carboxylic acids (Fig. 14), but γ-carboxylic 
acid is more selectively activated due to its higher reactivity. First, the 
γ-carboxylic group of FA was activated by dicyclohexylcarbodiimide 
(DCC) and NHS (Scheme 2). Activated Folate-NHS ester was reacted 
with tertiary butyl carbazate in presence of pyridine to prepare BOC-FO-
LATE. The product was confirmed by 1H NMR and IR spectroscopy. The 
signal at δ 1.30 (s, 9H) ppm protons (Fig. 15) were responsible for tertiary 
butyl group. Shifting of stretching frequency from 3377 cm–1 to 3392 cm–1 
indicated the formation of amide group. The resulting residue (BOC-FO-
LATE) was dissolved in 20 ml of TFA to deprotect the BOC group. De-
protection was carried out at room temperature for 2 h. Deprotection was 
confirmed by 1H NMR and IR spectroscopy. The signal at δ 1.30 (s, 9H) 
ppm for tertiary butyl group was absent in the product, which indicated 
the complete deprotection of tertiary butyl group. Shifting of stretching 
frequency from 3277 cm–1 to 3337 cm–1 indicated the formation of free 
amine group. Mono 1 (Scheme 2) was synthesized by coupling of depro-
tected BOC-FOLATE with exo 5-norbornene-2-carboxylic acid by using 
N-(3-dimethylaminopropyl)-N’-ethylcarbodiimide hydrochloride (EDC) 
coupling reagent in presence of 1-hydroxybenzotriazole (HOBT) in di-
methyl formamide solvent. Formation of monomer that was thoroughly 
characterised by 1H NMR and IR spectroscopy. The signal at δ 6.13-6.15 
(s, 2H) ppm protons (Fig. 16) were responsible for norbornene olefinic 
protons, which confirms the product formation. Shifting of stretching fre-
quency from 1696 cm–1 to 1686 cm–1 indicated the formation of product.

FIGURE 14  1H NMR spectrum of folic acid in DMSO-d6.
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FIGURE 15   1H NMR spectrum of BOC-FOL in DMSO-d6.

FIGURE 16  1H NMR spectrum of NOR-FOL in DMSO-d6.
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SCHEME 2  Schematic representation of synthesis of monomer 2.

5.2.3.2.2  POLYMERIZATION REACTIONS

Homopolymerization of monomer 2 (Scheme 3) was carried out by us-
ing 2nd generation Grubbs’catalyst at room temperature in dry CDCl3 and 
CD3OD (9:1 v/v %) solvent system and monitored by 1H NMR. New peaks 
were observed at δ 5–5.3 ppm, and norbornene olefinic protons were dis-
appeared at δ 6.6 ppm indicating the formation of the product. The stretching 
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frequency at 1567 cm–1 norbornene olifinic (C=C) was absent which con-
firms the homo polymer (Fig. 17).

SCHEME 3  Schematic representation of synthesis of monomer 1.

FIGURE 17  FT-IR spectra of poly 1.
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5.2.3.3  DIALYSIS STUDY OF HOMOPOLYMER

For the drug release profile of homopolymer of DOX, pH 7.4 as well as 
acidic conditions was decided as the normal pH of blood for sustaining hu-
man life is about 7.4, while the endosomes and lysosomes of cells have 
a more acidic environment [11c]. Therefore, drug release study of homo-
polymer was carried out in pH 7.4 in phosphate buffer solution and pH 5.5 
and 6 in acetate buffer solutions, respectively. A 1 mg of homopolymer was 
dissolved in 1 ml of distilled water (partially soluble) and loaded in dialysis 
tube (3,500; Dalton cut-off) and dialyzed against 70 ml of a buffer solution 
whose pH was maintained at 5.5. An aliquot of the sample was removed and 
its absorbance at 480 nm was measured as an indication of the release of 
doxorubicin. Fluorescence also recorded by exciting the solution at 510 nm. 
Emissions from the free DOX released from homopolymer were observed 
at 560 nm and 590 nm. The sample was then added back to the solution to 
maintain the volume of the solution. This procedure was repeated for every 
1 h and results were observed for 48 h. It was observed that after 24 h, there 
was no significance increase in the intensity of fluorescence and UV inten-
sity. The similar procedure was repeated to monitor the drug release at pH 
6.0 as well as pH 7.4 and the results are shown in (Fig. 18). The DOX release 
from homopolymer at pH 7.4 was very minimal.

FIGURE 18  DOX Release Profile at 37°C in comparison with pH 5.5, 6 and 7.4.
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Copolymerization of FOL-DOX have solubility issues. We are in the 
process of incorporating PEG moiety in FOL-DOX copolymer to make 
the copolymer’s solubility in aqueous as well as biological medium. This 
synthetic attempt along with newly designed copolymer’s biocompatibil-
ity studies will be our future report.

9.2.4  NON-COVALENT APPROACH

Self-assembling systems have a remarkable property of promptly respond-
ing to external stimuli, such as pH, solvent polarity, and temperature. So 
we are very specific among the structures like vesicles formed by the self-
assembly of amphiphilic homopolymers. Because of their fundamental 
perspective, they have rich potential applications in drug or gene deliv-
ery, nanotechnology, and even they are considered to be model systems 
of biomembranes. These systems have demonstrated its versatility in the 
non-covalent drug carriers in the drug delivery therapy. Herein, we re-
port a pH- bilayer vesicle formation from a unique design, an amphiphilic, 
norbornene derived barbiturate homopolymers, NDBH, is synthesized us-
ing the ring opening metathesis polymerization (ROMP). The barbiturate 
functionality of each monomer unit in NDBH can act as a hydrophilic 
head group, whereas the norbornene backbone can behave as a hydropho-
bic moiety (Scheme 4).

9.2.4.1  SYNTHESIS OF COMPOUND 1

A 10 g (102 mmol) of maleic anhydride and 8.32 g (122.4 mmol) of furan 
was dissolved in toluene. The reaction mixture was stirred at room tem-
perature for 48 h. This product was isolated by filtration and washed with 
cold toluene and dried under vacuum to yield exo-7-oxabicyclo[2,2,1] 
hept-5-ene-2,3-dicarboxylic anhydride. 1H NMR (500 MHz, CDCl3): δ 
6.56 (s, 2 H), 5.44 (s, 2H), 3.17(s, 2H); 13C NMR (125 MHz, dmso-d6): 
δ 171.54, 137.20, 81.63, 49.08; MS (ESI) calculated for C8H6O4 (M

++H) 
166.02, observed 166.
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SCHEME 4  Synthesis of NDBH via ring opening metathesis polymerization.

9.2.4.2  SYNTHESIS OF COMPOUND 2

A 5 g (30.12 mmol) of compound 1 and 2.8 g (30.12 mmol) of aniline was 
dissolved in 50 ml methanol. The reaction mixture was stirred at 56°C for 
72 h. This reaction mixture concentrated to the pasty mass and this pasty 
mass was dissolved in dichloromethane (50 ml), and washed with water 
(3 × 100 ml). The organic layer was dried over NaSO4 and concentrated 
under vacuum to yield compound 2 as a brownish solid. 1H NMR (500 
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MHz, dmso-d6): δ 7.49 (s, 4H), 7.19 (s, 1H) 6.5 (s, 2 H), 5.2 (s, 2H), 
3.0 (s, 2H); 13C NMR (500 MHz, DMSO-d6): δ 172.01, 137.31, 131.90, 
128.01, 82.10, 49.53; MS (ESI) calculated for C14H11NO3 (M

++H) 241.07, 
observed 241.62.

9.2.4.3  SYNTHESIS OF COMPOUND 3

A 200 mg of compound 2 was dissolved in 5 ml dichloromethane in a two 
necked round bottom flask fitted with CaCl2 guard tube and the flask was kept 
in ice bath to avoid vigorous reaction. Diethyl ketomalonate (1 ml) was added 
via syringe followed by drop wise addition of 0.9 ml of stannous chloride. 
The reaction mixture was stirred at room temperature for 6 h. The reaction 
mass was concentrated under vacuum to yield brownish solid. 1H NMR (500 
MHz, DMSO-d6): δ 7.49 (s, 2H), 7.19 (s, 2H), 7.14 (s, 1H), 6.5 (s, 2 H), 5.2 (s, 
2H), 4.13 (m, 4H), 3.0 (s, 2H), 1.29 (t, 6H); 13C NMR (500 MHz, DMSO-d6): 
δ 172.01, 168.4, 137.31, 131.90, 128.01, 98.7, 82.10, 61.6, 49.53, 14.1. MS 
(ESI) calculated for C21H21NO8 (M

++H) 415.12, observed 416.

9.2.4.4  SYNTHESIS OF NDB

50 mg of compound 3 was dissolved in 5 ml of dry tetrahydrofuran and 
freshly prepared sodium methoxide (50 mg) was dissolved in 20 ml metha-
nol. Urea (50 mg was added to the reaction mixture. The reaction mixture 
was stirred for 24 h at room temperature. The product was isolated by 
precipitation using excess tetrahydrofuran. 1H NMR (500 MHz, DMSO-
d6): δ 10.01 (s, 2H), 8.79 (s, 2H), 8.41 (s, 2H), 8.04 (s, 1H), 6.55 (s, 2 H), 
5.38 (s, 2H), 3.2 (s, 2H); 13C NMR (500 MHz, DMSO-d6): δ 176.00, 168.4, 
149.21, 137.31, 131.90, 128.01, 98.7, 82.10, 49.53; MS (ESI) calculated 
for C18H13N3O6S (M

++H) 383.31, observed 384.17.

9.2.4.5  SYNTHESIS OF NDBH

Known amounts of NDB (50 mg) were weighed into separate Schlenk flasks, 
placed under an atmosphere of nitrogen, and dissolved in methanol and an-
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hydrous dichloromethane (9:1 v/v %). Into another Schlenk flask, a desired 
amount of second generation Grubbs’ catalyst 1.06 mg (100 mol %) was 
added, flushed with nitrogen, and dissolved in minimum amount of anhy-
drous dichloromethane. All two flasks were degassed three times by freeze-
pump-thaw cycles. The NDB was transferred to the flask containing the 
catalyst via a cannula. The reaction was allowed to stir at room temperature 
until the polymerization was complete (24 h) before it was quenched with 
ethyl vinyl ether (0.2 ml). An aliquot was taken for GPC analysis, and the 
remaining product was precipitated from pentane, dissolved it again THF, 
passed it through neutral alumina to remove the catalyst and precipitated 
again from pentane to get a pure homopolymer. Gel permeation chromatog-
raphy was done in tetrahydrofuran (flow rate = 1 ml/min). The molecular 
weight of polymer using was measured using polystyrene standards. Mn = 
8300, PDI = 1.09. 1H NMR (500 MHz, DMSO-d6): δ 10.02(s, 2H), 8.32 (s, 
2H), 8.19 (s, 2H), 7.54 (s, 1H), 5.4 (s, 2 H), 5.2 (s, 2H), 3.67(s, 2H).

9.2.4.6  RESULTS AND DISCUSSIONS

The Synthesis of exo-7-oxabicyclo [Section 7.2.2.1] hept-5-ene-2, 3-di-
carboxylic anhydride (1) was previously reported in literature16f–j. From 
the 1H NMR and 13C NMR spectroscopy data, the new signal at δ 3.20 
ppm and in δ 49.1 ppm confirmed the formation of compound 1 (Figs. 
19 and 20). The compound 2 was synthesized by the coupling reaction of 
compound 1 with aniline, which was confirmed by 1H NMR in which the 
aromatic proton signal of aniline was observed at δ 7.20 to δ 7.60 ppm. 
Also in 13C NMR the signal at δ 176 ppm was observed due to the forma-
tion of cyclic amide (Figs. 21 and 22). The compound 3 was synthesized 
by Friedel-Crafts acylation reaction between compound 2 and diethyl ke-
tomalonate by using stannous chloride as a catalyst. The formation of this 
product was confirmed by 1H NMR. The signal at δ 7.39 ppm was respon-
sible for the newly formed hydroxyl group where as the signal at δ 4.19 
ppm and δ 1.20 ppm was responsible for OCH2 and CH3, respectively (Fig. 
23). The 13C NMR signal at δ 92 ppm was due to the newly formed hy-
droxyl group attached Carbon (Fig. 24). Formation of the compound 3 was 
also confirmed by FT- IR where the stretching frequency at 1708 cm–1 was 
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due to ester carbonyl. Finally the NDB was prepared by coupling 3 with 
urea. The synthesis of NDB was confirmed by 1H NMR and FT-IR. The 
1H NMR spectrum in DMSO-d6 conveyed the absence of ester proton’s 
signal at δ 4.19 ppm for the ester group and one new signal at δ 10.01 ppm 
which was responsible for amide –NH (Fig. 25). From the FT-IR spectra, 
the complete disappearance of ester carbonyl at 1708 cm–1 of compound 3 
and the new stretching frequency at 1644 cm–1 for cyclic amide confirmed 
the formation of NDB (Fig. 26).

FIGURE 19  1H NMR of compound 1 in CDCl3.

FIGURE 20   13C NMR of compound 1 in CDCl3.
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FIGURE 21  1H NMR of compound 2 in DMSO-d6.

FIGURE 22  13C NMR of compound 2 in CDCl3.
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FIGURE 23  1H NMR of compound 3 in DMSO-d6.

FIGURE 24  13C NMR of compound 3 in DMSO-d6.
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FIGURE 25  1H NMR of NDB in DMSO-d6.

FIGURE 26  FT-IR spectroscopy of NDB.
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Next, the homopolymerization of NDB (Scheme 4) was carried 
out by using 2nd generation Grubbs’ catalyst at room temperature in 
dry dichloromethane and methanol (9:1 v/v %) solvent system and 
monitored by 1H NMR. New signals were observed at δ 5.4 ppm, in-
dicating the formation of the NDBH (Fig. 27). The molecular weight 
of the NDBH was determined by the gel permeation chromatogra-
phy as shown in (Fig. 28). (Mn = 8300 with PDI 1.09). This NDBH 
polymersomes are expected to form a vesicle as we recently reported 
for the similar systems (Fig. 29). The barbituate functionality in the 
NDBH vesicles will be elaborately explored for its therapeutic nature. 
Also the drug encapsulated NDBH vesicles its use as delivery vehicle  
(Fig. 30).

FIGURE 27  1H NMR of NDBH in DMSO-d6.
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FIGURE 28  GPC traces of NDBH (Mn = 8300 Da, PDI = 1.09).

FIGURE 29  Cartoon representation of NDBH.
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FIGURE 30  Cartoon representation of the overall biological evaluation of the polymer 
prodrugs (both covalent and non-covalent approach) discussed in this chapter.

9.3  CONCLUSION

Here, we report the design and synthesis of ROMP polymers that have 
potential application in cancer therapy. The synthesis and complete char-
acterization of both norbornene derived doxorubicin (mono 1) and poly-
ethylene glycol (mono 2) monomers are clearly described. The synthesis 
of the newly designed monomers is confirmed by NMR, IR, and mass 
spectroscopy. Secondly their copolymerization by ring-opening metath-
esis polymerization (ROMP) to get the block copolymer (COPY-DOX) is 
vividly elaborated. Similarly the NDB monomer as well as its homopoly-
mer (NDBH) synthesis and complete characterization are thoroughly dis-
cussed. The newly synthesized polymers demonstrate both covalent and 
non-covalent approach to introduce the drug on to the nano-carriers. Over-
all, this present work clearly demonstrates the versatility of the ROMP 
technique in producing polymers, which have biological importance.
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10.1  INTRODUCTION

Recently, Roy et al., published the synthetic procedure of biologically ac-
tive mesoionic heterocycles. They have observed a peculiar mechanistic 
feature that substituted mesoionic derivatives do not undergo cyclisation 
whereas the unsubstituted one readily participates into the cyclisation. It 
is also revealed from their experimental study that sulphur containing me-
soionic heterocycles are less reactive as compared to the oxygen contain-
ing derivatives. In this report, we have evaluated theoretical DFT based 
local reactivity parameters like fukui functions, local softness and local 
philicity indices to validate the above mentioned experimental facts. We 
have also calculated the global reactivity parameters to explain the re-
activity differences between the substituted and unsubstituted mesoionic 
derivatives. The nice correlation between the experimental and theoretical 
counterpart supports our venture.

The central idea of chemistry is that the physical and chemical proper-
ties of molecules are determined by its geometrical as well as electronic 
structures. It is expected that all the chemical, biological and physical 
properties of a molecule must be coded in its structural formula. The chal-
lenge of fundamental science is to correlating structure with property. The 
drug is a molecule and bacteria are also bio-molecules and the interaction 
between the two is a chemical process and will occur in accordance with 
the fundamental laws of chemistry. It is reasonable to assume that nature 
has given a clue of the drug activity of molecules in their structure and it is 
the task of a scientist to locate and identify it and to link it with the process 
of curing, i.e., the healing mechanism. The action of the potent carcino-
gens lies in their chemical formula and the electronic structures.

The branch of theoretical science, which is engaged in studying the re-
lationship between structure and property is labeled as Structure Activity 
Relationship (SAR) and Structure Property Relationship (SPR). Thus the 
jargon of the trade of SAR and SPR is the correlation of properties with 
structure in terms of some descriptors–global and local. The quantum me-
chanical descriptors that are useful in SAR/SPR studies are as follows: (i) 
charge densities on atomic sites, (ii) the dipole moment, (iii) eigen values 
of the frontier orbitals, the HOMO and LUMO, (iv) the HOMO-LUMO 
gap, (v) the chemical potential (μ) or electronegativity (χ), (vi) the global 
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hardness (η), (vii) the global softness (S), (viii) electrophilicity index (ω). 
Of these, electrophilicity index (ω), has special relevance in the present 
context because ligands binding phenomena are of general interest in ca-
talysis and drug design and protein and DNA functioning. In addition to 
this list, some density functional theoretic local descriptors can also be 
invoked in this study. These are fukui functions and local softness and lo-
cal philicity indices. The descriptors mentioned above [1–8] play a critical 
role in correlating the structure with reactivity and the site selectivity of 
various bio-active molecules [9, 10]. The local philicity index is by far the 
most powerful concept of reactivity and selectivity among the descriptors 
invoked in this type of study.

Imidazo[1,5-a]pyridines are an important class of mesoionic hetero-
cyclic compounds, some of which are found utility in a number of re-
search areas including potential applications in organic light-emitting di-
odes (OLED) [11–13] and thin-layer field effect transistor (FET) [14]. The 
unique biological and photo-physical properties of nonionic imidazo[1,5-
a]pyridines also led to a wide variety of its applications; such as inhibi-
tors of several enzymes (HIV protease, thromboxane synthetase and Mek 
Kinase) [15–17], antibiotics [18], fluorophores [19, 20]. Furthermore, the 
mesoionic heterocycles are being used now-a-days as a useful synthon for 
many valuable organic compounds [21].

The recent advent of the copper-catalyzed cyclo addition reaction 
makes available Imidazo[1,5-a]pyridines by Roy et al., although efficien-
cy and reliability is matched with the expected reaction procedure [22]. In 
the proposed catalytic cycle, after metal reduction nucleophilic attack by 
the pyridyl-N of the pmtpm ligand to the C-atom of the SCN part which 
is equatorially aligned in the Cu(II)-complex [23] (Scheme 1). This nu-
cleophilic attack is the important part to form the final product (3) but sub-
stituted pmtpm derivatives at the C2 and C6 position of the pyridine ring 
with different substituents make it least nucleophilic center (Scheme 2). 
While investigating the effects of O-containing schiff base ligands rather 
than S-containing is more pronounced for the faster cyclo-addition reac-
tion (Scheme 3), which is highly supported by the experimental fact.

In this manuscript, we report the feasibility of the cyclo-addition re-
action of the final product Imidazo[1,5-a]pyridines (3) through a Cu(II)-
intermediate (2) by theoretical calculation.
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SCHEME 1  Selected thioether and ether containing Schiff base ligands.

SCHEME 2  Possible mechanistic pathway for the cycloaddition reaction.

SCHEME 3  Copper catalyzed cycloaddition of unsbstituted Schiff base ligand.
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10.2  THEORETICAL BACKGROUND

Recent day, quantum mechanics becomes very popular to explain the 
mechanistic features of bio-active molecules. There are several quantum 
chemical descriptors through which we can predict reaction mechanism 
and as well as structure activity relationship of numerous bioactive mol-
ecules. A number of excellent reviews have been published on the ap-
plication of quantum chemical descriptors in SAR/SPR studies [24–26]. 
To determine the equilibrium geometry, the molecular force field and to 
compute the quantum mechanical descriptors of the drug molecules, some 
suitable quantum mechanical method are invoked [27].

10.2.1  THE GLOBAL DESCRIPTORS

Parr et al. [1] for the first time put the qualitative concept, electronegativ-
ity, on a sound quantum mechanical basis when they defined, within the 
paradigm of density functional theory of Hohenberg and Kohn [28], that 
the electronegativity is the negative of a partial derivative of energy (E) of 
an atomic or molecular system with respect to the number of electrons N, 
at a constant external potential v(r).

	 μ = –χ = –(∂E/∂N)v(r)	 (1)

The operational and approximate formula was also suggested by them in-
voking finite difference approximation as

	 χ = – μ = (I.E. + E.A.)/2	 (2)

where I.E. and E.A. represent ionization energy and electron affinity, re-
spectively.

The absolute hardness is defined as [2]

	 η = ½ [∂μ/∂N]v(r) = ½ [∂2 E/∂N2]v(r) 	 (3)

Parr and Pearson [2] invoked finite difference approximation to pro-
vide approximate and operational definitions of the hardness as under
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	 η = ½ (I.E. – E.A)	 (4)

Pearson [29] further connected electronegativity and hardness to the SCF-
MO theory and invoked Koopmans’ theorem to compute the ionization 
potential (IE) and the electron affinity (EA) as

	 IE = – εHOMO	 (5)

	 EA = – εLUMO	 (6)

where εHOMO and εLUMO are the orbital energies of the highest occupied and 
the lowest unoccupied orbitals.

From the above, it can be rearranged that

	 χ = – ½ (εLUMO + εHOMO ) 	 (7)

	 η = ½ (εLUMO – εHOMO ) 	 (8)

Softness is another property of molecular system used in structure activity 
relationship studies. It is a reactivity index and is defined as the reciprocal 
of hardness

	 S = (1/η) 	 (9)

Parr et al. [6] defined one more global reactivity descriptor of atoms and 
molecules. The parameter was labeled as global electrophilicity index, 
(ω). This has special reference to correlate the reactivity of the reference 
molecules, a drug, with a biomolecule when the reaction becomes either 
electrophilic or nucleophilic. The proposed ansatz electrophilicity index 
(ω) is defined as

	 ω = (μ)2 / (2η) 	 (10)

where μ is the chemical potential and η is the hardness of the system.

10.2.2  THE LOCAL DESCRIPTORS

Parr et al. [3–5] related the density functional theory with the frontier or-
bital theory of Fukui [30, 31]. In frontier orbital theory, the two orbitals, 
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the HOMO and the LUMO, are the most important in correlating the mo-
lecular reactivity and suggesting orientation of a group in the molecule. 
It is a fact that the reaction takes between two reactants locally and not 
globally. Ingenious work of Parr et al. [3, 5] identified the theoretical pa-
rameter to suggest site selectivity in a reaction, which is defined as fukui 
function. The ansatz which have been used to define the fukui function is 
as follows:
for governing electrophilic attack,

	 f– (r) = [∂ρ(r) / ∂N]–
v (r)	 (11)

for governing nucleophilic attack ,

	 f+ (r) = [∂ρ(r) / ∂N]+
v (r)	 (12)

for governing radical attack ,

	 f0 (r) = [∂ρ(r) / ∂N]0
v (r)	 (13)

Fukui function measures the response of the electron density at every 
point and the sites with the largest value for the fukui functions are those 
with the largest response, and as such the most reactive sites within the 
molecule. According to the “frozen core” approximation, the operational 
algorithms proposed [3] to calculate the fukui functions are as follows 

for governing electrophilic attack,

	 f– (r) ≈ ρHOMO (r) 	 (14)

for governing nucleophilic attack,

	 f+ (r ) ≈ ρLUMO (r) 	 (15)

for governing radical attack,

	 f0 (r ) ≈ ½ [ρHOMO (r) + ρLUMO (r )]	 (16)

Though local hardness is not straight forward, local softness can be de-
fined following the algorithm of Parr et al. [3–5].

The local softness parameters with their specific use are as follows:
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The s– (r) is for governing electrophilic attack,

	 s– (r) = S f–(r) 	 (17)

The s+ (r) is for governing nucleophilic attack

	 s+ (r) = S f+ (r) 	 (18)

The s0 (r) is for governing radical attack

	 s0 (r) = S f0 (r)	 (19)

But site selectivity is more transparent in the local philicity indices [7].
The ω– is for governing electrophilic attack,

	 ω– = ω f–(r) 	 (20)

The ω+ is for governing nucleophilic attack

	 ω+ = ω f+ (r) 	 (21)

The ω0 is for governing radical attack

	 ω0 = ω f0 (r)	 (22)

10.3  METHODS OF COMPUTATION

In this report we have studied twelve mesoionic derivatives, which have 
biological activity. The parent structure of mesoionic has been presented 
in the Fig. 1. The derivatives of bioactive mesoionic that have been used 
in this study are arranged in the Table 1. The structures of all mesoionic 
derivatives have been created by ISIS Draw 2.2 software and 3D modeling 
of these bioactive compounds has been preformed with the help of Argus 
Lab [32].
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FIGURE 1  Basic graphical structure of the parent mesionic compound.

TABLE 1  Description of the site substitution in the basic structure of Mesoionic 
Heterocycle.

Compound No. R R1 X

1 H H S

2 –CH3 H S

3 –C6H5Cl H S

4 Br H S

5 –O–CH3 H S

6 H Br S

7 H H O

8 –CH3 H O

9 –C6H5Cl H O

10 Br H O

11 –O–CH3 H O

12 H Br O
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We have evaluated global descriptors by using SCF–MO methods.
Argus Lab [32] have been used to calculate the global descriptors by 

using the PM3 version of SCF MO. It may be pointed out that in SAR/
SPR study the semi-empirical SCF methods are more reliable than abinitio 
methods [33]. Invoking Koopmans’ theorem, I.E. (eV) and E.A. (eV) have 
been calculated using ansatz (5, 6). Thereafter, using the I.E.and E.A, the 
global chemical reactivity descriptors as global hardness, electronegativ-
ity, molecular softness and electrophilicity index have been evaluated.

For the computation of local descriptors, we have used the PM3 meth-
od. The HOMO and LUMO eigen functions obtained from PM3 calcula-
tion have been used for computing fukui function (f–, f+, f0) with the help 
of Eqs. (14), (15) and (16), respectively. The local softness and local phi-
licity values have been evaluated using the Eqs. (17), (18), (19), (20), (21) 
and (22), respectively.

The calculated global reactivity parameters for twelve mesoionic de-
rivatives have been presented in the Table 2. The DFT based local reactiv-
ity parameters of twelve instant heterocycles along their computed global 
electrophilicity index have been arranged in the Table 3.

TABLE 2  Calculated global reactivity descriptors; global hardness (η), global softness (S), 
electrophilicity index (ω), electronegativity (χ) of the mesoionic heterocyclic compounds.

Molecule  η χ  S  ω

1 0.1026 0.1703 9.746589 0.1414

2 0.1369 0.1961 7.304602 0.1404

3 0.9077 0.1755 1.101686 0.1378

4 0.9045 0.1981 1.105583 0.1076

5 0.1079 0.1669 9.267841 0.1291

6 0.9055 0.1968 1.104362 0.1028

7 0.1012 0.1639 9.881423 0.9046

8 0.1282 0.1555 7.800312 0.9022

9 0.9065 0.1874 1.103144 0.9001

10 0.9032 0.1817 1.107174 0.1529

11 0.1032 0.1654 9.689922 0.9015

12 0.9024 0.1782 1.108156 0.1064
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10.4  RESULTS AND DISCUSSION

The theoretical correlation and identification of the probable site of reac-
tion in the bio-active molecules is possible in terms of the local density 
functional descriptors. Such selectivity in drug research is the jargon of 
the trade. The molecular reactivity is expected due to locally but not glob-
ally. We have mentioned earlier that the theoretical descriptors effective in 
site selectivity are local softness, fukui functions and local philicity index. 
We have computed the electrophilicity index, a global electron seeking 
parameter, for all the structures and have already noted that the values of 
the electrophilicity indexes and the bioactivity of the mesoionic decrease 
hand in hand. Further, the electrophilicity index is a descriptor of electron 
donating and electron accepting power of the molecules. The global elec-
trophilicity index together with the fukui function, local softness and local 
electrophilicity index will decide whether a molecule will preferably enter 
a nucleophilic or electrophilic substitution reaction at the reactive site of 
a molecule.

Recently, Roy et al. [23] reported the synthesis of mesoionic derivative 
and probable mechanistic feature of its derivatives. In this report we have 
tried to establish the experimental observation by theoretical model. We 
have first tried to establish the mechanistic pathway of the cyclo-addition 
procedure in terms of the computed local reactivity descriptors like fukui 
functions, local softness and local philiciy indices.

Table 3 explains all the local activity descriptors for predicting the 
probable site of nucleophilic reaction, of nitrogen atom at the position 1 of 
the compound 1 are consistently higher than the corresponding values of 
nitrogen at the position 1 of other similar type of compounds. Therefore, 
the computed values of the local reactivity descriptors unequivocally pre-
dict that the Unsubstituted mesoionic derivative undergoes necleophilic 
reaction readily. Relying upon the relative magnitudes of fukui functions 
and local softness and local philicity values, we may predict that, if the 
compound 1undergoes the nucleophilic reaction, the preferred attacking 
site is on the nitrogen atom of position 1by a bio-molecule.

Roy et al. [23] have reported that the compound 1 undergoes cyclo-
addition when nitrogen atom at position 1 behaves as a potent nucleophile. 
They also reported that substituted mesoionic derivatives do not undergo 



242	 Computational and Experimental Chemistry: Developments and Applications

the cyclisation mechanism and nucleophilic behavior of the nitrogen atom 
at position 1of the substituted mesoionic derivatives are much lower as 
compared to that unsubstituted one. In this report, we have supported this 
mechanistic feature of mesoionic compounds in terms of our computed lo-
cal DFT based reactivity parameters. From our computed local reactivity 
parameters, it is clear that nitrogen atom position 1 is more nucleophilic 
for the unsubstituted compound and as the mesoionic derivatives are sub-
stituted, the nucleophilicity of nitrogen atom decreases.

From the Table 2, it is clear that the unsubstituted mesoionic com-
pounds (Compounds 1 and 7) are more reactive than their substituted 
derivatives. Global electrophilicity indexes of the instant molecules run 
hand-in-hand with their activities. From, the global reactivity parameters, 
it can be concluded that unsubstituted mesoionic compound containing 
oxygen atom at position 3 (Compound 7) is more reactive as compared to 
the unsubstituted mesoionic compound containing sulphur atom at posi-
tion 3 (Compound 1). From the computed global DFT based reactivity pa-
rameters, the overall reactivity order of mesoionic compounds are nicely 
observed.

Another interesting fact reveals from our theoretical calculation. The 
mesoionic derivatives containingoxygen atom at position 3 are more reac-
tive than compounds containing sulphur atom at position 3.

Roy et al. already observed experimentally that mesoionic derivatives 
containing oxygen atom at position 3 undergo complete cyclisation in two 
hours, whereas the same type of compounds containing sulphur atom in 
place of oxygen at position 3, take a long time, near about 12 h, to undergo 
complete cyclisation. From our calculated local reactivity descriptors, we 
may also conclude that the mesoionic compounds containing oxygen atom 
at position are more reactive as compared to the same compounds contain-
ing sulphur atom in place of oxygen at position 3.

10.5  CONCLUSION

In the present report, we have studied the reactivity orders and mecha-
nistic pathway of the substituted and unsubstituted mesoionic derivatives 
in terms of the global and local reactivity descriptors under the paradigm 
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of SPR/SAR study. The global descriptors nicely correlate the variation 
of activity with structure of the biologically active mesoionic derivatives. 
We have also explored the type of reactions, which the biomolecules will 
prefer while entering into reaction with the instant heterocycles in terms 
of the local descriptors.

We have launched a search of identifying the preferred site of attack 
by the bio-molecules (bacteria) on the mesoionic derivatives. We have 
also tried to predict the nature of the reaction that will be preferred 
by the biologically active mesoionic compounds molecules while at-
taching with the biomolecules in terms of local quantum mechanical 
descriptors. Thus we hopefully predict the reactive site in the mesoion-
ic heterocycles and also the mechanism of the reaction that will be 
preferred by these compounds while entering into reaction with the 
biomolecules.
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11.1  INTRODUCTION

11.1.1  FERROELECTRICITY

Lithium niobate and lithium tantalate are technologically very important 
ferroelectric materials with a low switching field that have several applica-
tions in the field of nonlinear photonics and memory switching devices. In 
a Hamiltonian system, such as dipolar system, the modal dynamics of such 
ferroelectrics can be well-modeled by a nonlinear Klein-Gordon (K-G) 
equation. Due to strong localization coupled with discreteness in a non-
linear K-G lattice, breathers and multi-breathers manifest in the localiza-
tion peaks across the domains in polarization-space-time plot. Due to the 
presence of impurities in the structure, dissipative effects are observed. To 
probe the quantum states related to discrete breathers, the same K-G lattice 
is quantized to give rise to quantum breathers (QBs) that are explained by 
a periodic boundary condition (Bloch state). The gap between the local-
ized and delocalized phonon-band is a function of impurity content that 
is again related to the effect of pinning of domains due to antisite defects, 
i.e., a point of easier switching, which is related to Landau coefficient 
(read, nonlinearity). Secondly, in a non-periodic boundary condition ap-
proach, the temporal evolution of quanta shows a ‘critical’ time of redistri-
bution of quanta that is proportional to QB’s lifetime in femtosecond hav-
ing a possibility for THz and other applications in quantum computation. 
Hence, the importance of both of the methods for characterizing quantum 
breathers is shown in these perspectives.

In the field of solid state physics, one of the most investigated materi-
als is ferroelectric, which has important applications as memory switch-
ing [1–4], nonlinear optical communications [5], non-volatile memory 
devices [6, 7], and many others [8, 9]. Ferroelectrics have also emerged 
as important materials as: (a) piezoelectric transducers, (b) pyroelectric 
detectors, (c) surface acoustic wave (SAW) devices, and (d) four-phase 
mixing doublers. Both lithium tantalate and lithium niobate appear to be 
promising candidates as the key photonic materials for a variety of devic-
es: (a) optical parametric oscillators, (b) nonlinear frequency converters, 
(c) second-order nonlinear optical material, and (d) holography, etc. Many 
of such devices include important nano-devices [9–11].
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Ferroelectricity is an electrical phenomenon and also an important 
property in solids. It arises in certain crystals in terms of spontaneous di-
pole moment below Curie temperature [1]. The direction of this moment 
can be switched between the equivalent states by the application of an 
external electric field [2–4]. It is observed in some crystal systems that 
undergo second-order structural changes below the Curie temperature, 
which results in the development of spontaneous polarization. This can be 
explained by Landau-Ginzburg free energy functional [3, 4, 9]. The ferro-
electric behavior is commonly explained by the presence of domains with 
uniform polarization. This behavior is nonlinear in terms of hysteresis of 
polarization (P) and electric field (E) vectors. Phenomenological models 
of ferroelectrics have been developed for engineering computation and for 
various applications.

From the physics standpoint, ferroelectric behavior is commonly ex-
plained by the rotation of domains and domain walls [5, 6]. This behavior 
is due to the collections of domains, where the ferroelectric domains, as 
with ferromagnetic domains, are created and oriented by a need to mini-
mize the fields as well as the free energy of the crystal. The bulk proper-
ties and domain structure of these materials have been extensively studied 
[12–16]. However, recently they have gained renewed interest for poten-
tial applications in nano science and the design of nano devices, where the 
focus is on properties exhibited at small length scales. The new applica-
tions are based both on classic ferroelectric properties and features that are 
particular to nano-structured arrays and include applications to [10]: (a) 
integrated or surface mounted capacitors, (b) electromechanical sensors, 
(c) actuators, (d) transducers, (e) infrared sensors, (f) tunable thermistors, 
and (g) nonlinear dielectric materials. Due to these current interests, we 
look for details of the dynamical properties of domain arrays, which may 
become significant features at some of the length scales of interest, and 
this aspect is definitely very important.

11.1.2  FERROELECTRIC DOMAINS

Several studies have been made by Vanderbilt et al. [17] on the ab initio 
calculation of energy of the domain wall having a narrow width of the 
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order of one lattice spacing and on defect pinning of domain wall in lead 
titanate [18]. By NMR experiments on intrinsic defects of ferroelectrics, 
Yatsenko et al. [19] studied domain dynamics of lithium and antisite nio-
bium defects structure. Quantum chemical calculations were undertaken 
by Stashans et al. [20] on the oxygen vacancy defects in lead titanate crys-
tals. The relaxor ferroelectrics and intrinsic inhomogeneity were studied 
by Bussman-Holder et al. [21] for dielectrically soft matrix.

Phenomenological level of description has been used in many previous 
theoretical and experimental investigations of ferroelectric domain walls, 
particularly by Scott and coworkers [6, 7], and by many others on impor-
tant experimental and theoretical investigations [22–25]. First principle 
calculations have also been performed on ferroelectrics by Klotins 
et al. [26] in nano polar regions. A study on the domain structure by 
dynamic contact ‘electrostatic force microscopy’ revealed the distribution 
of polar nano-regions [27]. Many authors have modeled the structure of 
domain walls by using a Landau-Ginzburg type of continuum theory, no-
tably by Zhirnov et al. [28], In the more recent work, Lee et al. [29], us-
ing density functional theory (DFT) and molecular dynamics simulations, 
showed that the 180° domain walls in lead titanate and lithium niobate 
have mixed wall character and this can be dramatically enhanced in na-
noscale thin film heterostructures where the internal wall structure can 
form polarization vortices.

In tip-induced nanodomain formation in scanning probe microscopy 
(SPM) of ferroelectric films and crystals, using the analytical Landau-
Ginzburg-Devonshire approach and phase-field modeling, Morozovska et 
al. [30] showed that for infinitely thin domain wall, the depolarization field 
outside the semi-ellipsoidal domain tip is always higher than the intrinsic 
coercive field that must initiate the local domain breakdown through the 
sample depth, while the domain length is finite in the energetic approach 
(LM paradox). The relative usefulness of the above two approaches was 
also shown compared to those in Refs. [17] and [28]. The behavior of 
Er defects in lithium niobate by energetics and stability considerations 
by DFT approach combined with thermodynamic calculations were also 
shown recently [31], which yields exclusively the role of defects on the 
charge balance and not direct relevance to the ferroelectric domains or 
domain walls.
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More recently, Vasudevarao et al. [32] on “interface dynamics” showed 
that the nucleation bias is found to increase from a 2D nucleus at the (soft-
er) wall to 3D nucleus in the (harder) bulk and the wall is also found to 
greatly affect switching on micrometer length scales. The mechanism of 
correlated switching and domain wall energy were analyzed using DFT 
and phase-field modeling to ascribe the long range effect to wall bending 
under the influence of a tip with bias that is well below the bulk nucleation 
level at large distances from the wall. These studies, compared to those 
mentioned in Ref. [15], obviously provide an experimental link between 
the macroscopic and mesoscopic physics of domain walls in ferroelectrics 
and atomistic models of 2D nucleation. Here, it may be mentioned that 
XRD work of Floquet and Valot [33] showed a much larger domain wall 
width, but this was related to the presence of “twin walls” to different 
concentrations of point defects in barium titanate that was not backed up 
by theoretical calculations. An in-depth analysis based on the comparison 
of different techniques could be useful, but it is beyond the scope of this 
chapter.

The above description shows the importance of domain wall in fer-
roelectrics. The preparation techniques of different ferroelectric materials 
may also affect the properties in terms of distribution of defects in the 
domain walls [34] that was shown to be important by Scott et al. [35, 36]. 
In a recent work by Bandyopadhyay et al. for the effect of damping on 
switching behavior, the importance of domains and domain walls was also 
highlighted [11]. Some of the above investigations have been made to get 
an overview of ferroelectrics in terms of “smaller length scales” in which 
the excitations can exist. As the domains are small and discrete in the nano 
range, a description is given later on localization in ferroelectrics to under-
stand the meaning of classical and quantum breathers.

Moreover, having explained the inter-relation between domains and 
discrete breathers, it should be pointed out that as the rotation of domain 
and domain wall is important for switching and again, as switching is in-
fluenced by pinning of defects on the domain walls in ferroelectrics, it 
was considered useful to deal with discrete breathers through our discrete 
Hamiltonian, as detailed later. This Hamiltonian gives rise to nonlinear 
Klein-Gordon (K-G) equation with a damping term to take care of dissi-
pation, as the defects also tend to promote the nature of dissipation in the 
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ferroelectric system. Nonlinear K-G equation was particularly developed 
for ferroelectric materials in our previous work [9]. A particular facility 
in these treatments is that this is a well-known equation of mathematical 
physics, which exhibits a wide variety of interesting properties and has 
applications in different physical systems. In the present work, we numeri-
cally investigate the existence and stability of both dissipative and energy 
conserved breathers in discrete and periodic arrays of ferroelectric do-
mains. In the next section, let us discuss about classical discrete breathers.

11.1.3  DISCRETE BREATHERS

The term “breather” has a historical significance. It can be created in trans-
lationally invariant nonlinear lattice models. It is in contrast to soliton so-
lutions, which are moving wave-packets, i.e., nonlinear localized traveling 
waves that are robust and propagate without change in shape, giving the 
polarization profile and the distribution of the elastic strain across the do-
main wall [37]. Its temporal evolution has always been an area of intensive 
research. On the other hand, “breathers” are discrete solutions, periodic in 
time and localized in space, and whose frequencies extend outside the pho-
non spectrum, i.e., breathers are localized and time-periodic wave packets 
[38, 39]. The first discovered breather was in a sine-Gordon (integrable) 
system, which is also analytically tractable. There are various methods to 
characterize discrete breathers. Classical breathers can also be obtained in 
a non-integrable K-G system, as done numerically by well-known tech-
nique such as spectral collocation method, which involves minimum er-
rors in the analysis of different breather modes. Due to the localization, the 
length scale of such excitation assumes more significance that obviously 
drives us to the nano domain, whose importance in the field of solid-state 
physics cannot be denied.

Discrete breathers (DB) of the domain array, also known as intrinsic 
localized modes (ILM), are nonlinear excitations that are produced by the 
nonlinearity and discreteness of the lattice. These excitations are charac-
terized by their long time oscillations. These are highly localized pulses in 
space that are found in the discrete nonlinear model formulation. Unlike 
the plane wave like modes, DBs have no counterparts in the linear system, 
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but exist only because of the system nonlinearity in a periodic lattice [9]. 
They are formed as a self-consistent interaction or coupling between the 
mode and the system nonlinearity. In this way, DB modifies the local prop-
erties of the system at the DB peak, and the modified local properties of 
the system provide the environment for the DB to exist. As the continuum 
limit formulation cannot be applied to their study, the present formula-
tion on discrete domains is appropriate to highly localized pulses having 
widths that are not large compared to the domain of interest. Hence, the 
question is about the appropriate length scale, which drives us to the nano-
range of domains in ferroelectric system. Therefore, localization assumes 
more significance.

Localization is an important aspect for applications in a variety of de-
vices under the broad field of solid-state physics. It plays a crucial role 
in qualifying and quantifying a systems’ operations. The extent of local-
ization in the quantum regime assumes more significance for very small-
structures, e.g., for nano devices. Now, the question comes: how do we get 
localization in a system or a lattice? Localization is evolved mainly either 
by “disorder” in the lattice [40] or by the systems’ interplay of nonlinear-
ity and discreteness [41], i.e., our attention is diverted towards DB. The 
first one, i.e., Anderson localization, has been implemented in details in 
many types of devices. As nonlinearity arises in ferroelectrics in terms of 
P–E hysteresis due to the rotational movement of the discrete domains and 
domain walls, they could also give rise to the localization. Here, we shall 
mainly discuss about the localization due to nonlinearity by adding some 
nonlinear components in the governing equation and discreteness. DBs 
seem to be quite versatile in managing localized energy, i.e., in targeted 
energy transfer or trigger mechanism [42]. They can transport this energy 
efficiently by engaging the lattice in their motion after DBs are formed, 
and moreover, under specific circumstances they can transfer this energy 
in selected lattices [43]. Combining these facts from model and some gen-
eral studies, it can be said that DBs in ferroelectrics could in principle act 
as an able energy managers. Hence, the above explanations are given to 
relate the localized waves of discrete breathers and domain walls in fer-
roelectric materials.

On the application front, DBs have been investigated in several sys-
tems: (a) solid state mixed-valence transition metal complexes [44], (b) 
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quasi-one dimensional antiferromagnetic chains [45], (c) array of Joseph-
son junctions [46], (d) micromechanical oscillators [47, 48], (e) optical 
waveguide systems [49], and (f) proteins [50]. DBs modify system prop-
erties viz. lattice thermodynamics and introduce the possibility of non-
dispersive energy transport [51, 52], because of their potential application 
for translatory motion along the lattice [53]. As already indicated, DBs are 
observed both in integrable (viz. sine-Gordon equation) and non-integra-
ble systems (viz. Klein-Gordon equation).

However, integrability imposes a criterion for obtaining DBs analyti-
cally. DBs are obtained analytically for integrable systems, while for non-
integrable systems it is obtained by various numerical methods viz. spec-
tral collocation method, finite-difference method, finite element method, 
Floquet analysis, etc. As evident from many numerical experiments, DBs 
mobility is achieved by an appropriate perturbation [42]. From the practi-
cal application perspective, dissipative DBs are more relevant than their 
Hamiltonian counterparts. The latter with the character of an attractor for 
different initial conditions in the corresponding basin of attraction may 
appear whenever power balance, instead of energy conservation, governs 
the nonlinear lattice dynamics. The attractor character for dissipative DBs 
allows for the existence of quasi-periodic and even chaotic DBs [54, 55].

Without going into the history, it can be said that there is a consider-
able amount of research activity on DBs since the work of Sievers and 
Takeno [56] was published in 1988. Their existence has been theoreti-
cally proposed in several discrete many-body systems, and observed ex-
perimentally in different systems [57]. Thus, large volume of analytical 
and numerical studies has revealed the existence and properties of DBs 
in various nonlinear systems [39]. Detailed discussions of DBs have been 
reviewed extensively in the works of Sievers et al. [39, 56, 57] and Segev 
et al. [58]. Flach et al. [59, 60] studied the subject and, also Mackay and 
Aubry [61, 62] that was also followed by a presentation on “what we know 
about discrete quantum breathers” by Fleurov [63]. Here, another review 
by Flach and Gorbach [38] also needs a mention that contains almost all 
the relevant references on DBs.

It is pertinent to mention that a richer variety of K-G equation was also 
derived in other important nonlinear optical materials such as split-ring-
resonator based metamaterials, where DB pulse has been observed [64, 
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65]. The Fano resonance due to DBs has also been described on two-chan-
nel ansatz in K-G lattice by various workers [66–68]. Various parameters, 
such as dielectric permittivity, coupling, focusing-defocusing nonlinear-
ity, are included in the Hamiltonian that is used to describe the nonlinear 
modes in metamaterials. Hence, the Fano resonance due to DBs has also 
been explored in terms of these material parameters [69] for applications 
in the (a) biosensing technology, (b) spectral selectivity, (c) beam filtering, 
etc.

Furthermore, as the discreteness is found to trap the breathers, the 
moving breathers are non-existent in highly discrete nonlinear system that 
has been presented by Bang and Peyrard in the context of a K-G model 
[70]. These authors [71] did a numerical study on the “exchange of en-
ergy and momentum” between the colliding breathers to describe an effec-
tive mechanism of “energy localization” in K-G lattice, arising out of the 
discreteness and non-integrability of the system, Here, the bright soliton 
solutions have been used for nonlinear dynamics of DNA molecules to 
demonstrate the generation of highly localized modes. It is known that 
Quasi-phase matching (QPM) is an important issue in a quadratic nonlin-
ear photonic crystal (QNPC) or photonic band-gap materials with tunabil-
ity. In an interesting work on QPM by Kobyakov et al. [72], the influence 
of an induced cubic nonlinearity on the amplitude and phase modulation 
was analytically studied to predict an efficient all-optical switching. Fur-
ther, in the application front for a QNPC, a stable soliton solution was 
shown by Corney and Bang [73] for cubic nonlinearity and QNPC was 
found to support both dark and bright solitons even in the absence of qua-
dratic nonlinearity, and the “modulation instability” in such systems was 
also shown [74]. Trapani et al. [75] studied focusing and defocusing non-
linearities in the context of parametric wave mixing.

The literature on soliton is so vast that it is very difficult to mention all 
the references. However, the Ref. [37] is very useful for further references. 
For soliton propagation, in many optical systems, it is a common prac-
tice to use nonlinear Schrodinger equation (NLSE). However, we have 
recently shown that the NLSE can be derived through perturbation on K-G 
equation when progressive wave passes through nonlinear medium, such 
as lithium niobate ferroelectrics, where dispersion may take place, and 
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discrete energy levels due to dipole-dipole interaction were estimated via 
hypergeometric function [76].

As also indicated in Ref. [37], the ferro-para phase change occurs 
through a global and coordinate displacement of the ions. Hence, the pres-
ence of solitons is due to the Landau double well potential in which the 
pentavalent metal (niobium or tantalum) ions are sitting with their cou-
pling that is strong enough to lead to cooperative effects. A two-well po-
tential has been used to derive kink solution of the nonlinear propagating 
waves in ferroelectrics in the context of a diatomic chain model [77–79]. 
The impact of this potential in case of a discrete system has been quite 
extensively studied by Comte [80]. However, it should be noted that these 
motions become spatially localized due to nonlinearity and discreteness 
along with the pinning effect of the ferroelectric domains and domain 
walls, which are typically in the “nano-range.” Therefore, the essence of 
nonlinearity and discreteness paves the way for the nano-ferroelectric de-
vices [10, 11]. Then, there are other aspects, such as quantum computation 
and targeted energy transfer (TET) by using a new concept through DBs 
[43]. After discussing about classical breathers, next let us look for quan-
tum breathers.

11.1.4  QUANTUM BREATHERS

In this new approach, for the characterization of DBs or classical breath-
ers [81], the bulk system was the right tool, but when we are dealing with 
smaller systems, we have to use quantum physics, which brings us to the 
quantum breathers (QBs) [82, 83]. Once generated, QBs modify system 
properties such as lattice thermodynamics and introduce the possibility 
of non-dispersive energy transport, as generally described for DBs [84]. 
These are observed in many systems: (a) ladder array of Josephson junc-
tion for superconductors [85], (b) BEC in optical lattices or nonlinear 
photonic lattices [86], (c) interacting optical waveguides [87], cantilever 
vibrations in micromechanical arrays [88], macromolecules such as DNA 
[89], split-ring-resonator (SRR) based meta-materials in antenna arrays 
[90], two-magnon bound states in anti-ferromagnets [91], two-phonon 
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bound states (TPBS), i.e., quantum breathers due to charge defects in fer-
roelectrics, as investigated by Fourier Grid Hamiltonian method [92].

The next question arises as: how do we characterize discrete breathers? 
This is analogous to its classical counterpart, where some higher harmon-
ics lie outside the linear spectrum (continuum) of the system [38]. When 
some states of the quantum mechanical system lie outside the continuum 
of the eigen-energies, there exists a quantum breather. The branching out 
of the quantum breather state from the single-phonon continuum is quite 
noteworthy in systems with charge defects [92]. A brief account is given 
here on phonon bound state or breather state. Despite our work on discrete 
breathers [9, 13], so far the pinning has been explained classically, thereby 
prompting us to think about quantum explanations that have been briefly 
explored for ferroelectrics. Although impurity data for lithium tantalate 
are not available, we could work through Landau coefficient or nonlinear-
ity route to explore if there is also pinning in such systems (see Section 
3.2). For quantum breathers, it is important to consider detailed informa-
tion on phonons and their bound state concept, which is sensitive to the 
degree of nonlinearity. In the eigen-spectrum or more traditionally Ek vs k 
plot, a quantum breather band separates itself from the delocalized phonon 
band. Or in other words, it is the hopping tendency of the phonons that 
describe the quantum breathers.

So, let us consider that the phonons in one sublattice may hop from 
one domain to another adjacent domain. This hopping might have some 
consequences with the change of nonlinearity or switching field that is 
again related to the impurity in the lattice, thereby the “hopping strength” 
can be directly related to this phenomenon. It is determined by finding the 
phonon-band energy gap (i.e., the energy gap between the delocalized and 
localized phonons) in the usual eigen-spectrum [38]. In quantum mechan-
ics, single phonons are considered delocalized. If two-phonons are bound, 
then it can be in a localized state that is a necessity for the formation of 
quantum breathers. For these two types of phonons, as the energy is dif-
ferent, the two-phonon localized band has to separate out of the single 
phonon continuum. As the phonons are quantized vibrations, the breathers 
thus formed through spatial localization are called “quantum breathers” 
(QBs) [82, 83]. Therefore, the two-phonon bound states are considered as 
signature of QBs.
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In a non-exhaustive literature search, a brief account is given here on 
the study of phonon and its vibrations. Corso et al. did an extensive study 
of density functional perturbation theory for lattice dynamics calculations 
in a variety of materials including ferroelectrics [93]. They employed a 
nonlinear approach to mainly evaluate the exchange and correlation en-
ergy, which were related to the non-linear optical susceptibility of a mate-
rial at low frequency [94]. The phonon dispersion relation of ferroelectrics 
was also studied extensively by Ghosez et al. [95, 96]; these data were, 
however, related more with the structure and metal-oxygen bonds rather 
than domain vibrations or soliton motion. In a very interesting work, a sec-
ond peak in the Raman spectra was interpreted by Cohen and Ruvalds [97] 
as evidence for the existence of “bound state” of the two phonon system 
and the repulsive anharmonic phonon-phonon interaction which splits the 
bound state off the phonon continuum was estimated for diamond.

A femtosecond time-domain analog of light-scattering spectroscopy 
called impulsive stimulated Raman scattering (ISRS) is a very useful tech-
nique [98]. This has been extensively used by Nelson et al. [99] in deal-
ing with the anharmonic vibrations in both lithium niobate and lithium 
tantalate crystals. Stone and Dierolf [100] did some work on the influence 
of domain walls on the Raman scattering process in lithium niobate and lithium 
tantalate. A powerful technique, such as molecular-dynamics simulations 
of vibrational wave packets, was used by Phillpot et al. [101] to study the 
scattering of longitudinal-acoustic modes and predicted that the presence 
of gaps in the phonon spectrum of thin high-symmetry nanowires will 
result in a complete reflection of phonons at the interfaces.

The goal of this chapter is to explore whether switching is easier at 
particular point of “nonlinearity” and also “coupling” within the domains 
by quantum calculations on ferroelectrics, such as lithium tantalate. There-
fore, the hopping strength of phonon and thus the phonon energy gap have 
been derived from the quantized model of the ferroelectric system. The 
calculations of various TPBS parameters are made against Landau coef-
ficients (read, nonlinearity) to highlight the quantum origin of pinning in 
lithium tantalate with important consequences for various nano-ferroelec-
tric devices. So far, we have described a situation for TPBS route by a 
periodic boundary condition involving Bloch function. In the next section, 
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let us also discuss about QB in a non-periodic boundary condition ap-
proach.

11.1.5  NON-PERIODIC BOUNDARY CONDITION

Quantum breathers can be characterized by various methods [102] such 
as: (1) Splitting and correlations by computing the nearest neighbor energy 
spacing (tunneling splitting) between pairs of symmetric-anti-symmetric 
eigen-states, (2) Fluctuation of total number of quanta: by measuring the 
relative contribution of each basis state, (3) Entanglement: by minimizing 
the distance of a given state to the space of product states of the many body 
problem, (4) Temporal evolution of initially localized excitations in the 
system-time evolution of total number of quanta or phonons, (5) Avoided 
crossings and degenerate eigen-states in the system: the exponentially 
small weight of the tunneling pair states in the dynamical barrier region. 
Some of the above methods involve matrix diagonalization and Feynman 
path integral technique, as presented by Schulman to describe quantum 
tunneling and the stability of DBs [103]. In this section, out of the above 
five methods, our main focus will be on point number (4), i.e., on the tem-
poral variation of the number of quanta, as it is convenient to characterize 
QBs by this method.

Now the question comes: what are the applications of QBs or, does it 
help in making a device? What is the advantage of a system, which has QB 
over a system, which doesn’t have it? Once generated, QBs modify system 
properties such as lattice thermodynamics and introduce the possibility 
of non-dispersive energy transport, as generally described for DBs [51]. 
Then, there comes the aspect of quantum computation and targeted en-
ergy transfer (TET) [43]. When we use the combination of multiple qubits 
(quantum bits) to encode a signal instead of combination of classical bits 
(viz. 1, 0) we are in the regime of quantum computation. The hardware is 
made from various materials. However, for the case of quantum comput-
ers, the material selection [104, 105] still remains a debatable issue, which 
can be solved by using an anharmonic model such as K-G model, in which 
the energy levels are non-equidistant and hence giving us the capability 
to properly harness the physical and also computational behaviors. Thus, 
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these non-equidistant anharmonic potential wells could have important 
implications from the application point of view, and this is the reason why 
we are working on K-G lattice.

Althouh QBs are characterized by various methods [82, 102], here our 
main focus will be on the temporal evolution of the number of quanta, as 
it is possible to find out the “critical time of redistribution” that is propor-
tional to QB’s lifetime in femtoseconds, which might be useful for quan-
tum computation application. QBs have been studied for dimer and trimer 
cases, and that also by (mainly) periodic boundary condition approach. 
However, a real material consists of many subunits, i.e., thousands of do-
mains make ferroelectrics, each acting as sites and phonons act here as 
bosons or quanta. Again, how the increase of number of sites and bosons 
affects a system can also be regarded as an interesting topic. Hence, it 
drives us to a study that considers more number of sites and quanta. This 
is also the main aim of this chapter.

Quantum localization behavior in K-G lattice has been studied by many 
researchers in terms of four atom lattice with periodic function, notably by 
Proville [106], delocalization and spreading behavior of wave-packets by 
Flach et al. [38], dimer case for targeted energy transfer by Aubry et al. 
[43]. Here, we present a generalized method for any number of sites and 
quanta without periodic boundary condition to show the QB states. In K-G 
lattice, it is important to calculate the “critical time” of redistribution of 
quanta under various physical conditions. It is the “time” when the tempo-
ral evolution of the number of quanta first meets or tends to meet.

For strengthening our focus on temporal evolution of quanta, it has 
to be noted that the application of QB in ferroelectrics consists of many 
different fields of technology, namely “phase-coherent optical pulse synthe-
sis” [107], “parametric light generation” [108], and “ultrafast spectroscopy” 
[109]. On the latter application, Nelson et al. [98] studied both lithium tan-
talate and lithium niobate. The critical point at which the temporal evolu-
tion of quanta meets or tends to meet may be directly related to ferroelec-
tric switching phenomenon, which if tailored well could lead to any of the 
above applications. Hence, viewing ferroelectricity in terms of phonons 
and its study via temporal evolution under various controlling parameters 
assume significance.
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The chapter is organized as follows: in the Section 7.2, we first present 
some details of spectral collocation method to develop space-time evolu-
tion of polarization plots for overall view of classical breathers in Section 
7.2.1, then we present the mathematical model for TPBS parameters after 
second quantization in Section 7.2.2.1 and finally second quantization on 
K-G lattice is done with Bosonic field operators in Section 7.2.2.2. In Sec-
tion 7.3, the results and discussion are also presented in three parts for the 
above three cases. In Section 7.4, the conclusions are given.

11.2  THEORETICAL DEVELOPMENT

Here, we discuss the theoretical aspect of our discrete Hamiltonian to show 
nonlinear K-G equation and then deal with quantum mechanical approach 
for phonon bound state or QB state to explain the possible dependence of 
criticality on the Landau coefficient through quantum route.

11.2.1  CLASSICAL BREATHERS

Let us consider an idealized one-dimensional array of N identical ferro-
electric domains layered along the x-direction. The domains are consid-
ered to be rectangular parallelepipeds. For simplicity, the polarizations in 
each domain are oriented in the z-direction and translationally invariant in 
the y-direction. Between the neighboring domains, there is domain wall 
and here we consider nearest neighbor coupling between the domains. The 
domain arrangement has been shown in Ref. [9]. In a previous treatment, 
a time-dependent formulation for the dynamics of the domain array was 
obtained as a generalization of the Landau-Ginzburg free energy func-
tional involving polarization (P) and electric field (E) vectors: The nearest 
neighbor domains [i.e., the polarization in the ith domain (Pi) with that in 
the (i–1)th domain (Pi–1)]  were taken to interact by a harmonic potential 
with a phenomenological spring constant (k) so that the resulting Hamil-
tonian for the polarization is given by [9, 13]:



260	 Computational and Experimental Chemistry: Developments and Applications

	
2 2 2 41 2

1
1 1 1

1 ( )
2 4 2 4

N N N

i i i i i i
i i id

kH p P P P P EP
m

a a
-

= = =

æ ö æ öæ ö÷ ÷ç ç ÷ç÷= + - + - + - ÷ç ÷çç÷ ÷÷ç çç ÷÷ç è øè øè ø
å å å  	 (1)

The momentum (pi) can be defined in terms of order parameter (Pi) in rela-
tion with inertial constants (md and Qd).

Eq. (1) gives a good general treatment of the mode dynamics in the 
array, particularly for modes, which  are strongly localized over a small 
number of the domains in the array. For extended modes and modes 
which are localized, and slowly range over a large number of consecu-
tive domains, Eq. (1) can be approximated by a continuum treatment by 
Taylor expansion. In this limit, expressed in dimensionless units, Eq. (1) 
yields a nonlinear K-G equation with a damping term [9, 13] as:

	 ( )
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3
1 2 02 2 ( ) cos 0P P Pk P P E t

t t x
g a a w
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for the dynamics of polarization P(x,t). Here, Eq. (2) with an ac driver con-
tains all the non-dimensional terms as: P’ = P/Ps, where Ps is the saturation 
polarization in C/m2 (typical value for lithium tantalate ferroelectrics as 
0.55 C/m2 [3]), E’=E/Ec, where Ec is the coercive field (when P’ = 0) in kV/
cm in the usual non-linear hysteresis curve of P vs. E with a typical value 
for the same material as 13.9 kV/cm [3], t’ = t/tc, where tc is considered as 
the critical time scale for polarization to reach a saturation value, i.e., at 
or near the domain walls that are of importance to our study with a typical 
value of 10 ns for a switching time of (say) 200 ns for a damping value 
−
γ =0.50 [15] that are based on the above data, and x’ = x/WL, where WL = 
domain wall width of the order of a few nm. Eq. (2) is obtained after drop-

ping the prime notation, and by taking a1 = a2/Ps
2 and 

_ _ _

1 2a a a= = = (a1Ps)/Ec 
[3, 9]. Here, the interaction and damping terms are defined as: 

_

2
s

c

kPk
E

=  and 
_

s

c c

P
t E
γγ = , where γ  is a decay constant relating the loss of polarization due to 

internal friction during its motion in the system of domains, which is im-
portant for the motion of localized traveling waves (i.e., soliton). Although 
discrete breathers rides on the background of phonon, the phonons are 
themselves dispersive in nature and the nonlinear systems are also disper-
sive. Moreover, the ferroelectric switching involves the domain rotation 
that gives rise to dispersion. This is the reason of including the “damping 
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term” in our spectral collocation method of describing 3-D figures of po-
larization profile.

Among all the known methods of numerical simulation, we use the 
most versatile method of spectral collocation to analyze classical breath-
ers in our system of ferroelectrics. This method is not only the latest nu-
merical technique with ease of implementation, but also gives rise to a 
minimum of errors in the analysis. Spectral methods are a class of spatial 
discretizations for differential equations. In order to prepare the equation 
for numerical solution we introduce the auxiliary variable: i

ii
PQ P
t

· ¶
= =

¶
. 

This reduces the second order Eq. (2) to the first order system:

P Q
·

= , and 3
0( ) cos( )Q kDP Q P P E tg a w

· -

= - + - + .

An appropriate banded matrix D has to be selected and then we solve our 
system of the first order differential equations that can be written as:
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Here, U is a column vector whose elements are unity. We have used well-
known 4th order Runge-Kutta method for the system (3). The numerical 
simulation for DBs is shown in Section 3.1.

11.2.2  QUANTUM BREATHERS

11.2.2.1  PERIODIC BOUNDARY CONDITION APPROACH

Our discrete Hamiltonian gives a general treatment of the mode dynamics 
in the array, particularly for modes, which  are strongly localized over 
a small number of domains in the array. For such modes, Eq. (1) can be 
split as:

	 0 1H H H= +

	 (4)

where,
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Then, a general “basis” can be written for n particles. The numerical anal-
ysis was carried out with Fourier grid Hamiltonian method [84] with 1000 
grids and 0.006 spacing to calculate various eigenvalues and eigenvectors. 
We restrict ourselves to two phonon states, since at the working temperature 
the number of phonon is smaller. In order to reduce the computer memory 
requirement, we take the advantage of translational invariance by periodic 
Bloch wave formulation, as detailed in Ref. [92]: 2| | j

j
j

y n f>= >å . Due 

to translational invariance, the eigenstates of H are also eigenstates of the 

translation operator (T) where: exp( )iqt =  is its eigenvalue with 
2q

f
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=  

being allowed Bloch wave number and 
1 1,
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. Here, τ is 

the eigenvalue of T, and f is taken as a renormalizing constant. Thus, we 
can construct the Bloch states. For a given basis of number operators, we 
can get the eigenvalues for each Block wave number (q). For a two-pho-
non case, the non-zero hopping coefficients (Dmn) are: 01 10 12 21,D D D D= =

. The energy gap between the single phonon continuum and a bound state 
is given by:

	 ( )2 0 1 02gE E E E E= - - - 	 (7)

where E0, E1 and E2 are three eigenvalues at different points of wave vector 
(k) that are calculated from our computation to generate E(k) vs. k curve, 
which gives the signature of QB in terms of two-phonon bound state. The 
width of the single-phonon in the eigen-spectrum is given by the magni-
tude of 4s, i.e., the width of the single delocalized phonon-band, where s 
is expressed as:

	 2
012

Dl
s=- 	 (8)
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where l is an interaction term (i.e., equivalent to k). D01 represents the co-
efficient for zero to single phonon generation. The variation of the single 
phonon spectrum width (Wph) represents (through D01 = D10) the creation 
of a new phonon or annihilation of an existing phonon. Again, the hopping 
coefficient for a single phonon to become a two-phonon bound state is 
given by:

	 01 12 10 212 2
D D D Dl l

m=- =- 	 (9)

All the above calculations were done for 51 sites or domains and l = 10. 
More data points could be used in our present simulation, but here we are 
primarily focused to study nonlinearity or impurity induced critical behav-
ior of DB motion and its quantum origin. To treat the problem analytically 
we take the help of second-quantization method. By quantizing the Ham-
iltonian in Eq. (1) in a number conserving quantized form with N→∞ [38] 

with 
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l
l

l a
=

-
 , 

( )
2a

h
l a

=
-

 and 0=E  in Eq. (1) leads to the equation 

for two-phonon amplitudes as:
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where an
+ and an are the creation and annihilation operators with hc as 

Hermitian conjugate and c is the velocity of light; the terms h and l1 are 
already defined above.

Hence, for a fixed total quasi-momentum K, the critical a -value or 
Landau parameter may be calculated as:
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1TPBS
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Here R is a lattice parameter and Ev is the eigenvalue representing the 
bound state. Hence, for lithium tantalate type ferroelectrics, after TPBSa , a 
branch is separated from the continuum due to corresponding value of im-
purity content (read, nonlinearity) and has got a critical point for pinning 
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transition. Now, for bound state m = n and the bound state energy (EBS) can 
be derived as:

	 1
31 4
8 2BS

KRE Cosh
l= + - 	 (12)

Substituting the values of h and 1λ  and taking the eigenvalue equal to the 
energy of the bound state, and also taking the cosine term as equal to 1, the 
critical a -value or Landau parameter may be related as:

	 BSE a
a l

=
- 	 (13)

The results on the calculation of various TPBS parameters for lithium tan-
talate are shown with nonlinearity in Section 7.3.2. In the next section, let 
us deal with the non-periodic boundary condition approach for QBs.

11.2.2.2  NON-PERIODIC BOUNDARY CONDITION APPROACH

The general Hamiltonian for the Klein-Gordon equation for order param-
eter (yn) at nth site is written as:

	 ( )
2

22 4
12 2 4

n
n n n n

n

p A BH y y k y y
m -= + + + -å  	 (14)

The first term is momentum at nth site (pn), the second and third terms are 
nonlinear potential formulation and the last term contains an interaction 
constant (k). From the above Eq. (14), after deducing the classical equa-
tion of motion and rescaling of time, we get:

	 ( )22 2 4
1

1 1
2 2n n n n n

n

H p y y y yh l -= + + + -å 	 (15)

where 
4
B
A

h=  
2
k
A

l= , A and B are two constants. Now, let us use creation 

and annihilation Bosonic operators at the nth site and the above Hamilto-
nian [Eq. (15)] is quantized. In an important work done by Proville [106] 
the non-number conserving methods for four sites and an arbitrary number 
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of particles are shown. In distinction to other methods, the above analysis 
gives a generalized way to solve the system for arbitrary number of par-
ticles on arbitrary number of sites.

After second quantization, a general “basis” is then created. For the 
characterization of QBs, we need to make the Hamiltonian time-depen-
dent. Let us take the help of temporal evolution of number of bosons at 
each site of the system:

	 ( ) ˆ| |i t i tn t n< > =<Y Y > 	 (16)

We take i-th eigen-state of the Hamiltonian, and then we make it time 
dependent as:

	 ( ) ( )| exp / |i i i i
i

t b iE t yY >= - >å  	 (17)

where iy  and Ei is the i-th eigenvector and eigenvalue respectively, and 
t is time. The Planck’s constant (h) is taken as unity and )0(yy iib =  for 
each site i and for a given range of t, where )0(y  stands for the initial state.

It is pertinent to mention that in contrast with the Discrete Non-Lin-
ear Schrodinger equation, where complete energy transfer takes place 
[43], in case of nonlinear K-G lattice, complete energy transfer does 
not take place between the anharmonic oscillators and there is a critical 
time of redistribution for the quanta [38]. This is an important point to 
be noted. With the above methodology, we can now proceed to deal with 
the applications of non-periodic boundary condition approach in lithium 
tantalate.

11.3  RESULTS AND DISCUSSION

The results are again presented in two subsections. In Section 7.3.1, classi-
cal breathers are shown in 3D figures. In Sections 7.3.2.1 and 7.3.2.2, the 
data on QBs are shown for periodic and non-periodic boundary conditions 
respectively. First, we present the figures for classical breathers, and then 
we present the figures for QBs for better understanding.
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11.3.1  SPECTRAL COLLOCATION ANALYSIS

Typical 3D polarization diagrams for lithium tantalate are shown in Figs. 
1 and 2, respectively, that are considered as manifestations of DBs in our 
system due to localization, as our analysis is based on discrete domains. 
All the units in these figures are dimensionless. For a case with zero 
field and no damping, i.e., Hamiltonian breathers, symmetric breathers 
are normally observed in 3D figures (not shown here). It is noted that in 
the simulation of 2D figures of polarization (P) with site index (n), i.e., 
distance, the peaks have been found to be symmetric Gaussian bands 
and even in 3D pictures the same type of symmetric breather bands are 
observed. However, for a sample with poling field of 13.9 kV/cm with a 
finite value of field (E = 0.01) and a moderate damping (0.50) with low 
level of interaction constant (0.50), it is seen from Fig. 1 that the dis-
sipation starts to visibly show up and the symmetric dissipative DBs are 
still observed. If the damping value is further increased to a high value 
of 0.9, the intensity almost decays to zero that is expected from dissipa-
tive breathers. With an increasing value of interaction, i.e., at a very high 
value of 50, as taken in our previous work on ILM [64], it is seen from 
Fig. 2 that the “tri-breathers” are formed, as also observed in the case of 
lithium niobate [81].

In this case, the importance of the coupling parameter is also observed 
in creating multi-breathers in lithium tantalate system. However, in our 
numerical simulation, bi-breathers have already been observed at a lower 
value of coupling and there is no formation of multi-breathers up to a 
coupling value of 5. As coupling increases further, multi-breathers start 
forming. There are important observations made on the appearance of 
multi-solitons by controlling various parameters by several authors with 
numerical solutions for optical communication devices [100, 101]. Hence, 
3D figures of classical DBs reveal important information against different 
values of damping and coupling within the system of ferroelectrics that 
has implication for application as switching materials with low switching 
field.
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FIGURE 1  3D polarization-time-space plot of classical discrete breathers in lithium 
tantalate system with poling field = 13.9 kv/cm, non-dimensional electrical field = 0.01 
and damping = 0.50 and a low level of coupling constant = 0.50. Symmetric breathers are 
still observed at this damping value that decays further on increasing the damping.

FIGURE 2  3D polarization-time-space plot of classical discrete breathers with poling 
field = 13.9 kv/cm, non-dimensional electrical field = 0.01 and damping = 0.50 and a very 
high level of coupling constant = 50. Multi-breathers are formed with increasing coupling 
value showing the effect of coupling on lithium tantalate system with low poling field.
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11.3.2  QUANTUM BREATHERS

11.3.2.1  TWO-PHONON BOUND STATES

Here, we present the data for two-phonon bound state (TPBS) or QB state 
in lithium tantalate system. It is pertinent to mention that in our recent 
work on another important nonlinear optical material, such as split-ring-
resonator (SRR) based meta-material, both K-G equation and nonlinear 
Schrodinger equation (NLSE) show dark and bright solitons, and also dark 
and bright breathers. However, K-G equation in addition shows breather 
pulses, whereas NLSE does not show such pulses [64]. This work could 
also be relevant for an important nonlinear optical material, such as lithi-
um tantalate in the future directions of study, where K-G equation seems 
to show interesting behavior.

The eigen-spectra showing TPBS in lithium tantalate are shown in Fig. 
3 at a switching field value of 13.90 kV/cm. The coupling value is taken as 
constant at 12 for the spectra. The Landau parameter (a) is inversely pro-
portional to the impurity content or switching field. In the absence of the 
impurity data, we would operate through Landau coefficient (read, nonlin-
earity), which should also give a correct picture of QBs in terms of various 
TPBS parameters, as nonlinearity and discreteness give rise to quantum 
localization or rather to the formation of QBs.

It is seen from various eigen-spectra including that shown in Fig. 3 that 
as the nonlinearity decreases, i.e., the poling field increases, the shape of the 
single-phonon continuum also changes in terms of its width that could be 
considered as significant indicating a functional dependence on nonlinear-
ity. This width is measured by Wph as shown in Eq. (8) which indicated a 
slight decrease towards lower a values (a = 514 to 421; i.e., average value 
= 467) and then it drops quite drastically towards lower a values, i.e., the 
highest poling field of 210 kV/cm. This is in contrast to that in lithium nio-
bate system, where it sharply drops towards a = 471 and then it sharply 
increases towards lower a values [92]. This may be due to the different 
levels of the degree of polarization in the respective systems [112]. It also 
indicates that in lithium niobate, as the nonlinearity decreases from 1767 
towards 471, the difference in values of Wph is about 19.1 in absolute term, 
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whereas that for lithium tantalate system, it is only about 1.1 for nonlinear-
ity values from 4427 to 467 (average). For this phenomenal change despite 
having a higher level of variation in nonlinearity, the drop in values of the 
width in the single-phonon continuum is extremely small implying that the 
effect of nonlinearity is relatively smaller. It is quite significant for lithium 
tantalate, which is gaining popularity as an important candidate as devices 
that are also complimented by its lower value of switching field. This might 
indicate that whatever be the impurity content in lithium tantalate as antisite 
tantalum defects, there does not seem to be an appreciable effect of pinning 
in the system. It should be emphasized here that “pinning” is a macroscopic 
phenomena involving the charge defects in the system [6, 112], whereas 
TPBS parameters are microscopic in nature that are obtained after detailed 
quantum calculations. However, defect structure of ferroelectrics has also 
to be understood. Another powerful theory, such as density function theory 
(DFT) as done by some authors [31] and also first principle calculations [17] 
could be useful, but it is beyond the scope of this chapter.

FIGURE 3  Eigenspectra of two-phonon bound state under periodic boundary condition 
approach for lithium tantalate system with poling field = 13.69 kV/cm and coupling = 12. The 
upper spectrum is the signature of quantum breather that separates out of the localized spectrum.
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Next, let us look into the other TPBS parameters, namely the energy 
gap (Eg) that should indicate a different trend to that shown by phonon 
band width. The relation between the energy gaps that is calculated from 
Eq. (7) indicates some general trends. It has been observed that the energy 
gap decreases drastically towards an average value of nonlinearity of 467 
and thereafter it drops relatively less towards lower a values, i.e., toward 
the highest poling field of 210 kV/cm, as it was expected. This might sig-
nify that as the nonlinearity decreases in this system, the formation of QB 
becomes more and more difficult and up to a certain value, the switching 
will also be much easier in the system and thereafter it becomes relatively 
more difficult, as revealed by quantum calculations of TPBS parameters. 
It also indicates a possibility of pinning transition, even if the effect may 
be relatively smaller. It is seen from Fig. 4 that the hopping coefficient (m) 
that is calculated from Eq. (9) against nonlinearity, there is a sharp transi-

FIGURE 4  Phonon hopping coefficient that is calculated from Eq. (9) against nonlinearity 
parameter showing a sharp transition around poling field value of 17 kV/cm giving 
directions towards future application of lithium tantalate ferroelectrics.
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tion at a poling field of 17 kV/cm with a nonlinearity value of 421. For 
QB under periodic boundary condition, this behavior of the micro level 
properties (such as TPBS parameters) can be considered quite significant 
for future applications. This supports our quantum calculations in that the 
tendency of phonon hopping to the second excited state may be considered 
to be showing a direction towards interpretation of some physical behavior 
of lithium tantalate for some applications in devices.

11.3.2.2  LIFETIME OF QUANTUM BREATHERS

For a non-periodic boundary condition approach, a typical simulation 
curve for a smaller value of coupling of 0.9 and nonlinearity of 421 is 
shown in Fig. 5. This simulation was done with 6 particles on 3 sites with 
initial condition as: 0,1,5)0( =y . Here, the initial localization is mainly at 
the first site and then there is a fast redistribution of quanta between the 
other two sites until they become equal or almost equal, and the critical 
time for redistribution (tre) is calculated at the crossing point of three quan-
ta in femtosecond at this coupling value. The curve with higher intensity 
that represents the first site is clearly visible and they evolve due to the 
faster process of redistribution of quanta in lithium tantalate system that 
was not observed in lithium niobate.

Here, the critical time for redistribution (tre) that is proportional to QB’s 
lifetime is around 1359 fs. As the number of quanta increases from 6 to 
12, the QB’s lifetime decreases significantly to: 421, 207, 127 and 93 fs, 
respectively. It is noteworthy that for 6 quanta in lithium niobate, the QB’s 
lifetime is higher at 441 fs for the same value of coupling of 0.9, whereas 
that for lithium tantalate under the same condition it is 421 fs. A lower life-
time of QBs in the latter case might make it suitable candidate for certain 
devices.

It has been observed that as the number of quanta increases, the “crit-
ical time of redistribution” continuously decreases. This effect is more 
pronounced in case of lithium tantalate than that observed in lithium nio-
bate. Moreover, at each value of quanta, the QB’s lifetime decreases as the 
coupling increases, even between 0.1 and 0.9. This change is particularly 
noticeable for lower quanta at 4 and 6, respectively. From 8 quanta on-
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wards, the effect seems to be relatively less. Hence, it can be stated that the 
QB’s lifetime is relatively more sensitive in case of lithium tantalate than 
that in lithium niobate [113]. It has to be noted that there is a qualitative 
difference of the QBs lifetime data between ferroelectric system and an-
other important nonlinear optical material, i.e., split-ring-resonator based 
metamaterials for antenna application in the THz regime that has been 
investigated quite extensively [65, 114].

FIGURE 5  Temporal evolution of 6 quanta on 3 sites under non-periodic boundary 
condition approach in lithium tantalate ferroelectrics with a low coupling value of 0.9 and a 
nonlinearity value of 421. At the point on the time-axis where three quanta meet each other, 
i.e., the critical time of redistribution that is proportional to quantum breathers’ lifetime in 
femtosecond can be derived.

It is pertinent to mention that for a given macromolecule, Tretiak et 
al. [115] observed that the lifetime of discrete breathers increases as the 
crystals become more and more defective. As the defect or disorder could 
create localization, it is suitable for the formation of QB giving us insight 
on quantum localization. The above discussion includes the effect of im-
purities, as it depends on nonlnearity parameter, which in turn is embodied 
in our Hamiltonian. Therefore, this is discussed in Section 7.3.2.1 in terms 
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of TPBS parameters. Finally, it should be mentioned that the application 
of QB, particularly in terms of temporal evolution of quanta, could as-
sume significance if novel technologies and methods are to be adopted, as 
discussed earlier.

11.4  CONCLUSIONS

On the evolution of polarization with both time and space, the pres-
ent study shows non-linear Klein-Gordon equation that is based on 
our discrete Hamiltonian in a typical array of ferroelectric domains. 
By spatial discretization technique via spectral collocation method, the 
Klein-Gordon equation shows the behavior of classical breathers for an 
overall 3D view that are sensitive towards higher damping, or rather 
the oscillations of the symmetric breathers seem to be quite stable up 
to a relatively moderate value of damping (~0.50). In a periodic bound-
ary condition approach for quantum breathers, the second quantization 
gives rise to some interesting values of TPBS parameters against non-
linearity within the system. This shows that after a value of nonlinearity 
(» 421), i.e., equivalent to a switching field of about 14 kV/cm, the for-
mation of quantum breathers starts becoming relatively more difficult. 
The behavior of eigen-energy again nonlinearity or Landau coefficient 
was in contrast to that shown in lithium niobate system. The hopping 
coefficient shows a sharp transition at this point indicating some sort of 
pinning in this system as well. Without the impurity data in this system, 
it is difficult to specify the role of antisite tantalum defects. For a non-
periodic boundary condition approach, the temporal evolution spectra 
show that with increasing number of quanta, there is a decrease of time 
of redistribution that is proportional to the QB’s lifetime in fs. It also 
shows a strong dependence on the coupling. This is considered useful 
for a future study in this new field of investigation of quantum breathers 
in ferroelectrics and other applications of QBs in important nonlinear 
optical materials.
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12.1  INTRODUCTION

In this chapter, molecular quantum similarity (QS) measures involving 
three density functions are studied, providing the necessary algorithms 
and programming sources for application purposes. Triple density repre-
sentation of some known molecular quantum object set (MQOS) permits 
to express each element as a symmetric matrix with dimension equal to the 
MQOS cardinality. Such matrix formulation appears instead of the vec-
tor representations founded on double density QS (DDQS) measures or 
as a result of the usual classical descriptor parameterization. The whole 
triple density quantum similarity (TDQS) measures description of a given 
MQOS corresponds to a third order hypervector or tensor, whose ele-
ments are symmetric matrix representations of every molecular structure 
belonging to the MQOS. Such tensorial representation permits to set up 
an extended set of procedures in order to study the relationships between 
the MQOS elements, beyond the usual vector description. For the sake 
of completeness the quantum mechanical origin of the TDQS integrals 
is sketched as an introduction. The three p-type Gaussian orbitals are 
employed along the theoretical development to illustrate, via a concrete 
and particularly simple case example, the structure of the definitions en-
countered along the discussion, as well as the ability of QS measures to 
discriminate between DF belonging to degenerate wave functions. The 
present study can be considered in this way a first step towards the general 
theory and computational feasibility of a hypermatricial or tensorial rep-
resentation of molecular structures associated to any MQOS. Generalized 
Carbó similarity indices (CSI) are also studied as a way to manipulate the 
TDQS measures for easy interpretation. Besides the appropriate descrip-
tion of the programs associated to this chapter, here are given several ap-
plication examples, based essentially on the same background philosophy 
as the usual DDQS measures of previous papers.

Quantum similarity (QS), applied to molecular structures or briefly 
molecular QS (MQS) which started in our laboratory with a 1980 pioneer-
ing paper [1], has followed a steady road, see for example a large résumé 
study on QS theory and applications [2], several theoretical studies [3–10] 
as well as a recent theoretical description [11] leading towards the initial 
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paper of this series [12], where an as complete as possible bibliography of 
the QS evolution is given.

Actually, several MQS papers [12–14] associated to theoretical ques-
tions studied from the computational side*2, constitute three steps towards 
the goal to give, not only a modern up to date account of the background of 
MQS measures, but the basic computational tools and examples for gener-
al applications, like molecular set ordering [14] as well as to new insights 
on several MQS computational problems [12, 13] and questions attached 
to quantum quantitative structure-properties relationships (QQSPR) [15, 
16].

However, despite of the previous endeavor, while writing the manu-
script of the present work, the author has felt that some basic problems 
related with the MQS measures in general and with triple density QS 
(TDQS) measures in particular were lacking of some detailed study into 
the literature. To include this large amount of information within the pres-
ent discussion will certainly enlarge the volume of the present contribu-
tion. So, it was opted prior the ending of the actual discussion to publish 
separately such material elsewhere in several independent papers. In this 
way, readers interested deepening the understanding of the mathematical 
and theoretical aspects of QS, can have a look at a general feature of the 
products of Gaussian functions [17], follow a discussion on the discrete 
general representation of molecular sets [18], peruse the mathematical 
possibilities of function basis sets transformation [19], inquire about the 
nature of the scaling of Euclidian distances and compare them with more 
flexible and general similarity indices [20], survey a discussion about the 
nature of the generalized Carbó similarity indices (CSI) [21], have handy 
a résumé of the principal mathematical definitions associated to QS [22], 
realize the holographic nature of the QS matrix representations of molecu-
lar structures [23] and finally analyze the geometric nature of the quantum 
object sets (QOS), see Ref. [22] for detailed updated definitions, density 
functions (DF) tags relationships [24].

*2The previous papers of this series will be named into the text generically as communications on 
quantum similarity (CQS). Every particular member of the collection will be referred as CQS1 [12], 
CQS2 [13] and CQS3 [14], respectively. The present chapter will be sometimes mentioned as CQS4.
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12.1.1  TRIPLE DENSITY QS (TDQS) MEASURES OUTLOOK

With this set of previous studies, TDQS measures can be further consid-
ered from a new vantage point, despite they have been already described at 
the initial stages of the MQS development; see, for instance, the following 
previous work references, where not only the definitions and theoretical 
background were presented in a schematic manner [25], but some not so 
simple applications have been also put forward [26].

In any case, the appearance of TDQS into the MQS literature has been 
somehow scarce, for multiple reasons but essentially because of the compu-
tational demand of the associated integral measures. However, the develop-
ment of the modern computational facilities permits to use with certain ease 
the present kind and even higher order tensors chosen amid the MQS tools.

Among other characteristics, TDQS measures defined over molecu-
lar QOS (MQOS)*3, can provide another sort of discrete description of 
molecular structures carrying extended information if compared with the 
usual double density QS (DDQS) measures. Moreover, TDQS measures 
open the way to higher order QS measures [27], and can help to pres-
ent them as a richer new set of discrete molecular descriptions, differing 
both in generality, operator bias and information content, from the classi-
cal usual vector parameterization employed in discrete molecular descrip-
tion. These previous considerations about TDQS measures might justify 
the contents of this study.

12.1.2  PRESENT WORK PLANNING

As in the previous papers, this chapter will furnish not only the basic the-
ory and practical formulation used, but a full description of the algorithms 

*3MQOS are a particular class of tagged sets. MQOS are molecular sets, where each element is de-
scribed via a quantum mechanical density function. The set of molecular structures is termed the 
object set and the set of attached density functions is the tag set. The couples: (submicroscopic ele-
ment; density function tag) are termed quantum objects. See below in the section: The mathematical 
structure of the collection of TDQS integrals, when computed over a molecular quantum object set 
(MQOS), for further detailed definitions and references. See also reference Ref. [22] for an up to date 
account of terms, references and definitions. 
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employed as well. Essentially, among other interesting issues, the question 
of the triple molecular superposition (MS) problem will be deeply ana-
lyzed. Reproducibility and computational accessibility are stressed in the 
preceding set of previous papers, which will be called: CQSn(n=1,3). As 
the present contribution can be considered in fact CQS4, then it will also 
follow these working lines; therefore, a web page containing the program 
codes and several input–output examples will be also furnished and made 
openly available for download to any potential user.

Besides the continuation of the CQSn studies, the basic computational 
background of the present work also leans on previous mathematical de-
velopment on the nature of GTO’s [28] and the HEDT [29], which consti-
tutes a recent research effort, dealing about the so-called General Gaussian 
Product Theorem (GGPT) [17]. There, the structure and computational 
characteristics of the product of any number of GTO’s, arbitrarily centered 
in three dimensional space, has been presented. Once the useful math-
ematical tools furnished by the GGPT are known, it is a straightforward 
matter to compute the QS integrals needed for the development of this 
chapter and the computation of higher orders densities QS measures. Be-
cause of this previous knowledge, no extended information is presently 
given about the deduction of the involved TDQS integral form.

Accordingly, this contribution will be essentially centered into several 
arguments by means of the following scheme. First, it will be given some 
simplified data about the needed basic integrals formulation of TDQS 
measures over 1s type GTO’s. The structure of the TDQS hypermatrices 
(TDQSH) will be discussed next in a second step. Among the possible 
applications of the TDQS measures several manipulations, similar to the 
ones given in the double density QS (DDQS) previous work as shown in 
CQS3 will be also presented as a third part. A discussion will be also giv-
en afterwards, describing the general extended theoretical background of 
MQOS, the TDQS tensorial description and interrelationships among its 
elements. Such an analysis will be done to evidence the powerful source of 
molecular structure information contained in TD and within higher order 
QS measures. Finished this extended discussion, a short argumentation 
connecting TDQS measures and quantum quantitative structure-properties 
relationships (QQSPR) will be given in order to have a complete overview 
of the present theoretical panorama. The computational details with the 
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set of programs specially constructed to enhance the present work will 
constitute the final main section of CQS4, which will end with several 
application examples. A glossary has been added at the end describing the 
acrostics appearing in the present CSQ4 discussion.

Finally, it can be stressed that along the theoretical development, when 
necessary to illustrate the structure of the proposed TDQS measures and 
the associated similarity indices, a schematic example will be given. This 
illustrative example will be carried out along the chapter development. 
It has been chosen based on three degenerate p-type GTO’s. The corre-
sponding density functions attached to these three p-type orbitals are co-
incident with the three diagonal elements of d-type GTO’s. With these DF, 
the TDQS measures can be analytically described in a complete and easy 
manner. From the tensor structure associated to the TDQS measures of 
the p-type GTO DF, all further described manipulations of the TDQS ten-
sors within the text are also particularly performed with the p-type GTO’s 
TDQS measures.

12.2  TRIPLE 1S GTO INTEGRALS

The computational background where the present CQS4 chapter will be 
developed does not differ abruptly from the previous CQS papers and is 
basically grounded in the well-known atomic shell approximation (ASA) 
[30–34] in order to express, within an advanced polarized promolecular 
framework, the quantum mechanical molecular density functions (DF). 
To obtain additional information on recent ASA application development, 
see for example the previous CQS chapters [12–14] and some application 
to describe DF for large macromolecular structures [35, 36] to see the ad-
equate behavior for ASA DF.

While this chapter was developed several applications and studies of 
ASA behavior have been described: DF representation [41] and molecular 
electrostatic potentials [37, 38]. In order to have a detailed view of ASA 
DF performance separate work path studies have been written. First, a 
pair of papers [37, 38] studied the behavior of the electrostatic molecular 
potential (EMP) [39] based upon ASA DF in a promolecular and polarized 
framework. Second, inspired by Mezey’s holographic electronic density 
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theorem [40], another work [41], describes a novel manner of imaging 
quantum chemical functions using stereographic representations [42] and 
the chosen examples are also based on ASA DF shapes. Finally, a new way 
to compute soft EMP has been described [43].

Within the ASA context the important and basic function needed is 
the simple and well-known 1s GTO, therefore the involved integrals of 
the present CQS4 paper will be associated to this kind of familiar func-
tions, as it has been in the previous elements of the CQS series. This 
section development will give the basic information about this subject, 
which will be noticeably related to TDQS measures and the subsequent 
algorithms.

12.2.1  NORMALIZED 1S GTO

Suppose that a 1s GTO is written as:

	 ( ) ( ) 2r Rr R I I
I I I IN e aγ a a − −− = 	 (1)

where a normalization factor is defined as the usual inverse square root 
Euclidian norm:

( ) 2 2

1 31 2 422 r R 2 R 2 rI I I I I
I IN N e e dra a aa

π

−+∞−
− − − −

−∞

   = = = =      ∫∫∫

using the well-known integral [44]:

	 ( ) 2

1
2

0
xI e dxa πa

a

+∞
−

−∞

 = =   ∫ 	 (2)

12.2.2  TRIPLE 1S GTO INTEGRAL

Then, a triple 1s GTO overlap integral can be defined as:
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( )22 2r R r R

3

r R
rI I J J K K

I J K I J KN N NS e d
a a a

γ γ γ
+∞

− − + − + −

−∞

== ∫∫∫ 	 (3)

It is trivial to see that the three normalization factors can be expressed as a 
constant under a unique symbol:

3
4

3

8
IJ

I J K
J K KI K I JN N N NN N a a a

π
 = =   

=

Thereafter, in order to obtain an analytic expression for the integral Eq. (3)
the reduction of the involved 1s GTO into a unique center can be done by 
means of the previous discussion on the GGPT [17], as it has been com-
mented. By a simple algebraic manipulation one arrives to a symmetrical 
formulation involving the integrand in the triple 1s GTO integral Eq. (3) as:

2 22

exp I J IJ I K K JIK JK
IJ

I
K IJK

J K

R RN Ra a a a a a
a a a

 + + 
− + + 

Θ =   

and the integral Eq. (3) is easily evaluated next by means of the trans-
formed GTO centers and the auxiliary integrals Eq. (2):

( ) ( )( )2 3

0 , I J K r Q
I J K IJK IJK I J Ke dr Ia a aγ γ γ a a a

+∞
− + + −

−∞

= Θ =Θ + +∫∫∫

an expression which permits to arrive to the final compact expression of 
the integral Eq. (3) as:

3
2

 .I J K IJK
I J K

πγ γ γ
a a a

 
= Θ  + + 

Taking now into account that one can write explicitly the product of the three 
normalization factors, as shown in the first steps of the above discussion, then, 
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finally the triple 1s GTO’s integral general expression can be explicitly written 
as follows:

3

3

2 2
3

224

3 ex8 p I

I J K

I J K I J IJ K JKI K J K

I J K I J K

S

RR R

γ γ γ

a a a π a a a a a a
π a a a a a a

=

     −     

=

 + + + + 
 + +
   

	(4)

12.3  TRIPLE DENSITY QUANTUM SIMILARITY INTEGRALS

Having studied the expression of the triple integrals involving three 1s 
GTO’s and its generalization, it is not difficult to imagine a TDQS integral 
(TDQSI), which can be defined as the integral, typically a measure, of the 
product of three DF, which can be symbolically written as:

( ) ( ) ( )P Q R P Q RD
r r r drr r r r r r= ∫

Taking into account the usual way to describe DF within LCAO MO the-
ory for a given molecular structure P, one can write:

( )r P
P Daβ

a β
r a β= ∑∑

where { };P PD D aβ=  is the density coordinates matrix*4 and ( ){ }raa c=  is 
the chosen AO basis set functions. Therefore the TDQSI can be rewritten 
as:

; ; ;  P Q R P Q RD D Daβ γκ λm
a β γ κ λ m

r r r aβγκλm= ∑∑ ∑∑ ∑∑

*4 There has been a systematic confusion in the literature about the name given to this matrix. Here it 
is proposed the logical name density coordinates matrix instead the common name of density matrix, 
which can be confused with the matrix constructed by means of the DF itself, also called density 
matrix.
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where the integral over six AO basis functions can be defined in turn by 
means of the integral symbol:

( ) ( ) ( ) ( ) ( ) ( )
D

r r r r r r dra β γ κ λ maβγκλm c c c c c c= ∫

The analytical expression of such an integral, involving six general GTO’s, 
can be constructed by simple integration from the results obtained within 
the GGPT [17] treatment.

12.3.1  ASA DF APPROXIMATION

In order to have a not so demanding ab initio computational structure at 
the moment to evaluate TDQSI, as commented beforehand, the so-called 
molecular ASA approximation [30–34] can be employed. The molecular 
DF in this approach is expressed as a linear combination of ASA functions 
associated to some atom A, defined in turn by means of the linear combi-
nation:

( ) ( ), , ,

2
.A A I A I A I

I A

r s rσ w a
∈

= ∑

Where { },A Iw  is a set of convex coefficients*5 and ( ){ }, ,A I A Is r a  a nor-

malized set of 1s GTO functions respectively. Both sets are fitted to some 
corresponding HF ab initio atomic DF calculation [32, 33]. Some of such 
families of fitted ASA functions can be downloaded from a public website 
[45]. A choice of three ASA basis sets can be also obtained from the first 
program of the molecular quantum similarity program suite (MQSPS), de-
scribed in CQS3 [14].

*5 That is fulfilling: { }, , 1A I A I
I

Rw w+⊂ ∧ =∑
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In fact, due to a construction choice, for the whole set of ASA DF, 
the Minkowski norms can become unity: ( ) 1A rσ = . In practice, for the 
purpose of the ASA construction one can use the normalized 1s GTO’s 
functions Eq. (1) , as defined at the beginning of this study, but squared, 
that is:

	 ( ) 2
,

3

22
,

, ,

2 2
A I Ar RA

A
I

A I A Irs R e aa
a

π
− − 

− =   
	 (5)

Where it is supposed that the atom A is centered at the position vector: RA. 
With the fitted ASA functions handy, the so-called promolecular approxi-
mation for a molecular DF can be easily put forward; it can be written in 
a general way as:

	 ( ) ( ), ,ASA
P P A A

A P

Qr rr σ
∈

= ∑ 	 (6)

where the set of constants { },P AQ  can be chosen in different ways, but 

in any case possessing the constraint property: 
,

1

P
aN

P
e P A

A

N Q
=

= ∑ ; with the 

integers { };P P
e aN N  representing the number of electrons and atoms of 

molecule P, respectively. The constant coefficients { },P AQ  appearing into 
the promolecular approximation Eq. (6) can be selected, for instance, as 
the atomic numbers or as any kind of overlap atomic populations, like 
Mulliken’s [46] or NBO [47], associated to each atom A of the molecule P. 
See for more application details the papers on the CQS series [12–14] and 
the recently published papers on DF41 and EMP [37, 38, 43].

12.3.2  TDQSI IN THE ASA FRAMEWORK

In this manner, within the ASA description of a DF, the TDQSI can be eas-
ily written using the following formulation in terms of a triple sum:
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,  , ,
ASA ASA ASA

P Q R P Q R P A Q B R C A B C
A P B QC R

Q Q Qr r r σ σr r σr
∈ ∈ ∈

≈ = ∑∑∑

The triple integral ,A B Cσ σ σ  involving three ASA atomic functions can 
be rewritten now in terms of the ASA 1s GTO basis set as:

2

, , , , , , .A B C A I B J C K A I B J C K
I A J B K C

s s sσ σ σ w w w
∈ ∈ ∈

= ∑∑∑

The new triple GTO integral , ,

2

,A I B J C Ks s s  is just the overlap integral 
involving a triple product of 1s GTO, like the one discussed at the begin-
ning of this chapter; it can be computed as in Eq. (4), although it has to 
be somehow modified, because of Eq. (5), which slightly redefines the 1s 
GTO basis functions needed in the ASA framework.

That is, for instance, when the basic integrals needed to evaluate QS 
measures in triple 1s GTO overlap integrals have to be evaluated, one ar-
rives to the alternative expression:

( )

3
2

, , ,
, , , 2

, , ,

2
, , ,

2

2 2
,

, ,

, ,

,

                       ex

32

p 2

A I B J C K
A I B J C K

A I B J C K

A I B J A I C K

A I

AB AC B J C K

B J C

BC

K

R

s s s

R R

a a a
π a a a

a a a a a a
a a a

 
=  + + 

 
−  + +

×

 + +
 
 

	 (7)

12.3.3  SOME NOTATION REMARKS

In the same manner as the usual DDQS measure can be shortly written 
as: P Q PQPQ zr r ≡ ≡ , involving two DF, the TDQS integrals of the type: 

P Q Rr r r  or the equivalent ASA approach: ASA ASA ASA
P Q Rr r r , can be also 

shortly written with the simplified symbol: PQRPQR z≡ , using the context 
to know if they correspond to an exact TDQS expression or to an ASA one.
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12.4  QS OF THREE MOLECULES AND OPTIMAL TDQSI

Within any approximation level, TDQS measures will depend on the rela-
tive positions in space of the three molecular structures involved. An in-
tegral maximum will be reached when the three molecules are optimally 
superposed, in a similar way as previously discussed within the CQS3 of 
the CQS series involving two molecular structures.

The algorithms, which can be applied in the present case, in order to 
optimize this kind of integrals with respect of their relative molecular po-
sitions in three-dimensional spaces, have been already discussed schemat-
ically in the CQS3 paper. It is time, then, to give more details and provide 
with appropriate codes the calculation of TDQS integrals, at least within 
the ASA approach. More sophisticated approaches will only differ in the 
way the involved integrals PQR are calculated.

The TDQS integrals of TD self similarity (TDSS) type, like PPP  do 
not have any molecular superposition (MS) difficulty as the integral will 
possess the maximal value, when the involved unique molecular structure 
possesses the same atomic coordinates in the three involved densities.

The TDQS integrals of the kind: PPQ PQP QPP= =  in principle 
will behave in the same way as the usual QS measures involving two mol-
ecules: PQ QP=  when optimized by means of the MS described for 
this situation in CQS3. Thus, the discussed algorithms in CQS3, will apply 
without modification in this particular case, except that a TDQS integral 
has to be calculated, instead of the DDQS integral. It is not difficult to use 
the previous bimolecular superposition (BMS) coordinates for molecules 
P and Q in order to obtain this TDQS integral kind.

However, the TDQS integrals of the type: PQR  with the three in-
volved molecules different, have to follow an extended optimization 
algorithm, which takes necessarily into account the relative position coor-
dinates of the three structures simultaneously.

The ideas of the CQS3 can be easily applied in the TDQS integral case, 
as it has been already commented. However, instead of the unique squared 
distances matrix (SqDM), when optimizing TDQS integrals there will be 
needed three possible ones, whose complete sums shall be kept minimal. 
That is, the complete sums of the three SqDM:{ }(2) (2) (2); ; ,PQ QR RPD D D  bearing 
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the squared distances between the atoms of one molecule and the atoms 
of the other, must be sought to be simultaneously as minimal as possible.

This could be obtained with a process, according to the CQS3 find-
ings, which first prepares the three molecular structures with a common 
origin, excluding the hydrogen atoms of every one of the three molecules 
involved. When in these positions, the sum of the respective atomic co-
ordinates for every molecule is computed. Namely, if for molecule P the 
actual translated atomic coordinates are written: { }P

AR A P∀ ∈ , then a vec-
tor sum is defined as: P

P A
A P

R R
∈

= ∑ ; similar definitions are adopted for the other 
two molecular structures, yielding the vector sums: RQ and RR.

Once known the three translated coordinate vector sums, the three 
complete SqDM sums:{ }(2) (2) (2); ;PQ QR RPD D D , will become minimal, when 
the three crossed scalar vector products: { }| ; | ; |P Q Q R R PR R R R R R  be-
come maximal, according to the exposition of CQS3. However, this sum 
vector reorientation can be easily obtained when the three, once translated 
molecular frames, are rotated afterwards (translated-rotated: TR) in such 
a way that the sums of atomic coordinate vectors: { }; ;P Q RR R R  are lying 
in the same direction, the x-axis for instance, yielding the x-axis vectors:
{ }; ;P Q RL L L , say.

Then, as it was already commented, the application of the CQS3 
Algorithm 1, extended in order to superpose three molecular structures is 
straightforward to construct. It is a matter of adding a third pair of loops to 
the BMS algorithm. It can be written as a new Algorithm:

Algorithm TDQS: Maximal value of a TDQS PQR integral between 
three molecular structures:

!
Let: 0PQRZ =
Loop over atoms of molecule P: A=1,NP
Translate the atomic coordinates of P: ( ): P P P

K K AK P R R Rτ∀ ∈ → −

Compute the vector sum: ( ) ( )

1

PN
P

P K
K

R Rτ τ

=

= ∑

Search for cosine and sine to rotate: ( )
P PL Rτ←

Rotate all coordinates of molecule P: ( ): A A
K KK A L Rτ∀ ∈ ←

!
Loop over atoms of molecule Q: B=1,NQ
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Translate the atomic coordinates of Q: ( ): Q Q Q
L L BL Q R R Rτ∀ ∈ → −

Compute the vector sum: ( ) ( )

1

QN
Q

Q L
L

R Rτ τ

=

= ∑
Search for cosine and sine to rotate: ( )

Q QL Rτ←

Rotate all coordinates of molecule Q: ( ): Q Q
L LL Q L Rτ∀ ∈ ←

!

Loop over atoms of molecule R: C=1,NR

Translate the atomic coordinates of R: ( ): -R R R
M M CM R R R Rτ∀ ∈ →

Compute the vector sum: ( ) ( )

1

RN
R

R M
M

R Rτ τ

=

= ∑

Search for cosine and sine to rotate: ( )
R RL Rτ←

Rotate all coordinates of molecule R: ( ): R R R
M M CM R R R Rτ∀ ∈ → −

!

Compute the TDQS integral: P Q Rr r r  using the TR atomic coordinates: 

{ }{ }{ }P Q R
K L ML L L .

If P Q R PQRZr r r >  then: PQR P Q RZ r r r←
!
End Loop R
End Loop Q
End Loop P
!
End of Algorithm TDQS
When comparing the Algorithm TDQS with the Algorithm 1 of the 

CQS3 paper, it can be seen that nothing has changed between both of 
them, but a pair of loops, involving the atomic coordinates of a third mo-
lecular structure, have been added. Of course, the DDQS integral present 
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in the CQS3 has been changed here to the corresponding TDQS integral 
measure.

12.4.1  SOME PRACTICAL CONSIDERATIONS ON TDQS 
ALGORITHM

Nevertheless, the above-described Algorithm TDQS computational struc-
ture contains a large amount of operations to be performed. In fact, for a 
molecular set, whose average number of non-hydrogen atoms is: aN , the num-
ber of operations to be done within the algorithm is about: 3,aN  precluding 
a high computational cost, even within the simplified ASA framework.

For molecules with a large number of atoms, like the Cramer steroids 
[48] where 

20aN = , it is not advisable to run Algorithm TDQS, as the primary 
aim of the CQS series is to permit QS calculations on portable and desktop 
computers. In cases of studying MQOS with elements possessing a large 
number of atoms, the best is to use a highly parallel computing tool with 
teraflop facilities if available. In molecular sets formed of molecules with 

5aN ≤  there should not be a problem though.
The extension to higher DF QS measures not only becomes the straight-

forward task of adding two more do loops for one QS measure order, but 
because of this modular structure of the Algorithm TDQS, the nested 
do loop programming technique [49–51] can be applied for the purpose 
of generating such a code, which could be associated to any kind of QS 
computation level and becomes completely adapted to parallel machines.

12.4.2  SIMPLIFIED TRIPLE MS AND APPROXIMATE OPTIMAL 
TDQS MEASURES

Nowadays, in order to make feasible the computation of TDQS measures 
involving large cardinality MQOS, possessing molecular elements with 
large aN  values, the compulsory need to use a feasible approximate com-
putational structure has lead towards the finding and description of a sim-
plified TDQS procedure, which has been implemented as follows.
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The TDQS measures of type PQR  can be easily associated to the set 
of the three bimolecular measures: { }, ,PQ PR QR , for which the su-
perposition of the implicit bimolecular triad, can be supposedly computed 
beforehand using, for example CQS3 instructions and programs. As these 
BMS coordinates are also interesting for the integrals of type PQQ  the 
best strategy is to have already computed with the CSQ3 techniques the 
BMS coordinates associated to the optimal PQ  MQS measures. This 
will provide the program with a set of six possible relative TR optimal 
coordinates for every molecule present in the involved molecular triad, 
which, in turn, can be named as:

{ }( ) ( ) ( ) ( ) ( ) ( ); ; ; ; ;P Q P R Q P Q R R P R QR R R R R R

where the notation: ( )A BR  means the atomic coordinates of molecule A 
already TR in front of molecule B. Then, one can choose 23 combina-
tions of the already TR coordinates to construct eight TDQS measures. 
For instance, one can write the eight TD integral terms needed, like in the 
following list:

( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )
( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )

; ; ;

; ; ;

P Q Q P R P P Q Q P R Q P Q Q R R P P Q Q R R Q

P R Q P R P P R Q P R Q P R Q R R P P R Q R R Q

  
 
  

,

where the symbols: ( ) ( ) ( )A B B A C A  mean the TDQSI has been com-
puted for the three different molecules A, B and C, using the respective 
geometries BMS optimized in front of molecules: B, A and A, respective-
ly. After the computation of the eight TDQS measures in this way, the 
larger value can be adopted for the partially optimized integral: PQR . 
Computing time can be lowered dramatically in this fashion and make 
reasonable involved and cheaper the computation of TDQS measures for 
large molecular sets with a large number of non-hydrogen atoms. The 
limitation now will be the one imposed by the computation of the BMS 
geometries.

The mathematical structure of the collection of TDQS integrals, when 
computed over a molecular quantum object set (MQOS)
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MQOS
The Algorithm TDQS or the previously described approximate procedure 
based on BMS can be both applied in practice over the elements of any 
set of molecules { }1;... ;...P Mm m m=m  of cardinality M, the object set, 
whenever it is attached in parallel to a known set of DF, the tag set, in a 
one-to-one correspondence, see for example Ref. [22] to obtain extended 
and detailed information on these definitions. That is, for every molecule 
in m  a well-defined DF has to be known, belonging in turn to another 
functional set, which can be termed the DF tag set: { }1;... ;...P Mr r rp = . 
Thus, both object and DF tag sets are related in a one-to-one correspon-
dence:

	 P P P Pm mr r∀ ∈ → ∃ ∈ ↔ ∀ ∈ → ∃ ∈m p p m .	 (8)

The Cartesian product of both sets: = ×o m p  is called a molecular quan-
tum object set (MQOS) [22, 52–54]. This MQOS definition constitutes a 
way to put together and resume into a unique structure the Eq. (8).

12.4.3  DISCRETE REPRESENTATION OF MQOS ELEMENTS IN 
TDQS FRAMEWORK

Due to the fact that, every TDQS integral: PQR  can be considered a 
MQS measure, weighted by one of the three DF entering the integrand 
considered as an operator; then, this point of view can be formally written 
in any of the following ways:

	 ;: P QRPQR Q P R P QR Z= = = 	 (9)

Meaning that for every density function ( )P rr  contained into the MQOS 
one can define a ( )M M×  symmetric QS matrix like:

	 { } { } ( );: T
P P PP QRP Z Z PQR Z Z∀ = = → = ,	 (10)

because:

; ;P QR P RQPQR PRQ Z Z= ↔ = .
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Then, all these matrices, attached to every DF belonging to the tag set p , 
can be collected into a hyper vector array or third order tensor, which can 
be expressed formally like:

	
1Z Z ;...Z ;...ZP M= ∈ ⊗ ⊗p p p 	 (11)

The interesting situation consists now in that every TDQS hyper vector 
(TDQSH) matrix element has a MQS matrix-like structure. Such a matrix 
can be admitted to be a discrete representation of every one of the ele-
ments of the DF tag set p,  represented by means of the space generated 
by the tensorial basis set: ⊗p p . See for more details Refs. [18] and [23].

This situation in TDQS theory contrasts with the usual DDQS ma-
trix representations, where the columns of the associated QS matrix, 

{ } { }Z PQ QZ PQ z= = = , which is a representation of an element of 
⊗p p , can be considered in turn discrete vector representations only of an 

element of p , with respect the space generated by the DF tag set p  itself.
Consequently, it seems that the TDQS representations can bear more 

information than the DDQS ones. This constitutes a subject which has not 
been yet studied and which is obviously worth to analyze here.

12.4.4  TDQS MATRICES AND COMPUTER MEMORY 
COMPACT STORAGE

In general, as the TDQSH submatrices are symmetric, the elements made 
by integrals of the type:

PPQ PQP QPP= = ,

will be present three times in the corresponding hyper vector, while the 
elements with three different indices:

PQR PRQ RPQ QPR QRP RQP= = = = = ,

correspond to the six permutations of such three indices. Quite a large 
amount of memory space can be obviously spared, by means of storing 
just the final TDQSH compactly as, for instance using the implicit follow-
ing do loop scheme:



Triple Density Quantum Similarity Measures	 299

( ){ }1, ; 1, ; 1,PQR P M Q P R Q= = = .

Considering the super symmetric nature of the resultant TDQSH integral 
elements, upon transposition of the molecular indices, then the amount of 
TDQS intrinsically different integrals needed to be connected to the mo-
lecular set m  it is easily calculated as:

( )( )( )16 1 2M M M− + + .

12.4.5  A SIMPLE ALBEIT ILLUSTRATIVE EXAMPLE OF THE 
TDQSH STRUCTURE

Anot so obvious example can be furnished by three p-like GTO functions. 
This example, as it has been previously commented, will also provide a 
clue on how QS techniques can discriminate between degenerate states.

Starting from the three p-type GTO functions and in order to condense 
their representation, they can be expressed into a unique vector written as 
follows:

	
( ) ( )2

22 2 2 2

exp

        

Tp N r ar r x y z

r r r r x y z

= − ← =

∧ = = = + +
	 (12)

while N  is a common normalization factor, such that every p-type GTO 
function has unit Euclidean norm.

When using these three functions and considering them as a set of de-
generate wave functions in QS manipulations, there is needed to obtain the 
square of everyone, which will then act as a set of three associated DF, the 
basic elements in QS calculations.

That is, Eq. (12) produces a set of DF, which can be also written com-
pactly as a vector:

	 [ ] ( ) [ ] ( ) ( )2 22 2 2 2 2exp 2
T

N r ar r r r x y zr = − ← = ∗ = 	 (13)

Whose elements are coincident with the diagonal terms of the d-type 
GTO’s. In Eq. (13) there has been used an inward matrix product, 
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described in CQS3. The three elements obtained DF in Eq. (13) can 
be renamed as: { }, ,X Y Z .
With the aid of the generalization of integral Eq. (2):

	 ( ) ( ) ( )
( )

2 2 2 1 !!
exp  

2
n

n n

n
I a x ax dx

aa
π+∞

−∞

−
= − =∫ 	 (14)

then the nature of the three simplified wave functions Eq. (12) and their as-
sociated DF Eq. (13) preclude that there will be only three possible kinds 
of distinct TDQS integrals, namely:

	

( ) ( )
( ) ( )
( ) ( )

...

...

...

XXX YYY
XXY XYY
XYZ YZX

a
β
γ

= = =

= = =

= = =

	 (15)

There is no need to give explicitly the expressions of the parameter triplet: 
{ }, ,a β γ ; because with the aid of the integral Eq. (14), it is a matter of 
trivial mathematical manipulation to obtain them. It is easy to write, after 
calling 6Nν = :

( ) ( ) ( ) ( ) ( ) ( )2 3
3 0 2 1 0 16 6 ; 6 6 6 ; 6I a I a I a I a I a I aa ν β ν γ ν=   = =     

For the purposes of the following use of these three parameters, it is not 
necessary to know explicitly them with more detail than in the above ex-
pression.

Once the relationships Eq. (15) are constructed, a hyper vector can be 
written representing the three p-type functions:

	
( ) { }3 ; ;Z Z ;Z ;ZX Y Z

a β β β β γ β γ β

β β γ β a β γ β β

β γ β γ β β β β a

      
      = =              

	 (16)

Because of the fact, which can be easily checked, that the three submatri-
ces in the hyper vector Eq.  are equivalent upon permutations of rows and 
columns, it can be also effortlessly seen that the three determinants of the 
hyper vector matrix components are the same:
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( ) ( )2 3 2, , : Z 2 2II X Y Z Det a γ β β aγ∀ = = + − + ,

but considered as mathematical objects, the three hyper vector compo-
nents are different though. They are linearly independent vectors, there-
fore can be considered as a basis set belonging to a ( )3 3×  dimensional 
matrix vectorial space.

12.5  TRANSFORMATION OF THE TDQS HYPER VECTORS: 
GENERALIZED CARBO SIMILARITY INDICES

12.5.1  PRELIMINARY CONSIDERATIONS

Once known the TDQSH: { }Z PQR=  as defined in Eq. (11) and in 
the previous paragraph discussion example, one can envisage to transform 
it in an equivalent way as DDQS matrices can be manipulated; for ex-
ample, defining a transformation leading to a TD Carbó similarity index 
(CSI) matrix (CSIM).

This kind of transformation in the framework of QS integrals involving 
two densities has been proposed in the early times of QS development, see 
for example the initial work1on QS and has been submitted to varied dis-
cussions [5, 55, 56] along the QS theoretical progress. CQS3 provides up 
to date theoretical and computational details on CSIM. Note also a recent 
description in reference [57], which shows a direct relationship between 
CSIM’s and DDQS matrices.

According to the CSI transformation philosophy, TDQSH’s can be 
also brought into another hyper vector, whose elements are defined in the 
range [ ]0,1  in the same way as bimolecular CSIM elements are defined in 
this range too. A recent discussion related to the definition of generalized 
scalar products and QS measures can be invoked for the mathematical 
background [58] of this CSI extended definition, which can be employed 
in TDQSH and higher order QS hyper matrices as well [21]. In order to 
perform with ease such a transformation, a vector containing TDSS has to 
be defined first. That is, using the notation:

	 ( ) { }3s 1,PPP P M= = 	 (17)
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say, where the supraindex in the vector symbol stands for the number of 
DF involved or the order of the QS measures taken into account and M 
corresponds to the cardinality of the MQOS which is being represented 
via the TDQS measures. The elements of the TDQSH Eq. (11) can be con-
sidered generalized scalar products involving three vectors of a functional 
vector semispace*6 [21, 22, 27, 59]. Hence, the generic TDQS measure 

PQR can be associated to such a generalized scalar product; in the same 
way as the elements of the following self similarity vector, defined within 
the DDQS domain:

( ) { }2s 1,PP P M= =

can be considered the equivalent of some Euclidian norms evaluated over 
the elements of the DF tag set p . Due to the positive non-negative nature 
of the basis DF tag set, the DDQS, TDQS and higher order DF QS mea-
sures, considered as generalized scalar products, will in any case yield 
essentially positive definite real numbers as a result.

12.5.2  DEFINITIONS OF THE TD CARBO SIMILARITY INDEX

For every element of the TDQSH and using the TDSS vector Eq. (17) ele-
ments, there can be also defined a TD Carbó similarity index (TDCSI) as 
follows:

	 ( )1
3

PQR
PQR

r
PPP QQQ RRR

= 	 (18)

It is easy to see that the maximal value of the TDCSI Eq. (18) will reach 
the unity when: P Q R= = ; otherwise the TDCSI values will be less than 
one, in other words one will have, as in the bimolecular case:

[ ]0,1PQRr ∈ .

*6A vector semispace is considered here as a vector space defined over the positive real numbers. In 
this way the additive group of the semispace is a semigroup, a group without reciprocal elements. DF 
sets like the quantum object tags already discussed in MQOS definition are subsets of some Hilbert 
semispace. 
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Such transformed elements of any TDQSH will yield a new TDCSI hyper 
vector (TDCSIH), which will possess unit elements in the corresponding self 
similarity measure hyper vector sites and values less than the unit elsewhere.

12.5.3  THE P-LIKE GTO FUNCTIONS EXAMPLE

In order to fill the corresponding hyper vector elements with some numeri-
cal structure, the former simple example involving the three p-like GTO 
can be used again to obtain a concrete TDCSIH. From the hyper vector Eq. 
(16) one can easily construct the associated TDCSI submatrices. Taking 

into account the relationships Eq. (15) and the structure of this particular 

TDSS vector: ( ) ( )3s Ta a a= , then all the TDQSH elements in equa-
tion might be divided by a ; so, using the new parameters:

1 1b ca β a γ− −= ∧ =

one can write the corresponding TDCIH as:

	 ( )3

1

; 1 ;

1

R
b b b b c b c b

b b c b b c b b

b c b c b b b b

      
      =              

	 (19)

12.5.4  GEOMETRIC INTERPRETATION OF THE GENERALIZED 
CSI

It is now interesting to interpret the resulting CSI elements within any 
TDCIH in general, or particularly, these present in the hyper vector ex-
pression Eq. (19). As the bimolecular CSI formalism indicates, one can 
interpret the number:

	 ( )1
2

P Q
PQ

P P Q Q

r
r r

r r r r
= 	 (20)
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as a cosine of the angle subtended by two vectors, in this case by two 
DF. The elements of TDCIH too can be associated to a cosine. This is so 
due that for every submatrix element of the generic form: ;P QRr , one can 
heuristically consider the resulting value , as the cosine of the solid angle 
subtended by the three DF’s, when one considers the cone with vertex at 
the origin and the base of such a cone as a circle circumscribing the three 
vertices of the triangle, defined in turn by the three DF’s. Without doubt, it 
is better to visualize the bimolecular cosine or this cone generated by three 
DF, using shape functions (SHF)*7 instead of the original DF. Thus, using 
the fact that SHF can be considered as origin centered vectors, ending into 
the surface of a sphere of unit radius, independently of the number of SHF 
considered. The value of the cosines computed in a generalized CSI way 
is invariant [27] whether DF or SHF being employed:

( )1
2

P Q
PQ

P P Q Q

r
σ σ

σ σ σ σ
=

Obviously enough, for higher order QS integrals, this kind of reduced CSI 
is difficult to visualize. However, some hint permitting the same interpre-
tation as in the lower order CSI can be found, generalizing the two and 
three DF cases. In any p-tuple DF case, the considered set of p DF, if as-
sociated to p different molecules, they must be linearly independent. Thus, 
this DF set generates a p-dimensional vector semispace.

Thinking in terms of SHF, two of these generate a line over a circum-
ference, three a triangle over the surface of a 3-dimensional sphere, four 
SHF generate a four vertex complex*8 over the surface of a four dimen-
sional sphere,… a p-tuple of SHF generate a complex with p vertices over 
the surface of a p-dimensional sphere.

*7 SHF are nothing else that DF scaled by the number of electrons, like the ASA basis set as commented 
before. If r  is a DF with Minkowski norm equal to the number of electrons: eNr = , then the associated 
SHF is defined as: 1

eNσ r−=  and then: 1.σ =  See for more details about SHF and CSI properties Ref. [27].
*8 Consider a polyhedral figure with p-vertices embedded into a (p-1)-dimensional space. If the dis-
tances between all the vertices are the same the polyhedron is called a simplex. A tetrahedron is a 
simplex with four vertices defined in 3-dimensional spaces. The three p-type GTO example of the 
present CQS4 chapter generates a simplex in a 2-dimensional space. A complex corresponds to a simi-
lar geometrical object with different vertex distances.
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12.5.5  SOME GENERAL REMARKS ABOUT TDCSI AND 
HIGHER DF ORDER CSI

As occurs in the bimolecular case, it must be also considered that the use 
of shape functions instead of the DF themselves, they will produce invari-
ant TDCSI values, which it is a well-known fact in the bimolecular CSI 
case [27]. This invariant property of generalized CSI can be now easily 
included into TDQS framework too.

12.5.6  ALTERNATIVE LOCAL CSI DEFINITION

There are still other alternative possible transformations of the TDQSH 
resulting into CSI-like elements. For instance, one can start considering 
every ( )M M×  submatrix of the TDQSH separately and suppose one is 
able to locally transform any generic submatrix:

	 { }: Z ;PP P QR∀ = 	 (21)

A local CSI definition for every TDQSH submatrix, like the one 
described in Eq. (21), can be set up in the same fashion as it is 
usually done in the bimolecular case:

( ) ( )

( )1
2

;
;

:
; ;

L L
P P QR

P QR
P R r

P QQ P RR

  ∀ = = 
  

With such a local CSI definition, the diagonal of each local TDCSIH sub-
matrix will be the unit matrix.

12.5.7  THE LOCAL TDCSI TRANSFORMATION FOR THE 
P-LIKE GTO FUNCTIONS EXAMPLE

Using the p-like GTO example again, with the local definition of the TDC-
SI, and using now the symbols:
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b cβ γ
a β

= ∧ =

one will straightforwardly arrive to the following result for such kind of 
local CSI:

1 1 1
1 ; 1 ; 1

1 1 1

b b b c c b
b c b b c b
b c c b b b

      
                   

The use of shape functions instead of DF will leave these local CSI values 
invariant too, as in the previous global TDCSI case.

12.6  MQOS TENSORIAL REPRESENTATIONS AND THEIR 
POSSIBLE COMPARISON RELATIONSHIPS

When considering TDQSH as third order tensors, as it has been previously 
commented, the hyper vector elements can be ordered into as many sub-
matrices as every molecule belonging to the working background MQOS 
m , and every TDQS measure will be included within such submatrices, 
according to the Eqs.  and .

In turn, each submatrix can be considered a member of a novel dis-
crete tag set, easily defined and ordered by means of the submatrix set: 

{ }1,PZ P M=z = , which can be also associated to a ( )M M×  symmet-
ric matrix collection. To every member of the new tag set one can attach 
the meaning of being a discrete molecular description, associated to every 
element of the MQOS object set m.. These matrices, as it has been de-
fined several years ago [52–54], can be interpreted as tag elements, sub-
stituting in a one-to-one correspondence fashion the DF tag set p  in the 
original MQOS. Yielding in this way a new MQOS, possessing discrete 
tags instead of continuous DF ones, that is: constructing a discrete MQOS 
(DMQOS) [18, 22, 23]. Considered as tags, the elements of the set z  can 
be also seen as a vector subset of some vector semispace constructed in 
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turn by ( )M M×  symmetric matrices with positive elements as vectors. 
Whenever the elements of the MQOS are different, their DF tags are lin-
early independent and the associated TDMQSH submatrices necessarily 
have to be linearly independent too, providing a discrete representation of 
the MQOS tags, distinct for every QO.

Because of this evident interpretation of the matrix set z , one can try 
to find out a possible way to compare the molecular QO’s, described now 
by the discrete tags of the new DMQOS. In fact, a scalar product involving 
two discrete tags belonging to z  can be easily defined by means of a gen-
eralized scalar product again. This prospect can be ready made, involving 
the inward product of both elements followed by a complete sum of the 
resulting matrix*9:

	 ; ;, : Z Z Z ZP Q P Q P RS Q RS
R S

P Q Z Z∀ = ∗ = ∑∑ 	 (22)

such scalar products will in any case yield positive definite scalars, being 
all the involved TDQSI positive definite.

12.6.1  THE P-LIKE GTO FUNCTIONS EXAMPLE

Considering once more the former p-like GTO example, one can construct 
the symmetric ( )3 3×  matrix, resulting from the scalar products of the 
three TDQSH submatrices as defined in Eq. (17).

Because of the characteristic peculiarities of the elements of the 
TDQSH Eq. (16) submatrices, there can only be two kinds of results, as 
their scalar products can be expressed by means of the two kinds of diago-
nal and off-diagonal equalities only, yielding:

2 2 2Z Z Z Z Z Z 6 2X X Y Y Z Z Aa β γ= = = + + =

*9 Inward matrix products and complete sums are well documented in several previous places [21,61–
65] and in CQS3.
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and

22 3 4
X Y Y X X Z Z X

Y Z Z Y

Z Z Z Z Z Z Z Z

Z Z Z Z Baβ β γβ

= = = =

= = = + + =

From here one can easily deduce a scalar product matrix of the TDQSH 
submatrices, which can be expressed like:

	
3 3 22 3

A B B
Z B A B Det Z A B AB

B B A

 
 = → = + −
 
 

	 (23)

The determinant of the matrix Z will be null if and only if: A B= , and 
that cannot be so, unless: a β γ= = . This occurrence will never hap-
pen, because the parameters { }; ;a β γ  are the only possible three kinds of 
TDQS integrals with distinct values only within this p-like GTO calcula-
tion example. Therefore, the three TDQSH submatrices associated to the 
degenerate p-like GTO functions are linearly independent vectors; thus, 
TDQS measures of three degenerate wave functions can perfectly distin-
guish their densities in this way. The matrix Z has to be always a positive 
definite metric matrix.

Moreover, the eigenvalues of the above matrix Z are related to the ones 
of the topological matrix, which in turn can be associated to an equilateral 
triangular graph*10:

3

0 1 1
1 0 1 3 2 0
1 1 0

T Det T Iλ λ λ
 
 = → − = − − =
 
 

furnishing a spectrum: { }2, 1, 1− − . In terms of the parameters A and B as-
sociated to the metric matrix in Eq. (23), the eigenvalues of Z become: 

*10 This topological matrix form bears the QS symmetry topological image, which can be associated 
to the three studied degenerate p-like GTO DF. It is coincident with the Hückel matrix for a triangular 
C3 structure. Such geometrical image, which can be associated to an equilateral triangle, becomes co-
herent with this matrix form, and in accord with the hologram-like nature of QS representations [23].
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{ }2 ; ;A B A B A B+ − − ; thus, if the matrix Z must be positive definite, 
this property necessarily results from A B> .

12.6.2  DDQS OVER THE SIMPLIFIED P-LIKE GTO EXAMPLE

It will be interesting to obtain the DDQS matrix for the case of three p-
type GTO’s, in order to compare the result with the previous findings, 
associated in turn to the similarity matrix obtained in Eq. (23). Observing 
the double density QS construction only two kinds of integrals are differ-
ent, namely:

( ) ( ) ( )
( ) ( ) ( )

22
2 0

22
1 0

4 4

4 4

A XX YY ZZ I I

B XY XZ YZ YX ZX ZY I I

m a a

m a a

= = = =   

= = = = = = =   

adding the ancillary definition: 4Nm = . This DDQS integral pattern pro-
vides the corresponding QS matrix, which bears formally the same struc-
ture, equivalent to the one previously obtained in Eq. (23), as a result of 
the TDQSH elements manipulation. This result indicates without doubt 
the coherent topological and algebraic structure, reflecting in fact the ho-
logram contents [23] of the discrete descriptions provided by QS at vari-
ous complexity levels, even when highly degenerate wave functions and 
the corresponding DF are compared.

12.6.3  SOME COMMENTS ABOUT THE LINEAR 
INDEPENDENCE OF TDQSH SUBMATRICES

According to this, QS measures involving DF can be employed to distin-
guish QO, which could be indistinguishable from the sole point of view 
of their wave functions and energies. Although this result is here attached 
to a quite simple case, there is obvious that can be the same in other, as 
complex as possible, occurrences one can deal with. In fact, early in the 
QS theoretical evolution it has been shown that MO’s could be ordered 
just employing their associated DF set [67].
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In the TDQS framework this is simply so, each TDQSH submatrix is a 
discrete representation of a molecule, clearly distinct from other elements 
of the generic MQOS, as every DF is linearly independent of the rest, if 
the molecular QO are different. Then the representation of every molecule 
relies on the DF representation of such molecule in the basis set of all the 
elements of the tag set of the MQOS. As all MQOS elements are distinct, 
so the tag set elements are; accordingly from the algebraic point of view, 
every representation in form of TDQSH submatrix is distinct of the rest. 
Thus, the set of TDQSH submatrices has to be linearly independent and 
their metric matrices are accordingly positive definite when properly con-
structed. This problem, which can be named the molecular QS Aufbau 
principle and it is well documented for the bimolecular case in reference 
[60] and also discussed in CQS3.

12.6.4  CARBO SIMILARITY INDICES OVER CONDENSED 
TDQSH

Likewise, the scalar products between submatrices of the TDQSH, as de-
fined in Eq. (22), entering the metric matrices similar to the Eq. (23), can 
be easily employed to construct a new ( )M M×  matrix constituted by 
bimolecular CSI-like elements. This new CSI matrix construction can be 
achieved by using the already presented scalar product definition, involv-
ing the submatrices as defined earlier in Eq. (22), that is:

	 ( )

( )1
2

2, : P Q
PQ

P P Q Q

Z Z
P Q R

Z Z Z Z
∀ = 	 (24)

Due to the nature of the ( )M M×  matrix elements defined in Eq. , it is 
not difficult to see that: ( ) [ ]2 0,1PQR ∈ . Thus, these matrix elements can be 
interpreted as cosines of the angle subtended by the pairs of submatrices 
{ };P QZ Z  within the semispace where they belong; moreover, as a conse-
quence of the definition of Eq. (24), the diagonal elements of this CSI 
matrix will become unity: ( )2: 1PPP R∀ = .
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Such a discrete CSI construction procedure permits to envisage that 
one can progress with the present CSI-like matrix, as defined in Eq. (24): 

( ) ( ){ }2 2
PQR R=  in the same way, as it was explained when dealing with CSI 

matrices in the previous paper CQS3. The generated matrices presently 
computed in this manner, can be introduced in the appropriate MQSPS 
programs described in CQS3 to obtain Kruskal Tree orderings, for in-
stance.

12.6.5  THE P-LIKE SIMPLE APPLICATION EXAMPLE

In the former three p-like GTO functions example, which it has been used 
thru this discussion, such manipulation of the metric matrix in Eq. (23) 
will result into a new matrix, which will look like:

1
R 1

1

R R
BR R R
A

R R

 
 = ← =
 
 

And as it has earlier been found that A B> , in order to ensure the positive 
definiteness of the metric matrix in Eq. (23); this fact will certainly yield 
the unique new parameter value into the range: 0 1.R< <  Moreover, this 
property also indicates anew the equilateral triangle topological structure 
of the three involved submatrices. A behavior tuned with the similar sym-
metric structure of the associated DF set.

12.6.6  DISTANCES USING TDQSH SUBMATRICES

The possibility to obtain scalar products between the TDQSH submatrices 
obtained with the algorithm shown in Eq. (22) , permits to construct Eu-
clidian distances between the quantum objects discretely described. The 
square of the Euclidian distance between two TDQSH submatrices can be 
easily written as:
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( ) ( )22, :

                      2

PQ P Q P Q P Q

P P Q Q P Q

P Q D Z Z Z Z Z Z

Z Z Z Z Z Z

∗
∀ = − = − ∗ − =

+ −

Such a classical expression can be also easily generalized with the defini-
tion:

( ) ( ) ( ) ( ), : ...PQ P Q P Q P Q P QP Q D Z Z Z Z Z Z Z Z
νν ∗∗

∀ = − = − ∗ − ∗ − 	 (25)

The adequate distance is obtained with the ν − th root of the previous ex-
pression and the symbol { }*

PQA A=  corresponds to the inward absolute 
value of a matrix or second rank tensor. A Minkowski distance maybe of 
easy definition as corresponds to the first order expression of Eq. (25):

( )1, : PQ PQ P QP Q M D Z Z
∗

∀ = = − .

One must note here that distances in general and Euclidian distances in 
particular are essentially two object similarity indices, contrarily to the 
Carbó index indices which can be easily generalized to an arbitrary num-
ber of objects comparison, as it will be commented below. Recent work 
performed to overcome this apparent limitation can be somehow over-
come, as already published [61].

12.6.7  EUCLIDIAN DISTANCES BETWEEN THE P-TYPE GTO 
TENSOR REPRESENTATIONS

As an application example it can be calculated the matrix of the Euclidian 
distances between the p-type GTO orbitals discrete representation used 
until now to provide simple examples of the similarity operations one can 
obtain with the TDQS framework.

Starting from the hyper vector described in Eq. (16), one can compute 
the Euclidian norms first:
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2 2 2

2 2 2

2 2 2

2 2 2

Z Z Z Z

               6 2

X X X X

a β β a β β a β β
β β γ β β γ β β γ
β γ β β γ β β γ β

a β γ

    
    = ∗ = ∗ =            

= + +

but it is easy to see that the Euclidian norms of the other two p-orbitals will 
bear the same value, thus it can be written:

2 2 26 2 .X X Y Y Z ZZ Z Z Z Z Z a β γ= = = + +

The cross scalar products will be, for instance:

( )

2

2

2

               2 4 3

X YZ Z
a β β β β γ aβ β βγ

β β γ β a β β aβ βγ

β γ β γ β β βγ βγ β

a γ β β

    
    = ∗ =
    

     

= + +
But it is easy to see that all cross products have the same value, thus one 
can write:

( )2 4 3X Y X Z Y ZZ Z Z Z Z Z a γ β β= = = + +

Therefore the three non-zero non-redundant squared Euclidian 
distances will possess the same value:

( ) ( )2 2 2 2 2 22 3 2 2 2 4XY XZ ZYD D D a β γ a γ β= = = + + − +

A coherent result with the fact that the p-type GTO’s representation is to-
pologically equivalent to an equilateral triangle, as it has been previously 
commented.

12.6.8  HIGHER ORDER CARBO SIMILARITY INDICES

In the same way as it has been proceeded to use the TDQSH submatrices 
as DMQOS tags and then continued to perform a bimolecular comparison 
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as described in the previous section, one can think to use them to obtain 
CSI involving discrete trimolecular comparisons. This can be easily done 
just using the generalization power of the scalar product definition in Eq.  
(22), for a general mathematical discussion see Ref. [58]. Then, for three 
discrete submatrix tags instead of two, one can easily define the triple ma-
trix scalar product as follows:

; ; ;, , : P Q R P Q R P ST Q ST R ST
S T

P Q R Z Z Z Z Z Z Z Z Z∀ = ∗ ∗ = ∑∑

This is sufficient to define a new discrete trimolecular CSI-like index, 
which can be seen as the discrete counterpart of the TDCSI :

	 ( )

( )1
3

3, , : P Q R
PQR

P P P Q Q Q R R R

Z Z Z
P Q R R

Z Z Z Z Z Z Z Z Z
∀ = 	 (26)

When the generalized discrete CSI elements in Eq. (26). are conveniently 
ordered, they will construct a hyper vector: ( ) ( ){ }3 3R PQRR= , whose hyper-
diagonal elements will be the unit, just in the same way as in the continu-
ous case in Eq. (18).

In no way there will appear any problem with negative signs in the cu-
bic root of Eq. (26), because of the already commented vector semispace 
nature of all the involved tags, which bear everywhere positive definite 
elements.

12.7  QUANTUM QSPR (QQSPR) AND THE ORIGIN OF TDQS 
MEASURES

Considerations relying on QS have been employed since the very begin-
ning of its appearance as a potential source of ordering quantum objects, 
like MO’s [67], conformers [68] or to find out properties of stereoiso-
mers [69, 75]. However, one of the applications most used as time passed 
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by corresponds to the possibility to directly develop quantum QSPR 
(QQSPR)69,71.

The origin of the QQSPR equations is simply the quantum mechanical 
statistical calculation of observable expectation values; see for instance 
Ref. [11] for more information. Indeed, as quantum mechanics admits, 
knowing the DF tag for a given molecular quantum object P: ( )rPr , the 
observables, associated to some Hermitian operator ( )rΩ  of such submi-
croscopic object can be formally obtained as the expectation values:

	 ( ) ( )r r rP P PD
dπ r r= Ω = Ω∫ 	 (27)

If the property leading to the expectation value Pπ  is quite a complicated 
one, that is: which cannot be easily attachable to a simple Hermitian op-
erator, then the basic QQSPR theory postulates that, knowing a DF tag set 
from a given MQOS: ( ){ }r 1,I I Mr= =p , additionally one can consider 
the following approximate construction of the QQSPR operator:

( )0 3I I I J I J
I I J

Ow w r w w r rΩ ≈ + + +∑ ∑∑

The coefficient set { }Iw  has to be calculated in some way, however once 
determined by some feasible procedure, certainly the property values 
sought can be obtained as the expectation values in Eq. (27), producing:

	 ( )0 3P P P I I P I J I J P
I I J

w N w w w Oπ r r r r r r= Ω = + + +∑ ∑∑ 	 (28)

Thus, in the above expectation value expression [Eq. (28) ], the second or-
der terms in the unknown QQSPR operator correspond to a bilinear form, 
involving a TDQSI array. As previously commented, the implied integrals 
between two DF can be collected into the columns of the so-called DDQS 
matrix of dimension ( )M M× :

( ) { } ( )2
1 2, 1, ; ;... ;...IP I P P MZ z I P M z z z zr r= = = =

with the P-th column defined as: { }1,P IPz z I M= = .
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In the same manner, the TDQS measures can be collected into a hy-
per vector, which can be reordered with M elements made by symmetric 
( )M M×  submatrices {ZP}: ( ) ( )3

1 P MZ = Z ;...Z ;...Z , as has been also commented 
before. Consequently, one can rewrite the expectation value in Eq. (28) as:

	 ( )0: 3P P P PP w N w z w Z w Oπ∀ = + + + 	 (29)

whenever the vector containing the QQSPR operator coefficients is de-
fined as: { }Iw w= .

This theoretical formalism constitutes an important result, where the 
parallelism between tensorial representation of molecular structures and 
quantum mechanical complex*11 QQSPR operator description, produces a 
step forward to understand and rationalize the framework of QSPR.

Classically, within the usual parameterization or using the first order 
QQSPR operator description, a unique structure of the operator is found 
for all the elements of the MQOS. Instead, at the second order level as it 
has been discussed before, QQSPR provides an operator structure, which 
is varying with every element of the MQOS, as the usual changing form 
taken by the quantum mechanical operators associated to expectation 
values.

12.8  BINARY STATES TD REPRESENTATIONS AND ORIGIN 
SHIFTS

At the light of recent studies about the origin shift which can be performed 
on the QOS tag sets [24], several interesting results have been obtained. 
At the same time, some work has been done, using this origin shift point 
of view, on stereoisomers [75]. These previous studies are relevant at this 
stage of the present study and thus some analysis will be performed on the 
question of binary QOS and the connection with the TD tensorial repre-
sentation of such systems when origin shifts are done on the constituent 
tag set DF.

*11 In the sense of complicated, entangled.
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In binary conformer or two state sets of quantum objects one has to 
deal with just two linearly independent DF, acting as tag set elements; say: 
{ }.; BAr r

Such DF set provides the following triple density matrices for the two 
QO elements. The tensor representation appears in form of two ( )2 2×  
matrices and their computed elements can be written as follows and sim-
plified, as shown below:

AAA AAB AAB ABB
A B A B

AAB ABB ABB BBB

Z Z Z Z
Z Z Z Z

Z Z Z Z
a β β γ
β γ γ h

       
= ∧ = ⇒ = ∧ =             

Apparently, from this point of view, the tensorial description of both states 
or molecular structures yields a linearly independent framework, repre-
sented by the matrix pair as described above, which can be further em-
ployed to deal with the binary difference associated to the original DF.

However, when origin shifting the original densities by the centroid 
DF, it is obtained in fact a unique function, because the resulting shifted 
DF: { };A Bθ θ  become collinear*12:

( ) ( )1 1
2 2A A A B A B B Aθ r r r r r θ θ= − + = − ∧ = − .

Any other origin shift will result in a similar situation, where a function 
degree of freedom will be lost, see for example Ref. [76].

Therefore, the triple shifted DF tensor elements can be obtained in the 
shifted framework like:

( )3

3

3

3

1 1 3 3
8 8

1
8

1
8

1
8

AAA A A A A B AAA AAB ABB BBB

AAB A A B A B AAA

ABB A B B A B AAA

BBB B B B A B AAA

Z Z Z Zθ θ θ r r

θ θ θ r r

θ θ θ r r

θ θ θ r r

Θ = = − = − + −

Θ = = − − = −Θ

Θ = = − = Θ

Θ = = − − = −Θ

*12 *The shifted set { };A Bθ θ  cannot be considered any longer as a DF set, as the shifted functions are not 
non-negative definite as the original DF set elements are.
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Thus, one now can construct the two attached matrices representing 
each molecular structure, which can be written as:

1 1 1 1
1 1 1 1

AAA AAB AAB ABB
A B

AAB ABB ABB BBB

A AAA B AAA A

Θ Θ Θ Θ   
Θ = ∧ Θ =   Θ Θ Θ Θ   

− −   
⇒ Θ = Θ ∧ Θ = Θ = −Θ   − −   

The squared distance and the Euclidian distance between both representa-
tion matrices can be written in terms of the original triple density matrix 
elements as:

( )22 216 3 3
          4 3 3
                       3 3

AB AAA AAA AAB ABB BBB

AB AAA AAA AAB ABB BBB

D Z Z Z Z
D Z Z Z Z

a β γ h

= Θ = − + −
→ = Θ = − + −

= − + −

When considering R, S optical isomers, using: A = R, B = S , for instance, 
then one will have:

0RRR SSS RRS RSS RSZ Z Z Z D= ∧ = → = .

The best is to consider AAAΘ  as a distance of rank 3, but it will amount the 
same for stereoisomers, as it will become null. In general binary systems it 
can be of some interest though, becoming a unique numerical representa-
tion of the whole system behavior.

So, the triple density representation will not provide extra informa-
tion on binary systems of stereoisomer kind. Such a situation is due to the 
fact that at any similarity level, the comparison of two densities becomes 
irrelevant and can be associated to a unique representation, which from 
a TDQSM point of view is represented by the triple selfsimilarity inte-
gral: AAAΘ . This situation coherently follows from the fact that, upon origin 
shift, the two DF can be brought into a unique function only.
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12.9  DESCRIPTION OF A DEVOTED PROGRAM SUITE

In CQS3 [14], a set of programs was presented: the MQSPS, such that both 
source codes and appropriate examples are available for free downloading 
in the web site of Ref. [77]. Following this trend, within the present CQS4 
study a TDQS program suite (TDQSPS) has been also constructed in order 
to illustrate specially the computation of optimal TDQSI. The CQS4codes 
within the TDQSPS are written in F95 language and can be found accom-
panied with input and output assorted examples in the free downloading 
web site of Ref. [78].

The present TDQSPS benefits of the structure of the MQSPS, formerly 
described in CQS3, in such a way that the present TDQSPS can be con-
sidered an extension of it. Thus, input of molecular structures and the pre-
pared molecular information output of the MQSS 1 code in MQSPS can be 
used to construct from a given molecular set the associated TDQS hyper 
vector (TDQSHV).

12.10  CONCLUSIONS

In the present CQS4 discussion the TDQS theoretical and computational 
aspects have been studied as exhaustively as possible. In this way, the pos-
sibility of a discrete tensorial description of quantum objects has been put 
forward; constituting a step in front of the classical vectorial context, usu-
ally employed to describe molecules by means of empirical parameters or 
in the built in characteristics of DDQS and, of course, in the usual classical 
descriptor-structured framework applied to empirical QSPR procedures.

Among the themes treated in the present CQS4 chapter one can quote 
the TDQS basic mathematical development within the ASA framework, 
including the triple 1s GTO’s overlap integrals, a basic tool for the com-
putational implementation of approximate TDQS measures. After this the 
triple MS problem has been studied, both from the point of view extend-
ing the algorithm put forward in double MS described in CQS3 and in the 
approximate computationally feasible approximate way, employing previ-
ously computed MS performed among molecular pairs.
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The TDQS tensor structure over MQOS has also been studied in deep, 
providing simple three element MQOS examples to observe in this sche-
matic, but sufficiently illustrative case, all the possible characteristics this 
kind of discrete molecular representations can have. Also a handy numeri-
cal example of this cardinality kind has been chosen to fill up this three-
element MQOS scheme: the set of three degenerate p-type GTO functions. 
Such an example not only fulfilled a proper TDQS scheme, associated to 
a MQOS with cardinality three, but permitted to visualize how QS could 
handle degenerate QO states.

Manipulation of the TDQSH by means of the construction of CSI has 
been also performed throughout devoted sections of CQS4. Generalized 
scalar products based on inward matrix products have been profusely em-
ployed for this purpose. The results show a wide variety of possible CSI 
definitions, which can be employed into MQOS description and ordering.

Among the possible TDQSH elements an interesting result appears. 
The possible construction of a positive definite similarity matrix, involv-
ing the dimensions associated to the attached MQOS cardinality, which 
can be manipulated in the same way as the ones issued from the DDQS 
framework, but has as origin the DMQOS associated to the submatrices of 
the TDQSH. The definite positive nature of such QS matrices, constructed 
by means of scalar products of the discrete molecular DF matrix repre-
sentations, indicates the adequate and coherent discretization of the DF 
tags within the TDQS framework. Moreover, this characteristic permits to 
back up the definition of discrete MQOS based on the TDQSH submatrix 
elements.

The origin of the tensorial description of molecular sets has been 
proved appearing as a consequence of quantum mechanical expectation 
value computation, via approximate QSPR operators. TDQS measures 
constitute a second order building block set for such QSPR operators. 
TDQS measures provide, at this second order approximation level, QSPR 
operator unconstrained optimal structures, which comply with the usual 
quantum mechanical form of the Hermitian operators, associated to the 
observables for every molecular structure.

A set of program sources in F95 with some application examples has 
been made available in a devoted web site. Programming extension to 
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higher n-tuple QS measures and highly parallel computers becomes well 
defined.

The issue and feasibility of both theoretical and computational discrete 
tensorial descriptions of quantum objects in general and molecular struc-
tures in particular have been proven.
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