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Preface

Biology: The New Physics

Th e focus of this book is the use of physics and physical chemis-
try in biological organisms, in addition to the physical aspects of 
the tools used to investigate biological organisms. Th e term 
physics is used in the broadest sense of the word, extending to 
fl uid dynamics, mechanics, and electronics. Th is book provides 
the physical and technological foundation for understanding 
biological functioning in general, as well as off ering technical 
and theoretical support for biomedical research.

A frequently cited phrase coined for the new millennium is 
that biology is the new physics. Th is concept holds true in bioen-
gineering and diagnostic tool development as well as in general 
biological research. Both biology and medicine have had a close 
collaboration with physics over centuries, at both the basic and 
applied levels. Major new developments in biology are motivated 
by broad aspects of physics, including electronics and mechan-
ics. In addition to physicists developing instruments for biolo-
gists to perform research and create methods to analyze and 
reproduce biological archetypes, biologists are more and more 
likely to be the creative minds behind biomedical physics con-
cept development. Th is book covers the engineering and physics 
that can help explain clinical conditions and also describes the 
technology used to examine clinical conditions. In addition, it 
discusses emerging technologies that will advance the role of 
medicine and assist in improving diagnostic and therapeutic 
medical applications.

About the Book

Handbook of Physics in Medicine and Biology is designed as a 
reference manual for professionals and students in the biomed-
ical profession. It is also a resource on the technological aspects 
of the broad range of scientifi c topics for biomedical physics 
taught in a university setting. Th e book provides an introduc-
tion to engineering technology as applied to biological systems. 
Th e scientifi c background off ered will aid in the evaluation and 
design of devices and techniques that can be used to acquire 
pertinent clinical information and develop an understanding 
of pertinent biological processes that will assist in the general 
understanding of how biology works and how biological enti-
ties function.

Each chapter contains references for additional information 
on specifi c topics that cannot be discussed in detail due to the 
focus of the book or based on the exhaustive background avail-
able in that particular fi eld.

Th e goal of this work is to provide a professionally relevant 
handbook to further the education for students and profession-
als in biology, medicine, and biomedical physics. Th e material 
off ers the fundamental knowledge and skill sets required for 
anyone pursuing a career in the medical and biomedical fi eld. In 
this book, the reader is given an opportunity to learn about the 
rapidly developing and innovative techniques for understanding 
biological processes from an engineering perspective, as well as 
the science behind diagnostic methods and imaging techniques. 
Ultimately, we seek to improve our understanding of diseases 
and our ability to treat them.

Interdisciplinary Treatment

Th e interaction of physics and living or biological systems starts 
at the cellular and molecular levels, extending to the description 
of the operation of the organism in addition to the diagnostic 
methods of identifying potential problems or gaining a detailed 
understanding of the operation of the organism. Biomedical 
physics is oft en described as biomedical engineering, in contrast 
to biotechnology, which addresses the biochemistry. All aspects 
of diagnostic and therapeutic modalities are treated in their rela-
tion to normal physiological functions.

Th e use of physics in medicine and biology will assist in 
increasing an understanding of the molecular and cellular prin-
ciples that create the macro diagnostic values measured on the 
outside with current diagnostic and physical devices.

Th e objectives of the book are to provide an insight into the 
elementary laws of physics and the roles they play in the bio-
logical organism, in addition to the application of the basic 
laws of physics applied to the measurement of biological phe-
nomena and the interpretation of these data. Additionally, the 
authors describe the biological operation by means of physics 
theory wherever applicable. Th e various aspects of physics 
involved in biology are the following: thermodynamics: cellular 
metabolism; energy: conservation of energy in biological pro-
cesses; electricity: cellular depolarization; kinetics/mechanics: 
muscle contraction and skeletal motion, and waves and sound; 
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radiation: vision; and last but not least fl uid dynamics: breathing 
and blood fl ow.

Furthermore, the chapters discuss in detail the physics 
involved in developing biologically alternative detection and 
 signal processing techniques.

Organization

Th e organization of this text follows the hierarchy of the physi-
cal description of the operation of biological building blocks 
(cells and organs) to the functioning of various organs. Th e 
biological function is described at the electric, mechanical, 
electromagnetic, thermodynamic, and hydrodynamic levels for 
the respective metric and nonmetric characteristics of the 
organs. Following the physical description of the biological 
constituents, the book addresses the principles of a range of 
clinical diagnostic methods. It also looks at the technological 
aspects of specifi c therapeutic applications.

Brief Description of the Chapters

Th e book begins with a basic background description of spe-
cifi c biological features and delves into the physics of explicit 
anatomical structures such as the basic building block: the cell. 
Cellular metabolism is analyzed in terms of cellular thermody-
namics, with the ionic mechanism for the transmembrane 
potential, aft er which the book describes the concepts of spe-
cifi c sensory functions. Next, the chapters explain more spe-
cifi c biological functions from a physics perspective—starting 
with electrophysiology, followed by fl uid dynamics for blood 
and air function. Aft er the biological description, the book 
outlines certain analytical modalities such as imaging and 
supporting diagnostic methods. A fi nal section turns to future 
perspectives related to the new fi eld of tissue engineering, 
including the biophysics of prostheses and the physics concepts 
in regenerative medicine.

Th e outline of the book has the following basic structure.
Section I of the book is a detailed description of atomic, 

molecular, and cellular biological physics. Chapters 1 through 5 
describe cellular activity, including action potential generation 
and conduction.

Section II describes the physics of perception as well as 
 sensory alternatives based on biology developed with physics 
principles. Chapters 6 through 11 cover the basic senses as well 

as additional means of perception and arriving at a diagnostic 
conclusion.

Section III focuses on the mechanics in biology. Chapters 12 
through 19 give a detailed description of the mechanical engi-
neering of motion, and liquid and gas fl uid dynamics.

Section IV is an overview of the electrical engineering aspects 
of medical device design and electrical events in biology. 
Chapters 20 and 21 delve into electrode design and electrical 
detection, respectively.

Section V is the diagnostic portion of the book describing 
imaging techniques and alternate diagnostic methods. Chapters 
22 through 40 give the scientifi c background of several conven-
tional imaging methods and the mechanism of action on which 
their operation is based, in addition to several novel and upcom-
ing sensing and imaging techniques.

Section VI describes some affi  liate biology and physics, with 
a brief review of the science behind nuclear medicine and some 
engineering aspects of upcoming diagnostic methods. Chapters 
41 through 43 introduce some new technology as well as state-
of-the-art technology that has its own place in medicine and 
biology.

Section VII is the conclusion that delves into the physics 
behind regenerative medicine aspects in Chapter 44.

Audience

Th is book targets medical professionals and students involved in 
physical anthropology, forensic pathology, medical practice, 
medical device development, and diagnostic design. It is also 
appropriate for graduate level education in (bio)medical physics 
as well as in biomedical engineering and related disciplines.

Related Textbooks

 1. Cameron JR, Skofronick JG, and Grant RM, Physics of the 
Body, 2nd edition, Medical Physics Publishing, Madison, 
WI, 1999.

 2. Kane SA, Introduction to Physics in Modern Medicine, Taylor 
& Francis Publishing, London, 2003.

 3. Davidovits P, Physics in Biology and Medicine, 3rd edition, 
Academic Press, Burlington, MA, 2008.

 4. Tuszynski JA and Dixon JM, Biomedical Applications of 
Introductory Physics, John Wiley and Sons, New York, NY, 
2001.
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1.1 Introduction

Th e plasma membrane and those of intracellular organelles are 
composed of lipids and proteins arranged in a dynamic lipid 
bilayer. Th e structures and mechanical features of both compo-
nents are described herein.

1.2  Cellular Membranes 
are Elastic Solids

Th e integrity of cellular membranes is routinely challenged 
by external and internal forces.1 External forces include high-
 frequency vibrations, fl uid shear stress, and osmotic and gravi-
tational pressure gradients. Internal forces include hydrostatic 
pressure as well as those produced by cytoskeletal cables that 
push outward to orchestrate cellular movements, morphological 
changes, growth, and adhesion.

Th e physical characteristics of membranes that allow them to 
withstand such forces have been described by measuring mem-
brane parameters before and aft er force is applied.1 Researchers 
tend to employ human red blood cells (RBCs) and techniques 
like micropipette aspiration and patch–clamp devices to obtain 
these measurements. Overall, their results demonstrate that bio-
logical membranes respond like elastic solids when mechanical 
operations are used to compress, expand, bend, and extend a 
defi ned membrane area.

Within a drop of fl uid that is not surrounded by a cellular 
membrane, the relationship between surface tension and pres-
sure is described by the law of Laplace. Given a uniform surface 

tension (σ), internal pressure (P), and radius (R) of the drop, the 
law states that

 P =   2σ ___ R  . (1.1)

When modeling this relationship in a cell, one might think 
that the density of the membrane reacts to pressure diff erences 
between the external and internal environments. However, den-
sity, which describes the compressibility of lipids within the 
bilayer, remains constant under physiologically relevant pres-
sures (100 atm).1 Surface area displays somewhat weaker resis-
tance and does undergo some change, but only 2–4% before 
rupturing. Th e tensile force (Ft) on the membrane is expressed 
in Equation 1.2 for this situation:

 Ft = KA   ΔA ___ A0
  , (1.2)

where ΔA is the increase in bilayer surface area from the origi-
nal area A0, KA is the area expansion constant (between 102 and 
103 mN/m), and  Ft is tension (between 3 and 30 mN/m). And 
while surface area expands, membrane thickness changes pro-
portionally so that

   ΔA ___ A0
   =   Δh ___ h0

  , (1.3)

where h0 represents original membrane thickness. But the mem-
brane response to shear stress is what clearly describes it as an 
elastic solid. Using two silica beads and optical traps to exert 
shear stress across an RBC2 (Figure 1.1), elasticity can be seen 
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as this membrane elongates in the direction of applied force F. It 
can be shown that the diameter of the RBC obeys Equation 1.4:

 D = D0 −   F ____ 2πμ   , (1.4)

where D is the diameter of the RBC, D0 is the original diameter, 
and μ is the shear stress applied by the optical trap.

Importantly, this elastic behavior seems to be almost com-
pletely dependent upon a fl exible network of cytoskeletal ele-
ments beneath the membrane surface.3,4 Th us it is the underlying 
cytoskeleton that allows membranes to bend, fl ex, and resist 
rupture under physiologically stressful conditions.

1.3 Lipids

Th e major constituents of biological membranes are lipids, 
which are amphipathic molecules composed of a hydrophobic 
fatty acid chain and a hydrophilic head group (Figure 1.2).

Fatty acids are hydrocarbon chains (typically 16–18 carbons 
long) containing a terminal carboxyl group, and are synthesized 
in the cytoplasm from acetyl-CoA molecules produced in mito-
chondria. Fatty acids include saturated forms (e.g., palmitate 
and stearate) wherein carbon atoms are bonded with a maxi-
mum number of hydrogens, and the more common unsatu-
rated forms (e.g., oleate) containing at least one kink-inducing 
double bond. When in excess, free fatty acids are transported 

to the space between the leafl ets of the endoplasmic reticulum 
(ER) and the Golgi, where they are transformed into triacylg-
lycerols or cholesteryl esters and stockpiled within membrane-
bound organelles called lipid droplets.5 Th ese lipids will later be 
used for purposes of adenosine triphosphate (ATP) production, 
membrane synthesis, and steroid synthesis. For example, lipids 
contained within droplets and modifi ed with a polar head group 
containing phosphate, ethanolamine, choline, serine, inositol, 
or sphingomyelin are used to synthesize the structural lipids of 
cellular membranes.

Structural lipids are members of the glycerophospholipid 
and sphingolipid families.6 Sphingolipids have a ceramide head 
group built from an amino acid backbone and longer hydro-
carbon chains that are predominantly unsaturated. Th ese 
unsaturated chains allow sphingolipids to pack together closely 
and form a more solid gel phase within the liquid-disordered 
 glycerophospholipid environment. Cholesterol commonly exists 
in sphingolipid domains and causes them to transform into a 
 liquid-ordered phase wherein lipids are tightly packed with 
 freedom to diff use laterally. Th ese liquid-ordered phases or lipid 
raft s7 exist only in the outer membrane leafl et and are connected 
to uncharacterized domains of the inner leafl et.8 Within lipid 
raft s, specifi c sets of membrane-associated proteins are assem-
bled, which promote interactions among specifi c groups of pro-
teins and inhibit cross talk with others.9

Microdomains, such as lipid raft s, can aff ect the curvature and 
thus the energy (Esphere) of biological membranes10 (Figure 1.3). 
For a membrane without spontaneous curvature, the energy of 
the membrane is given by

 Esphere = γS + 8πκ, (1.5)

where γ is surface tension, S is membrane area, and κ = 20KBT is 
bending rigidity; the thermal energy scale at room temperature is 
KBT = 4 × 10−21 J. Microdomains that induce small invaginations 
increase the membrane energy by approximately 8πκ. Atomic 
force microscopy (AFM) measurements suggest that these micro-
domains are stiff , as their elasticity moduli may be approximately 
30% higher than the surrounding membrane area.11

1.3.1 Membrane-Associated Proteins

Proteins are gene products that can be distinguished based on 
location, function, and chemical composition. Two principal 
types of proteins exist within the membrane environment. 

FIGURE 1.1 Membrane response to shear stress has been measured 
using optical traps and silica beads (black ovals) to apply force across 
RBCs.2

FIGURE 1.2 Lipids are major constituents of biological membranes.
FIGURE 1.3 Cell curvature is a function of structural lipid 
composition.
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Transmembrane (or intrinsic) proteins cross the bilayer and 
may function as cellular receptors required for cell-to-cell 
 communication and adhesion, or as transporters that shuttle 
various particles (including ions, glucose, and proteins) across 
the membrane. Peripheral (or extrinsic) proteins associate with 
the internal or external layer of the membrane where they may 
aff ect cell shape (BAR domain proteins), or possibly facilitate 
receptor-dependent signaling pathways (Figure 1.4). Two other 
groups of proteins (glycoproteins and lipoproteins) are also dis-
cussed because of their broad infl uence on membranes and lipid 
homeostasis.

1.3.2 Transmembrane Proteins

All transmembrane proteins contain membrane-spanning 
domains composed primarily of nonpolar residues assembled 
into secondary structures that neutralize the polarity of peptide 
bond elements. Th ese membrane-spanning domains typically 
assume fl exible α-helical or rigid β-sheet secondary struc-
tures. Ligand binding seems to stimulate downstream receptor 
 signaling events by altering the electrostatic fi eld of the receptor 
and/or eliciting changes in receptor conformation. Currently, 
the technology to record measurements of single receptors at 
the surface of living cells is absent. However, AFM studies of the 
α-amino-3-hydroxy-5-methylisoxazole-4-propionic acid-type 
glutamate receptors (AMPAR) demonstrate that upon ligand 
binding, the elastic modulus of the receptor nanodomains 
permanently decreases by 20–30% relative to the surrounding 
membrane area.12 Th is probably occurs because activated recep-
tors are sometimes internalized and removed from the cell sur-
face by the endocytotic pathways discussed below.

1.3.3 Peripheral Proteins

Peripheral proteins may associate with membranes through 
physical interactions with transmembrane proteins or because 
of post-translational modifi cations. Th ese modifi cations result 
in the addition of a hydrophobic fatty acid, such as palmitate, or a 
hydrophobic glycolipid group. Glycolipid modifi cations include 
glycosylphosphatidylinositol (GPI) modifi cations that contain 
two fatty acid chains, an inositol in addition to other sugars, and 
ethanolamine. By nature of their hydrophobicities, these fatty 

acid and GPI groups become inserted into the bilayer and 
thereby serve to anchor the protein to the membrane.

1.3.4 Glycoproteins

Glycoproteins are carbohydrate-modifi ed proteins. Th ese car-
bohydrate groups not only assist in protein folding, stability, 
and aggregation, but when present on transmembrane pro-
teins may aff ect cell–cell adhesion via electrostatic, hydropho-
bic, and covalent interactions. Adhesion forces can also result 
from surface tension that arises in the fl uid interface formed 
with glycoprotein-decorated cellular surfaces. For example, 
glycoprotein-decorated stigmas and lipoprotein-decorated pol-
len grains interact with an adhesion force of approximately 
2 × 10−8 N due to surface tension and a fl uid interface.13 Four 
types of glycosylations are known: GPI anchors, C-glycosylation, 
N-glycosylation, and O-glycosylation. As discussed above, GPI 
anchors contain sugar moieties that participate in the produc-
tion of peripheral proteins.

C-glycoproteins are produced when sugars are directly 
linked to the protein by carbon–carbon bonds, hence the name 
C-glycoprotein.14,15 To date, C-mannosylation of human RNase 
2 is the most well-characterized example of C-glycosylation. 
It occurs on the fi rst Try residue in the Trp–X–X–Trp motif of 
RNase 2 and infl uences the specifi c orientation of the modifi ed 
Trp in the tertiary structure.

N-glycosylation occurs in the ER and begins when a 14-sugar 
precursor containing three glucose, nine mannose, and two 
N-acetylglucosamine molecules is transferred to an asparagine 
(N) residue in one of the following tripeptide motifs, Asn–X–
Ser, Asn–X–Th r, or Asn–X–Cys.14 Th is precursor complex is then 
modifi ed to produce mature N-glycosylation patterns that con-
tain, for example, more mannose or diff erent types of saccha-
rides or more than two N-acetylglucosamines.

O-glycosylation occurs in both the ER and the Golgi as glyco-
syl transferases modify the OH group of amino acids like serine 
or threonine with one sugar at a time, typically beginning with 
N-acetylgalactosamine.14 To date, roughly 100 O-glycosylated 
proteins are known.16

1.3.5 Lipoproteins

Lipids are hydrophobic insoluble molecules and, therefore, 
travel through the aqueous blood in lipoprotein vesicles com-
posed of a phospholipid monolayer and proteins called apopro-
teins.17 Apoproteins wrap around the outside of the phospholipid 
monolayer using α-helices with hydrophobic residues oriented 
inside the hydrophobic lipid monolayer and hydrophilic residues 
interacting with the polar lipid head groups. Apoproteins bind 
cell surface receptors and allow direct tissue-specifi c transport 
of the lipids contained within the lipoprotein vesicles. Two types 
of lipoproteins are known to transport triacylglycerols. Very 
low-density lipoproteins (LDL) transport newly synthesized tria-
cylglycerol from the liver to adipose tissue, and chylomicrons 

FIGURE 1.4 Transmembrane proteins (left ) and peripheral proteins 
(right) populate biological membranes.
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transport triacylglycerol to the liver, skeletal muscle, and  adipose 
tissue. Cholesterol is transported inside two other types of lipo-
proteins. LDL transport cholesterol from the liver to diff erent 
cells of the body, and high-density lipoproteins (HDL) recycle 
this cholesterol back to the liver (Figure 1.5).

1.4 Organelle Cell Membranes

Like the cell itself, cytoplasmic organelles are surrounded by 
complex mixtures of lipids and proteins. Importantly, these 
organelles compartmentalize a great number of reactions that 
aff ect bioenergetics and lipid homeostasis.

1.4.1 Mitochondria

Mitochondria have an outer membrane and an infolded inner 
membrane with roughly fi ve times the surface area of the 
outer membrane.19 Th e inner membrane space exists between 
the outer and inner membranes and the matrix exists within 
the inner membrane. Cristae are the small regions formed 
within the folds of the inner membrane. Th e outer membrane 
contains porin channels composed of the β-sheet secondary 
structure of integral membrane proteins. Th ese porins are rel-
atively large and allow the passage of molecules smaller than 
~5000 Da. In contrast, the inner membrane is highly imperme-
able, possibly because of the presence of cardiolipin (bispho-
sphatidyl glycerol). Cardiolipin is a lipid with four fatty acid 
tails and is only found within the membranes of mitochondria 
and some prokaryotes.18 Cardiolipin comprises approximately 
20% of the inner membrane of mitochondria and, through 
its four fatty acid tails, creates a highly impermeable barrier 
that facilitates proton-gradient formation. Mitochondria also 
have a small circular genome that encodes a little less than 
40 genes.19 Th ese genes code for ribosomal RNA (rRNA), 
transfer RNA (tRNA), and protein components of the electron 
transport system. Within the matrix, the electron transport 
proteins couple the oxidation of carbohydrates and fatty acids 
to proton-gradient formation and ATP generation.

1.4.2 Peroxisomes

Th ese organelles are delimited by a single membrane lipid bilayer 
that compartmentalizes oxidative metabolic reactions.19 During 
β-oxidation of fatty acids, enzymes of the peroxisome progres-
sively shorten the hydrocarbon tails of fatty acids by two car-
bon units, each of which is used to make one molecule of acetyl 
CoA. Th erefore, when a fatty acid with 16 carbons is oxidized in 
this manner, eight molecules of acetyl CoA are produced. Th ese 
acetyl-CoA molecules can then be transported to the mitochon-
dria and used to fuel ATP production. Peroxisomes also contain 
the enzyme catalase, which converts hydrogen peroxide, a by-
product of these β-oxidation reactions, into water and molecu-
lar oxygen. Catalase also detoxifi es alcohol, phenols, formic acid, 
and formaldehyde.

1.4.3 Lysosomes

Th ese membrane-bound organelles contain diff erent types of 
acid hydrolases, including lipases, phospholipases, phosphatases, 
and sulfatases, that use hydrolysis to sever the bonds of numer-
ous cellular materials.19 Catalytic activity of these enzymes 
requires an acidic environment of about 5.0, which is produced 
by membrane-bound H+ ATPase that pumps protons from the 
cytosol into the lumen of the lysosome. Th ese hydrolases serve 
to digest the macromolecules that are delivered to lysosomes 
during endocytic processes (see Section 1.5).

1.4.4 ER and Golgi

Translation of all proteins begins on free ribosomes in the 
cytoplasm.19 Th ose destined for secretion, the plasma mem-
brane, lysosome, ER, or Golgi must fi rst enter the ER. Th ese 
proteins are either deposited entirely within the lumen of the 
ER or inserted as transmembrane proteins, depending on the 
function that each serves in its fi nal destination. Within the ER 
environment, proteins can be glycosylated and modifi ed with 
glycolipid anchors and/or disulfi de bonds. Chaperone-assisted 
protein folding and assembly into multisubunit complexes also 
occur within the ER. Following those modifi cations, these pro-
teins bud from the ER within vesicles that then fuse with the 
membrane-enclosed sacs of the Golgi. Further rounds of gly-
cosylation occur within the Golgi stacks before the protein is 
packaged into vesicles that fuse with the plasma membrane, 
lysosome, or ER. Th ese vesicles travel along microtubules to 
their fi nal destination, which is determined by receptor-medi-
ated interactions at vesicle/membrane interfaces. For example, 
vesicles destined for the plasma membrane have receptors 
that only interact with those on the cytoplasmic surface of the 
plasma membrane.

Lipid synthesis also occurs inside the ER and the Golgi.19 
Phospholipids, cholesterol, and ceramide are synthesized in the 
ER, while enzymes within the Golgi utilize ceramide to pro-
duce sphingolipids and glycolipids. Transport of these lipids will 
depend on the current demands of the cell or organism.

FIGURE 1.5 Lipoproteins transport lipids within vesicles composed 
of a phospholipid monolayer and apoproteins.
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1.5 Vesicle Transport

A highly interconnected series of vesicle transport routes medi-
ates the exchange of materials among organelles, as well as 
between the cell and its environment. Phagocytosis, pinocy-
tosis, clathrin-mediated endocytosis, and caveolae-dependent 
uptake are mechanisms of endocytosis used during vesicular 
internalization.20 Conversely, the process by which materials are 
delivered from within the cell to the plasma membrane occurs 
during exocytosis.21 Together, endocytosis and exocytosis infl u-
ence membrane surface area homeostasis and the recycling of 
cellular materials that includes transmembrane receptors and 
lipids (Figure 1.6).

1.5.1 Phagocytosis

Phagocytosis occurs when large particles, like bacteria or dead 
cells, are internalized aft er binding the cellular receptors of 
phagocytes (e.g., macrophages and neutrophils).20 Binding 
results in actin-dependent clustering of the receptors and pseu-
dopodia extension of actin fi laments, so that the object becomes 
surrounded within a large phagosome derived of plasma mem-
brane. During fusion with the lysosome, ligand/receptor inter-
actions are broken within the acidic environment. Th e receptors 
can then be placed in new vesicles that return and fuse with the 
plasma membrane in an eff ort to recycle these surface receptors. 
Interestingly, some pathogenic bacteria are able to escape before 
the phagosome fuses with the lysosome, while others can sur-
vive the acidic environment of the lysosome.

1.5.2 Pinocytosis

Pinocytosis, or cell drinking, allows cells to internalize extracel-
lular fl uid that may contain nutrients in bulk.20 It is an actin-
dependent process that does not follow a receptor-mediated 
mechanism. However, pinocytosis may be initiated by upstream 
pathways that respond to growth factor or hormone signaling. 
Th e internalized extracellular fl uid is typically transported to 
the lysosome, where it is metabolized.

1.5.3 Clathrin-Mediated Endocytosis

Clathrin-mediated endocytosis permits the uptake of essential 
nutrients and the internalization of activated receptors from the 
cell surface. With regard to receptors, such internalization may 
down-regulate or modify their activity at the plasma membrane, 
or allow them to participate in signal transduction cascades 
within the cell.22 Clathrin forms a hexameric complex of three 
190-kDa heavy chains and two 30-kDa light chains that assem-
ble on adapter molecules located at the cytoplasmic surface of 
the plasma membrane.23 Assembly results in the production of 
a cage (50–100 nm in diameter) that engulfs and coats the 
membrane invagination. Dynamin is a large 100-kDa guanos-
ine triphosphate (GTPase) that assembles around the neck of 
the clathrin-coated pit and, upon GTP hydrolysis, constricts the 
membrane to release the clathrin-coated vesicle. Th is clathrin 
coat is later removed from the vesicle and recycled to other 
adapter molecules as the vesicle is transported to the lysosome.

1.5.4 Caveolae-Dependent Endocytosis

Caveolae-dependent endocytosis24,25 also facilitates the uptake 
of essential nutrients and receptors. Caveolins are proteins that 
localize to lipid raft s, which are small regions of the outer plasma 
membrane particularly enriched in cholesterol and sphingolip-
ids. Many caveolins weave through the lipid bilayer of these 
raft s, forming loops as both N- and C-termini remain on the 
cytoplasmic surface of the membrane. Th is caveolin scaff old 
may infl uence the size and shape of the membrane region to 
be internalized, a region that has a diameter of 50–80 nm. Like 
clathrin-dependent endocytosis, caveolae are internalized by a 
mechanism that depends on dynamin. Th ese caveolin-decorated 
vesicles are delivered to lysosomes or possibly a diff erent place 
within the cell or plasma membrane.

1.5.5 Exocytosis

Exocytosis describes the vesicular transport of cellular materi-
als to the plasma membrane.19 Th ese vesicles may originate from 

FIGURE 1.6 Endocytosis (left ), exocytosis (middle), and phagocytosis. (TEM courtesy of Winston Wiggins, Daisy Ridings, and Alicia Roh, 
Carolinas HealthCare System, 1000 Blythe Blvd. Charlotte NC.)
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the lysosome, ER, Golgi, or another region of the plasma mem-
brane. If transported in the lumen of the vesicles, this material is 
secreted from the cell and used to build the extracellular matrix, 
communicate with other cells, or remove waste. If transported 
within vesicle membranes, this material will become incorpo-
rated into the plasma membrane.

1.5.6 Cytoskeleton

Th e cytoskeleton establishes and maintains many of the struc-
tural characteristics and mechanical activities of cells.19 In terms 
of structure, proteins of the cytoskeleton form cables (Figure 1.7) 
that interact directly and indirectly with cellular membranes to 
establish and maintain a diverse array of cellular architectures. 
Meanwhile, mechanical activities of the cytoskeleton usually 
depend on their interactions with a variety of diff erent motor 
proteins.

1.5.6.1 Assembly of the Cytoskeleton

Th e cytoskeleton is composed of fi lamentous actin (F-actin), 
microtubules, and intermediate fi laments (Ifs), all of which are 
composed of repeating protein subunits. ATP-bound globular 
actin monomers (G-actin) stack end-on-end to produce F-actin 
cables, while GTP-bound tubulin dimers (α and β tubulin) stack 
end-on-end to produce microtubule cables. Th e assembly of 
each cable is regulated by a large number of proteins; some of 
these serve as nucleation platforms and others regulate the state 
of the nucleotide cofactor. Th e state of the nucleotide cofactor 
is important because nucleotide triphosphate-bound states are 
required for assembly while diphosphate-bound states tend to 
promote disassembly of these cables. IFs are composed of repeat-
ing protein subunits with coiled-coil structure. Unlike F-actin 
and microtubules, IF assembly does not appear to be regulated 
by a nucleotide cofactor.

1.5.6.2 Cytoskeletal Functions

All three fi laments support the morphological architecture of 
cells, but only actin and microtubule fi laments are known to 

directly participate in mechanical processes.19 Th is seems to be 
due to their ability to interact with motor proteins. Motor pro-
teins consist, with a few exceptions, of a head domain, a heavy 
chain, and a regulatory light chain. Th e head domain is an 
ATPase motor that steps along the length of the fi lament during 
ATP hydrolysis by a not yet fully resolved molecular mechanism. 
Th e heavy chain associates with cargo while both the heavy and 
light chains are subject to post-translational modifi cations that 
exert regulatory control over movement and cargo affi  nity. Some 
motors have two head domains, in which case physical interac-
tions among heavy and/or light chains tether these domains 
together. Th ese motors transport numerous types of cargo along 
cytoskeletal cables, including mitochondria and both endocy-
totic and exocytotic vesicles.

1.6 Motor Proteins

1.6.1 Kinesins, Dyneins, and Myosins

Kinesins and dyneins are microtubule-dependent motor pro-
teins that step toward opposite ends of the microtubule cables. 
Both these mechanochemical enzymes have a pair of motor 
domains that take overlapping, hand-over-hand steps along the 
microtubule surface. In vitro measurements suggest that these 
head domains take 8 nm steps and generate ~6 pN of peak force 
during one ATP hydrolysis cycle.26,27 ATP-dependent velocities 
of single kinesin molecules follow the Michaelis–Menten rela-
tionship shown in Equation 1.6:

 v(c) =   vmaxc _____ Km
   + c, (1.6)

where Km is the mechanochemical Michaelis–Menten constant, 
c is the ATP concentration, and vmax is the velocity at saturating 
ATP concentration.28

Myosins are one- and two-headed actin-dependent motors 
with step sizes between 5 nm and >40 nm.29 Two-headed iso-
forms like Myosin II participate in contractile assemblies that 
 infl uence sarcomere length in muscle cells and actomyosin ring 
constriction during cytokinesis of dividing cells.19 Within these 
contractile assemblies, Myosin II tails physically associate with 
each other to form myosin fi laments. Th e head domains of these 
fi laments associate with actin fi laments of diff erent polarity. 
Because the orientation of these myosins reverses along the myo-
sin fi laments, ATP hydrolysis by the motor domains causes the 
actin fi laments to slide toward each other. Th e force generated 
by each myosin molecule adheres to the following relationship, 
where force (F) relates to the bending stiff ness (Ei) and length (L) 
of the tail domains that is expressed in Equation 1.430:

 F =   3Ei ___ L2  . (1.7)

In contrast to Myosin II, one-headed myosins do not have 
tails that form coiled-coils and therefore do not participate in 
contractile mechanisms. Instead, the tails of these myosins bind 
vesicles and organelles in order to transport them along actin 
fi laments.FIGURE 1.7 Th e cellular cytoskeleton.
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2.1 Modeling Electrostatics in Proteins

Maxwell’s equations describe the properties of electric and mag-
netic fi elds, and have been analytically solved for some simple 
cases. However, calculation of electrostatics in proteins is not 
a trivial problem, and several models have been used to try to 
describe these interactions. Th e question is of extreme interest, 
however, because electrostatic energies are one of the best corre-
lators between structure and function in biochemical  systems.1–4 
Th ere are two main problems in formulating a model to describe 
protein electrostatics.5 First, the electrostatic inter actions within 
proteins are occurring at microscopically small  distances, which 
make the dielectric constant ambiguous. In addition, the protein 
environments are irregularly shaped, such that the analytical 
models are impractical to use.

Microscopic studies of electrostatics in proteins have emerged 
with the increase in availability of x-ray crystal structures of 
proteins and the realization that electrostatic energies provide 
one of the best ways to correlate structure with function. Many 
mathematical descriptions of electrostatics in proteins have been 
proposed, and all are based on Coulomb’s law, which gives the 
reversible work of bringing two charges close together as repre-
sented by Equation 2.1:

 ΔW = 332  
QiQj ____ rij

  , (2.1)

where the distance, r, is given in Å, the charge Q is in atomic 
units, and the free energy, W, is in kcal/mol. Manipulations of 
this equation5 lead to the Poisson equation, Equation 2.2:

 ∇2U(r) = −4πρ(r), (2.2)

where the electric fi eld, E, is expressed as a gradient of the sca-
lar potential, U, and ρ is the charge density. By assuming that 
a dielectric constant can be used to express eff ects not treated 
explicitly, the following equation is reached (Equation 2.3):

 ∇ε(r)∇2U(r) = −4πρ(r). (2.3)

If it is assumed that the ion distribution follows the Boltzmann 
distribution, the linearized Poisson–Boltzmann equation is 
reached, given by Equation 2.4:

 ∇ε(r)∇2U(r) = −4πρ(r) + κ2U, (2.4)

where κ is the Debye–Huckel screening parameter.
Interesting questions arise when these equations are applied 

to biological systems. For example, can a dielectric constant be 
applied to heterogeneous systems, such as an enzyme active site? 
In addition, are continuum assumptions valid on a molecular 
level? An early work, the Tanford Kirkwood6 model, described 
a protein as a sphere with a uniform dielectric constant. Th is 
model was proposed before protein structures were known, and 
it was thought that ionizable residues were located solely on the 
protein exterior. Later studies conducted aft er many protein 
structures had been elucidated found that the simplifi cation of a 
protein as a uniform dielectric constant missed some important 
aspects of the physics of charged residues in a protein interior.7 
Discussed below are alternative approaches to describing the 
electrostatics of protein interiors.

2.1.1 Theory and Models

Electrostatic models span a wide range of possibilities from con-
tinuum dielectric approaches1,8,9 to all-atom models that explic-
itly represent the biological molecule and solvent.10,11 Each model 
has its own advantages and disadvantages.5,12–15 Th ere are three 
primary ways of describing solvent in a system, shown in Figure 
2.1.16 Simulation time decreases from the microscopic all-atom 
model to the macroscopic model.

2.1.1.1 Protein Dipoles Langevin Dipoles Model

A microscopic dipolar model that is oft en used in simulations 
of biological molecules is the protein dipoles Langevin dipoles 
(PDLD) model.17,18 Th is model does not assume a dielectric 
 constant for the solvent molecules; rather, the time-averaged 
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polarization of each solvent molecule is represented as a 
Langevin dipole.17,18 Th e dipoles are placed in a spherical grid, 
rather than attempting to reproduce the exact locations of the 
solvent molecules. Th e net polarization of a thermally fl uctuat-
ing dipole in response to an electric fi eld is described by the 
following equations.16

 

+ ⎛ ⎞μ = μ −⎜ ⎟
⎝ ⎠

L 1
0

1( ) coth( ) ,n n n
i i i n

i
e x

x  
(2.5)

where xi
n is described by
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B
,n n

i i
Cx
k T  
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and where ξi
n is the local fi eld, μ0 is 1.8 debye, ei

n is a unit vec-
tor in the direction of the local fi eld, C ′ is a parameter, and 
the superscript (n + 1) indicates that the equation is solved 
iteratively.

2.1.1.2  Protein Dipoles Langevin Dipoles/
Semimacroscopic-Linear Response 
Approximation Model

Th e microscopic PDLD model discussed above does not use 
any dielectric constants. A potential problem with these types 

of methods is poor convergence of results. One solution to this 
problem is to scale the dipole contributions of the PDLD model 
with an assumed protein dielectric constant, εp, leading to a 
semimacroscopic PDLD (PDLD/S) model.16,19 (For discussions 
of dielectric constants in proteins, see Refs. [20–22]). To aid in 
the description of εp, the linear response approximation (LRA) 
is used. In order to apply the LRA approximation, a molecu-
lar dynamics (MD) simulation is done to generate a number 
of  protein confi gurations for the charged and uncharged states 
of  the solute of interest. Th e LRA approximation uses a thermo-
dynamic cycle to evaluate the PDLD/S energy by averaging over 
the confi gurations (with solute charged and uncharged) gener-
ated by the MD simulations.18 Th is approach is summarized in 
Figure 2.2, taken from the Molaris Manual and User Guide.16 It is 
diffi  cult to go from A to B directly; hence a thermodynamic cycle 
from A → D → C → B is used.

Th e thermodynamic cycle in Figure 2.2 leads to the following 
equation, which gives the diff erence in solvation energy when 
moving a charge from water to a protein active site shown in 
Equation 2.7:
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where the subscripts and superscripts p and w refer to protein 
and water, respectively, ΔG Q

w is the solvation energy of the charge, 
Q, in water, ΔΔGp

w is the change in solvation energy of the protein 
and bound charge upon changing Q from Q0 to 0, and ΔU p

Qμ is 
the electrostatic interaction between polar protein groups and 
the charge.

2.1.1.3 Interactions of Ions with Membrane Proteins

An application of the protein dipoles Langevin dipoles/semimac-
roscopic-linear response approximation (PDLD/S-LRA) model 
(in conjunction with a microscopic determination of the free 
energy profi le for ion transport) is demonstrated in a study of 
the ion selectivity of the KcsA potassium channel.23 Remarkably, 
this ion channel has the ability to discriminate between K+ and 
Na+ ions, allowing K+ ions to pass through ~1000 times more 
readily.24,25 Crystallographic structures are available for this 
transmembrane protein from Streptomyces lividans,26,27 enabling 
many computational estimates, using a variety of methods, of 
the selectivity barrier.28–33 With the present computing power, 
the system is too large to allow direct MD simulations of ion 
transport in a reasonable time. Use of the PDLD/S-LRA model 

Microscopic all atom

Microscopic dipolar

Macroscopic

+ –

+ –

+ –

FIGURE 2.1 Th ree approaches to solvent representation. All atoms 
are represented in the microscopic approach. A point dipole is used to 
represent a solvent molecule in the dipolar approach, and several sol-
vent molecules within a certain volume are represented as a polariza-
tion vector in the macroscopic approach.
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enables simulation of the K+ and Na+ ion currents in a reasonable 
time in this large system. Th e simulation system was essentially 
cylindrical, with a diameter of ~40 Å, which included the chan-
nel protein and a small portion of the membrane, and a length of 
~89 Å, which included the length of the protein, 30 Å intracel-
lular space, and 25 Å extracellular space. Th e study was able to 
examine the eff ects of several variables on ion current, including 
the eff ective dielectric constant used for the protein (which var-
ied from 15 to 30), and the friction for moving the ion through 
the channel.

What were the factors found by this study to be most impor-
tant in determining ion selectivity through the channel? First, 
the study found diff erences in channel radius at the initial ion 
loading sites based on the presence of K+ or Na+. Th is led to dif-
ferent geometries, and thus diff erent channel reorganization 
energies for the ions. Th is reorganization energy can be captured 
with the PDLD/S-LRA model because it eff ectively evaluates the 
steric interactions between the ion and the channel. Second, it 
was found that the calculated free energy profi les were very sen-
sitive to the protein dielectric constant, εp, used. In this case a 
large eff ective dielectric constant for the protein is necessary to 
properly represent the charge–charge interactions, if the LRA 
approximation is not used. A typical protein dielectric constant, 
εp, used in many studies without the LRA approximation is less 
than 6, but this low εp may not correctly evaluate charge–charge 
interactions (ΔU p

Qμ in Equation 2.8). Th e strong dependence of 
the energy profi le on the protein dielectric used may be due in 
part to the narrow protein channel through which the ions pass. 
Because the KcsA channel is so narrow, the ion is probably not 
solvated on all sides by water molecules, as it would be in wider 
channels, such as porins. Th is may make interactions with the 
protein, and thus the value of εp, much more important in the 
calculations.

2.1.2  Bacteriorhodopsin, a 
Transmembrane Protein

Transmembrane proteins span the width of a lipid bilayer, and 
have many uses within an organism. For example, transmem-
brane proteins may be used as ion or water channels, transport-
ers, receptors in signal transduction pathways, proton pumps 
in the electron transport chain (ETC), adenosine triphosphate 
(ATP) synthases, and many others. Th e largest class of cell sur-
face receptors is the seven-transmembrane helix (7TM) family. 
It is estimated that ~50% of therapeutic drugs on the market 
today target members of this family. A well-known example of 
this family is bacteriorhodopsin (bR). bR is present in the mem-
branes of some halobacteria. It harvests light energy and then 
converts it to electrostatic energy in the form of proton trans-
port (PTR) out of the cell. Th is creates a large pH gradient across 
the cell membrane, which is then used to create ATP when the 
cell allows a proton to move back into the cell, through another 
transmembrane protein, ATP synthase.

2.1.2.1 Empirical Valence Bond Model

Oft en scientists want to study biochemical bond breaking and 
forming processes, such as the breaking of a covalent bond to 
H, and the forming of a new covalent bond to H. Modeling 
these types of chemical reactions requires the use of a quantum 
mechanical (QM) treatment to describe the reacting fragments, 
coupled with a classical, molecular mechanics (MM) simula-
tion of the surrounding biological molecule (where no reactions 
are taking place), resulting in a quantum mechanics/molecular 
mechanics (QM/MM) method. Frequently, a molecular orbital-
based QM treatment, which is, for example, very eff ective for cal-
culating spectroscopic properties of molecules, is prohibitively 
expensive when studying biochemical systems. An  alternative 
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to using molecular orbital-based QM methods is the empirical 
valence bond (EVB) model,34 which is eff ective at calculating 
bond rearrangements.

Th e EVB method fi rst calculates the ground state potential 
energy surface of reacting fragments by mixing the valence 
bond (VB) resonance structures of the reactants and products. 
Th e reaction is forced to occur by gradually moving the wave 
function from 100% reactant, 0% product to 0% reactant, 100% 
product. Th e portion of the molecule described by MM adjusts 
itself to the reacting fragments in order to minimize the overall 
energy of the reaction. Importantly, this method is not as expen-
sive as methods that use a molecular orbital QM approach, and 
allows suffi  cient confi gurational averaging to give the overall 
free energy change for the system.34,35

An important point to be made about the EVB model is 
that the reaction simulation must be carried out both in water 
and in the protein. Th e simulations begin in water, where the 
energetics of the reaction are known. For proton transfer (PT) 
reactions, the change in free energy of the PT in water can be 
obtained if one knows the pKa values of the donor (DH+) and 
the protonated acceptor (AH) in water. Th is is given in kcal/mol 
by Equation 2.9:

 
w w
PT a(DH A D AH) 1.38( p ),G K+ −

∞Δ + → + = Δ  (2.9)

where ∞ indicates that the donor and acceptor are at large 
separation. All of the adjustable parameters used in the EVB 
model of the reaction are adjusted so that the water simulation 
of the PT between donor and acceptor at large separation in 
water reproduces the experimentally known diff erence in pKa 
values. Th e parameters are then fi xed, and not allowed to vary 
when moving to simulations of the reaction in the biochemical 
system. An example where the EVB method was used in bR is 
given below.

2.1.2.2  Conversion of Light Energy 
to Electrostatic Energy

Th e mechanism of light-induced PTR across a membrane 
and against a proton gradient is of signifi cant interest in 
bioenergetics.36–47 bR is a well-characterized model system for 
this process, with many structures available of the ground state 
and several intermediates, and many kinetic studies having 
been performed with it.36,48–50 Th is structural information was 
recently used to propose a detailed molecular picture of how 
bR converts light energy to electrostatic energy. In the active 
site, the chromophore is covalently attached to an arginine side 
chain through a protonated Schiff  base (SB), and it forms an ion 
pair with the negatively charged side chain of Asp85.51–53 It is 
known that bR absorbs light, and then a sequence of relaxation 
and PTR processes occurs, ultimately resulting in a proton being 
transported outside of the cell. However, the driving force for 
the initial PT from the SB to the Asp85 was unclear. A previous 
study54 and a more recent study47 suggest that the PT is driven by 
a light-induced charge separation of the ion pair. Apparently the 

 absorption of a photon by the chromophore leads to isomeriza-
tion around a carbon–carbon double bond and a high energy, 
sterically strained ground state. Relaxation of this steric energy 
leads to the increase in ion pair distance observed in structural 
and computational studies, ultimately leading to the PT.

2.1.2.3  Modeling the Conversion of Light 
Energy to Electrostatic Energy

Th e computational methods used in the more recent study47 to 
convert structural information to free energy barriers for the PT 
process are described here. First, calculation of the PT potential 
energy surface in the ground state and several of the photocycle 
intermediates was performed to obtain the free energy landscape 
for the system. (For an in-depth description of the photocycle, 
see Refs. [36,55].) Th is study used a type of QM/MM method 
that combines the quantum consistent force fi eld/pi electrons 
(QCFF/PI) method56 and the EVB35 approach. An ab initio QM/
MM method was not used because the calculations to do the 
proper confi gurational averaging needed to provide reliable free 
energy surfaces are prohibitively expensive. Th e energetics of the 
PT are modeled by considering two VB resonance structures of 
the form

 Ψ1 = R— ⃛ ⃛C(H)=N+(R′)H −A

 Ψ2 = R— ⃛ ⃛C(H)=N+(R′)H—A 
(2.10)

where the wave function Ψ1 represents the protonated SB 
(SBH+) and deprotonated acceptor, A− (Asp85), and Ψ2 repre-
sents the deprotonated SB and protonated acceptor (Asp-H). 
Because the chromophore contains many pi electrons, the SB 
is represented by the QCFF/PI potential surface, and the accep-
tor is represented by an empirical potential function (as in the 
normal EVB). Water and protein surrounding the reacting sys-
tem are coupled to the QCFF/PI Hamiltonian through a stan-
dard QM/MM treatment. Th is analysis allows the system to be 
represented by two diabatic or pure states, with the conditions 
outlined by Equation 2.11:

 

(1) (1) (1) (1)
QCFF/PI Asp85 Ss ssSS

(2) (2) (2) (2)
QCFF/PI AspH85 Ss ssSS

(SBH ) ,

(SB) ,

+
′

′

′ε = ε + ε + ε + ε + ε + α

′ε = ε + ε + ε + ε + ε + α  
(2.11)

where the εQCFF/PI of the indicated form of the chromophore 
includes the potential from the solvent/protein system, ε′ is an 
EVB description of Asp85 or AspH85, and εSS′ is the interac-
tion between the classical (EVB) and π-electron systems, which 
is being treated as in the regular EVB treatment by consider-
ing the classical electrostatic and steric interactions between the 
two fragments. Finally, ε(i)

Ss represents the interaction between 
the solute (S) and the solvent (s) in the given state, while α(i) is 
the “gas phase shift .” Th e gas phase shift  is a parameter that is 
adjusted by requiring that the PT at large separation in water 
between SBH+ (pKa = 7.0) and Asp (Asp-H pKa = 4.0) reproduce 
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the experimental pKa diff erence of 3.0 pH units (corresponding 
to 4.1 kcal/mol). Th e pure diabatic states shown above do not 
refl ect the actual ground state potential energy surface of the 
system, which is represented by mixing the two diabatic states 
according to Equation 2.12:

 Eg =   1 __ 2    [  ( ε(1) + ε(2) )  −   (   ( ε(1) + ε(2) )  2  + 4H 2   12  )  1/2  ]  , (2.12)

where H12 is the off -diagonal coupling element between Ψ1 
and Ψ2.

It should be emphasized that all of the required parameters, 
such as the gas phase shift , are adjusted during the simulation 
of PT from SBH+ to Asp in water, requiring that the values used 
reproduce experimental results. Th e parameters are then fi xed, 
and are not adjusted in protein simulations.

In moving to the protein simulations, it was found that the 
driving force for the initial PT from SBH+ to Asp is primarily 
based on electrostatic eff ects. Th e absorption of a photon by the 
chromophore leads to a sterically strained structure. Relaxation 
of this strain leads to destabilization of the ion pair by increas-
ing the ion pair (SBH+Asp) distance, ultimately driving the PT 
process. Th e diff erence in energy between the ion pair and the 
neutral state seemed to determine the majority of the barrier to 
the PT process.

2.1.3  Coupling between Electron and Proton 
Transport in Oxidative Phosphorylation

Peter Mitchell was awarded the 1978 Nobel Prize for Chemistry 
for his revolutionary chemiosmotic hypothesis (see Refs. [39,57]). 
Th is theory stated that ATP synthesis by the oxidative phospho-
rylation pathway is coupled to PTR from the cytoplasmic side 
to the matrix side of the inner mitochondrial membrane. It is 
now known that transfer of high-energy electrons from the citric 
acid cycle (from NADH and FADH2) to complexes of the ETC 
(which are embedded in the inner mitochondrial matrix) results 
in reduction of an electron acceptor, O2, to H2O. In eukaryotes, 
there are four transmembrane complexes involved in the ETC, 
three of which are also proton pumps. Complex I (NADH-Q 
oxidoreductase), Complex III (Q-cytochrome c oxidoreductase), 
and Complex IV (cytochrome c oxidase) all pump protons, with 
a stoichiometry of 2, 2, and 1H+ per high-energy electron.58 
Only Complex II (succinate-Q reductase) does not. Th is elec-
tron transfer (ET) also leads to the creation of a proton gradi-
ent across the membrane, creating a proton motive force (PMF), 
which consists of two parts, a chemical gradient and a charge 
gradient as expressed by Equation 2.1358:

 

PMF( ) chemical gradient( pH)

charge gradient( ).

pΔ = Δ

+ ΔΨ  
(2.13)

Th e PMF can be used to drive the synthesis of ATP when 
 protons are allowed to move back into the matrix through 
ATP synthase (sometimes called Complex V). Th e typical pH 

 diff erence across the membrane is around 1.4 pH units (out-
side is more acidic), and the membrane potential is about 0.14 V 
(outside is positive), leading to a free energy of 5.2 kcal/mol of 
electrons.58

2.1.3.1  Electron Transport Chain 
Complexes as Proton Pumps

Similar to the KcsA ion channel and bR proteins discussed 
 previously, complexes of the ETC are embedded in a membrane. 
While there have been several experimental and theoretical 
 studies of ET59–63 and PT64–67 individually in proteins, there have 
been fewer studies of coupled ET/PT reactions.68–71

An extensive theoretical analysis of coupled ET and PT in 
Complex IV of the ETC, cytochrome c oxidase, has been pub-
lished.72 Many of the ETC complexes have large, multisubunit 
structures, and Complex IV is an example. It has a molecular 
mass of 204 kDa, contains 13 subunits, and has several redox 
centers, making its mechanism diffi  cult to elucidate. High-
resolution structures of Complex IV have been published,73–75 
enabling theoretical studies to probe the coupled ET/PT mecha-
nism of this complex. Th e author of this analysis postulates that 
Complex IV couples electron tunneling between redox centers 
with a proton moving along a conduction channel in a “classi-
cal, diff usion-like random walk fashion,”72 but concludes that 
much more work is needed to fully understand the coupled ET/
PT reactions occurring in the ETC.

2.1.4 Mechanosensitive Ion Channels

Mechanosensitive ion channels (MSCs) are transmembrane 
proteins that are important in helping cells respond to a vari-
ety of mechanical stimuli, such as sound, gravity, and osmotic 
pressure gradients. Th ey are found in a variety of tissues and are 
thought to be important for the senses of touch, hearing, and 
balance.76 It currently is believed that two types of MSCs exist. 
Th e fi rst type is found in specialized sensory cells; forces are 
applied to these channels through fi brous proteins.77,78 Th e sec-
ond type responds to stresses in the lipid bilayer.77,79,80 Th e lipid 
membrane is oft en what the initial stress acts upon, and the lipid 
bilayer must somehow respond to these stimuli (see Chapter 1). 
A known function of MSCs includes regulating cell volume in 
response to osmotic pressure gradients, to prevent the cell from 
bursting. Somehow these transmembrane channels must detect 
extracellular forces, and transmit the information inside the cell 
as electrical or chemical signals.81

2.1.4.1 Gate Mechanisms

A defi ning characteristic of MSCs represents large conforma-
tional changes between the open and closed forms. For example, 
the bacterial large conductance mechanosensitive (MscL) channel 
undergoes a radius change of 5–6 nm between the open and closed 
forms.82 An initial descriptor of the energy diff erence, ΔG, between 
open and closed forms based on the bilayer tension, T, is given by

 ΔG = T × ΔA, (2.14)
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where ΔA is the in-plane area change between open and closed 
states.77,83 However, there are likely more conformational 
changes, or deformations, possible for these MSCs, as the in-
plane area does not take account of other channel conforma-
tional changes (see below), membrane stiff ness, and membrane 
thickness, all of which can aff ect channel opening and closing. 
It is believed that there are three types of changes that channels 
can undergo.83 Th e fi rst is as mentioned above, where a channel 
can change its in-plane area, A. Th e second type occurs when 
a channel actually changes its shape within the membrane. 
Finally, a channel can also undergo a change in length without 
changing its shape or in-plane area. See Figure 1 in Markin and 
Sachs83 for a nice illustration of the three types of conforma-
tional changes.

Th is system presents another situation where modeling studies 
can complement experimental studies. In the last several years 
there have been a few computational studies that look at gating 
mechanisms using a variety of models.84–87 A recent computa-
tional study of the Escherichia coli MscL channel investigated the 
gating pathways when various conformational deformations are 
simulated.87 It is known that, in general, the channel protein and 
the membrane undergo a deformation leading to the opening of 
the channel, but a molecular understanding of the process has 
not yet been achieved. Th e authors of the recent computational 
study examined the mechanical roles of structural features, such 
as transmembrane helices and loops, and found that many of 
these strongly aff ect gating ability. However, many questions 
remain in the drive to understand these interesting and complex 
channels on a molecular level.
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3.1 Cell Interactions

In contrast to unicellular organisms, in multicellular organisms 
cells interact with one another through cell–cell physical chemi-
cal (paracrine or hormonal) contacts. Th e physical cell–cell 
interactions occur through cell junctions with binding of pro-
teins present within the membranes of each cell. For distant 
interactions, molecules secreted (ligands) are recognized by spe-
cifi c receptors on the target cell membrane or in the target cell, 
depending on the hydrophobicity of the ligand.

3.2 Types of Junctions

Th ree main types of cell–cell junctions defi ne the physical strength 
of interactions between cells (Figure 3.1): desmosomes (zonulae 
adherens), tight junctions (zonulae occludens), and gap junctions. 
Th ese junctions are cell membrane regions enriched with specifi c 
proteins interacting between two cells. In particular, the physical 
strength of the junction allows a resistance to shear stress (a stress 
applied parallel or tangential to a contact surface) imparted, for 
example, by vessel endothelium on blood or blood on vessel, 

respectively. Th e shear stress of a fl uid or viscosity drag (t) is a 
function of its viscosity (η) and velocity (v) exerted on the wall of 
a lumen (inner radius r). Shear stress resistance characterizes the 
diff erent cell junctions of a given lumen [e.g., blood vessels and the 
gastrointestinal (GI) tract]. Th e greater the viscosity [and the liq-
uid fl ow (Q)], the higher the shear rate and the viscosity drag (t): 

 t = 4ηQ / πr3. (3.1)

Note: In denominator π = 3.1415926...

3.2.1 Desmosomes

Desmosomes are found in all tissues subject to shear stress, 
including the skin and the GI tract. Desmosomes generate  
strong bonds between cells and between cells and the basal 
 lamina. Proteins, mainly desmoglein and desmocollin, are 
 associated in dense plaques, separated by a 30 nm intercellular 
space, are present in both cell membranes, and are linked to 
intracellular structures and tonofi laments in the two connected 
cells (Figure 3.1). Shear stress leads to deformation of the cell 
membrane and disruption of fi lament actin (F-actin) and of 
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cytoskeleton organization. In response to disruption of F-actin, 
the expression of multiple proteins, including those involved in 
adherence and cell junctions, is up-regulated, depending on 
both type of cell and liquid fl ow. Hemidesmosomes are struc-
tures that are present on cells and use similar proteins to anchor 
cells to the basal lamina through interactions between integrins 
and proteins in the basal lamina.

3.2.2 Tight Junctions

Tight junctions are common in exchange tissues holding 
nephron cells in the kidneys, endothelial cells in the vessels, and 
enterocytes in the GI tract together. Tight junctions in cells are 
made through the interactions of multiple proteins, including 
claudins and occludins, both of which are transmembrane pro-
teins embedded in the cytoskeleton. Tight junctions also prevent 
the movement of proteins with apical functions to the baso- 
lateral area of the cell membrane (and vice versa), ensuring cell 
polarity. Cell polarity also defi nes both chemical interactions 
and electrical gradients by the types and concentrations of recep-
tors and channels present. As with chemical activity, cell mem-
brane electrical potential can be diff erent between the apical and 
the baso-lateral area of a cell.

3.2.3 Gap Junctions

Gap junctions are hemichannels or connexons composed of six 
connexin (Cx) proteins. Th e alignment of two connexons forms 
a gap junction between two cells, allowing cytoplasm sharing 
and the rapid transfer of both electrical and chemical signals 
(small molecules and ions). Th e type of connexins associated in 
the formation of the connexon (homo- and hetero-hexamers) 
appears to infl uence the function of the gap junctions (speed of 
electrical chemical transfers and nature of the chemical mole-
cule transferred). Th e concentration of multiple (>100) gap junc-
tions forms a complex structure or plaque. Gap junctions allow 
direct electrical signaling between cells, although diff erences 
(10- to 15-fold) in electrical conductance between gap junctions 

have been shown. Gap junctions also allow chemical molecules 
(<1000 Da) to move from one cell to the other and favor chemi-
cal communication through the passage of second messengers, 
including IP3 and Ca2+. Th e passage of these chemicals is selec-
tive, depending on the size and charge of the molecule and the 
nature of connexin subunits. Although most of the movement of 
ions through gap junctions does not require energy, the recy-
cling of K+ in the cochlea, essential to the transduction by audi-
tory hair cells through gap junctions, is facilitated by ATPase 
activity and connexin conformation changes.

Charge associated with the connexins either repulses or attracts 
ions, playing a critical role in preventing or allowing for passage. 
In addition to these chemical and electrical exchange functions, 
gap junction proteins also promote cell adhesion and have tumor 
suppressing (C×43, C×36) and cell signaling (C×43) roles. Th e 
presence of gap junctions linking multiple cells within a tissue 
generates a syncytium, that is, a cluster of cells with similar response 
as in the heart muscle, and the smooth muscles of the GI tract.

3.3 Cell Adhesion Molecules

Within tissues, cells interact not only with other cells but also 
with the extracellular matrix (ECM). Cell attachment to the 
ECM is a key requirement of multicellular organisms. Produced 
by multiple cells, including fi broblasts, the ECM is composed of 
multiple proteins, of which the major ones are collagens,  laminin, 
fi bronectin, vitronectin, and vimentin. Th e ECM constitutes the 
basal lamina, the basal layer on which cells are anchored by inte-
grins. Th ese cell surface receptors are composed of one α (alpha) 
and one β (beta) subunit. Each heterodimer binds to a specifi c 
molecule of the ECM (e.g., α6β1 binds to laminin) with variable 
affi  nities. Integrin expression is cell specifi c and the strength of 
the binding to the ECM is variable, depending on the composi-
tion of both integrin and ECM. Th e binding site for the ECM is 
on the β chain and requires divalent cations to function whereas 
the α subunit may be involved in protein stabilization.

Integrins attach cells to the ECM through interactions 
between ECM molecules and microfi laments of the actin 
cytoskeleton, allowing cells to resist shear stress forces. Th e 
intensity of the force needed to deform a cell membrane or dis-
sociate a cell linked by junctions in an epithelium is highly vari-
able and will depend on the force as well as on the characteristics 
of the specifi c location of interest.

Th is cell attachment involves not only integrins but also the 
formation of cell adhesion complexes consisting of transmem-
brane integrins and many cytoplasmic proteins, including talin, 
vinculin, and paxillin. Integrins have a prominent role in regu-
lating cell shape, cell migration, and cell signaling, making them 
pivotal in multiple cell events (including growth, diff erentiation, 
and survival).

3.4 Intracellular Connections

Cell membranes are physically connected with the cellular scaf-
folding or cytoskeleton. Th e cytoskeleton, critical in cell shape 
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FIGURE 3.1 Type of cell junctions.
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and motion, intracellular transport (vesicles and organelles), 
and cell division, is composed of three kinds of fi laments: 
 microfi laments, intermediate fi laments, and microtubules. 
Microfi laments are intertwined double-helix actin chains that 
are concentrated near the cell membrane. Intermediate fi laments 
are very stable and constituted of multiple proteins, including 
vimentin, keratin, and laminin. Microtubules are composed of 
tubulin (α and β), which play a major role in intracellular trans-
port and in the formation of mitotic spindles. Connections of 
the membrane with the cytoskeleton are key in maintaining 
3D structures, cell shape and deformation (e.g., generation of 
processes), and resistance to tension.

3.5 Cell Membranes and Epithelia

As for individual cells, where the membrane is a selective barrier 
allowing the movement of water and ions through channels and 
of larger molecules through specifi c carriers, the epithelium also 
benefi ts from the selective permeability of the cells itis made of. 
Th e movement of molecules through the semipermeable mem-
brane that is the cell membrane or of cells lining an epithelium 
relies on various physiological mechanisms. Th e intrinsic perme-
ability of the cell membrane depends on (1) the presence of a gra-
dient, that is, a diff erence in the chemical concentration or 
electrical charge between both sides of the cell membrane, and (2) 
the movement of molecules through diff usion, leaky channels, or 
facilitated or active transport. Th e membrane transport processes 
are discussed in greater detail in the next section and will be ref-
erenced in Chapter 5 for the specifi c working action.

3.6 Membrane Permeability

3.6.1 Membrane Composition and Structure

Membranes are mostly made up of hydrophobic phospholipids 
(phosphatidylcholine, sphingomyelins, amino phospholipids, 
phosphatidylglycerol, and phosphatidylinositol), with one polar 
head and two nonpolar lipid chains. Hydrophobic means that 
the chemical structure is such that it repels the water dipole, in 
contrast to hydrophilic, which attracts water due to the inherent 
polar chemical composition. In an aqueous environment, the 
nonpolar chains are oriented away from water with the polar 
head in contact with the water, leading to the spontaneous for-
mation of lipid bilayers. With the exception of the protein 
anchored internally to the actin or spectrin network or exter-
nally to ECM molecules, proteins can move within the lipid 
bilayer creating a fl uid mosaic. Th e lipid:protein ratio can radi-
cally vary between membrane and cell types (Table 3.1).

Membrane composition is also heterogeneous, that is, protein 
distribution and, to a lesser extent, lipid composition are diff erent 
throughout the cell membrane. Specifi cally, the density of a given 
receptor can be much higher at a specifi c location, for example, 
acetylcholine nicotinic receptors concentrated at the motor end 
plate. Th is cell polarity, defi ned by an asymmetry in the protein 
composition of the baso-lateral and apical membrane areas as 

delineated by thigh junctions, is critical in the development of 
epithelium and tissue whose major functions include exchanges.

Th e heterogeneous and asymmetric lipid bilayer forming the 
cell membrane through a constant and dynamic redistribution 
of proteins constitutes a semipermeable barrier separating two 
compartments with diff erent chemical and ionic compositions. 
Th ese diff erences in charges and concentrations associated with 
the asymmetrical membrane proteins generate electrochemical 
gradients, that is, diff erences in the net electrical charge and con-
centrations of a given solute inside versus outside the cell (Figure 
3.2). Although both gradients are intertwined, each can act inde-
pendently of the other.

3.6.2 Molecule Movements

Molecule movements between two compartments separated by a 
plasma membrane or an epithelium use pericellular transport 
(between cells), transcellular transport (through the membrane), 
and endocytosis and/or exocytosis mechanisms. In pericellular 
transport, molecules move through an epithelium using spaces 
between cells. During endocytosis and exocytosis, physical dis-
tortions of the cell membrane through vesicle creation or fusion 
allow the movement of molecules into or out of the cell without 
transport through the membrane (Figure 3.2).

Transcellular transport depends on multiple parameters, 
including the hydrophobicity of the molecule and the density of 
transport proteins. Small molecules use diff usion whereas larger 
molecules require specifi c transport proteins. Th e cell membrane 
is highly permeable to most hydrophobic molecules or lipid-sol-
uble solutes such as alcohol, vitamins A and E, and steroids. In 
contrast, the permeability of water-soluble or hydrophilic mole-
cules is limited to very small molecules, including water and 
hydrophobic molecules with specifi c carriers. Most membranes 
are impermeable to water-soluble molecules above 200 Da. Ions 
are relatively insoluble because of their charge in lipids; there-
fore, membranes are poorly permeable to ions. Ion diff usion 
occurs mostly through ion channels. Ion channels span the 
membrane and are specifi c to an ion or class of ions, mostly 
depending on size and charge. Amino acids and sugars also 
require specifi c transporters present in the cell membrane.

3.6.3 Diffusion

Small molecules, gases (O2, CO2, and NO), and molecules soluble 
in polar solvents diff use through the cell membrane. Diff usion is 
driven by a gradient and continues until equilibrium. Th e net 

TABLE 3.1 Cell Membrane Composition (%)

Membrane Carbohydrate Lipid Protein

RBC 8 43 49
Myelin 3 79 18
Inner mitochondrial membrane 0 24 76

Source: Silverthorn D.U., Human Physiology: An Integrated Approach, 
5th edition. Benjamin Cummings, San Francisco, CA, 2010.
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diff usion rate (J) is proportional to the coeffi  cient of diff usion 
(D), the surface area (A), the thickness of the membrane (Δx), 
and the gradient or diff erence in concentration (ΔC). Th e net dif-
fusion rate is defi ned by Fick’s law:

 J = −DA   ΔC ___ Δx   . (3.2)

Th e diff usion time is a function of the thickness of the membrane 
and the permeability coeffi  cient (Einstein relation). Th e diff u-
sion time (t) is a function of average diff usion distance (Δx) and 
the coeffi  cient of diff usion:

 t =   (Δx)2
 _____ 2D  . (3.3)

For small water-soluble molecules with a coeffi  cient of diff usion 
equal to 10−5 cm2/s, the diff usion times are 0.5 m, 50 m, 5 s, 
8.3 min, and 14 h for membrane thicknesses of 1, 10, 100, 1000, 
and 10,000 μm, respectively. Th e diff usion time (Table 3.2) is 
proportional to the diff usion coeffi  cient (D), which itself is pro-
portional to the speed of movement of the molecule in a given 
medium: if the molecule is large and the medium is viscous, D 
is small.

For small molecules, D is inversely proportional to the molec-
ular weight (MW) in dalton: D = 1/MW. For larger spherical 
molecules, the equation of Stokes–Einstein approximates the 

coeffi  cient of diff usion (Equation 3.4), taking into account the gas 
constant (R), the absolute temperature (T), the number π, the 
Avogadro number (N), the solvent viscosity (η), and the radius 
of the molecule (r):

 

23= 1.38 × 10 .
6  

RT TD
N r r

−=
π η π η  

(3.4)

3.6.4 Protein-Mediated Membrane Transport

Movements of large molecules require intrinsic specifi c carriers 
or channels. Th rough conformational changes, channels form 
gates, allowing the passage of molecules. Transporter recogni-
tion is ligand specifi c but generally not absolute, and related 
molecules can compete for or inhibit transport. Th ese channels 
can be either voltage gated or ligand gated: the former is activated 
by diff erence in the transmembrane voltage diff erence and the 
latter by binding to its specifi c ligand.

Mediated membrane transport is more rapid than simple dif-
fusion, can saturate, and is chemically specifi c and sensitive to 
competition. Th e transport rate (J) for a given molecule (S) is 
defi ned by its maximum transport rate (Jm), the Michaelis con-
stant (Km) and the concentration of the molecule ([S]), as 
described by the Michaelis–Menten equation:

 J =   Jm[S] _______ Km + [S]  . (3.5)

Th e transport through a carrier is limited by the speed and 
capacity of each carrier with a conformational change of 
 102−104 solute molecules/s. For ion channels, through an open 
channel, ions move at 107−108 ions/s. In facilitated transport, no 
energy is involved, whereas active transport requires energy 
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FIGURE 3.2 Transport through the cell membrane and epithelium.

TABLE 3.2 Molecule Size, Coeffi  cient, and Diff usion Time

Molecule Radius (nm) D Time (s)

Oxygen 0.2 900 0.001
Sucrose 0.5 400 0.003
Insulin 1.4 160 0.01
Ribosome 10 22 0.06
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(ATP mostly). Facilitated transport benefi ts from existing charge 
or concentration gradients to move molecules (e.g., GLU2 trans-
porter and Na+ gradients). Active transports promote the move-
ment against concentration or electrochemical gradients using 
energy, mostly ATP, to cycle between its conformational states. 
For example, the Ca2+ ATPases move two Ca2+ from the lumen to 
the sarcoplasmic reticulum per ATP and the Na+/K+ ATPase, 
present in the plasma membrane of the cells, moves three Na+ 
out of the cells and two K+ into the cell per ATP. Because of the 
K+ and Na+ concentrations in and out of the cells, these tend to 
move passively toward equilibrium, and the steady state for these 
ions is maintained by the constant activity of the Na+/K+ 
ATPases.

3.7 Osmotic Pressure and Cell Volume

Th e cell volume is directly related to the internal pressure, and 
hence the osmotic pressure is also aff ected by the cell volume.

3.7.1 Osmotic Pressure

Osmosis is defi ned as the fl ow of water across a semipermeable 
membrane (i.e., permeable to water only) from a compartment 
with a low solute concentration to a compartment with a high 
solute concentration. Osmotic pressure is the pressure that is suf-
fi cient to prevent water from entering the cell. Osmotic pressure 
(Π) is directly associated with the number of ions formed from 
the dissociation of a solute (i), the molar concentration of the 
solute (c), and the osmotic coeffi  cient (ϕ) and can be calculated 
by van’t Hoff ’s law:

 Π = RT(iϕc). (3.6)

Osmotic pressure is a function of the concentration of solute 
present on either side of the membrane, and the concentration of 
solute also increases the boiling point and lowers the freezing 
point. Osmotic pressure (Π) is a function of the concentration of 
solute present on either side of the membrane. Since the concen-
tration of solute is proportional to the solute freezing point, the 
osmotic pressure can also be estimated based on the freezing 
point depression (ΔTf):

 Π = RT(ΔTf /1.86). (3.7)

where ΔTf is the freezing point depression. Two solutions sepa-
rated by a semipermeable membrane are isoosmotic (have equal 
osmotic pressures), hyperosmotic (A hyperosmotic compared to 
B), or hypoosmotic (B compared to A). Osmotic coeffi  cients have 
been calculated (Table 3.3).

3.8 Tonicity

Th e plasma membrane of animal cells is relatively impermeable 
to many solutes but highly permeable to water. Th erefore, 
increase in the osmotic pressure of the extracellular fl uid (ECF) 

leads to water leaving the cells through osmosis, resulting in cell 
shrinking. In contrast, if the ECF is diluted, water enters the 
cells, resulting in cell swelling. Swelling activates channels, 
increasing effl  ux of K+, Cl−, and the water that follows by osmosis 
returns cells to normal size. Both cell shrinking and swelling 
will continue until the osmotic pressures on both sides are equal 
or isoosmotic.

In vivo, protein concentration is the most important para-
meter generating oncotic pressure, which contributes to the net 
fl ow of a given solute. Both the shrinking and swelling drasti-
cally impair cell function and potentially, in extreme cases, its 
survival. In living organisms, cells are suspended in a mixture of 
permeant and nonpermeant solutes. In those conditions (1) the 
steady volume of a cell is determined by the concentration of 
nonpermeant solutes in the ECF, (2) permeant solutes generate 
only transient alterations of the cell volume, and (3) the greater 
the cell permeability to a permeant solute, the faster the time 
course to transient change.

3.9  Electrical Properties of Cell 
Membranes

Th e electrical properties of the cell membrane are derived from 
their insulator potential associated with the composition, espe-
cially the amount of lipid present. For example, myelin produced 
by Schwann cells leads to the insulation of axons, with multiple 
layers of the cell membrane preventing loss of electrical charges. 
Th e electrical properties of the cells are also a function of the 
constantly maintained disequilibrium of the ions generated by 
the tight control of ion movements and charges present on either 
side of the membrane. Additionally, cell transport through 
channels for ions or carriers for proteins also aff ects the electri-
cal charges present on each side of the cell membrane, leading to 
alterations in the local membrane potential.

3.9.1 Forces Acting on Ion Movements

Several forces act on the components surrounding the mem-
brane. Th e two main categories are electrical forces and chemi-
cal gradient forces.

In living animal cells, a comparison of the composition of the 
cytosol and the ECF underlines the presence of proteins 

TABLE 3.3 Osmotic Coeffi  cients

Compound i MW (Da) ϕ

NaCl 2 58.3 0.93
KCl 2 74.6 0.92
HCl 2 36.6 0.95
CaCl2 3 111.0 0.86
MgCl2 3 95.2 0.89
Glucose 1 180.0 1.01
Lactose 1 342.0 1.01

Source: Lifson N. and Visscher M.B., In O. Glasser (Ed.), Medical Physics, 
Vol. 1, St. Louis, MO, 1944.
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( generally negatively charged) and K+ at high concentrations 
inside the cell, whereas Ca2+, Na+, and Cl− concentrations are 
higher in the ECF. Permeant molecules, including some ions, 
move continuously in or out of the cell through leaky channels of 
the cell membrane following electrical and chemical gradients. 
Th e diff erence in charge between the inside and outside of a cell 
creates a membrane potential or the amount of energy (electri-
cal) associated with the electrochemical gradient present. Th e 
net gradient for a given ion and cell remains stable because ATP-
dependent ion pumps, especially the Na+/K+ ATPase, continu-
ously and actively maintain these equilibriums.

3.9.2 Distribution of Permeable Ions

Taking into account the ions that cannot diff use, the distribu-
tion of permeable ions is predicted by the Donnan–Gibbs equi-
librium: in the presence of a nondiff usible ion (e.g., protein), a 
diff usible pair of ions of the same valence distributes to generate 
equal concentration ratios, for example,

 [K+]in × [Cl−]in = [K+]out × [Cl−]out. (3.8)

Th e overall membrane potential at any time is a function of the 
distribution (inside versus outside) and membrane permeability 
to Na+, K+, and Cl− (Figure 3.3).

Th e Donnan–Gibbs equilibrium explains the critical role of 
the Na+/K+ ATPase pump in constantly removing Na+ ions out of 
the cells to maintain osmotic pressure and cell volume. It also 

clarifi es the electrical diff erence generated by the asymmetric 
distribution of permeable ions between the intracellular and 
extracellular compartments at equilibrium. Along the mem-
brane on the extracellular side, the charges created by Cl− are 
balanced by the K+ ions that are present inside the cell. Th is eff ect 
is also critical in the movement of ions across the capillary wall 
mostly generated by the higher protein concentration in the 
plasma compared to the ECF.

3.9.3 Membrane Potential

Th e relationship between the chemical and electrical forces act-
ing on ions across the plasma membrane and the generation of 
the resting membrane potential is defi ned by taking into account 
the ion valence (Zion) and ECF ([ion]out) and (intracellular fl uid) 
ICF ([ion]in) concentrations as described in the Nernst equation:
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where R is the gas constant, F is the Faraday constant, and T is 
the absolute temperature. At 37°C, the equation can be simpli-
fi ed to Eion = 61.5 log10([ion]out/[ion]in). For Cl−, with intra- and 
extracellular Cl− concentrations of 9.0 and 125.0 mM, 
ECl− = −70 mV, a value identical to the one measured experimen-
tally. In neurons, calculated EK

+ (−90 mV) diff ers from measured 
EK
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(+60 mV) and measured E+
Na suggests that other ions may play a 

role in the equilibrium potential in those cells. Th ese diff erences 
from the optimal membrane potentials of each of these ions are 
actively maintained through the action of the Na+/K+ ATPases 
pumping three Na+ out and two K+ per ATP molecule.

Th e K+ effl  ux is counterbalanced by the electrical gradient of 
more negative charges (the bulk of which are proteins) inside the 
cell. Th e constant activities of the Na+/K+ ATPases pumping K+ 
inside and removing Na+ prevent these ions from reaching the 
equilibrium associated with their respective electrochemical 
gradients.

3.10 ATPases

ATPases are evolutionary conserved proteins with three major 
types: P, V, and F. Th e P type involves a phosphorylated interme-
diate and includes Na+/K+ ATPases and Ca2+ ATPases. Mostly 
present on cell organelles (storage granules and lysosomes), the V 
type accumulates H+ in vesicle lumen. Most cell membranes also 
contain Na+/H+ exchangers to prevent the acidifi cation of the 
cytosol becoming active when the pH of the cytosol decreases, 
with Na+ moving following its electrochemical gradient in 
exchange with the movement of H+ out of the cell.

In contrast to P and V ATPases, which consume ATP, the F type 
represented by ATP synthase of the inner mitochondrial mem-
brane is a major source of ATP. ATP production depends on the 
oxygen conditions. In anaerobic conditions, one glucose molecule 
produces two pyruvate molecules transformed in lactate, yielding 
a net energy of two ATPs. In aerobic conditions, pyruvate mole-
cules enter the citric acid cycle in the mitochondria and through 
oxidative phosphorylation yield up to 30–32 ATP molecules.

3.10.1 Role of ATPases

In excitable cells, following an action potential in which Na+ and 
K+ ions move in and out of the cell respectively, the cell repolar-
izes with an effl  ux of K+ ions. K+ channels are slow to close and 
the K+ effl  ux generates a hyperpolarization of the cell membrane.
Th e equilibrium is re-established by the activity of the sodium/
potassium ATPase pump moving three Na+ ions out and allow-
ing two K+ ions in through active transport through a conforma-
tional change.

Th e effl  ux of Na+ provides the driving force for multiple facili-
tated transport mechanisms, including glucose, amino acid mem-
brane transport, and creates an osmotic gradient that promotes 
the absorption of water. In the enterocytes of the GI tract, on the 
baso-lateral surface of the cell, Na+ is pumped out of the cell 
through the activity of Na+−K+ ATPase pumps creating a gradient 
that favors the infl ux of Na+ from the apical side of the cell.

3.10.2 Regulation of Na+/K+ ATPase Activity

Th e activity of the ATPase pump is endogenously down- regulated 
through increases in cyclic adenosine monophosphate (cAMP)
associated with G protein coupled receptor activations and up-

regulated through decreases in cAMP by ligands leading to G 
protein coupled receptor inhibition. Th yroid hormones, insulin, 
and aldosterone increase the expression of Na+/K+ ATPase 
pumps and therefore the activity. In contrast, in the kidney, dop-
amine induces the phosphorylation of the Na+/K+ ATPase pump, 
inhibiting its activity.

3.11 Cell Membrane and pH Regulation

Mechanisms in cells allow the regulation of H+ intracytoplasmic 
concentrations including through the activity of the Na+/H+ 
ATPase, which prevents H+ increases into the cytosol by pump-
ing H+ in specifi c cell compartments. Intracellular H+ concen-
tration is infl uenced by ECF and plasma H+ concentration.

In the plasma, the H+ concentration is very low compared to 
other ions (~0.0004 mEq/L) and is expressed as the negative log 
of the H+ concentration (or pH). Th e plasma pH ranges from 7.38 
to 7.42, with extreme acidosis at 7.0 and extreme alkalosis at 7.7. 
Th roughout the body, pH values are very variable with, for 
example, gastric HCl (0.8), urine (as low as 4.5), and pancreatic 
juice (8.0). Because pH homeostasis is essential to organism sur-
vival through enzymatic and membrane and capillary exchanges, 
the pH is tightly monitored through central and peripheral sen-
sors and regulated by buff ers, the lung, and kidney activities. 
Like other chemicals, the organism has sensing mechanisms 
with properties comparable to those observed in smell and taste 
senses, including pH sensors, and a constant feedback regulation 
and monitoring of the ECF and plasma pH.

3.11.1 pH Sensors

Chemoreceptors sensing H+ concentrations in the plasma and 
cerebrospinal fl uid, respectively, are located peripherally in the 
aortic arch (aortic bodies) and at the bifurcation of the internal 
and external carotid in the neck (carotid bodies) and centrally in 
the brain medulla. Th e blood–brain barrier is poorly permeable 
to H+ but allows CO2 diff usion. Th e addition of CO2 displaces the 
equilibrium bicarbonate hydrogen toward the formation of more 
H+, increasing the pH of the cerebrospinal fl uid (CSF):

 
+ −+ <=> <=> +2 2 2 3 3CO H O H CO H HCO .  (3.10)

Th is decrease in pH is sensed by chemoreceptors that stimulate 
lung ventilation to bring H+ and CO2 concentrations within 
range.

3.11.2 pH Regulation

In mammalians, pH regulation is achieved through (1) buff ers 
and the activities of (2) the lung and to a lesser extent (3) the 
kidneys. Buff ers are molecules that combine with H+, neutraliz-
ing its eff ects. Th e presence of buff ers moderates greatly the 
addition of H+ to a solution. Buff ers such as H2PO4

2− and HCO3
− 

are present in cells and ECF, respectively. Also, an increase in 
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plasma CO2 is associated with an increase in H+ in the CSF 
sensed in the medulla, leading to a rapid increase in lung ventila-
tion to remove CO2 and maintain ECF pH. If despite buff er 
eff ects and ventilation modulations, pH acidifi cation or alkali-
nation persist, the kidney can secrete or absorb H+ ion and 
HCO3

− ion. Following conversion of CO2 into HCO3
− by carbonic 

anhydrase in proximal tubule cells, HCO3
− is reabsorbed and H+ 

is secreted. Alternatively, H+ is secreted as ammonium ion NH4+. 
In the distal nephron, intercalated cells or either type A or B 
functioning during acidosis or alkalosis excrete H+ or HCO3

− and 
K+, respectively (see Equation 3.10).

3.11.3 Gas Exchanges and pH Regulation

Cells of the organism receive signaling molecules, nutrients, and 
O2 through the cardiovascular system and the ECF. As described 
above, removal of CO2 produced by cellular metabolism is criti-
cal to the maintenance of a pH compatible with normal cell 
function. CO2 is carried in the blood as (about 70%) bicarbonate 
ions HCO3

− (see Equation 3.10) by a carbonic anhydrase in the 
red blood cells (RBCs), 7% is dissolved in the plasma, and 23% is 
bound to hemoglobin at a site other than O2. Th e binding to CO2, 
however, decreases hemoglobin O2 binding, in eff ect allowing 
more O2 release in a region with high CO2 concentrations. Th is 
eff ect (Bohr eff ect) is observed when increases in the partial 
pressure of CO2 or lower pH values result in the off -loading of 
oxygen from hemoglobin.

3.12 Summary

In multicellular organisms, cell interactions depending on cell 
junctions and adhesions to the ECM modulate individual cell 
function and epithelium membrane permeability. In addition to 

diff usion, molecules are transported through protein carriers 
with or without energy requirements. Th e chemical and electri-
cal inbalance between compartments separated by the lipid 
bilayer cell membrane is actively maintained by ATPases. Th ese 
electrical and chemical disequilibria generate electrochemical 
gradients and the membrane potential critical in cell functions.
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4.1 Introduction

Every living organism is built with a network of billions of cells, 
which communicate among each other and with the surround-
ings by the controlled exchange of chemical and electrical signals. 
Th ese signals are molecules and ions that carry information used 
by the cells to perform certain tasks, such as the activation of 
enzymes or genes, cellular proliferation, and death. A major role 
in this exchange is played by the cell membrane and more specifi -
cally by structures called ion channels and gap junctions. Th e pur-
pose of this paragraph is to introduce ion transport in cells from 
the point of view of thermodynamics. We will start with the basic 
terms and laws that are the building blocks of thermodynamics. 
Attention will be given to excitable cells, that is, cells that respond 
to electrical signals, especially heart muscle cells.

4.2 Energy

Energy is needed to sustain life in all its forms. Th e most power-
ful natural source of energy for the Earth is the Sun. Th e amount 
of energy that reaches the Earth is 1366 W/m2, which includes 
light of all wavelengths irradiated by the Sun.1 Th is energy is 
used in every aspect of life to sustain it. For example, visible light 
is essential in photosynthesis in plants, activation of photosensi-
tive cells in the eye, regulation of the circadian cycle by the 
hypothalamus, etc. Energy is also used for electrical signal con-
duction and neurotransmitter release in nerve cells: importing/
exporting and processing ions and molecules in cells. Energy is 
stored in cells (potential energy) in the form of bonds between 
the phosphate groups in the adenosine triphosphate (ATP) mol-
ecule. If one of these bonds is broken, energy is released and then 
used for diff erent endergonic (energy gaining) reactions in the 
cell. But what is energy? So far there is no clear defi nition. Energy 
is most commonly defi ned as the ability of an object to do work. 

It can be either supplied or taken away from the system in order 
for the processes (changes) to occur. Th e energy transfer to or 
from the system is called work.

Th e sum of the kinetic, potential, chemical, nuclear, and so on 
 energies of particles in a system is called the internal energy (U) 
of a system. For simplicity, we will consider the internal energy 
to only consist of the potential energy of molecular bonds and 
the kinetic energy of the microscopic motion of atoms. It is also 
described as the energy that is required for the system to be 
 created assuming constant temperature and volume.

Th e laws that govern energy transfer, or the conversion of energy 
from one form to another, are described by thermodynamics.

4.3 Laws of Thermodynamics

4.3.1 The First Law of Thermodynamics

Th e fi rst law of thermodynamics states that the change in the 
internal energy of a system is the net result of the heat (Q) added 
to the system and the work (W) done by the system on the sur-
roundings, as given by Equation 4.1:

 ΔU = ΔQ − ΔW. (4.1)

Th e work done can be mechanical (WM),

 WM = PΔV + VΔP, (4.2)

and/or electrical (We),

 We = −nFΔE, (4.3)

where n is the number of transferred charges, F is the Faraday 
constant equal to 96,485 C/mol, and ΔE is the maximum 
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 potential diff erence due to the motion of charges. In other words, 
this is a statement of conservation of energy.

4.3.1.1 Enthalpy

Th e sum of the internal energy U and the work done by the react-
ing molecules to push the surroundings away, that is, to increase 
the volume of the system at constant pressure, is called enthalpy 
(H), expressed by

 ΔH = ΔU + PΔV. (4.4)

Th e change of enthalpy also gives the heat of reactions in chem-
istry. It is also calculated as the sum of the energies required to 
break old bonds minus the energies released from the formation 
of new bonds. Th e change in enthalpy is negative (ΔH < 0) if the 
reaction is exothermic and positive (ΔH > 0) if the reaction is 
endothermic. In the case of constant pressure, the change in 
enthalpy is simply equal to the heat added to the system (Q).

4.3.1.2 Entropy

Entropy (S) is most commonly described as a measure of the order 
in a system. Ordered systems have low entropy because the prob-
ability that a system is in an ordered state is low. When heat is 
added to the system it causes particles to move faster, and if the 
temperature is high enough bonds will be broken and the new 
state will be less ordered than before. Consider, for example, melt-
ing ice. Th e amount by which entropy has increased is given by

 ΔS =   ΔQ ___ T  . (4.5)

4.3.2 The Second Law of Thermodynamics

Th e second law of thermodynamics states that if a system is iso-
lated (no energy is added to it), its entropy will only increase 
with time. Consider a plant that has been cut and left  without 
water in a closed container. Th e plant will eventually decay, that 
is, its entropy has increased. Life requires input of energy to sus-
tain order. Such processes are called endergonic. Th e energy of 
the fi nal state is higher than the energy of the initial state.

4.3.2.1 Gibbs Free Energy

Gibbs free energy (G) is the energy that determines whether a 
reaction will be spontaneous or not. It is defi ned as the change in 
enthalpy minus the temperature times the entropy, shown in 
Equation 4.6:

 ΔG = ΔH − TΔS = ΔU + PΔV − TΔS. (4.6)

Th e free energy for unfavorable (not spontaneous) reactions is 
positive (G > 0). Reactions will be spontaneous if the free energy 
is negative (G < 0). Th ese reactions are classifi ed as endergonic 
and exergonic, respectively.

During redox reactions, the Gibbs free energy is equal to the 
maximum electric work:

 Δ Go = −nFΔEo, (4.7)

where the superscript “o” indicates standard conditions (25°C 
temperature and 1 atm pressure) and ΔE is the electric potential. 
It can be shown that at any temperature, Equation 4.8 represents 
the energy balance:

 ΔG = ΔG° + RT ln Qr , (4.8)

where R is the gas constant (R = 8.314 J mol−1 K−1) and Qr is the 
reaction quotient.

As a result of the diff erence in ionic concentrations in the 
intra- versus extracellular space in biological cells, a potential 
diff erence is generated that can be calculated by combining the 
previous two equations in the following way:

 −nFΔE = −nFΔE° + RT ln Qr . (4.9)

Th e result is called the Nernst equation, which is also referred to 
as the Nernst potential:

 ΔE = ΔE° −   RT ___ nF   ln Qr . (4.10)

Th erefore, Equation 4.10 gives the potential diff erence gener-
ated in a galvanic cell as a function of the ion concentrations in 
both compartments. Th is is called the resting potential during 
equilibrium. In this equation, Qr represents the ratio of the 
extracellular to intracellular concentrations. Th is equation only 
represents a simple case in which the membrane is only perme-
able to one type of ion (e.g., only K+ ions).2 A more realistic 
expression for Qr will be given later.

Cells are surrounded by membranes, which control the fl ow 
of ions in and out of the cell by the use of voltage gated ion chan-
nels and gap junctions.

4.4 Ion Channels and Gap Junctions

It has been found that there are passages, called gap junctions, 
connecting cardiac cells that are insulated from extracellular 
space and are wide (with a diameter of about 16 Å).3 Th ese chan-
nels have a very low resistance and are considered to have fi xed 
anions that will select incoming ions based on their electronega-
tivity and size. Th e other type of structure that is responsible for 
the fl ow of charges in the cell is called ion channels. Th e channels 
are gates that can transmit certain ions or molecules when acti-
vated by changes in the potential diff erence across the membrane 
or activated by extracellular or intracellular transport molecules 
(also called ligands) that attach to it.

Th e membrane potential depends directly on the concentra-
tions of the ions on both sides. For example, let us assume that 
only K+, Na+, and Cl− are allowed to fl ow through the membrane.

Th e expression for the membrane resting potential can be 
derived from the Nernst equation (Equation 1.10).4 Th e resultant 
equation is also called the Goldman voltage equation, given by2

 
Na out K out Cl in

m
Na in K in Cl out

[Na ] [K ] [Cl ]
ln .

[Na ] [K ] [Cl ]
P P PRTV

F P P P

+ + −

+ + −

+ +
=

+ +  
(4.11)



Cellular Thermodynamics 4-3

In this equation P[Na+] is the permeability constant for the Na+ 
ion. A typical value for the resting potential is −90 mV.5 It is nega-
tive because cells are more negative relative to the surrounding 
medium. Cells that are excitable have the ability to rapidly reverse 
the potential, causing it to be slightly positive. Th e potential that 
is generated in this process is known as the action potential.

4.5 Action Potential

Th e resting state of a membrane is the one in which the inside is 
more negative than the outside. As mentioned in the above sec-
tion, a typical value is about −90 mV. Excitation from other parts 
of the membrane can trigger the opening of the sodium ion 
channels, which will cause Na+ ions to fl ow into the cell. As a 
result the membrane potential will become more positive. Th is 
process is called depolarization. Once the potential reaches a 
certain threshold value (Figure 4.1), more sodium channels start 
opening very fast. Th is corresponds to the part of the potential 
curve on the picture where the rise of the potential is very steep. 
Th e total change in the potential is around 100 mV. When the 
potential reaches its maximum value, a number of Na+ channels 
will begin to close and K+ channels will open. Th e potential starts 
falling back toward its original value—repolarization. It will fall 
slightly below the resting value (hyperpolarization) but it will 
recover. Th is is, in short, a description of the action potential in 
a neuron. It is very similar to the one in a heart muscle cell, 
except that the action potential of a ventricular myocyte lasts 
longer and has a “plateau” area in which the potential stabilizes 
for a short period of time. Th is is due to the balance between the 
Ca2+ current fl owing into the cell and the K+ current fl owing out 
(Figure 4.3).

4.6 Models of Ionic Current

Aft er performing their famous experiments on a giant nerve 
fi ber, A. L. Hodgkin and A. F. Huxley modeled their results com-
paring the cell membrane as a simple circuit in which there are 
three conductive elements (ion channels) connected in parallel 
(Figure 4.2).6 Sodium, potassium, and “leakage” currents fl ow 
through each one of these. Th e conductance of each channel var-
ies with time, as observed during the experiments, but the poten-
tial diff erence (ENa, EK, and EL) for each one stays the same. Th e 
ionic currents are expressed in terms of the sodium, potassium, 
and leakage conductances, as shown by Equation 4.12:

 

Na Na Na

K K K

L l L

( ),

( ),

( ),

I g V V

I g V V

I g V V

= −

= −

= −  

(4.12)

where VNa, VK, and VL are the diff erences between the resting 
potential and the equilibrium potential for each ion. V is the dif-
ference between the measured value of the potential and the 
absolute value of the resting potential. As previously mentioned, 

the conductances are functions of both time and voltage. Th e 
conductance of the potassium ions was modeled by Hodgkin and 
Huxley, as represented by Equations 4.13 and 4.14:
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n n n
t
= α − −β
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where g–K is a constant that is equal to the maximum value of gK 
and has units of conductance/cm2 and n is a dimensionless vari-
able that can only take values from 0 to 1. Th e latter has been 
described as the “portion of particles in a certain position (e.g., 
at the inside of the membrane) and 1 − n represents the portion 
that is somewhere else.”6 Th is parameter has also been described 
in the literature as the activation parameter representing the ion 
channels. It represents the probability of the channels being 
open if there are a large number of channels.2 Th e coeffi  cients αn 
and βn are the rates of ion transfer in both directions: from out-
side and from inside, respectively. Th ey vary with voltage but not 
with time and have units of [time]−1. Th e functions αn and βn 
were obtained by fi tting the experimental data for n, as shown in 
Equations 4.15 and 4.16:
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(4.16)

Th e sodium (Na) conductance is modeled in a similar way, 
 Equations 4.17 through 4.19:
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where m represents the proportion of activating molecules inside 
the cell, h is the proportion of inactivating molecules on the out-
side, αm and βm are the transfer rates for the activating molecules 
inside the cell, and αh and βh are the same rates for the inactivat-
ing molecules. Th e equations that best fi t the data are expressed 
by Equations 4.20 through 4.236:
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Th erefore, the total ionic current can be expressed as the sum of 
all the ionic currents shown by Equation 4.24:
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Other models of the action potential include the same type of 
diff erential equations but introduced diff erent formulations of 
the ionic current. Th e action potential of heart tissue is more 
complex than that for nerve fi bers. Th at requires the equations 
and parameters to be adjusted in order to refl ect those diff er-
ences. For example, G. Beeler and H. Reuter modeled the action 
potential for mammalian ventricular cardiac muscles by repre-
senting the potassium current as composed of both time-inde-
pendent outward potassium current, IK1, and a time- and 
voltage-dependent component, IKx. Th e fi rst is also called the 
“outward rectifi cation” current, and the latter is the inward rec-
tifi cation current.7 In other words,

 K1 K Na Ca S.xI I I I I I= + + + −  
(4.25)

Here IS is the slow current fl owing into the cell that is mainly 
carried by calcium ions.

Other, more recent models include even more detailed 
descriptions of the current. When describing action potentials 
and pacemaker activity, DiFrancesco and Noble suggested that 
in addition to the currents mentioned above, the total current 
includes the hyperpolarizing-activated current If, the transient 
outward current Ito, the background sodium and calcium cur-
rents Ib,Na and Ib,Ca, the Na–K exchange pump current Ip, the 
Na–Ca exchange current INaCa, and the second inward current Isi 
given by Equation 4.268:

 

tot f K K1 to b,Na b,Ca p

NaCa Na Ca,f Ca,s pulse.

I I I I I I I I
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= + + + + + +

+ + + + +  (4.26)

As more experimental data on the ionic currents became avail-
able, the mathematical models became more sophisticated in 
order to achieve higher accuracy in describing human atrial cur-
rents. Courtemanche et al.9 described the membrane currents 
using the formulations of Luo and Rudy,10 but adjusting the val-
ues for the parameters to fi t the action potential for human atrial 
cells. Th eir model describes well the variations in Ca2+, Na+, and 
K+ ion concentrations inside the cell by also including pumps and 
exchangers. Th e extracellular concentrations of ions are consid-
ered fi xed. Th e total current according to their model is given by

 

tot Na K1 to Kur kr ks Ca,L p,Ca

NaK NaCa b,Na b,Ca .

I I I I I I I I I

I I I I

= + + + + + + +

+ + + +  
(4.27)
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In this equation IKur is the ultrarapid delayed rectifi er K+  current, 
Ikr is the rapid delayed rectifi er K+ current, and IKs is the slow 
delayed rectifi er K+ current. Th e model handles the Ca2+ ion 
exchange by representing three calcium ion currents: ICa,L— 
L-type inward Ca2+ current, Ip,Ca—sarcoplasmic Ca2+ pump cur-
rent, Ib,Ca—background Ca2+ current, and INaCa—Na+/Ca2+ 
exchange current. Some of the current descriptions are given 
below.

As in the Luo–Rudy model the expression for the sodium cur-
rent has an additional parameter, j, called the slow inactivation 
parameter, as shown in Equation 4.28:

 
3

Na Na Na( ).I g m hj V V= −  (4.28)

Th e maximum sodium conductance was temperature adjusted 
(gNa = 7.8 nS/pF) to refl ect experimental data and also to pro-
duce the correct amplitude for the action potential. Th e expres-
sion for the IK1 current that best represents current and resistance 
measurements is given in Equation 4.29 (assuming no tempera-
ture dependence):
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Here, the value for gK1 was set to be 0.09 nS/pF. Th e transient 
outward and ultrarapid are represented in a similar way. Th e 
gates oa and ua are the activation gates for Ito and IKur, respec-
tively, and oi and ui are their inactivation gates, expressed by 
Equation 4.30:
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Th e descriptions of the rest of the currents are given in great 
detail by the author.9 Th e fl ow of ions across the cell membrane 
is governed by the Nernst–Planck diff usion equation (Equation 
4.31), in which the fl ux of ions JK (current/area) is calculated as a 
function of the concentration of the species of interest CK and 
the diff usion constant DK

11:
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(4.31)

where V is the potential due to the electric charge distribution 
and αK = RT/FZK with ZK the valence of the ionic species, R 
the gas constant, F the Faraday constant, and T the absolute 
temperature.

Th e diff usion equation can be solved numerically by imple-
menting the Crank–Nicholson scheme expressed by Equation 
4.3212:

2 2 2
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(4.32)

where ra is the resistance of the intracellular medium, Cm is the 
capacitance of the cell membrane, Istim is the stimulation current, 
and INa, ICa, and IK are the sodium, calcium, and potassium cur-
rents, respectively. Let Vm

n represent the voltage of the mth spatial 
element on the grid at the nth iteration (point in time). Th e sec-
ond partial derivatives can be rewritten as
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where hx is the spatial interval along the x-axis. Another approx-
imation has been made for the current as follows:
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Aft er rearranging some terms the diff usion can be factorized, 
which will help simplify the solution, as shown by Equation 
4.35.
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where
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In these relations i = x, y, or z and hi is the spatial interval along 
the x-, y-, or z-axis.

A representative solution to Equations 4.35 through 4.38 for 
select parameters are presented in Figure 4.4.
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5.1 Introduction

Th e generation of the action potential is described in detail in 
Chapter 3. Th e depolarization potential has specifi c values for 
specifi c cell types and is always positive: +30 to +60 mV. Th e ris-
ing potential diff erence initially causes an avalanche eff ect due 
to the infl uence of the increasing potential on the sodium infl ux, 
which is self-maintaining. Th is process continues until the limit 
has been reached, aft er which the cell will actively repolarize the 
membrane potential locally. Meanwhile this depolarization has 
initiated the same depolarization process in the neighboring 
section of the cell, causing the depolarization front to migrate 
along the cell membrane until its physical end. In principle, the 
polarization front will obey the telegraph equation since the 
entire length of the membrane is supposed to follow the repeti-
tive pattern outlined in Section 3.5.

Certain cells that have a diff erent mechanism of propagation 
of the depolarization wave can be recognized. For instance, the 
action potential propagates along the length of the axon and 
dendrites of a myelinated nerve cell diff erently compared to the 
unmyelinated nerve cell.

Neurons are cells that specialize in the transfer of information 
within the nervous system. Neurons are excitable structures that 
are capable of conducting impulses across long distances in the 
body. Th ey communicate with other cells by secretion of chemi-
cals (neurotransmitter) to induce an action potential in the 
neighboring cell structure (e.g., the brain). When depolarization 
passes down a nerve fi ber, there is exchange of ions across the 

membrane, resulting in changes in membrane potential at each 
point of the axon. Th e conduction process of an action potential 
can be compared to the movement of people in a stadium during 
a “wave.” Th e motion of one person is induced by its direct neigh-
bor; however, no physical longitudinal transportation of mass 
takes place. Th e process of “the wave” is illustrated in Figure 5.1. 
Th is is physically diff erent from signal transmission in an elec-
trical cord, where ions are passed through the cord and not 
exchanged with the environment outside it.

5.2 Components of the Neuron

Th e general structure of the nerve cell is outlined in Figure 5.2. 
Th e description of the nerve is as follows: cell body (peri-
karyon = a round nucleus); single cell with receiving and 
transmitting lines: dendrites and axons, respectively. Th e cell 
body creates the transmitter molecules (neurotransmitter) for 
communication with neighboring cells at the synapse at the 
distal end of the axon. Th e dendrites are specialized features 
that receive information from other neurons (conduct the 
receptor signal to the cell body), and the axon is the cell 
extremity that has voltage gated channels to facilitate the cre-
ation and propagation of an action potential. Axons can be 
unmyelinated or myelinated. Myelin insulates the nerve cell, 
creating a leap-frog transmission instead of a cascading depo-
larization (Figure 5.3). Myelinated nerves have a signifi cantly 
increased speed of conduction of action potentials compared 
to unmyelinated axons.
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5.3  Operation of a Nerve Cell

Stimulation of the nerve membrane can open ion channels in the 
membrane. Th en Na+ ions fl owing in will depolarize the mem-
brane (movement from −70 mV to say −60 mV) and K+ ions 
fl owing out of the membrane will hyperpolarize the membrane 

(−70 mV to say −90 mV). Th e spike at one point on an axon 
causes the adjacent neural membrane to change its permeability 
so that just beside the area where the spike just took place sodium 
rushes in and potassium rushes out, resulting in a spike there. 
Th is process repeats itself many times, resulting in the propaga-
tion of the action potential down the neuron. Since this moving 
spike is electrochemical rather than strictly electrical, it moves 
considerably more slowly than electricity in a wire. At body tem-
perature, the depolarization and subsequent repolarization pro-
cedure lasts ~0.5 ms at one single point on the membrane.

5.3.1  Unmyelinated Nerve

Th e transmission of impulses in an unmyelinated membrane 
propagates as “the wave”; the lag time between the neighboring 
rise and fall (for the membrane: the transmembrane potential; in 
the audience: the standing and sitting response) is the refractory 
period. Th e refractory period is a function of the initiation of the 
chemical transfer, which is a voltage gated Na/K pump activa-
tion. Th e chemical migration of the Na and K ions is an active 
process and hence relatively slow. Th e propagation of the action 
potential is shown in Figure 5.4. Th e accompanying membrane 
potential gradient resulting from the action potential illustrated 
in Figure 4.1 is illustrated in Figure 5.5. Th e expression of the 
membrane potential at the surface of the body is described later 
on in this chapter.

FIGURE 5.1  “Th e wave” performed by employees of Th e Spectranetics Corporation and students from UCCS in Colorado Springs, CO. No mass is 
moving; however, energy is transported from right to left  in this picture as neighbors move upwards based on the incentive of the person to the left  of 
each individual (for the viewer: right) as the wave moves to the left  on the page. Th is process is very similar to the migration of turning dipoles on the 
cell membrane. Th e fi gure illustrates a monophasic transfer of potential energy from left  to right, which will be described later in this chapter.

FIGURE 5.2  Schematic description of the construction of a nerve cell.

FIGURE 5.3  Electron microscope image of a cross section of a myeli-
nated nerve cell with Schwann cells wrapped around the axon. 
(Reprinted from CRC-Press: Biomedical Signal and Image Processing, 
Taylor and Francis Press, 2006. With permission.)

FIGURE 5.4  Schematic description of depolarization propagation in 
an unmyelinated axon.
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5.3.2  Myelinated Nerve

Certain specialized nerve cells have formed an alliance with a 
separate cell to create a unique conduction system. In this situa-
tion the axon is wrapped in a fatty, white myelin sheath at regu-
lar intervals along the length of the axon. Th e myelin is formed 
by a specifi c cell type called glial cells. Oligodendrocytes pro-
duce myelin sheaths that insulate certain vertebrate axons in the 
central nervous system (Figure 5.3). Schwann cells have a similar 
function in the periphery. Myelin is formed over time and is not 
fully developed at birth.

5.3.2.1  Transmission of an Action Potential

Electricity in a perfectly conducting wire moves at the speed of 
light, that is, 2.99792458 × 108 m/s. Neural impulses move at 
only 1–100 m/s. Impulses travel faster in wide-diameter neurons 
than in thin neurons, and faster in myelinated neurons (where 
the impulse skips electrically across the myelin sheath, from one 
node to another) than in unmyelinated neurons. If you prick 
your fi nger with a needle, you will probably feel the pressure 
before the pain, partly because the pressure signal travels on 

neurons that are thicker and more oft en myelinated compared to 
the neurons that carry pain information. Th e membrane under-
neath the Schwann cell conducts relatively minimally, but if the 
membrane were a complete insulator, depolarization would not 
be possible. Due to the low conductivity the myelinated portion 
of the membrane acts as a capacitor, which will allow a current 
to fl ow across the single plane of the capacitor. Th e basic action 
potential propagation and electronic equivalent of the myeli-
nated nerve cell are shown in Figure 5.6.

5.3.3   Stimulus Conduction in the 
Unmyelinated Axon: Cable Equation

All wave propagation phenomena obey the telegraph equation or 
wave equation. Th e telegraph equation is the wave equation 
applied to an electrical system as presented in Equation 5.1:
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(5.1)

where v is the speed of propagation of the electrical impulse 
(membrane potential: εm) along the length of the cell membrane 
over a distance x, all with respect to time t.

Equation 5.1 has solutions of the form
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where C1 is a constant and k is the wave number defi ned as

 
2 .k =
λ
π

 (5.3)

Keep in mind that this is the solution for a continuous wave, 
whereas the action potential is a single pulse and as such needs 
to be solved for a frequency range under the Fourier principle. 

FIGURE 5.5  Electrical potential gradient in a nerve cell surrounding 
the depolarization region of the unmyelinated axon.
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gram representing the electrical conductance mechanism.
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A repetitive representative irregular pulse, such as the heartbeat, 
can be solved by using the fi rst eight harmonics of the base fre-
quency (i.e., ~1 Hz, at 60 beats per minute). Th e action potential 
is a single pulse only and will theoretically require an infi nite 
number of Fourier components to be solved exactly.

Independent of the presence of a stimulus, the cell will return 
to its equilibrium state aft er reaching the depolarization maxi-
mum. Th is process is referred to as repolarization.

Aft er the repolarization process, the cell has a short period in 
which nothing happens: the absolute refractory period, which 
lasts for ~1 ms. Th e cell membrane will not respond to any stim-
ulus during this absolute refractory period. Aft er this absolute 
refractory period follows a relative refractory period, which will 
allow a stimulus to initiate a depolarization, however at a higher 
threshold, that is, the rheobase has been raised during the rela-
tive refractory period.

Nerve cells form an exception due to their special construc-
tion. In nerve cells there are myelinated and unmyelinated nerve 
cells. Th e myelinated nerve cells have Schwann cells wrapped 
around the nerve axon at regular intervals and the impulse 
jumps from the open nerve section to the open nerve section 
(nodes of Ranvier), thus circumventing the entire membrane 
conduction process and providing a lossless transmitter at very 
high conduction rates. Th e larger the diameter of the nerve cell, 
the greater the depolarization wave conduction. In addition, the 
greater the conduction rate, the smaller the depolarization 
threshold and vice versa.

5.3.4  Analog versus Digital Stimulus 
Information

Th e occurrence of an action potential alone has no meaning 
other than that it was present at one time, and it carries no 
information since it is an all-or-nothing event. Th is brings the 
biological signals processing in the digital territory. Th e action 
potential is only a yes or no event; however, the intensity of the 
stimulus is represented by the frequency and duration of the 
train of action potentials.

5.3.5  Conduction in the Myelinated Axon: 
Modifi ed Cable Equation

In order to model the wave propagation in a myelinated axon, 
the passive cable equations need to be applied to the tumbling 
dipoles on the membrane in combination with true current 
under the Schwann cells used. Th ese equations take into account 
the all-or-nothing events in the hop-skip-and-jump between the 
nodes of Ranvier (Figure 5.6).

In myelinated fi bers, the action potential skips from node to 
node through saltatory conduction. In the myelinated axon the 
transmission of the action potential takes place by a current 
fl owing between adjacent nodes of Ranvier, causing the exposed 
membrane to depolarize to an action potential exceeding the 
action potential required for initiating the Na–K pump process 
in the adjacent section on the membrane as in unmyelinated 

electrical propagation. Th e current fl ow between the nodes of 
Ranvier takes place at the speed of light, and hence signal trans-
mission in the myelinated axon is much faster than in the unmy-
elinated axon. Due to the limited biological energy driving the 
current, the high intercellular resistance, and the small electrical 
potential, the current conduction needs to be reinitiated at dis-
crete intervals, in contrast to the continuous current fl owing 
through an electrical cable in electronic circuits. Th e propaga-
tion of the myelinated axon action potential depends on the fol-
lowing conditions: excitability of the membrane (which is a 
function of the condition of the membrane) and conductive 
properties of the intercellular liquid—cable properties. Th e den-
sity and mobility of the ion population in the intercellular fl uid 
are the main contributing factors to current conduction. Th e 
threshold potential in myelinated nerves also acts as a fi lter to 
eliminate “false positives,” and only strong signals will pass 
through.

Th e current propagation for conduction between the nodes of 
Ranvier can be derived using the current balance or the principle 
of conservation of charge.

5.3.5.1 Current Balance

Th e membrane current balance is given as follows:
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Th e internal resistance (Ri) through compartments separated by 
the myelin sheath is defi ned by the intrinsic resistance (ri), the 
cross-sectional area defi ned by the radius of the axon (r1), and 
the distance between the nodes of Ranvier (�) as follows:
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Th e capacitance across the axon membrane (Cm) is the localized 
capacity of the ion exchange (Cm) times the surface area of the 
axon shell enclosed by the myelin sheath (2πr1�). Th e transmem-
brane capacitance is given by
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We also defi ne the length over which there is no ion exchange 
and hence no action potential (the length of the axon covered by 
the Schwann cell) as the electrotonic length (λl):
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For the depolarization process, the time constant (τl) is defi ned 
as generally used in electronic circuits:

 τl = rm cm. (5.8)

For a large electrotonic length (i.e., the Schwann cell-covered 
section of the myelinated axon) the depolarization potential 
needs to be larger than for a short electrotonic length (unmyeli-
nated axon). Th is phenomenon becomes important when con-
sidering multiple sclerosis, which destroys the myelin.

5.3.6 Discrete Cable Equations

In order to illustrate the complexity of the segmented depolariza-
tion condition, the wave equation for the myelinated axon is 
derived briefl y without providing the full solution to the wave pat-
tern. Th e full solution requires advanced mathematical derivation, 
which falls outside the scope of this book. Additional information 
on this topic can be found in the article by Joshua Goldwyn.

Th e wave equation can be shown to obey the following descrip-
tion (Equation 5.9):
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where VS depicts the potential diff erence between two adjacent 
nodes of Ranvier.

In order to model the myelinated axon, the variable x can no 
longer be treated as a continuous variable. By treating it as dis-
cretized at nodal points, it is possible to model the myelinated 
wave propagation in the axon. Each segment is now a step func-
tion, comparable to a histogram. Th e diff erentiation can hence 
be replaced by multiplication with a constant factor G. 
Substitution with discrete segments provides one equation for 
each node, as presented in Equation 5.10:
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Active axons arise from the dynamics in the nodes of Ranvier due 
to active ion channels in the membrane. Th is results in a rewrite for 
the active wave equation, as expressed by Equation 5.11:
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Also note that the ion-pump activity is represented by including 
the variable G as a function of membrane potential.

Th e conductance across the segment between the two nodes 
also becomes a function of time and the respective membrane 
voltages.

5.3.6.1  Electronic Model of the Nerve

Th e nerve, either unmyelinated or myelinated, has an axial and 
radial component of an equivalent electronic circuit that gov-
erns the propagation of the action potential. Figure 5.6 illustrates 
the circuit diagram of a myelinated axon.

5.3.7 Optimization of “Conductivity”

It is possible to calculate the optimal conditions for maximum 
propagation speed in a myelinated nerve axon. In order to 
approximate this situation, one needs to treat each segment 
demarcated by two nodes of Ranvier as a multilayer capacitor of 
thickness Δr = r2 − r1, as shown in Figure 5.6.

Th e diff usion constant (D) for electrical migration can now be 
derived as applied to Fick’s law for ion movement:
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Using
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the optimal thickness for maximal ion diff usion can be derived by 
partial diff erentiation with respect to the ratio of the radius of the 
axon to the outer radius of the myelin wrap: γa = r/r2, taken at the 
radius of the bare axon. Th e maximum value of the diff usion coef-
fi cient will occur at an optimal ratio: r1/r2 as derived by solving
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When solving for the radius ratio, this curve peaks at
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Th is yields the optimal ratio for the radii of the inner radius of 
the myelin sheath at the outer surface of the axon to the outer 
radius of the myelin sheath as
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Substitution yields
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5.4  Electrical Data Acquisition

Th e depolarization wave fronts can be measured with the help of 
conductors that are in contact with the cell itself, even inside the 
cell, or conductors at the surface of the organ that envelops the 
source of the depolarization potentials. All biological media 
have an ample supply of ions throughout the entire organism to 
conduct the currents resulting from electrical potentials any-
where in the organism. Th e measuring device will refer all 
potentials against ground or a conveniently chosen reference 
point on the body itself.

Th e electrical activity of individual cells can manifest itself on 
the skin surface as surface potentials. Th ese surface potentials 
are in fact the culmination of all cellular depolarizations that 
occur at the exact same time everywhere in the body.

Th e interpretation of these surface potentials presents a seri-
ous challenge for various reasons:

Th e biological specimen has fi nite dimensions. Because the • 
air that surrounds the body is nonconducting, all equi-
potential lines will be perpendicular to the skin surface.
Th e shape of the surface is not a regular geometric form • 
and cannot be described by a simple geometric interpreta-
tion; several approximations will need to be made.
Th e conductivity of the various tissues is not uniform and • 
ranges from a perfect conductor (e.g., blood) to an almost 
perfect insulator (e.g., air in lungs).
Certain tissues have anisotropic conduction, for instance • 
muscle tissue conductors are better in parallel with the 
muscle strands than perpendicular to it.
Because of the mathematically unknown shape of conduc-• 
tion distribution inside the body, the reverse problem of 
fi nding the source that belongs to a measured signal dis-
tribution can be a complicated challenge.

In addition, the skin itself forms a complex electrical impedance 
(see Chapter 20) that needs to be taken into account for the acquisi-
tion of alternating signals in particular, or it needs to be reduced to 
a simpler mathematical algorithm by sample preparation.

5.5  Volumetric Conduction

In the experimental setup the cellular potential can be mea-
sured with a microelectrode, a needle electrode for instance. 
Th e relative electrical potential of the inside of the cell with 
respect to the outside can be measured as negative at fi rst and 
can be recorded to fl ip to a positive value during depolarization. 
In a clinical setting, this is usually not advisable nor technically 
feasible. In the clinical setting one usually needs to measure the 
depolarization in close proximity to the source, but still from 
the outer surface only.

In case of measurement of the cardiac potential, electrodes are 
usually placed on the arms and legs or on the chest and back. Th e 
question is now: How accurate is the information obtained in this 
way with respect to individual cellular depolarization? In order 
to compensate for volume conduction, the transfer function can 

be modeled and the inverse solution can be used to derive the 
source of the electric signal from electrode detection at the sur-
face. In order to answer this question, the concept of solid angle 
needs to be discussed fi rst because the inverse solution calculates 
back from the surface, under certain approximations of the phys-
ical geometry of the outline of the biological specimen.

5.5.1  Concept of Solid Angle

Th e solid angle from a point O toward a surface area A with cur-
vature C can be described by connecting the edges of the area A to 
the point of reference O. Th is concept is illustrated in Figure 5.7.

When a sphere is placed around the reference point O with 
radius r, this sphere will slice through the cone of lines connecting 
to the edge of area A. Th e magnitude of the surface area carved out 
by the cone has an area A′. In general, the area of a sphere is πr2. 
Th e area A′ is also proportional to r2 in this way, because it is a 
fraction of the total surface area of the sphere. Th e solid angle Ω 
that is enclosed by the cone originating in O is defi ned as

 
2 .A

r
′Ω =

 
(5.18)

Th e units of the solid angle Ω are in steradians. Th e solid angle is 
independent of the shape of the surface, because it only demar-
cates the outline in space and relief has no impact on that, and it 
does not depend on the radius to the reference point.

5.5.2   Electrical Potential of an Electrical 
Dipole Layer

Th e electrical potential of a charge dipole found in point P at great 
distance from the dipole, r >> δ, is defi ned in Equation 5.19 as
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where K is a constant.

FIGURE 5.7  Defi nition of the solid angle outlining an area in space 
with respect to a reference point O.
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Th e dipole and conditions are outlined in Figure 5.8.
Th e separation between the two charges is δ, and the dipole 

moment p is the charge times the separation as expressed by 
Equation 5.20:

 p = qδ. (5.20)

If the two point charges are replaced by two layers of charge, 
Equation 5.20 transforms into a situation with a dipole moment 
per surface area m, and the contribution of each area needs to be 
regarded individually as illustrated in Figure 5.9. Th e expression 
for the electrical dipole potential is now Equation 5.21:
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d d ,p

m A
V K Km

r  
(5.21)

with θ the angle of the normal to the charge surface with the vec-
tor from O to P. Th is uses the defi nition of solid angle, dΩ, for 
each subsection dA′ as seen by P.

Substitution of Equation 5.18 into Equation 5.21 gives, for the 
absolute value of the individual surface dipole contributions,

 |dVp| = Km dΩ. (5.22)

Th e sign of the dipole is lost because the solid angle by defi nition 
becomes positive. However, if the negative charges are closer to 
P, the contribution dVp is considered negative. Th e surface dipole 
is illustrated in Figure 5.10.

Th e contribution of the entire surface requires the integral 
over the surface giving the integral version of Equation 5.22 in 
Equation 5.23:

 surface _ area _ angle

d .pV Km Km= Ω = Ω∫
 

(5.23)

Here point P observes the entire surface with the solid angle Ω.

5.5.3  Electrical Potential Perceived by Surface 
Electrodes

Th e next step is fi nding out what the electrode P measures in the 
location on the skin surface an arbitrary distance away from the 
action potential. Th e fi rst assumption that needs to be made is 
that the medium that surrounds the site of the action potential is 
infi nitely widely spread out in all directions. Th e second assump-
tion is that the cell that produces the action potential is purely 
cylindrical, with negligible membrane thickness.

Th ese conditions are illustrated in Figure 5.11 for the situation 
where no depolarization has taken place yet.

Th e membrane is a dipole layer with dipole moment per unit 
surface area m. Th e cell is at rest at a potential of −90 mV. Point 
P sees two oppositely charged dipole layers, with equal contribu-
tions, since the solid angle and the dipole moments per surface 
area are identical. As a result, the front and back sides cancel 
each other out and no potential is registered at P. A cell in steady 
state equilibrium can thus not be detected. In case a depolariza-
tion does occur, the initial assumption is made that the action 
potential is instantaneous, and there is no gradual transfer 
of Na+ and subsequent K+ ions. Th e resulting depolarization 

P

–q +q

θ
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δ

FIGURE 5.8  Electrical dipole resulting from two opposite and equal 
charges separated by a distance δ.
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FIGURE 5.10  Diagram illustrating the surface dipole eff ect repre-
sented by dipoles at representative cross sections observed under 
respective solid angles for the proximal and distal segment of the depo-
larization wave front.
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FIGURE 5.9  Diagram of the external observation of the dipole layer 
at the depolarization cross section seen under an angle θ.
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propagation can be seen as two discontinuities, the depolariza-
tion and the repolarization front, moving along the length of the 
cylinder, as shown in Figure 5.12.

Th e depolarized section of the cell has the dipole moment per 
unit area m2, and the equilibrium section of the cell has the 
dipole moment per unit area m1. Again everywhere with one 

solid angle where there is both the front and the back side in the 
same polarized state, no electrical potential will be detected at 
the detector position, only within the narrow solid angle that 
encloses the transition ring on the tube geometry from equilib-
rium to depolarized state, will provide an electrical potential 
that can be detected. Th e electrical potential in point P is formed 
by the combined eff ect of electrical activation within a solid 
angle of view of the detector. Th e total electrical infl uence on the 
electrode is the combined eff ect of the proximal, Ωp, and distal, 
Ωd, contributions, which is formulated as

 1 2 1 2 d( ) ( ) .p pV K m m K m m= + Ω − + Ω  (5.24)

Th is can also be represented as two cross-sectional charge disks 
in the cylindrical cell within the same solid angle as shown in 
Figure 5.12. Th is view simplifi es the mathematical description of 
a propagating depolarization wave front. Th e distal section Ωd 
will produce a negative potential because a net negative charge is 
facing the electrode.

The distance separating the depolarization front and the 
repolarization front is determined from the duration of the 
action potential and the speed of propagation of the signal 
along the cell membrane. For instance, if the depolarization 
takes 1 ms and the propagation velocity is 2 m/s, the distance 
h equals 2 mm. Because the depolarization front propagates 
along the cell wall, the angle that the dipoles make with 
respect to the electrode in point P will continuously change 
in time.

Dipole migration along the cylindrical cell can be described 
in a motion algorithm. For convenience, only the depolarization 
front is discussed. In the discussion it will not make a diff erence 
if the depolarization front moves past the in situ electrode or if 
the electrode moves past the motionless front.

As the angle of the normal to the cell wall wave front with the 
electrode decreases from great distance to directly above the 
front, the solid angle initially increases and subsequently 
decreases. When the point P is directly above the depolarization 
front, the solid angle is nonexistent. Analogously, the electrical 
potential initially increases and subsequently decreases to zero. 
Aft er passing the normal position, the electrical potential turns 
negative. Th is potential pattern as a function of location (= time) 
is illustrated for the depolarization front and as a dotted line for 
the repolarization front in Figure 5.12.

In case the electrode is in a fi xed position (which would nor-
mally be the case in a clinical study), the front passes the elec-
trode as a function of time (t) where t = d/v, with d the position 
of the front on the cell membrane and v the speed of propaga-
tion. Th e zero potential point will be when the action potential 
passes directly underneath the electrode.

Th is type of potential fl uctuation is called a biphasic action 
potential. Th e combined eff ect of both depolarization and 
repolarization can be found by adding the two recordings in 
Figure 5.11 together. Th e summation of the two polarization 
fronts is shown in Figure 5.12. Th is graphical representation 
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FIGURE 5.11 Diagram of the cell membrane capacitive charge and 
the observed cancelation of inner and outer charges for the situation 
where no depolarization has taken place yet. No electrical information 
will be detected at the surface in this situation.
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FIGURE 5.12  Registration of dipole movement at the surface of the 
body during an action potential in a cylindrical cell. Depolarization 
(solid line) results in monophasic negative defl ection, followed by 
monophasic repolarization (dashed line) with positive defl ection on the 
external electrical potential. Th e passage of the depolarization dipole 
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dipole which is positive, producing a biphasic wave. Combining depo-
larization and repolarization creates a triphasic wave form (adding the 
solid and the dashed line of the electrode signal).
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has two crossovers to the opposite sign, making it a triphasic 
action potential.

5.5.4 Monophasic Action Potential

Th e monophasic action potential is observed only at the tip of a 
depolarizing cell, for instance the nerve ending leading away 
from one of the sensory extremities. Th e electrode detects the 
formation of the depolarization, but not the passage, and only 
the second part of the biphasic phenomenon is revealed. Th e 
detected signal will only show the electrical potential return-
ing negative.

At the other end terminal of the cell, the depolarization front 
is only approaching and will terminate at the junction with the 
next cell, or the synapse. In this case only the rising part of the 
biphasic phenomenon is recorded; the electrical potential will 
register a positive depolarization only.

An example is shown in Figure 8.12.
In Chapters 20 and 21, the mechanism of detecting the electri-

cal potential is described.

5.6  Summary

In this chapter, we discussed the process in which an action 
potential is transported in cells and, in particular, the modifi -
cations to the telegraph equation to accommodate the trans-
mittance of a depolarization wave front in myelinated nerves. 
Th e mechanism of detection of distant potentials through 
 volume conduction was also described. Th e chapter concluded 
by pointing out specifi c details of the construction of the 
 perceived action potential at a distal electrode resulting from 
migrating dipoles.
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6.1  Introduction

Generally the role of physics, engineering, and biological 
research are all merging in the cumulative knowledge of the 
clinical details and the expression of the symptoms to form a 
treatment plan to restore the biological features that are mal-
functioning. Additionally, the performance of baseline function 
assessment provides the platform for diagnostic testing and 
device development.

Th e medical process evolves in the eff orts associated with the 
diagnostic methodology as well as creating solutions for treat-
ment. In case the data are not suffi  cient or certain specifi c data 
related to the organ or the function of a region in the biological 
unit cannot be acquired with the necessary level of detail, this 
will initiate the process of negotiations, eventually leading to 
new device development.1

6.2  Medical Decision Making

Generally the physician has to rely on the information provided 
by the patient to decide on the potential disease and course of 
action to follow. In addition to medical literature supporting 
every clinical decision made by physicians, there is always the 
need for a diagnostic procedure to validate the treatment plan. 
Th e choice of diagnostic methods varies from tactile and visual 
examination to imaging and chemical laboratory work. Th e 
diagnostic modalities selected by the physician need to be able to 
corroborate any treatment decision.

6.2.1  Stochastics

Both in physics and medicine, probability indicates the likeli-
hood of success or the accuracy of the branches in the decision 
tree. In certain cases in physics, probability is the main issue, 
such as the Heisenberg uncertainty principle.2−4

6.2.1.1  Heisenberg Uncertainty

Th e Heisenberg uncertainty principle resides in the subsection 
of physics called quantum mechanics. Quantum mechanics 
refers to the discretization of energy and mass and forms a bridge 
between classical mechanics and relativistic physics. At a bio-
logical level, the quantum mechanics reasoning can provide an 
insight into the structure of proteins and the operation of smell.

Th e Heisenberg uncertainty is governed by the realization 
that one can never establish both the position of an object in 
motion and the momentum of this object with exact accuracy at 
the exact same moment in time. Th is is because the determina-
tion of the position reverts back to the energy of the particle and 
as such a position of a moving object is a wave phenomenon 
(wave-particle duality).2−4 Th e Heisenberg uncertainty principle 
reads as shown in Equation 6.1:

 ΔPΔx ≥   � __ 2  , (6.1)

where � is Planck’s constant (� = 6.626098 × 10−34 m2 kg/s), ΔP is 
the uncertainty in the momentum, and Δx is the undefi ned 
probability in location. As such the product of the spread in loca-
tion and the range in momentum has a minimum value.

As a matter of fact, the Heisenberg uncertainty principle 
claims that the measurement (= the observer) infl uences the 
outcome of the measurement. Th is analogy can be extended to 
the medical decision tree. Th e way the question about a patient’s 
condition is posed may aff ect the answer and as such the treat-
ment. Even the perception by the patient of the physician may 
aff ect the outcome of the examination.

Th e decision tree relies on the physician’s ability to ascertain 
the incidences of the complaint, the prevalence of an ailment, the 
risks associated with potential medical conditions, and the vari-
ability in occurrence within the patient population. Quite fre-
quently, the diversity between patients due to lifestyle, exercise 
routines, eating habits, and genetic predisposition can create a 
signifi cant amount of uncertainty. Even within one single patient 
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the left  and right legs may not be identical in pathological compo-
sition. Chemical tests (i.e., blood work) can be helpful in deter-
mining the inclusion and exclusion criteria for the use of certain 
drugs as well as probability of cause assessment. Additional tests 
may be performed with various degrees of complication in devices 
for the sensing and imaging to determine deviations from an 
accepted control parameter.

To assess the likelihood of making the correct diagnosis, a 
certain amount of probability theory may be involved.

6.2.1.2 Bayes’ Theorem

Bayes’ theorem is oft en quoted in the determination of the con-
ditional probabilities of eliminating a wrong choice in diagnos-
tics when two or more options seem equally probable. Similar to 
Heisenberg’s uncertainty principle, Bayes’ theorem determines 
if a theory is supported by the observations on a probability 
scale.5 Th e more data available to the physician, the greater the 
likelihood of selecting the proper diagnosis. On the other hand, 
the Heisenberg uncertainty principle entails that if one would 
know all the details of the circumstances at one single moment, 
this would not claim any knowledge of the correlation between 
preceding states or future states. Th is is where the analogy 
breaks up.

Bayes’ theorem is used to weigh the marginal probabilities 
and conditional probabilities of two events (“0” and “1,” respec-
tively) against each other where one event is the “null hypothe-
sis” (“0”) to be tested with a probability greater than zero by 
defi nition. Th e probability [P(x)] of making the correct diagno-
sis is performed by testing the null hypothesis against the alter-
native hypothesis (“1”) and can mathematically be formulated as 
shown in Equation 6.2:

 P(1 | 0) =     
P(0 | 1)P(1)

 __________ P(0)  , (6.2)

where P(1) is the prior probability that the alternative hypothesis 
is correct, without taking the conditions of the null hypothesis 
into account; P(1 | 0) is the conditional probability that the alter-
native hypothesis is correct given the conditions of the null 
hypothesis, whereas P(0 | 1) is the reverse condition probability; 
and P(0) is the normalization condition prior or marginal prob-
ability. Th ere are various derivations in statistics that can be 
applied to solve for the conditional probability and we would 
like to refer the reader to a statistics textbook for additional 
information.

Medical diagnostics is generally a combination of data 
obtained from medical devices developed by the medical device 
industry, patient symptom description, and operator experience 
or research ability (published reference articles and books).

Th is book focuses on the engineering eff orts made in develop-
ing devices to assist the medical operator to investigate potential 
causes and monitor the treatment progress.

Th e engineering eff orts involved in this stage will involve pro-
viding the means to monitor the delivery of the treatment as well 
as tracking the healing process.

6.3  Identifying the Resources

In order to derive a decision on the health status of a patient and 
make a prognosis on the path to cure the individual, the decision 
tree will need to be populated. Th e physician will initially need 
to identify the information sources available and the mecha-
nisms at her/his disposal to investigate the patient’s vital statis-
tics in comparison to certain established baseline parameters.

6.3.1  Vital Signs

Medical health condition is determined by means of measuring 
specifi c parameters that are considered to be representative of 
the baseline health status of the patient. Th e critical parameters 
to be measured are defi ned as the vital signs.

Several vital sign can be identifi ed. Th e four main vitals are6,7

 1. Heart rate
 2. Body temperature
 3. Blood pressure
 4. Respiratory rate

An emergency medical technician (EMT) attendant will check 
for these four parameters when arriving at an emergency scene. 
Th e EMT will provide short-term care prior to hospital admit-
tance. Th e tools of the emergency healthcare provider need to be 
portable and provide maximum amount of information to indi-
cate the level of immediate life-saving care required. Additional 
potential vital signs are6−14

 5. Glucose level
 6. End-tidal CO2 expiration
 7. Intracranial pressure
 8. Urinary continence
 9. Pain level

Glucose level or blood-sugar level is important when dealing 
with a diabetic, while intracranial pressure will be extremely 
 relevant when dealing with a crash victim.

6.3.2  Medical Device Development

Based on the diagnosis of the patient’s ailment there will be a 
course of action that will involve treatment of various kinds. In 
certain cases assist devices will be required as part of the reha-
bilitation process. On the other hand, the devices needed to 
diagnose are also in a continuous state of fl ux depending on the 
engineering knowledge of the biological entity as well as the 
required detail in the assessment of the biological processes 
involved. Th e development of medical devices relies directly on 
the current state-of-the-art of materials and engineering capa-
bilities. Technological advances directly lead to increasingly 
sophisticated diagnostic and therapeutic devices. Medical 
devices are defi ned with the following purposes in mind:

Diagnose changes in the status of a disease, injury, or • 
handicap.
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Monitor alleviations in the status of a disease, injury, or • 
handicap (continuously or at discrete intervals; such as 
doctor’s visits).
Investigate the anatomy and any modifi cations or replace-• 
ments associated with the anatomy. Th is would include 
structural integrity and physiological performance and 
integration, respectively.
Monitor, and when needed moderate, one or more physi-• 
ological processes.

A medical device is a device designed to diagnose a disease or 
defi ciency. Th e device can also be designed to support or replace 
the biological function of an organ or body part. Th ese devices 
are also geared to treat or mitigate diseases or prevent and cure 
diseases by providing a plan of action based on the timeline of 
the progression of the parameters.

A thorough understanding of the biological operating mech-
anisms allows the device developer as well as the device user to 
hone in on the critical details necessary to make proper diagno-
ses. An example of a new era of medical devices is illustrated in 
Figure 6.1. Th e wearable cordless monitor can be used to record 
and remotely store several vital signs on a continuous basis.

Th e topics covered in the following section describe the basic 
knowledge needed to develop problem solving techniques for 
analytical techniques that can be applied to specifi c cellular pro-
cesses, organ function analysis, and biological integration. Some 
of the biomedical engineering eff orts are related to prosthetic 
device development geared to closely match the biological capa-
bilities instead of merely providing a masking tool. Other engi-
neering eff orts are in increased resolution, both spatially and 
temporally as well as source identifi cation.

One specifi c concern in prosthetic device development is 
durability and functionality. An example of the quality of medi-
cal devices is artifi cial heart valves; with the thousands of repeat 
performances each day, the hemodynamic functionality is cru-
cial in addition to being durable.

6.3.3  Medical Device Regulations

Examples of medical devices in common use are blood-sugar 
meters, blood-pressure meters, insulin pumps, kidney dialysis 
machines, pacemakers/implantable defi brillators, next to correc-
tive lenses, cochlear implants, and artifi cial hearts to name but a 
few. On a more temporary scale there are the following examples: 
heart–lung bypass machines, external defi brillators, anesthesia 
ventilators, fever thermometers, internal and external blood 
 pressure units, pulse oximeters, kidney dialysis devices, and fetal 
monitors. More durable devices would encompass the following: 
ultrasound imaging units, electrocardiogram (ECG) racks, elec-
troencephalogram (EEG) recorders, endoscopes, positron emis-
sion tomography (PET), and magnetic resonance imaging (MRI) 
machines. A diff erent level of “medical devices” is the use of 
leeches and maggots.

Th e requirement of each of these respective devices is based 
on the established physiological performance and anatomical 
integrity. Th e means of establishing the physiological and 

 anatomic conditions are some of the features the book will focus 
on in the following chapters.

Th e development and performance of medical devices are 
subject to intense scrutiny by various government bodies, spe-
cifi c for diff erent countries or economic units.

In the United States of America, the medical device industry 
and the medical treatment practices are strongly regulated by 
the Food and Drug Administration (FDA); in Japan, this falls 
under the jurisdiction of TÜV (TÜV SÜD Japan Ltd). In Europe, 
the European Union has issued guidelines for medical practices 
but the implementation is left  to the organizations in the respec-
tive countries.
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7.1  Introduction and Overview

In this chapter an overview of the senses is presented. A brief 
description is given of the senses that have little physics or engi-
neering basis. On the other hand, engineering eff orts related to 
these senses certainly fi t the theme of his book.

Th ere are fi ve senses as outlined in traditional classifi cation, 
each with particular physical attributes. Th e fi ve senses are hear-
ing, touch, smell, taste, and vision. Additionally, there are derived 
classifi cations of senses such as pain, balance (proprioception), 
direction, and a sense of time. Th e senses associated with pain, 
balance temperature, and direction are mostly grouped under 
somathesis. Generally the senses can be associated with the four 
mechanisms of perception: chemical (chemoreception); mechan-
ical (mechanoreception); optical (photoreception); and thermal 
(thermoception), respectively. Th e senses associated with the 
chemical detection: taste and smell, technically fall outside the 
biomedical physics concepts of this book but a brief overview will 
be presented to place these senses in perspective. Somathesis 
(oft en referred to as “touch”), vision and hearing will be discussed 
in detail in the following chapters.

In the animal world, one specifi c additional sense is found: 
electrical perception (electroreception). Electrical sensation as a 
unique sensation with specifi c physical applications will be dis-
cussed due to the specifi c physics properties associated with this 
important mechanism of observation.

Before moving to the specifi c aspects of the various physical 
means of sensation, the taste and smell senses will be discussed, 
respectively, with the limited physical association.

Th ese senses are related to each other in more ways than one.
In order to understand the surrogate methods of both smell 

and taste, a brief introduction of these two visceral senses is pre-
sented followed by an overview of the technological attempts to 
duplicate these senses.

7.2  Chemoreception: Biochemistry, 
Biophysics, and Bioengineering 
Overview

Chemoreception captures the chemical senses grouped as olfac-
tion (smell) and gustation (taste). Th e general aspect of chemical 
perception fall outside the engineering aspects of this book; how-
ever, a brief introduction of the operations of both chemosenses 
will provide the basis for engineering eff orts surrounding the 
duplication of these senses. Specifi c applications include: quality 
control purposes and remote sensing. Remote sensing is a mecha-
nism to detect poisons or to perform quality assurance for prod-
ucts made for consumption.

Although both smell and taste are chemoreceptor senses, they 
are anatomically quite diff erent. On the other hand, smell and taste 
are interrelated; food tastes diff erent when one has a cold. More 
specifi cally, this is the case when one has a lessened sense of smell.

7.2.1 Taste

Gustation, the sense of taste, depends on chemical stimuli that 
are present in food and drink. Th e stimuli we know as tastes are 
mixtures of the four elementary taste qualities: sweet, salty, 
sour, and bitter. Th ese basic tastes are highly sensitive in certain 
areas of the tongue, but their reception is not restricted only to 
those locations (Figure 7.1). Some sample taste stimuli that are 
particularly eff ective in eliciting these six sensations include 
sucrose, sodium chloride, hydrochloric acid, quinine, monoso-
dium glutamate, and fats. Th e sensation of these stimuli depends 
on chemoreceptors located in taste buds (Berne et al., 1998). 
Th ere are two additional taste stimuli that are not as familiar, 
but they are identifi ed as potential nutrients: Umami mono-
sodium glutamate (MSG) and aminoacids.
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7.2.1.1 Receptor Organs

Taste buds are the gustatory receptors. Th e gustatory receptors 
form a pore that responds to dissolved chemicals welling the 
surface of the tongue and upper surface of the oral cavity. Th e 
sensation of taste is concentration related; too much sweet can 
result in a bitter taste. Generally, a change in concentration of 
less than 30% cannot be detected.

Two-thirds of the taste buds are located on the tongue. Th e 
rest of them can be found on the palette and the epiglottis.

7.2.1.2 Function

Taste buds have two distinctive functions during ingestion: (1) 
nutrient detection, which distinguishes the nutritive and benefi -
cial compounds, and (2) toxin avoidance, which determines 
toxic or harmful compounds.

Just as the tongue has certain taste-sensitive regions, its taste 
buds are geographically segregated by their three specialized 
structures: fungiform, foliate, and circumvallate papillae 
(Figures 7.2 and 7.3). Regardless of their location, they are  similar 
in their appearance, bulb-like and onion-shaped (Herness and 

Gilbertson, 1999). Fungiform papillae are located on the anterior 
part of the tongue and contain taste buds imbedded on the apical 
surface of the papillae.

7.2.1.3 Mechanism of Action

Th e sense of taste is not based on highly specifi c receptors, but is 
based on pattern recognition. Specifi cally, action potentials are 
produced from the following chemical properties: pH (acidic or 
basic), metal ion content (+2 or +3 oxidation state), chemical 
compound functional groups, and sugar content (Lindemann, 
1996). Bioengineering research groups are now trying to blend 
this knowledge with new engineering technologies to build an 
“electronic tongue.”

Taste receptor cells (TRCs) within the taste buds detect a wide 
range of chemicals, from small ions or protons to very complex 
macromolecules. Th eir major role is to recognize the various 
chemical signals and translate this information by membrane 
action potentials or intracellular free calcium concentration. 
Both translation pathways alter the release of neurotransmitters 
onto gustatory aff erent nerve fi bers that relay the information to 
the brain. Each taste bud comprises 50–150 individual cells that 
are collected together in a spherical structure (Figure 7.3). 
Individual taste cells within the taste bud are diverse. Th ere have 
been many classifi cation schemes for these cells: light and dark 
cells; S, N, B, and L cells; and I, II, III, and IV cells (using Roman 
numerals) (reference). Electron microscopy led to the latter 
scheme by being able to apply ultrastructural criteria to cell 
types. Type IV (B or dark cells) are basal cells and do not contact 
taste stimuli directly. Nontaste receptors type II (L or light cells) 
contain an electron-lucent cytoplasm, large oval nuclei, and a 
smooth endoplasmic reticulum. Th e function of these cells is 
still not fully understood. Cell types I and III (S and N cells) are 
considered taste cells because they have processes extending into 
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FIGURE 7.2 Papillae on the tongue. (Courtesy of Michael Chinery, from Het 
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the taste pore (Herness and Gilbertson, 1999). Saliva containing 
the solubilized food compounds enters the pores and binds to 
receptors on the surface of the TRCs.

Th e mechanism of action for sour and acid lies in the detection 
of protons (H+). Protons are the primary stimuli and they easily 
permeate amiloride-sensitive Na+ channels (ASSCs) and lingual 
epithelia tight junctions. Protons directly aff ect a variety of 
 cellular targets and alter intracellular pH. It is therefore not sur-
prising that a number of transduction mechanisms have been 
proposed for acids. As a matter of concentration, protons may 
inhibit outward potassium currents, resulting in cell depolariza-
tion. In both cases, an action potential is generated, activating 
Ca2+ infl ux currents. Neurotransmitter release from the Ca2+ 
infl ux excites the aff erent nerve (Herness and Gilbertson, 1999).

Quinine, which produces a bitter taste, inhibits outward 
potassium currents similarly to protons from acids. Certain taste 
cells have receptors on the membrane surface that are specifi c for 
individual amino acids. Th e amino acid binds to its receptor type, 
generating cell depolarization. Intracellular Ca2+ is released, ini-
tiating an action potential that opens Ca2+ infl ux channels, allow-
ing the increased Ca2+ concentration to release neurotransmitter 
for aff erent nerve excitation. Free fatty acids utilize a somewhat 
diff erent nerve excitation pathway. Th ey diff use and/or transport 
through the membrane releasing intracellular Ca2+. Th e calcium 
ion concentration is enough to release neurotransmitter and, 
once again, the pathway culminates in aff erent nerve excitation 
(Murphy, 1996).

One can begin to realize that the various pathways of the basic 
elementary taste stimuli present a highly sophisticated and com-
plex information translation/transduction system.

7.2.2 Novel Sensing Technology

What can be learned from the biochemistry and biophysics of 
the gustatory system?

Th e sense of taste is not based on highly specifi c receptors, but in 
based on pattern recognition and the concomitant action potential 
produced primarily from the following chemical properties:

pH (acidic or basic)• 
Metal ion content (• +2 or +3 oxidation state)
Chemical compound functional groups• 
Sugar content• 

Bioengineering research groups are now trying to blend this 
knowledge with new engineering technologies to build an “elec-
tronic tongue” or an “optical tongue.”

7.2.2.1 Taste Sensing Engineering Technology

Th e Dean Neikirk research group at the University of Texas has 
built an “electronic tongue” using a combination of new tech-
nologies. A silicon chip was designed with an array of micro-
beads chemically formulated to respond to diff erent analytes 
similar to the way the tongue responds to salty, sweet, sour, and 
bitter taste stimuli.

Th e “electronic tongue” can integrate fl uid fl ow channels, 
microvalves, and micropumps to access bead storage wells. Th e 
technology available has the potential to make “taste buds” for 
any analyte. Even though the development is still in its early 
stages, the food and drug industries believe that a commercially 
developed “electronic tongue” will replace human taste testers. 
In addition, the machine will be able to create an archive of suc-
cessful taste patterns based on RGB (red, green, and blue pixel) 
data fi les recorded with a charged-coupled device (CCD) color 
camera. A comparison of the engineering processes with the 
biochemical pathways of the gustatory system demonstrates how 
ingenious this invention really is (Colin, 1998).

7.2.2.2   Combinatorial Libraries

Artifi cial chemoreceptors representing human taste buds made 
from polymeric microspheres are placed in “buckets” on an inte-
grated circuit. Th e microspheres had to contain light sensitive 
ligands that change color in the presence of specifi c food sub-
stances. Since foods contain multiple taste stimuli, it was neces-
sary to form microspheres from a combinatorial library of 
polymeric monomers so that RGB data fi les can accurately rep-
resent a pattern of the taste stimuli composition (Figure 7.4). 
First, the polymeric monomers chosen for the microspheres had 
to contain ligands that would covalently bond the desired opti-
cally active reporter molecules responsible for analyte detection. 
Second, the combination of monomers had to be random to gen-
erate reproducible results. A “split lot” technique was chosen to 
produce the wide diversity necessary for the microspheres. Th e 
“split lot” mechanism is outlined in Figure 7.4. Th e “split lot” is a 
simple but highly eff ective method of combining three diff erent 
polymeric monomers, dividing them in half, and recombining 
them in all possible combinations to form nine dimers (Figure 
7.4c). Th e nine dimers are divided and coupled to form 33 trim-
ers. Repeating this step again achieves 34 or 81 tetramers. Th is 
process is repeated a minimum of 10 times forming a library of 

RGB monomers coupled to beads

(a) (b)

(c) (d)

Combine monomers

Divide and couple; 27 trimersCouple beads; 9 dimers

FIGURE 7.4  Formation of combinatorial libraries, (a) monomers 
coupled to beads in pyramid troughs, (b) combined monomers, (c) 
beads coupled, forming nine dimers, and (d) divided and coupled beads 
forming 27 trimers. (Aft er Dean and John McDevitt, McDevitt Research 
Laboratory, Austin, TX [Savoy et al. 1998].)
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over 59,000 diff erent monomers. Th e libraries combine target 
binding with an optically active structure that can change color 
and/or fl uorescence, creating a defi nite RGB detection pattern.

In Figure 7.5, orange carotenoid protein (OCP) in the presence 
of Ca2+ deprotonates at a pKa of 10.1, changing from colorless to 
a royal purple color. If the pH is raised to 10 without the presence 
of Ca2+, OCP will deprotonate without the color change. Th erefore, 
the purple color change denotes the presence of Ca2+ or any other 
+2 oxidation-state metal ion. Th e mechanism of color coding is 
illustrated in Table 7.1. It is clear that food substances could make 
colorimetric or fl uorometric changes in the microbeads (Savoy 
et al., 1998).

Th e beads are placed in individual cages etched into a silicon 
chip to anchor the microsphere to withstand the fl ow of bio reagent 
(Figure 7.4). Th e cage area is covered by a transparent membrane 
window, which enables studies of the optical properties of the 
sensing elements upon their exposure to reagent solutions (Lavigne 
et al., 1998). Th e unique combination of carefully chosen reporter 
molecules with water permeable microspheres enables simultane-
ous detection and quantifi cation of colorimetric or fl uorometric 
changes in the receptor molecules, which are covalently bound to 
amine termination sites on the polymeric microspheres.

7.2.2.3   CCD Detection

With the “taste bud” beads mounted on transparent silicon 
wafers using microelectro-mechanical systems (MEMS) 

 technology, tracking the bead’s color can be accomplished by 
using a CCD color video camera. Th e cameras use a prism block 
incorporating dichroic fi lters. Th ese fi lters are coatings that are 
only a fraction of a light wavelength thick. Th e thickness deter-
mines which colors are passed or refl ected. Each camera has three 
identical chips attached to the prism block and aligned. Since 
each CCD cell produces only one color, all components of the 
signal are at full system resolution. Illuminescence is an analog 
output. Individual samples from each bead produce an analog 
voltage output (pixel by pixel from the CCD) that is immediately 
converted to a digital signal. Th e camera RGB data fi les obtained 
from bead illumination are then analyzed by a pattern-recogni-
tion soft ware to reveal the elements of the substance being tested. 
An illustration of the infl uence of Ca2+ (a molecule representative 
of one specifi c taste sensation) binding to the ligand on the color 
spectrum observed by the camera is shown in Figure 7.5.

Th e “electronic tongue” is just one isolated case where man is 
advancing engineering technology based on the biochemical 
and biophysical pioneering research (Savoy et al., 1998).

7.3  Smell

Th e sensation of smell basically relies on similar chemoreceptor 
principles to taste.

Some identifi ed primary odors are: fl oral, etheric, musky, 
sweaty, rotten, stinging, and camphoraceous. Th e primary limi-
tation to smell detection is that the reagent needs to be dissolved 
in liquid before it can be detected.

7.3.1   Receptors and Pathways

Smell relies on the olfactory mucous membrane, located in the 
nasal mucosa. Th e sense of smell is directly proportional to the 
area occupied by the olfactory mucous membrane. In humans 
the area is approximately 5 cm2, containing approximately 
10–15 million olfactory receptors. In comparison dogs have a 
mucous area approximating the surface area of the skin, con-
taining in excess of 220 million receptors.

7.3.2  Stimulation of Receptors

The sense of smell is in actuality perceived from a solution of 
chemicals. Only substances in direct contact with the olfac-
tory epithelium are detected. In general the olfactory system 
is relatively impervious to change; a minimum change in con-
centration of approximately 30% is detected. In comparison 
the eye can detect a mere 1% change in light intensity. The 
human sense of small can differentiate between 2000 and 
4000 odors that may be considered significantly different 
from each other. The discrimination is directly related to the 
level of concern for our health, seeking out nutrition, and our 
development of other senses related to procreation and other 
activities. There are  certain thresholds for detection for 
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orimetric to the presence of calcium ions, going from colorless (a), 
to “purple” (b). (Aft er Dean Neikirk and John McDevitt, McDevitt 
Research Laboratory, Austin, TX [Savoy et al. 1998].)



Senses 7-5

 different chemical compositions and the thresholds are gen-
erally more acute for women than for men. Another feature of 
smell is saturation, the diminishing sensation when exposed 
to an odor for an extended period of time, also referred to as 
olfactory adaptation.

7.3.3  Smell Sensing Engineering Technology

One mechanism used to detect gasses is the gas chromatograph. 
Another example is the time-of-fl ight spectrometer. Both of 
these devices can detect chemicals in the air at minute amounts; 
however there is no correlation between the detection and the 
sense of smell. Examples of more smell representative detection 
are discussed below.

A polyvinyl chloride (PVC) blended lipid membrane con-
verted into a quartz crystal microbalance (QCM) sensor is 
capable of detecting less than 1 ppm amylacetate gas and other 
odors. Additional odor sensation was accomplished by various 
lipid compositions. Th e crystal oscillates with a Q-factor that is 
aff ected by the absorbed odorant mass. Th e lipid membrane is 
designed to adhere to a specifi c molecular size and shape, and 
hence is very “odor” selective. Th e range of smells is limited by 
the choice of lipid at this point.

Th e change in oscillation frequency (Δf  ) of the crystal in 
response to the incremental mass density of adhered gas mole-
cules (Δm/A) obeys the expression in Equation 7.1:

 Δf = 2.3 × 10−7 f 2   Δm __ A  , (7.1)

where f is the resonant frequency of the crystal, Δm the incre-
mental molecular mass, and A the surface area of the lipid. Th e 
correlation between the concentrations of odor molecules in air: 
[Ca],  to that on the membrane: [Cm], is established by the rela-
tionship expressed in Equation 7.2:

 Cm = KDCa, (7.2)

where KD is a distribution coeffi  cient (very similar to a diff usion 
coeffi  cient) that is independent of the concentration and the 
membrane thickness.

Substitution of Equation 7.2 into Equation 7.1 provides a 
means of determining odor intensity (= concentration) in air by 
means of the frequency spectrum as shown by Equation 7.3:

 Δf = 2.3 × 10−7 f 2 dKDCa, (7.3)

where d is the membrane thickness.

TABLE 7.1 Colorimetry and Fluorometry of Reporter Molecules

pH

Reagent 3 7 11 Analyte

Pale
red

Fluorescein

Alizarin
complexone

OCP

Gray Gray

Medium
red

H+

H+

H+

H+

H+, Ce2+

H+, Ca2+

Red

Orange Dark
red

Red-
brown

Pink

Red

Pink

Dark
pink

Pink

Light
gray

Brown
red

Dark
red

Dark
pink

Purple

Source: Aft er Dean and John McDevitt, McDevitt Research Laboratory, Austin, TX [Savoy et al. 1998].
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IBM has developed a cantilever gas detection system. Th e 
principle is very similar to the mechanism of operation of the 
atomic force microscope described in Chapter 34. A cantilever 
has several silicone strings attached, which are coated with a 
membrane that allows the string to contract under absorption of 
gas molecules. Th e direction of defl ection indicates the “odor,” 
since each string is sensitive to one chemical only.

Th e University of Illinois developed a mechanism similar to 
that shown for taste. Th e smell imaging technique uses specifi c 
dyes. Metalloporphyrins are vapor-sensitive dyes that experi-
ence a change in color under exposure to specifi c chemicals. 
Signal processing is needed to determine the odor perception.

Th e artifi cial tongue and nose technology have a wide range of 
potential applications:

Food and water monitoring• 
“Real-time” blood analysis• 

Th ese applications will fall under another concept as well, the 
“lab-on-a-chip,” which will be covered later in the book.

7.4  Summary

Th e sensory detection of chemicals by means of taste and smell 
uses the electrical stimulus of specifi c but largely unidentifi ed 
receptors. Specifi c chemical groups can be detected to support 
the qualifi cation of the nutritional source based on nutritional 
value and potential risk analysis.

Various technologies are currently being developed to per-
form an analysis of chemicals using similar principles to those 
used in taste transduction or smell; however the discovery and 
recognition mechanism uses well defi ned physical detection 
methods using electronic signal processing and data analysis.

Th e remaining engineering-based senses will be discussed in 
detail in several subsequent chapters.

Additional Reading

Abramson, D.H. 2005. Retinoblastoma in the 20th century, past 
success and future challenges. Th e Weisenfeld lecture, 
invest. Ophthalmol. Vis. Sci. 46: 2684–2691. 

Alberts, B., Bray, D., Lewis, J., Raff , M., Roberts, K., and Watson, 
J.D. 1994. Molecular Biology of the Cell, 3rd edition, Chap. 
15. New York, NY: Garland Publishing.

Baller, M.K., Lang, H.P., Fritz, J., Gerber, Ch., Gimzewski, J.K., 
Drechsler, U., Rothuizen, H., et al. Cantilever array-based 
artifi cial nose. Ultramicroscopy. 82(1–4): 1–9.

Berne, R.M., Levy, M.N., Koeppen, B.M., and Stanton, B.A. 1998. 
Physiology, 4th edition, Chap. 11. St. Louis: Mosby.

Colin, R.C. 1998. Artifi cial tongue learns to “taste” chemicals. 
Electron. Engrg. Times. 1035: 67–69.

Ganong, W.F. 2005. Review of Medical Physiology, 22nd edition. 
New York, NY: McGraw-Hill Professional.

Herness, M.S. and Gilbertson, T.A. 1999. Cellular mechanisms of 
taste transduction. Annu. Rev. Physiol. 61: 873–900.

Kaiser, L., Graveland-Bikker, J., Steuerwald, D., Vanberghem, 
M., Herlihy, K., and Zhang, S. 2008. Effi  cient cell-free pro-
duction of olfactory receptors: Detergent optimization, 
structure, and ligand binding analyses. PNAS. October 14, 
105(41), 15726–15731. 

Lang, H.P., Baller, M.K. Berger, R., Gerber, Ch., Gimzewski, J.K., 
Battiston, F.M., Fornaro, P., et al. 1999. An artifi cial nose 
based on a micromechanical cantilever array. Anal. Chim. 
Acta. 393: 59.

Lavigne, J.J., Savoy, S.M., Clevenger, M.B., Ritchie, J.E., McDoniel, 
B., Yoo, J.S., Anslyn, E.V., et al. 1998. Solution-based anal-
ysis of multiple analytes by a sensor array: Toward the 
development of an electronic tongue. JACS. 120: 
6429–6430.

Lindemann, B. 1996. Taste reception. Physiol. Rev. 76: 719–766.
Marieb, E.N. and Hoehn, K. 2008. Anatomy and Physiology. 

Boston, MA: Benjamin Cummings. 
Matsuno, G., Yamazaki, D., Ogita, E., Mikuriya, K., and Ueda, T. 

1995. A quartz crystal microbalance-type odor sensor using 
PVC-blended lipid membrane. IEEE Trans. Instrum. Meas., 
44(3), 739.

McKinley, M. and O’Loughlin, V.D. 2007. Human Anatomy, 2nd 
edition. New York, NY: McGraw Hill.

Murphy, K.M. 1996. Taste and Smell Lecture Notes. http://www.
science.mcmaster.ca/Psychology/psych2e03/lecture8/taste-
smell.htm

Rakow, N.A. and Suslick, K.S. 2000. A colorimetric sensor array 
for odor visualization. Nature. 406: 710–713.

Reece, W.O. 2004. Dukes’ Physiology of Domestic Animals, 12th 
edition. Ithaca, NY: Cornell University Press.

Savoy, S.M., Lavigne, J.J., Yoo, J.S., Wright, J., Rodriquez, M., Goodey, 
A., McDoniel, B., et al. 1998. Solution-based analysis of multi-
ple analytes by sensor array: Toward the development of an 
electronic tongue. SPIE Conference on Chemical Microsensors 
and Applications. 3539: 17–26; Slides used in conjunction with 
the presentation at the SPIE Conference can be found at: http://
weewave.mer.utexas.edu/MED_fi les/MED_research/MEMS_
chem_snsr/SPIE_tng_98/HTML_Presentation/index.htm.

Suslick, K.S. and Rakow, N.A. 2001. A Colorimetric nose: “Smell-
seeing.” In Artifi cial Chemical Sensing: Olfaction and the 
Electronic Nose, Stetter, J.R. and Pensrose, W.R., eds., pp. 
8–14. Pennington, NJ: Electrochemical Society.



8-1

Jean-Marc Aimonetti and 
Sasa Radovanovic

8
Somesthesis

8.1 Introduction .............................................................................................................................8-1
8.2 Touch .........................................................................................................................................8-1

Peripheral Aff erents and Mechanoreception • Mechanosensory Discrimination •
Proprioception • Muscle Spindles • Joint Receptors

8.3 Th e Somatosensory Cortex .................................................................................................. 8-10
From Columns to Homunculus

8.4 Th ermoception ....................................................................................................................... 8-11
8.5 Pain ..........................................................................................................................................8-13

Nociceptors • Evaluating Pain • Pain Modulation • Th e Endogenous Opioids •
Functional Implications

References ........................................................................................................................................... 8-17

8.1 Introduction

Somesthesis refers to the ability to detect external and internal 
stimuli, the nature of which could be mechanical, thermal, or 
even painful, the latter being suffi  ciently strong to damage 
 tissues. Th is ability relies upon the activation of populations of 
 diff erent receptors located at the body surface and in deeper 
structures like muscles or joints. Somatosensory inputs are car-
ried to the brain by diff erent ascending pathways running 
through the spinal cord, brainstem, and thalamus. Th ese sen-
sory messages reach the primary somatosensory cortex before 
being integrated in higher-order cortices and subcortical areas.

Although it concerns touch, the sense of body movement and 
position, and pain, somesthesis remains poorly studied.1 Everyone 
can experience the importance of vision only by closing the eyes 
but, even if less easily experienced, a life deprived of touch is 
hardly imaginable. Oliver Sacks has popularized the case of a 
woman who lost all large-diameter peripheral fi bers.2 Th is patient 
still experiences pain and thermal sensitivity, as these modalities 
are provided by smaller diameter fi bers, but she has to visually 
monitor all her movements. Th is really impairs her daily motor 
activities although most of these sensory regulations are outside 
of consciousness. It is also hardly imaginable to experience a life 
without pain. Th is is nevertheless what patients suff ering from 
hereditary sensory and autonomic neuropathies experience. 
Th eir physical state deteriorates the whole life due to inadvertent 
self-mutilations and life expectancy may be compromised.3

Similar to most conventional textbooks, we will distinguish 
mechanoreceptors that encode innocuous mechanical deforma-
tion of the skin, muscle spindles that encode muscle length and 
lengthening, thermoreceptors that are sensitive to changes in 
temperature, and fi nally nociceptors, rather unspecifi c receptors 

specialized in encoding stimuli of higher intensity liable to dam-
age tissues. Although this distinction is somewhat helpful for 
students and their teachers, this does not refl ect any physiological 
truth. In several instances, mechanoreceptors can be activated 
by thermal stimuli and the theory of specifi city defended by von 
Frey in 1895 can no longer be supported.4

8.2 Touch

Much more than body envelope or barrier, skin protects the 
organism from physical, microbiological, or chemical attacks. 
Skin has a key role in thermal regulation, fl uid and electrolyte 
balance and is becoming recognized as a major junction element 
between the endocrine, immune, and nervous systems.5 Skin is, 
moreover, the largest sensory receptor of the body. In an adult, 
the area surface of the skin takes approximately 2 m2 compared 
to only a few square millimeters for the retina.

Touch is a major sense that contributes to cognitive develop-
ment at the very early stages of life. Th e famous and controver-
sial experiments of Harlow in the 1960s confi rm that early touch 
privation in the baby monkey causes irreversible psychological 
troubles, which can be partly overcome using a surrogate mother 
if it provides tactile comfort.6 In his short life, David Vetter had 
to suff er the deprivation of intimate and care touches. Known as 
the “bubble boy,” he suff ered from an innate immune depres-
sion. He spent his 12 years of life in a sterile confi ned bubble and 
was only touched by his mother aft er death.7 Although David 
was curious and intelligent in his younger years, he became 
depressive around ten and his mood deteriorated until his death. 
His tragic case illustrates the psychoanalytic theory of Danzieu, 
the Moi-peau, where the skin collects experiences  helpful to 
build the feeling of me.8
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In its most narrow defi nition, touch refers to the sensation 
caused by skin displacements, which occur each time we grasp 
an object or we kiss our partner. Th is acceptation is somewhat 
restrictive because cutaneous sense contributes not only to pro-
prioception9 but also to kinesthesia since illusory sensations of 
limb movements can be induced by stretching the skin.10

8.2.1  Peripheral Afferents and 
Mechanoreception

Tactile sensitivity relies upon populations of low-threshold mech-
anoreceptive units. Th anks to histological studies, the structure 
of the mammalian somatosensory receptors was known at the 
end of the nineteenth century. Later, Adrian and Zottermann11 
recorded single units from primary aff erents and they empha-
sized the concept of specifi c receptors for encoding low threshold 
mechanical stimuli. In the early 1970s, microneurographic stud-
ies conducted in humans have extended the former observations 
from animal studies.12 Th e glabrous skin (i.e., from the Latin 
“glaber” meaning bald, hairless) of the human hand contains 
about 17,000 tactile units, as estimated from counts of fi bers in 
the median nerve at the wrist.13 All their aff erent types are large 
myelinated fi bers with conduction velocities in the Aα−β range, 
that is to say from 26 to 91 m/s14 (Table 8.1).

Despite some diff erences, all these mechanoreceptors work 
in the same way. A stimulus applied to the skin deforms the 
nerve endings. Th is mechanical energy alters the spatial confor-
mation of mechanosensitive channels and this aff ects the ionic 

permeability of the receptor cell membrane. Changes in sodium 
permeability, at least, generate depolarizing current in the nerve 
ending. At this stage, the receptor potential is graded in ampli-
tude and duration, proportional to the amplitude and duration 
of the stimulus. If the mechanical stimulation is suffi  cient, the 
receptor potentials thus generated are greater than the spike 
threshold. Th is leads to action potentials getting generated in 
the trigger zone, close to the initial segment of the axon. Th ese 
action potentials are propagated along the axon. Details of the 
action potential are similar to the action potential generation 
described in Chapters 4 and 5. Sensory transduction refers to 
this mechanism that converts the mechanical energy of a stim-
ulus into an electrical signal conducted by a fi rst-order sensory 
neuron.15 Th e anatomical details of nerves are described in 
Chapter 5. Once the receptor potential surpasses the spike 
threshold, any change in a given stimulus parameter will aff ect 
the discharge frequency. In other words, once the spike thresh-
old is passed, sensory transduction shift s from amplitude to fre-
quency encoding.

Four types of mechanoreceptors are diff erentiated on the basis 
of two pairs of features. First, we can consider the response adap-
tation to a sustained indentation: a rapid-adapting (RA) receptor 
responds with bursts of action potentials, notably at the onset and 
off set of stimulus application, and is called phasic receptor; a 
slowly adapting (SA) receptor remains responsive as long as the 
stimulus is applied upon the receptive fi eld and is called tonic 
receptor. Th e phasic or tonic nature of the receptor may depend 
upon calcium conductance at the transduction site level.16

TABLE 8.1 Classifi cation of Somatic Receptors 

Receptor Type
Anatomical 

Characteristics Location Sensitive to . . .
Adaptation 

Rate
Activation 
Th reshold

Associated 
Aff erent

Axon 
Diameter 

(μm)

Axonal 
Conduction 

Velocities (m/s)

Meissner’s corpuscles Encapsulated Glabrous skin, 
between dermal 
papillae

Touch and 
pressure

Rapid Low Aβ  6–12 35–75

Pacinian corpuscles Encapsulated; 
onion like

Subcutaneous 
tissues

Deep pressure 
and vibration

Rapid Low Aβ  6–12 35–75

Merkel’s cells Encapsulated Skin and hair 
follicles

Light touch 
and pressure

Slow Very low Aβ  6–12 35–75

Ruffi  ni’s corpuscles Encapsulated Skin Stretching of 
the skin

Slow Low Aβ  6–12 35–75

Muscle spindles Encapsulated In parallel with 
extrafusal fi bers in 
skeletal muscles

Stretching of 
the parent 
muscle

Rapid and 
slow

Low Ia and II  6–20 35–120

Golgi tendon organs Encapsulated At the junction 
between extrafusal 
fi bers and the 
tendon of skeletal 
muscles

Increased 
muscle 
tension

Slow Low Ib 13–20 60

Joint receptors Encapsulated Ligaments, junction 
of synovial and 
fi brosum of 
capsule

Extreme joint 
motions

Slow and 
rapid

Low and 
medium

Aβ 8–17 ?

Free nerve endings Minimally 
specialized 
nerve endings

Skin and all deeper 
tissues

Pain, 
temperature, 
crude touch

Slow High C–Aδ 0.2–5 0.5–30
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Secondly, we have to take into account the characteristics of 
the receptive fi elds. Type 1 units have small and well-demarked 
receptive fi elds, whereas type 2 units have larger receptive fi elds 
with confused borders17 (Figure 8.1).

Th e related aff erents comprise rapid- or fast-adapting type 1 
(FA1) aff erents that end in Meissner corpuscles, fast-adapting 
type 2 Pacinian (FA2) aff erents that end in Pacinian corpuscles 
(PCs), slowly adapting type 1 (SA1) aff erents that end in Merkel 
cells, and fi nally slowly adapting type 2 aff erents (SA2) that end 
in Ruffi  ni corpuscles (Figure 8.2).

In addition to this fast-conducting system, the human skin 
 possesses also slow-conducting unmyelinated (C) aff erents that 

respond to light touch.18 Th e related receptors are nonencapsulated 
endings around hair bulbs and probably in the epidermis. Th is so-
called C tactile system found to be spared in a de-aff erented patient 
may underlie emotional and hormonal responses to caress-like, 
skin-to-skin contact between individuals.19 Interestingly, so far, no 
C tactile aff erents have been found in the glabrous skin.20

8.2.1.1 Meissner Corpuscles

Th ese large receptors are located into dermal papillae between 
the epidermal limiting and intermediate ridges.21 In humans, 
their receptive fi eld sizes of 10–30 mm2 with sharply contrasting 
borders and the highest density are encountered at the fi ngertip 

Merkel cell

Meissner’s corpuscle

Free ending

Ruffini ending

Pacinian corpuscle

Epidermis

Dermis

Subcutaneous fat

FIGURE 8.2  Skin layer. Skin contains diff erent mechanoreceptors and free nerve endings, each of them liable to be activated by a distinct stimulus. 
(Redrawn from Irvin Darian-Smith. In: J.M. Brookhart and V.B. Mountcastle (eds), Handbook of Physiology, Section 1: Th e Nervous System, Volume 
III: Sensory Processes. Bethesda, MD, 1984.)

Adaptation
Type 1:
Distinct borders, small size

Type 2:
Indistinct borders, large size

Receptive field characteristics

Rapid,
no static response

Slow,
Static response present

SA1,
(Merkel endings)

SA2,
(Ruffini endings)

RA,
(Meissner endings)

PC,
(Pacinian endings)

FIGURE 8.1  Types of mechanoreceptive units in the glabrous skin of the human hand. (Adapted from Vallbo AB and Johansson RS. Human 
Neurobiol., 1984, 3: 3–14.)
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of digits, up to 33 corpuscles per square millimeter,22 where tac-
tile acuity is greatest23 (Figure 8.3). Th ey are innervated by two 
or even three axons24 that terminate between lamellated Schwann 
cells into a fl uid-fi lled corpuscle.25

FA1 aff erents have a poor spatial acuity as they respond uni-
formly to stimuli over receptive fi elds. Th ey are nevertheless highly 
sensitive to dynamic deformations of the skin surface like those 
induced by vibration. For instance, selective stimulation of FA1 
aff erents induces a sensation of vibratory stimulation in humans.26 
As regards vibratory stimulation, FA1 aff erents respond preferen-
tially to low frequencies ranging from 10 to 80 Hz,27 which makes 
them particularly effi  cient in mediating fl utter sensations accord-
ing to combined psychophysical and electrophysiological studies. 
Indeed, at these ideal frequencies, certain FA fi bers display 
mechanical threshold lower than 5 μm.28 Johansson and col-
leagues have suggested that FA1 aff erents may also be essential 
feedback sensors for grip control on the basis of microneuro-
graphic recordings. When we manipulate an object, there are sev-
eral and frequent very small slips between the object and the skin. 
Each skin motion caused by these slips induces increases in force 
grip at a short latency compatible with a refl ex mechanism29 in 
which FA1 aff erents are liable to provide the signals required to 
initiate and scale grip adjustments.30 With its high sensitivity 
and poor spatial resolution, the FA system is oft en compared 
to the scotopic system in vision. Meissner corpuscles’ density 

decreases in the elderly,31 which may partly account for the lower 
tactile acuity.32

In the hairy skin, dynamic sensitive tactile aff erents have end-
ings associated with hair follicles. Th ese hair follicle aff erent 
fi bers appear equivalent to the glabrous FA1 aff erents. Th ey dis-
play the same sensitivity to middle range frequency vibrations 
around 80 Hz, although their mechanical threshold is higher.33

8.2.1.2 Pacinian Corpuscles

Th ese are the largest mammalian mechanoreceptors, three times 
less represented than FA1 units in humans.12 PC receptors are 
encapsulated with one central nerve ending surrounded by lamel-
lae in an onion-like layout. Th e lamellae are coupled with gap 
junctions that cause a unique ionic environment partly respon-
sible for the remarkable sensitivity of PCs.34 Located in the deeper 
layers of the dermis, they have large receptive fi elds with ill-de-
fi ned borders. At least one RA aff erent axon lies at the center of 
the receptor. PC receptors are well suited for signaling vibratory 
stimulation, especially vibrations in the high frequency range 
from 80 to 200 Hz,35 although they can potentially respond until 
1000 Hz. Th ey are the most sensitive cutaneous mechanorecep-
tors since they can respond to indentation of less than 1 μm in the 
fi nger pad of the monkey.28 In humans, the mechanical threshold 
for detecting vibration falls from 5.0 to 0.03 μm with frequencies 
increasing from 20 to 150 Hz.36 Th is larger sensitivity refl ects the 
high-pass fi lter function of the PC receptors probably due to the 
fl uid-fi lled space between the lamellae. Transduction of transient 
disturbances is thus facilitated at higher frequencies. Selective 
stimulation of FA2 aff erents induces in fact a clear-cut sensation 
of vibratory stimulation.26 Because of such an extreme sensitivity 
and their deep location, FA2 aff erents do not have spatial resolu-
tion.37 Th ey may, however, contribute to osseoperception (i.e., 
static jaw position sensation and velocity of jaw movement as well 
as forces generated during contractions of the jaw muscles). 
Indeed, a PC, the receptive fi eld of which is located above a digit, 
can respond to tapping of the arm.38 Th is has functional implica-
tions for manual activities (Figure 8.4). Acquiring practice in the 
use of a tool, we feel events at the working surface of the tool as 
though our fi ngers were into contact. Th is critical perceptual 
capacity is fully compatible with the high sensitivity of PC aff er-
ents and Johnson considers that “the PC aff erents play a princi-
pal, if not the exclusive role in the perception of distant events 
through an object held in the hand.”39

8.2.1.3 Merkel’s Cells

In both the glabrous and the hairy skin, Merkel cell–neurite 
complexes are mechanoreceptors innervated by SA1 tactile 
nerve. Th ey are located in the basal layer of the epidermis, just 
above the basal lamina. Merkel cells account for 25% of the 
mechanoreceptors of the hand and are largely represented in the 
highly touch-sensitive areas of vertebrate skin, including pala-
tine ridges, touch domes, and fi nger tips. Each individual SA1 
aff erent branches over an area of about 5 mm2 and innervates on 
average 28 Merkel receptors in the monkey digit.40 Th e receptive 
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FIGURE 8.3  FA1 units have small receptive fi elds (a) with distinct 
borders (b). Th ey are highly represented in the very fi nger tip (c) and 
probably connected to Meissner corpuscles located close to the skin 
surface in the papillary ridges of the dermis (d). (Aft er Vallbo AB and 
Johansson RS. Human Neurobiol., 1984, 3: 3–14.)
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fi eld of a SA1 aff erent has several hot spots, each of them corre-
sponding to individual branches of the aff erent axon. Th is ana-
tomical organization explains why SA1 aff erents can resolve 
spatial details smaller than their receptive fi eld diameters.37

Selective stimulation of SA1 aff erents induces a sensation of 
light pressure although a larger number of impulses is required 
to elicit a percept in the attending subject than that required 
for FA1 units.26 SA1 fi bers are completely silent without 
mechanical stimulation of the touch dome. Sustained indenta-
tion evokes a burst of action potentials within an irregular fi r-
ing pattern followed by a SA response which might continue 
for more than 30 min.41 As mentioned above, SA1 aff erents 
have a high spatial resolution and they respond to stimulus fea-
tures such as curvature, edges, and points rather than indenta-
tion itself. SA1 aff erents represent very accurately object 
curvature because they respond linearly to skin indentation to 
a depth of approximately 1.5 mm, independently of the force of 
application42 (Figure 8.5). Th is makes them particularly suited 
for representing surface or object form. Two other facts sup-
port the major involvement of SA1 aff erents in tactile explora-
tion: (1) these aff erents are 10 times more sensitive to dynamic 
than to static stimuli,43 which makes them a key actor in haptic 
perception; (2) their responses to repeated identical skin inden-
tations are almost invariant.42

8.2.1.4 Ruffini’s Corpuscles

A distinct group of SA aff erents thought to innervate mechano-
receptor was studied in the 1960s. Aft er being called the “touch 
fi elds” in opposition to the “touch spots” standing for SA1 aff er-
ents, these aff erents were fi nally called slowly adapting type 2.44

Spindle-shaped, the receptor is located in the dermis in hairy 
skin, but seems rather uncommon in the human glabrous skin.45 
Ruffi  ni endings are small connective tissue cylinders of about 
0.5–2 mm length supplied by one to three myelinated nerve 
fi bers of 4–6 μm diameter. SA2 aff erents are less represented 
than SA1 or FA1 aff erents; they innervate the human hand more 
sparsely. Th eir receptive fi elds are about six times larger than 
those of SA1 aff erents with ill-defi ned boundaries.46 SA2 aff er-
ents exhibit sometimes a spontaneous tonic activity. Note that 
another type of SA aff erents has been recently reported in the 
human hairy skin and named SA3 units. Th ese so-called units 
share some features with both SA1 and SA2 units and are highly 
responsive to skin stretches47 (Figure 8.6).

Although they are much more less sensitive to skin indenta-
tion than SA1 aff erents,13 SA2 units are four times more sensitive 
to skin stretches48 and exhibit a dynamic sensitivity similar to 
that of muscle spindle aff erents.49,50 Stretch sensitivity of SA2 
units exhibits directional responsiveness both in the glabrous51 
and in the hairy skin. Th is directional sensitivity makes SA2 
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FIGURE 8.4  FA2 units have large receptive fi elds (a) with obscure 
borders (b). Th ey are uniformly distributed in the glabrous skin areas 
(c) and connected to Pacinian corpuscles located in the subcutaneous 
tissue (d). (Aft er Vallbo AB and Johansson RS. Human Neurobiol., 1984, 
3: 3–14.)
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FIGURE 8.5 SA1 units have small receptive fi elds (a) with distinct 
borders (b). Th ey are highly distributed in the very fi nger tip (c) and 
connected to Merkel’s cells located at the tip of the intermediate epider-
mal ridges (d). (Aft er Vallbo AB and Johansson RS. Human Neurobiol., 
1984, 3: 3–14.)
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aff erents able to send a neural image of skin stretches useful for 
defi ning the movement direction of any object moving over the 
surface of the skin.52 As they are very responsive to joint move-
ment despite considerable distance from the receptive fi eld47 and 
they encode the direction of limb movements following a popula-
tion encoding,11 as do muscle aff erents,53 the proprioceptive 
responsiveness of SA2 aff erents makes them key actors in kines-
thesia although their selective stimulation does not evoke any 
sensation26 or light sensations of movement or pressure occasion-
ally.54 As previously mentioned, kinesthesia relies not only upon 
muscle feedback but also upon cutaneous messages. Illusory sen-
sations of movements are induced aft er activating cutaneous 
aff erents not only at the hand55 but also at other joints.56 As 
regards the congruency between cutaneous and muscle feed-
backs, cutaneous inputs and notably those coming from SA2 
units may be used to overcome the ambiguities of muscle feed-
back aff ected by changes in muscle length and fusimotor drive.39

8.2.2 Mechanosensory Discrimination

Tactile acuity, that is, the accuracy with which a tactile stimulus 
can be sensed, is unequal from one part of the body to another 
one. It changes also along the life and, surprisingly, the larger 
reduction occurs in the midlife, between 30 and 40 years, and 

not in the elderly.57 Th e age-related decline in tactile sensitivity is 
also unequal over the body as the feet and hands are the most 
impaired, a result that may be due to reduced circulation.32

As it is not easy to defi ne the touch functions of the hand, 
many tests have been developed to quantify sensibility and they 
can be classifi ed throughout a hierarchy from the simplest, 
which assess detection of stimulus, to the more sophisticated, 
which require identifi cation of objects, shapes, or textures and 
oft en require active exploration to resolve the spatial features.

8.2.2.1 Test to Assess Detection Threshold

In 1906, Maximilian von Frey showed that the perceptual 
threshold for touch can be determined in humans by applying 
hairs of diff erent diameters until the hair that evokes the 
requested sensation is found.58 Th e so-called von Frey hairs 
have been improved by Semmes and Weinstein into the form of 
a monofi lament kit.59 Th anks to its low price and very simple 
use, this test is very popular to detect the degree of severity of 
the sensory disturbance in given areas of skin. It is indicated in 
diagnoses of nerve compression syndromes, peripheral neuro-
pathy, thermal injuries, and postoperative nerve repairs. Th e 
nylon fi lament is pressed perpendicularly against the skin area 
to test and is expected to produce a calibrated force propor-
tional to the fi lament diameter, as soon as the fi lament bends. 
Th e experimenter holds it in place for 1.5 s and then removes it. 
In peripheral-nerve compression syndromes at the carpal tun-
nel, the monofi lament test of sensibility correlates accurately 
with symptoms of nerve compression.60 A threshold greater 
than 0.07 g, which corresponds to the 2.83 monofi lament size 
liable, is abnormal and refl ects a “diminished light touch.” 
As regards foot sole sensibility, the International Diabetes 
Federation and the World Health Organization considers as 
insensate the feet of people who do not detect the 5.07/10-g 
monofi lament applied.

Th e validity of the monofi lament test for evaluating touch 
threshold is well documented but none of the studies succeeded 
in correlating test score with actual function.61 Much more prob-
lematic is the fact that the monofi laments seem simple to use, but 
they are not. Th ey are fragile and can be fatigued aft er multiple 
uses. Besides these instrumental troubles, there is no guideline 
on how the monofi lament is to be used or the results inter-
preted.62 In healthy subjects, the results of testing with the fi ve 
smallest monofi laments in the full Semmes–Weinstein kit are 
not reliable.63 Th ese are 1.65 (0.008 g), 2.36 (0.02 g), 2.44 (0.04 g), 
2.83 (0.07 g), and 3.22 (0.16 g). As previously mentioned, this 
range includes the limit for considering impaired tactile func-
tion. Th is means that physicians should not be so confi dent in 
descriptors such as “diminished light touch” to decide for surgi-
cal or therapeutic intervention. As elegantly mentioned, “the 
probes are simple to use but easy to misinterpret.”64

8.2.2.2 Test to Assess Spatial Discrimination

All the handbooks copy the same picture of a naked woman, 
throwing up her arms, adapted from the study of Weinstein 
(Figure 8.7).65 Th e dotted and continuous lines refer to the 
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 smallest distance at which two points simultaneously applied 
can be discriminated by the subject. In the latter study as in the 
original publication of Weber from 1834, the same device was 
used to investigate the tactile acuity, the two-point discrimina-
tion test. Th is widely used test is a psychophysical evaluation of 
hand sensibility by quantifying the threshold at which distinc-
tion of diff erent spatial properties of stimuli can occur. Th e clas-
sical values for healthy subjects are 2 mm at the fi ngertips but at 
least 40 mm for stimuli applied at the forearm.59

Th e two-point discrimination test is very popular and is oft en 
used to compare the eff ectiveness of diff erent repair techniques 
although the data obtained are extremely variable, which raises 
the question of the validity of the test.66 Originally, the test was 
proposed to assess the innervation density of aff erent fi bers46 
and this is still the explanation given in some handbooks. Th e 
spatial resolution explored by this test depends indeed upon the 
mean spacing between the receptive fi eld centers of the SA1 
aff erents, which are highly represented at the fi ngertips. Changes 
in receptor density cannot, however, support on its own the 
extreme variations within subjects, between subjects and 
between studies.67 Th e results of the test depend also upon the 
way the test is performed, as for monofi laments. For instance, 
the amount of pressure towards the skin aff ects considerably the 
results. Most importantly, the test is sensitive to cognitive func-
tions, which explains very short term changes in two-point dis-
crimination results reported aft er tactile stimulation68 or 
de-aff erentation of the contralateral hand.66

8.2.2.3 Tests for Tactile Gnosis

As previously mentioned, the former tests are lacking in 
 functional signifi cance and tactile gnosis tests have been thus 
developed to overcome these shortcomings. Th e earlier versions 
of tactile gnosis tests rely on fi ne motor control of the thumb and 

index and therefore are useful only for median nerve injuries. 
Th ese tests require identifying everyday objects placed in a con-
tainer but they suff er from the same defaults as the formers: 
there is a lack of standardization and protocols are insuffi  ciently 
described.61

8.2.3 Proprioception

If we close our eyes, we are able to touch our chin even if we do 
not know a priori the precise location of our index fi nger before 
the movement has started. Th is subconscious ability refers to 
kinesthesia, that is, the sense of limb movement and position. 
Kinesthesia relies upon the sensory messages coming from a 
specifi c class of receptors called proprioceptors meaning “recep-
tors for self.” Th ese receptors provide information about the 
mechanical forces arising from the musculoskeletal system that 
is essential for controlling limb movements, manipulating 
objects, and maintaining an upright posture.

Th ree types of mechanoreceptors are mainly involved in sig-
naling the direction and speed of a movement or the stationary 
position of a joint. Th ese are muscle spindles that are stretch 
receptors located in muscle belly, Golgi tendon organs that are 
force receptors located in the tendons, and fi nally receptors 
located in joint capsules that signal extreme fl exion or extension 
of a given joint. As previously mentioned, cutaneous aff erents 
also provide proprioceptive information that can be crucial, for 
instance, for controlling lip movements in speech.69 One more 
time, the reader has to keep in mind that the academic subdivi-
sion of the sensory aff erents that we make below does not refl ect 
any functional relevance. Th e sensory endings presented below 
can respond to several and diff erent stimuli. Th e labeled line 
concept, an assumption of specifi c information transmission in 
so specifi c ascending pathways, does not conform to known con-
vergence and divergence patterns in central pathways.70
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8.2.4 Muscle Spindles

In the belly of skeletal muscles, muscle spindles run in parallel 
with the extrafusal fi bers. Th ey consist of specifi c muscle fi bers, 
the intrafusal fi bers, protected by a capsule of connective tissue 
(Figure 8.8).

Depending on the arrangement of their central nuclei, two 
types of intrafusal fi bers are distinguished. In the few largest 
fi bers, the nuclei are accumulated in a central bag and they are 
the so-called bag fi bers. Th e nuclei in the smallest fi bers are lined 
up along the central row, so these intrafusal fi bers are called chain 
fi bers.71 Th e spindle density changes among muscles and this 
refl ects functional diff erences. Muscles initiating fi ne movements 
or maintaining posture exhibit high spindle density, as extraocu-
lar, neck, and hand muscles. By contrast, muscles initiating coarse 
movements as the biceps brachii have a poor density of mus-
cle spindles.72 Muscle spindles are sensory receptors that signal 
muscle length and changes in muscle length to the central ner-
vous system (CNS). Th ey receive both sensory and motor inner-
vation. Th e sensory innervation is distributed along the equatorial 
regions. Large-diameter Ia axons terminate in primary endings 
that encircle the central area of both types of intrafusal fi bers. As 
they encode changes in muscle length, Ia aff erents have a dynamic 
sensitivity. Secondary aff erents made of lower conduction veloc-
ity II fi bers innervate the nuclear chain fi bers and terminate in 
secondary endings that exhibit a static sensitivity by encoding 
sustained muscle lengthening (Figure 8.9).

Th e motor innervation is distributed along the polar regions 
and we can distinguish gamma motoneurons that are specifi c 
for intrafusal fi bers from beta motoneurons that innervate not 
only the former muscle fi bers but also extrafusal fi bers.73 
Fusimotor neurons can be furthermore subdivided between 
dynamic and static fi bers.74 Th e static fusimotor system may be 
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FIGURE 8.8 Location of muscle spindles and Golgi tendon organs in 
skeletal muscle. (Adapted from Houk, JC, Crago PW, and Rymer WZ. 
In: J.E. Desmedt (ed.), Spinal and Supraspinal Mechanisms of Voluntary 
Motor Control and Locomotion, Volume 8: Progress in Clinical 
Neurophysiology. Basel: Karger, 1980.)
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helpful to prevent spindle silencing during muscle shortening, 
allowing the CNS to receive feedback throughout the move-
ment, whereas the dynamic system may be concerned with 
gain control during small perturbations or may fi t the spindle 
sensitivity to the performance of large movements.75 In line 
with these assumptions, task-related changes in muscle spindle 
sensitivity have been recently reported to occur in human 
muscles (Figure 8.10).76

Ia aff erents are at the origin of the neural circuit responsible for 
the stretch refl ex. When a muscle is lengthened, the Ia aff erents 
from the primary spindle endings in the parent muscle are acti-
vated and their fi ring rate increases (see Figure 8.10b). Th e Ia 
inputs induce a monosynaptic excitation of the motoneurons 
innervating that muscle, the consequence of which is its refl ex 
contraction. Th is monosynaptic refl ex activation spreads also to 
the motoneurons innervating the synergistic muscles.77 At the 
same time, Ia aff erents exert strong inhibitory eff ects upon the 
motoneurons of the antagonistic muscles through the activation 
of Ia inhibitory interneurons. Th is disynaptic pathway is the neu-
ral circuit responsible for reciprocal inhibition, another refl ex 
mechanism that prevents contraction of the antagonistic muscle 
during the voluntary or the refl ex activation of a given muscle.78 
Th ese coordinated motor responses, although involuntary, are 
highly task-dependent and their effi  ciency is regulated by local 
and descending signals liable to aff ect either presynaptically or 
postsynaptically the excitability of motoneuronal pools. Th ese 
regulatory processes explain why a lesion to the spinal cord aff ects 
spinal refl exes. Immediately aft er a complete transection, spinal 
refl exes can be suppressed. Following this period of spinal shock, 
spinal refl exes gradually recover by one or two weeks and can 
sometimes return abnormally enlarged. Th is hyperrefl exia is oft en 
seen with spasticity (Figure 8.11).79

Beyond their refl ex eff ects, muscle spindles are widely 
assumed to play a major role in kinesthesia since the 1970s. Th is 

assumption is strengthened by the results of famous psycho-
physical experiments. Applying vibratory stimulation to a 
 muscle tendon induces a powerful illusory sensation of limb 
movements.80 More precisely, tendon vibration causes the 
 sensation of an illusory movement, the direction of which is 
that of the real movement that would have stretched the 
 receptor-bearing muscle. Microneurographic recordings in 
humans have shown that tendon vibration strongly activates pri-
mary muscle spindle endings.81 Since these pioneer studies, it is 
known that kinesthesia relies upon a population encoding. All 
the muscles surrounding a joint provide the muscle spindle 
information required for the coding of movement parameters.82

8.2.4.1 Golgi Tendon Organs

Th ese sensory receptors are located at the musculo-tendinous 
junctions and connected in series with the extrafusal muscle 
fi bers. Th e encapsulated structure measures about 1 mm long 
and 0.1 mm in diameter. Each tendon organ is innervated by a 
single sensory aff erent, a Ib axon, that divides into many fi ne 
endings intertwined among the collagen fascicles.83 When a 
muscle contracts, the force developed acts upon the tendon and 
tension increases. Th is mechanical stress distorts the collagen 
fascicles and compresses the intertwined sensory endings, which 
causes them to fi re. Golgi tendon organs are thus liable to encode 
changes in muscle tension, whereas muscle spindles encode 
rather changes in muscle length. As muscle spindles, Golgi ten-
don organs encode muscle force in keeping with a population 
encoding since the averaged discharge of a population of Ib 
aff erents refl ects accurately the total force developed in a con-
tracting muscle.84 Starting from data collected during normal 
stepping in cats analyzed with the help of mathematical models, 
it has been shown indeed that fi ring profi les of only four Ib aff er-
ents perfectly predict the directly measured muscle force.85
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FIGURE 8.10 Eff ects of static and dynamic fusimotor activation upon the discharge of a single aff erent from a spindle primary ending. (a) Applying 
6 mm stretch to the parent muscle induces a typical peak of activity in the Ia aff erent. (b) Repetitive stimulation of a single static fusimotor axon 
induces a biasing eff ect and attenuates the Ia stretch sensitivity; the aff erent becomes more sensitive to sustained muscle lengthening. (c) Repetitive 
stimulation of a single dynamic fusimotor axon, by contrast, strongly increases the stretch sensitivity and the same aff erent becomes more sensitive 
to changes in muscle length. (Adapted from Matthews PBC. Mammilian Muscle Receptors and Th eir Central Action. London: Arnolds, 1972.)
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At the spinal level, Golgi tendon organs project upon Ib inhibi-
tory interneurons before reaching the homonymous alpha 
motoneurons. Th is spinal pathway, so-called the autogenic inhibi-
tion, is viewed as a protective refl ex mechanism liable to prevent 
muscle damage due to an excessive muscle tension although the 
functional signifi cance of this autogenic inhibition is discussed 
(Figure 8.12).86

8.2.5 Joint Receptors

Synovial joints receive two types of sensory aff erents: the pri-
mary articular nerves specifi cally supply the joint capsule and 
ligaments, whereas the accessory articular nerves reach the joint 
aft er innervating muscular or cutaneous tissues. Th ese two types 
of aff erents consisting of Aβ fi bers terminate in several and dif-
ferent encapsulated and unencapsulated nerve endings sensitive 
to mechanical, chemical, and thermal stimuli. Among the dif-
ferent types of aff erent nerve endings reported in joints, only 
the encapsulated endings are thought to encode extreme joint 
motion, rather than the midrange. Beyond their involvement 
in kinesthesia, these mechanoreceptors may also contribute to 
protective refl exes.87

8.3 The Somatosensory Cortex

Aft er going through the nuclei of the dorsal columns and the 
basal complex of the thalamus, somatosensory inputs reach the 
primary somatosensory cortex (S1). Located in the postcentral 
gyrus of the parietal lobe, S1 comprises four diff erent fi elds 
referred to as Brodmann’s areas 3a, 3b, 1, and 2. Th ere exists a 
certain specialization in these areas as neurons in area 3a are 
mostly sensitive to proprioceptive inputs, those in areas 3b and 1 
respond to cutaneous stimuli, and fi nally neurons from area 2 
respond to both types of stimuli. In order to process tactile 
information, areas 3b, 1, and 2 are interconnected. Each of these 
area nevertheless exhibits a given functional specialization since 
induction of selective lesions in S1 induces area-specifi c defi cits 
in tactile discrimination. Lesion of area 1 impairs texture tasks, 
roughness and line discriminations, whereas lesion of area 2 
aff ects fi nger coordination and angle tasks, size, and curve dis-
criminations. As regards area 3b, lesion severely disturbs all 
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FIGURE 8.12  Negative feedback of muscle tension by Golgi tendon 
organs. When a muscle contracts, tension increases in the collagen 
fi brils in the parent tendon. Th is increased tension activates the endings 
from Golgi tendon organs. Th e Ib volley induced reaches Ib inhibitory 
interneurons in the spinal cord that, in turns, inhibit the α motoneu-
rons from the same muscle to prevent excessive tension.
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FIGURE 8.11 Th e Ia monosynaptic refl ex loop. Stretching the biceps leads to increased activity in Ia aff erents that in turns refl exively induces an 
increased activity in the α motoneurons innervating the same muscle. At the same time, Ia inhibitory interneurons are activated to reciprocally 
inhibit the α motoneurons that innervate the antagonistic muscle.
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types of tactile discrimination abilities apart from coarse size 
discrimination.88

In the early stages of cortical processing, central neurons 
exhibit similar encoding properties as peripheral neurons. 
Th is is notably the case for SA neurons recorded in area 3b. 
Th ey exhibit indeed isomorphic responses as acute as those 
obtained from peripheral aff erents, suggesting that they play a 
major role in processing information underlying tactual 
 pattern recognition (Figure 8.13). Th is is less true for RA neu-
rons of area 3b; their responses exhibit a smaller spatiotempo-
ral structure.89 Aft er S1, the higher processing of tactile 
information may involve the second somatosensory area in 
keeping with a serial cortical processing similar to that found 
earlier for vision.90

8.3.1 From Columns to Homunculus

By moving microelectrodes step by step in monkeys’ brain, 
Vernon Mountcastle and his colleagues have discovered the 
repetitive columnar organization of the somatosensory cortex. 
Cortical columns vary from 300 to 600 μm in diameter and they 
run vertically along the diff erent layers of the cortex. Neurons of 
the same column share several properties: they all receive inputs 
from the same skin area and respond to the same type of recep-
tors. In area 3b for instance, some columns process light touch, 
while some other ones take care of pressure information. As in 
the case of peripheral receptors, cortical neurons and columns 
are either FA or SA. Th is modality clustering becomes weaker in 
area 2 and higher cortical areas.91 Obviously, this columnar orga-
nization is an anatomo-functional correlate of the preservation of 

the topographic arrangement of the receptive fi elds from the 
skin to the brain.

Tactile acuity does not only rely upon a high density of recep-
tors and related neural networks. At the dorsal column nuclei, 
spatial resolution is sharpened by inhibitory networks. For 
instance, a tactile stimulation applied to the skin area surround-
ing the receptive fi eld of a cortical neuron may be hardly perceived 
because the inputs coming from this surrounding area are con-
veyed through inhibitory interneurons located in the dorsal col-
umn nuclei, the ventral posterior lateral nucleus of the thalamus, 
and even in the cortex. Th is so-called surround inhibition gradu-
ally increases from the periphery to area 3b and then to area 1.92

As previously mentioned, from the spinal cord to cortical 
areas, there exists a mapping of the body. Maps of the brain 
activity and brain volume involved in the signal processing have 
been created over the years dating back to the early 1900s. Th e 
so-called homunculus has been historically discovered in 
humans in the early 1930s, although Hughlings Jackson made 
the assumption of a cortical somatopic organization in 1870 by 
observing epileptic patients. An electrical stimulation applied to 
discrete areas of human cortex produces stereotyped motor or 
sensory phenomena that aff ects a given part of the body.93 Some 
years later, this original study was fully confi rmed and the 
famous cortical map was published94 (Figure 8.14).

Th e cortical maps do not represent the body in its actual pro-
portions. Th e homunculus, that is, little man, exhibits enlarged 
hands and lips related to the manipulatory and speaking skills in 
humans. Th e shape of the cortical maps changes across species. 
For instance, whiskers are greatly represented in the somatosen-
sory cortex of the rat and we can imagine that trunk is largely 
represented in the elephant S1, although this has never been 
studied, to our knowledge. Th e original map of Penfi eld and 
Rasmussen has been so many times reproduced that one can 
really wonder what is actually represented on these maps.

Th e homunculus exhibits discontinuity. For instance, the cor-
tical representation of the human penis is located in the mesial 
wall, that is, to say below the toes. Until recently, we thought that 
discontinuation resulted from the repetitive stimulation from 
the feet tucked in by the genitals during the fetal life. Although 
this may illustrate the phenomenal of plasticity,118 recent neuro-
imaging data suggest that the genitals may rather be represented 
in the logical place at the cortical level, that is, to say between the 
leg and the trunk.

8.4 Thermoception

Th e sense of temperature has been studied for a long time in 
keeping with the theory of specifi city of von Frey. Although spe-
cifi c receptors have been reported to encode innocuous tempera-
tures, that is, cold and warmth, and noxious temperatures, that 
is, cold and heat, cold sensitivity can be also found in large myeli-
nated aff erents, which respond rather to mechanical stimuli. SA 
aff erents coming from Merkel or Ruffi  ni corpuscles respond to 
cooling thermal gradients from normal skin temperature (34°C) 
to 14.5°C. Th e temperature sensitivity of these mechanoreceptors 
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FIGURE 8.13  Spatial event plots reconstructed from discharge of 
peripheral and central neurons recorded in rhesus monkeys. (a) Both 
SA and RA aff erents (upper and lower traces, respectively) transmit iso-
morphic neural images of embossed letters applied to their receptive 
fi eld. (b) At the cortical level in 3b area, SA neurons (upper trace) still 
exhibit isomorphic responses, whereas the responses of RA neurons 
have less spatiotemporal structure. (Aft er Phillips JR, Johnson KO, and 
Hsiao SS, Proc. Natl. Acad. Sci. USA, 1988, 85(4): 1317–1321.)
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provides an explanation for the Th aler illusion, the perception 
that cold objects are heavier than warm ones.95

Th ermal sensations result from the analysis of the diff erence 
between the temperature of the external stimulus and the nor-
mal skin temperature. Th ermal responses are elicited from free 
nerve endings located in both the epidermis and dermis. 
Th ermoreceptor endings are connected to Aδ myelinated as 
regards cold receptors (sensitive to temperatures ranging from 
25°C to 34°C) and heat nociceptors (responsive to temperatures 
above 45°C) or to C unmyelinated fi bers as regards cold nocicep-
tors (sensitive to temperatures below 5°C) and warm receptors 
(from 34°C to 45°C).96

Th anks to the increased popularity of spicy food, the mecha-
nisms of temperature transduction have been explored for the 
last 10 years. Capsaicin, the principal active agent of hot pep-
pers, activates polymodal nociceptive C fi bers by opening tran-
sient receptor potential (TRP) channels through which Na+ and 
Ca2+ ions can enter and thus change the membrane potential. 
Among the other stimuli that activate the cloned capsaicin 
receptor, anandamide (an endogenous cannabis-like com-
pound), acid, and heat above 43°C were found effi  cient.97 In 
humans, 28 diff erent TRP channels have been identifi ed and 
grouped into six families. Each of these receptors operates over 
a specifi c temperature range. For instance, seven TRP channels 
are sensitive to heat, whereas two are more liable to encode cold 
temperature. Although there is still debate, the transduction 

mechanism may involve allosteric interactions between voltage 
and thermal sensors.98

When the skin temperature is set at 34°C, its usual value, both 
cold and warm receptors exhibit a tonic discharge at low rate 
although that of the cold receptor is higher.99 Cold receptors 
exhibit the highest responsiveness at 25°C, whereas warm recep-
tors are the most responsive at 45°C. For each type of receptor, 
temperatures departing from these critical values evoke weaker 
responses. Th is means functionally that a single receptor cannot 
precisely encode temperature. To clarify, a population encoding 
is required where each population of thermoreceptors has a pre-
ferred temperature, that is, a temperature value where its sensi-
tivity peaks, and the perceived temperature refl ects the activity 
of pooled responses. Th is population encoding also explains why 
we should go naked at the balcony every morning to accurately 
evaluate air temperature! Th e larger the skin area exposed, the 
greater temperature acuity (Figure 8.15).

As regards the ascending pathways of thermal messages, the 
thermal grill illusion clearly illustrates the strong interactions 
between thermal and nociceptive systems. Th e Danish scientist 
Th unberg was the fi rst to describe this illusory sensation in 1896. 
Touching interlaced warm and cool bars elicits a sensation of 
strong, oft en painful heat, although each single stimulus is 
innocuous. Th e mechanism responsible for this illusory sensa-
tion has been recently explained and is view as an unmasking 
phenomenon. Th e pain sensation may result from the central 
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disinhibition of the polymodal nociceptive spinothalamic chan-
nel due to a lower activity in the innocuous thermoreceptive 
 spinothalamic channel.100 Th ree types of thermal aff erents are 
activated: those providing warm sensation, others for cool 
 sensation and those connected to nociceptors. When warm and 
cool bars are interlaced, the warm stimulus may inhibit the 
ongoing discharge of the cells selectively sensitive to cold stimu-
lus and rather activate the C polymodal nociceptive channel. 
Th e thermal grill produces the same pattern of cerebral activa-
tion as that produced by the noxious cold stimulus, that is, an 
increase in blood fl ow in the mid/anterior insula, in S2 and in 
the anterior cingulate, and even weaker activation in S1.101 Th is 
study elegantly confi rms that illusions can lead to useful insight 
into the basic mechanisms that support the running of the CNS, 
for instance, the generation of central pain syndromes. Finally, 
the studies of Craig and colleagues support evidence that innoc-
uous cold inhibits central pain processing, a fi nding that may 
have a clinical relevance.

8.5 Pain

Pain is a submodality of somesthesis. Unlike other modalities, 
pain is a warning sensation that indicates impending or actual 
tissue damage. As it is a subjective experience involving aware-
ness, memory and aff ect, infl uenced by emotional state and 
environment, pain shows a large inter-individual variability.102 
In order to survive, animals and humans must be able to 
“remember” particular noxious stimuli and what they imply. 
In thousands of years of mankind, pain has been a major con-
cern. People in ancient times easily understood pain as a con-
sequence of injury, but pain caused by disease was linked to 
evil spirit intrusion into the body and was treated by fi ghting 
away the demons or satisfying the gods. Ancient Egyptians 
and Babylonians believed that the origin of pain were God’s 

will or the spirit of the dead, while Chinese medicine 2500 
years bc attributed pain to an imbalance of Yin and Yang. Th e 
ancient Greeks were interested in speculating about body 
physiology, and Pythagoras’s (566–497 bc) thoughts instigated 
his pupil Alemaeon to study the senses. He was the fi rst to 
express the idea that the brain was the center for sensation.103 
In his studies, Erasistratus attributed feelings to nerves and 
the brain. His work was lost until Galen (130–201 ad) 
 recovered it and then provided anatomical studies about the 
nervous system. Th e Dark Ages in Europe resulted in sup-
pressing those studies and medical science moved to Arabia, 
where Avicenna was the fi rst to suggest that pain is a separate 
sense. Th e Renaissance brought science back, and Descartes 
(1596–1650) propounded that pain is conducted via “delicate 
threads” in nerves that connect the body tissues to the 
brain,104,105 and that was the starting point for the knowledge 
we have today.

Pain, we know, is such an immense subject that even a large 
book cannot explain all we know so far. Researchers every year, 
even month, uncover new details about the secret life of pain. 
“Every living being from its moment of birth seeks pleasure, 
enjoying it, while rejecting pain, doing its best to avoid it” wrote 
the seventeenth century poet Racine. Even that is not completely 
true—it is known that pain could be experienced as pleasure, in 
the conditions medically known as algolagnia (from the Greek—
meaning “lust for pain”) and sadomasochisms.

8.5.1 Nociceptors

Pain sensations originate from the activation of specialized sen-
sory receptors called nociceptors, the sensory endings of small-
diameter aff erent nerve fi bers classifi ed into groups III and IV, or 
Aδ and C, respectively. Unlike the specialized somatosensory 
receptors for touch or pressure, nociceptors are free nerve end-
ings. Numerous receptors in skin, subcutaneous tissue, muscles 
and joints are sensitive to a variety of potentially harmful mechan-
ical, thermal and chemical stimuli, and their aff erent nerve fi bers 
are responsible for conveying sensory information that is per-
ceived as pain by the CNS. Th ey respond directly to noxious stim-
uli and indirectly to other stimuli such as chemical stimuli released 
from injured tissue. Several substances have been proposed to act 
as chemical pain inducers- histamine, K+, bradykinin, substance 
P, serotonin, capsaicin and synthetic derivatives, such as resinifer-
atoxin, and so on.106–109 Bradykinin is one of the most potent pain-
producing endogenous substances.110–112 It vigorously activates 
muscle nociceptors and induces longer-lasting eff ects than, for 
example, serotonin or KCl in experimentally induced pain.113,114 
Also, bradykinin acts more selectively on receptors in muscles 
than in skin.115

Most nociceptors are sensitive to the concentration of irritant 
chemicals released by noxious thermal or mechanical stimuli or 
to exogenous chemicals that may penetrate the skin and come into 
contact with sensory endings. Using this approach, three classes 
of nociceptors can be distinguished on the basis of the type of the 
activating stimulus: mechanical and thermal, activated by a 
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FIGURE 8.15  Resting discharge of a cold C fi ber at room tempera-
ture. (a) Th e resting discharge is temporarily suppressed by sudden 
warming of the receptive fi eld (RF) from 31 to 35°C. (b) From a holding 
temperature of 35°C, at which the unit is silent, activity is initiated by 
cooling the RF to 31°C. Time bar: 5 s. (Aft er Campero M, Serra J, 
Bostock H, and Ochoa JL. J Physiol., 2001, 535: 855–865.)
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 particular form of stimuli (pinch, squeeze of the skin, and 
extreme temperature, both heat above 45°C and cold below 
5°C), and polymodal, sensitive to destructive eff ects of stimuli 
(mechanical, thermal, or chemical) rather than to its physical 
properties.116 Th ese classes of nociceptors are distributed in skin 
and deep tissues and oft en respond together—Aδ mechanical 
transmit sharp pain, Aδ thermal-mechanical transmit burning 
pain, and C thermal–mechanical transmit freezing pain, while 
C polymodal transmit slow, burning pain (see Table 8.1). When 
one hits a fi nger with a hammer, or one is hit by a ball in a cer-
tain region of the body, fi rst a sharp pain is felt, followed later by 
prolonged aching pain, the pain that comes second. Th e fast 
sharp pain is transmitted by Aδ fi bers, while the later dull, 
annoying pain is transmitted by C fi bers (Figure 8.16).

Pain is a complex perception, a threat of potential or actual 
tissue damage associated with an unpleasant emotional experi-
ence. A distinction has to be made between pain as a perception 
and the neural mechanisms of nociception—nociception does 
not necessarily lead to the experience of pain, and this relation-
ship describes a concept where perception is a sum of processed 
sensory inputs by the brain. Many factors in addition to the fi r-
ing of the nociceptors determine the location, intensity or qual-
ity of experienced pain (Figure 8.17). Th is is because action 
potentials in the population of slowly conducting nonmyeli-
nated axons are dispersed in time, and the current generated by 
an action potentials in those axons is smaller than the current 
in myelinated axons.

We all know that diff erent forms of pain sensations can be 
experienced. Categories of pain can be established in various 
ways, stressing diff erent aspects of pain generation, duration, 
maintenance, and subjective characteristics117:

Nociceptive pain—normal acute sensation evoked by a • 
potentially damaging stimulus, generated as a result of 
physiological activity in pain receptors.
Clinical pain—manifests as • spontaneous pain without 
evident origin or noxious stimulation, and pain 
 hypersensitivity, which appears as a result of activity- 
dependent neuroplastic changes in nociceptors and 
spinal cord neurons.

Chronic pain—involves a multitude of mechanisms by • 
which the sensory function of nociceptive aff erents and 
their central connections can be altered, initiating and 
maintaining plastic changes in nociceptive transmission 
and processing.118 Chronic pain can be generally divided 
into subcategories: infl ammatory pain—as a consequence 
of tissue infl ammation, and neuropathic pain, which 
results from some form of nerve injury or dysfunction of 
the central or peripheral nervous system, and oft en mani-
fests itself as burning sensation. Neuropathic pain may be 
further divided into spontaneous or stimulus-induced. 
Furthermore, stimulus-induced neuropathic pain is 
divided into allodynia (pain induced by a stimulus that is 
normally not painful) and hyperalgesia (increased pain 
level induced by a stimulus that normally causes pain).

Hyperalgesia can appear in and around the site of injury. 
Th e hyperalgesia occurring at the site of injury is defi ned as 
 primary and is responsive to heat and mechanical stimuli,119 
while the hyperalgesia that occurs in a wider area of undamaged 
surrounding skin is defi ned as secondary and is responsive 
mostly to mechanical stimuli. Primary hyperalgesia results from 
the sensitization of the nociceptive receptors at the injury site, 
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FIGURE 8.17 Schematic representation of nociceptor response based on 
the shape of an object, for example, blunt, pinprick, and squeeze. Mechanical 
nociceptors have a diff erential response (against a “reference”), as compared 
to magnitude only.
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FIGURE 8.16 Schematic representation of sharp and aching pain. 
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primary aff erent axons: Aδ and C fi bers.
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while secondary hyperalgesia is due to plastic changes in the 
CNS.120 Peripheral mechanisms may also contribute to hyperal-
gesia. Nociceptor sensitization denotes a greater sensitivity of 
nociceptors in skin and deep tissues, and is manifested by an 
increase in spontaneous discharge rate, a lowered threshold, 
prolonged responses to stimuli, a sensitization to chemical stim-
uli and heat, an expansion of receptive fi elds, and so on.121,122

Chronic muscle pain is a growing problem, causing not only 
large suff erings of those aff ected, but also large costs to the modern 
society, due to increased sick leave, early retirement, and produc-
tion losses. Chronic work-related musculoskeletal disorders 
account for the majority of all occupational illnesses. Common 
symptoms in patients suff ering from these disorders include pain 
and discomfort in muscles and a feeling of stiff ness and fatigue of 
the painful muscles. Th e pain is likely to originate in the activation 
of sensory receptors, but within the CNS, these signals will evoke 
the sensation of pain and at the same time initiate and maintain a 
complex assembly of parallel and serial processes that ultimately 
infl uence many body systems. Th e body systems  modulated by 
nociceptive signals include the emotional–aff ective  system, the 
neuroendocrine system, the autonomic nervous  system and the 
motor control system. Th e activation of these processes may in 
turn augment the peripheral processes underlying the  activation 
of nociceptors, thus leading to feedback actions.123 Furthermore, 
prolonged nociceptive activation may permanently change the 
ways in which nociceptive signals are processed and thus induce 
and sustain chronic pain. Research fi ndings suggest complex mul-
tiple interactive pathophysiological mechanisms, which may work 
at diff erent times in the disease process. Related pathophysiologi-
cal mechanisms might be prolonged, sustained or repetitive 
 muscle activation,124,125 since muscle fi bers belonging to low-
threshold motor units are the fi rst to be recruited and the last to be 
de-recruited, according to the ordered recruitment principle.126 
Also, muscle blood fl ow dysregulation may increase the risk of 
accumulation of metabolites and infl ammatory substances and 
augment the activation of group III and IV muscle aff erents, thus 
potentially giving rise to a vicious circle, maintaining the pain.127

8.5.2 Evaluating Pain

Pain comes in many fl avors—causalgia, migraine, muscular and 
visceral pain, central pain, dental pain, referred pain, and so on. 
Pain from infectious, infl ammatory or neoplastic processes is a 
feature of many visceral diseases. In evaluating patients with 
pain, it is important to determine the level of the nervous system 
at which the pain arises. Attention of the physician should be 
focused on the duration, nature, severity, mode of onset, loca-
tion of the pain and any associated symptoms. In terms of the 
underlying cause and clinical context, pain can be divided into:

Peripheral nerve pain—arising from peripheral nerve • 
lesions. When mixed nerves are involved, there may be 
accompanying motor defi cits. Th e causalgia is the term to 
describe severe persistent, burning pain resulting from 
nerve trauma, and such pain oft en radiates to a wider area. 

Complex regional pain syndrome type I, or refl ex sympathetic 
dystrophy, denotes sympathetically mediated pain, precipi-
tated by a tissue or bone injuries.
Radicular pain—it is localized to the distribution of nerve • 
roots and it is exacerbated by coughing, sneezing, or other 
maneuvers that increase intraspinal pressure or stretch 
the aff ected roots. Additionally, paresthesia, numbness in 
a dermatomial distribution, muscle weakness, and refl ex 
changes could be seen.
Th alamic pain—thalamic lesions may lead to pain in all or • 
part of the contralateral half of the body.
Low back and/or neck pain—spinal disease can cause pain, • 
referred to other parts of the involved dermatomes. Local 
pain may lead to refl ex muscle spasm, which in turn causes 
further pain, and may result in posture changes and limi-
tation of movements. Causes of low back or neck pain 
could be trauma, prolapsed lumbar intervertebral or cervi-
cal disk, osteoarthropathy, spondylosis, osteoporosis, disease 
of the hips, cervical injuries such as whiplash, and so on.
Herpes zoster pain—burning pain in involved dermatome • 
caused by reactivated latent viral infection, with infl am-
matory reaction in the dorsal root or cranial nerve gan-
glia, root, or nerve.128

Th e measurement of human pain involves both voluntary and 
involuntary response activity. Involuntary responses, comprising 
autonomic nervous system activity such as galvanic skin response, 
heart rate or muscle tension, are less stable and reliable, and they 
might represent arousal rather than pain.129 Also, for example, 
skin response may disappear, while pain is still present. Voluntary 
response is probably a better tool to measure pain, even though 
critics of that method claim that it is under the direct control of 
the subject or patient and therefore could be distorted or falsifi ed. 
Categories used in voluntary estimation of pain are pain thresh-
old, defi ned as the point at which pain is perceived 50% of the 
time, then pain tolerance, regarded as an upper threshold, pain 
sensitivity range, just-noticeable-diff erence, and so on.130 A test 
commonly used for the clinical evaluation of small-caliber aff er-
ent pathways is the quantitative somatosensory thermotest 
(QST),131 where a ramp of ascending and descending stimulating 
temperatures is applied to the skin. Th is test does not have very 
precise diagnostic value in pain evaluation but could point toward 
certain abnormalities. However, a simple, widely accepted and 
clinically useful method is to rate pain intensity and measure 
changes in pain over time or response to medical procedure or 
treatment by using verbal or visual analog scales (VAS). VAS rates 
pain subjectively between 0 and 10, zero being “no pain” and 
10 being “the worst pain one can imagine.”132–134

8.5.3 Pain Modulation

Pain, especially muscle pain, has functional implications on our 
motor activity and aff ects movements and performances of our 
daily life. Painful limb draw our attention and we try to protect 
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it by limiting its usage, employing other nonpainful muscles, by 
mechanisms that we have just briefl y mentioned in this Chapter. 
Also, we are developing diff erent facial expressions, and pain 
can be visualized by our surroundings. However, it is evolution-
arily useful that in animals pain might be modulated and allevi-
ated, even in the case of serious injury, due to the serious threat 
of predator attack. Modulation refers to behavioral and neuronal 
changes mediated by neuronal systems that participate in con-
trol of transmission and processing of pain. Th e activity of those 
systems is context dependent, the factors being task, arousal, 
attention and motivation.135,136

Th ere are a number of pain-modulating systems, both ascend-
ing and descending, described as gate control theory, placebo 
analgesia or placebo eff ect, endogenous opioides, peptidergic 
modulation, modulation by a system of brainstem regions (peri-
aqueductal gray matter, nucleus cuniformis, nucleus raphe mag-
nus and nucleus reticularis gigantocellularis, locus coeruleus, 
etc.). Activation of ascending tracts, which may be perceived 
as painful, can be modulated by descending pathways from the 
brain. Th e CNS pain-modulating systems can either suppress 
or enhance the transmission of nociceptive information. Th e 
 suppression of nociception engages several levels of the CNS, 
involving supraspinal descending inhibition, propriospinal het-
erosegmental inhibition and segmental spinal inhibition.137 Th e 
latter two concern spinal inhibitory systems referred to as Gate 
control and Diff use Noxious Inhibitory Control, while the former 
involves several descending pain modulating systems distributed 
throughout the forebrain, diencephalon, brainstem and spinal 
cord.136

8.5.3.1 The Gate Control Theory

It can happen to all of us that we hit the head against the door of a 
car or a house, or to get a fi nger hit by some piece of furniture. In 
that case we alleviate the pain by rubbing the surrounding skin. 
As an explanation of this phenomenon, it has been proposed that 
activity in large aff erent fi bers may modulate activity in the pain 
pathways. Melzack and Wall138 proposed the gate control theory 
of pain suggesting that activity in low-threshold mechanorecep-
tors inhibits the discharge in second-order  nociceptive aff erents 
through inhibitory interneurons. Wide-dynamic range neurons 
(WDRNs) receive excitatory input from both group IV fi bers, 
transmitting the nociceptive information, and large diameter 
aff erents, and without additional activation of mechanoceptors, 
nociceptive information is transmitted unaff ected. A study of seg-
mental interaction between electrically evoked sensitive cutane-
ous mechanoreceptors with thick myelinated axons and nociceptor 
aff erents resulted in suppression of nociceptive responses of dorsal 
horn neurons (DHNs).139 De Koninck and Henry140 investigated 
the eff ects of skin vibration on nociceptive DHNs, a stimulation 
procedure that could have induced activity in deep receptors. 
Studies concluded that the eff ects resulted from spinal cord neu-
ronal circuitry. Recently, gate control theory was questioned with 
experiments showing sensitization and expansion of receptive 
areas of WDRNs following a transient nociceptive input to the spi-
nal cord.141 Th ese plastic changes would allow input from low-

threshold mechanoreceptors to excite second-order neurons, 
signaling pain.

However, based on the gate-theory assumption, it is proved 
clinically useful to stimulate large diameter aff erents via trans-
cutaneous electrical stimulation (TENS) to alleviate some forms 
of chronic pain. TENS at low intensity activate group I and II 
fi bers and elicits short-lasting analgesia, confi rming practically 
the gate-control theory.142 Th e study of Tardy-Gervet and 
 colleagues143 showed that combined stimulation of vibration 
application and TENS provided pain relief in a larger number of 
pain patients than either vibration or TENS used alone, and the 
relief was greater and longer-lasting.

Another form of nociceptive modifi cation might be the muscle 
stretching. In the treatment and rehabilitation of chronic painful 
musculoskeletal disorders, stretching of the stiff  and tender mus-
cles is a commonly used method to alleviate the pain.112–114 
Hypothetical mechanisms underlying the eff ects of stretching 
usually implicate peripheral events, such as changes in the vis-
coelastic properties of muscle-tendon elements.143 However, the 
mechanism might also reside along the pain pathways, where 
nociceptive processing is modifi able by aff erent inputs originat-
ing from various peripheral receptors and tissues, in this case 
muscle.144 Muscle aff erent inputs might exert modulatory eff ects 
on muscle nociception at levels of overlapping between noxious 
and nonnoxious inputs, in Rexed’s laminae I and II.122,136,145

Diff use noxious inhibitory control146 is based on a proprio-
spinal heterosegmental inhibitory system, by which “counter-
irritation” on a distant part of the body may inhibit the pain 
evoked by nociceptive stimuli in another part. Th ose pro-
longed, distant noxious stimuli may underlie treatment 
 methods such as acupuncture, mustard plaster and deep tissue 
massage.

8.5.4 The Endogenous Opioids

Th e role of endogenous opioids in the modulation of nociception 
and pain perception is hinted by fi ndings that morphine exerts 
pharmacological action by binding to specifi c receptors and that 
opioid antagonist naloxone blocks morphine-induced analge-
sia.147 Th e endogenous opioids regulate nociception by two 
inhibitory mechanisms: a postsynaptic and presynaptic inhibi-
tion. Th e eff ect of postsynaptic inhibition is produced mainly by 
increasing K+ conductance, which in turn decreases Ca2+ entry 
into the sensory terminals and decreases transmitter release 
from primary aff erents. Th e presynaptic inhibition of release of 
glutamate, substance P and other transmitters from the termi-
nals of the sensory neurons is conducted directly through a 
decrease in Ca2+ conductance.148

Th ree classes of opioid receptors have been described: μ, δ, and 
κ. All three classes of opioid receptors are located on  terminals of 
the nociceptive aff erents and the dendrites of postsynaptic dorsal 
horn neurons.149 Also, three classes of endogenous opioid pep-
tides have been identifi ed: enkephalins, β-endorphin and dynor-
phins. Enkephalins bind to μ and δ receptors, β- endorphin is 
released in response to stress, while dynorphin is selective for κ 
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receptors. Th e μ receptors, where morphine and naloxone bind, 
are located in the periaqueductal gray matter, the ventral medulla 
and the superfi cial dorsal horn, as well as along the nervous sys-
tem in many other structures.150 Similar localization is also found 
for cells and axons releasing enkephalins and dynorphins, while 
β-endorphin cells are found in hypothalamus. Each of the pep-
tides is defi nitively located in areas of nociceptive processing and 
modulation.

Th e use of opioids to manage moderate and severe pain in 
patients with cancer is well accepted. In contrast to the local 
 anesthetics, which act at the spinal nerve root level, opioids act 
selectively at receptor sites. However, due to the widespread distri-
bution of opioid receptors, not only in areas responsible for pain 
mediation, but also in the brain stem, responsible for respiration 
and cardiovascular regulation, use of opioids might cause signifi -
cant side eff ects. An overdosage or overstrength of opioids such 
as morphine has life-threatening consequences, including 
 respiratory depression (diffi  culty in or lack of breathing) and low 
blood pressure. Th erefore, instead of systemic injection of, for 
example, morphine for the treatment of patients’ pain, epidural 
injection produces suffi  cient analgesia, with minimal side eff ects 
because the injected substance does not diff use into the systemic 
circulation. For continuous chronic pain, opioids should be 
administered around-the-clock. Slow dose titration also helps 
to reduce the incidence of events such as nausea, vomiting, 
 constipation and sedation, thus maintaining tolerability to 
chemotherapy.151,152

An example of peptidergic modulation is neuropeptide Y 
(NPY). NPY receptors are distributed in nerve terminals 
throughout the dorsal horn, suggesting a role in the processing 
of sensory inputs. NPY receptors could distribute to include the 
number of cells aft er nerve injury, and may also mediate some 
analgesic eff ects in infl ammation-induced pain by acting either 
on primary aff erent terminals or on second-order neurons to 
inhibit sensory inputs.153,154

8.5.5 Functional Implications

Th e nociceptive activity modulates fi ring of the motor neu-
rons, confi rmed by changes in electromyographic (EMG) activity 
aft er painful stimuli of the  muscle.130,155 Th e level of pain-mod-
ulated muscle activity depends upon the specifi c muscle func-
tion.156 As a result, decreased muscle activity is found in the 
muscle producing the movement,155 and reduced movement 
amplitudes have been found in low-back pain patients.130,157 Th is 
is probably a functional adaptation in order to limit movements 
employing painful muscles. Th ese changes have a strong infl u-
ence on refl ex pathways158 without involvement of supraspinal 
mechanisms. Also, activation of group III and IV muscle aff er-
ents reduces the effi  cacy of proprioceptive input from Ia aff er-
ents, thus reducing motor resolution in response to input, which 
reduces the accuracy of motor action. Furthermore, supraspinal 
infl uences can participate in modulation of muscle activity and 
motor function in the condition of pain.

Pain-related changes in cortical activity were also described, 
being the reduced cortical excitability aft er both muscle and 
cutaneous tonic pain induction,148,159 in patients with fi bro-
myalgia,160 and also decreased cerebral activation during pain 
episodes in Complex Regional Pain Syndrome type I, a.k.a. refl ex 
sympathetic dystrophy.161 Th at again could lead to deranged 
motor control action in the pain condition.
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While the study of the acoustics of sound is relatively well 
known, being a part of most physics textbooks, the study of the 
function of the auditory system, and our perception of sound, is 
still evolving. Th e purpose of this chapter is to review some 
basic acoustics, and then use this information as a springboard 
for studies of the structure and function of the auditory system, 
how this may lend itself to our perception of the world of sound, 
and how we may remediate this loss of perception in the case of 
hearing loss.

9.1 Acoustics

9.1.1 How a Sound is Produced

Nearly all objects in our environment have properties of iner-
tia (Newton’s principle of an object preserving its present 
state) and elasticity (the ability of an object to resist deforma-
tion or return to its exact original shape following stress). 
When the object is impinged by energy, the object’s properties 
of inertia and elasticity operate reciprocally, resulting in the 
object moving back and forth, or vibrating. When this vibra-
tion disturbs the medium surrounding the object, a sound is 
created. Th e medium’s particles, of course, must also have 
properties of inertia and elasticity to be set into vibration. Th is 
disturbance may then be propagated through the medium, 
taking a pattern similar to the original back and forth motion 
of the object. Th is disturbance may then be detected by a per-
son or by a recording instrument.

Return for a moment to the back and forth vibration of the 
object. To get the object to move, the force or energy applied to 
the object must move the mass (an index of inertia); this motion 
is then opposed by the elasticity (or restoring force) of the object. 
Th is is frequently illustrated by the motion of a mass (inertia) 
attached to a spring (elasticity); the motion of the mass–spring 
system is described as the force needed to move the mass: 

 F = ma or F = sa, (9.1)

where F represents force, m mass, a acceleration, and s elasticity. 
Because the inertial and elastic eff ects are equal and opposite, a 
description of the object’s displacement from its resting state at 
an instant in time can be given by the following equation:

1/2

( ) sin 2 or as ( ) sin(2 ),sd t A t d t A ft
m

⎛ ⎞⎛ ⎞= πθ + θ = π + θ⎜ ⎟⎜ ⎟⎝ ⎠⎝ ⎠  
(9.2)

where d(t) represents instantaneous displacement, A amplitude, s 
restoring force, m mass, f frequency, t time, and θ starting phase 
or the point along the vibratory cycle at which the object began to 
vibrate. Th e unit of measurement would be the distance of the 
object’s displacement. Th is equation shows that instantaneous 
displacement can be defi ned by amplitude, starting phase, and 
frequency—in essence, by a sinusoidal function. Frequency rep-
resents the number of cycles of back and forth vibration per unit 
time, and the time taken to complete one cycle of vibration is the 
period. Frequency and period are reciprocals, that is, f = 1/p.
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9.1.2  How the Frequency Components of 
Sound are Determined

Although the sinusoidal function may not be the only waveform 
representation of sound, it does lend itself to a coherent mathe-
matical description of more complex vibrations. Most sounds in 
our environment are created by complex vibrations, and thus 
contain more than one frequency. According to the Fourier the-
orem, any complex periodic vibration may be shown to be a 
summation of sinusoidal vibrations, termed a Fourier series. For 
a periodic, time-domain waveform of period T, the Fourier series 
equation is

 
o

1

( ) cos( ) sin( ) ,n n n n
n

x t A A t B t
∞

−

⎡ ⎤= + ω + ω⎣ ⎦∑
 

(9.3)

where x(t) represents the time-domain waveform, n are integers 
representing the diff erent sinusoidal frequencies in the fre-
quency domain, ωn = 2πn/T, and An and Bn represent coeffi  cients 
that can be determined by projecting (or multiplying) the func-
tion x(t) on respective trigonometric functions with T/n as their 
period. Th us,
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and
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Finally, to fi nd Ao,  the average value of x is computed:
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Th us, one may say that the Fourier theorem allows a transforma-
tion of the signal from the time domain to the frequency domain. 
In other words, the Fourier theorem allows us to determine the 
frequencies within a complex sound. Th e Fourier series is most 
useful for describing a periodic signal, but cannot be used to 
describe a nonperiodic signal, that is, a signal that does not have 
a repetitive pattern. For a frequency analysis of a nonperiodic 
longitudinal signal, a Fourier transform is employed:

 

i( ) d e ( ),tt x t
∞

− ω

−∞

ω = ∫Χ
 

(9.7)

where i represents the imaginary value of the complex numbers 
needed to solve the equation.

Th us, the Fourier transform is a function of angular frequency 
ω, and involves both real and imaginary numbers. Th e Fourier 

transform can also be used to analyze a periodic signal, in which 
case it simply resolves into a Fourier series. Th e Fourier trans-
form allows a change in representation of a signal from the time 
domain to the frequency domain; to go from the frequency to 
the time domain, there is the inverse Fourier transform:
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− ω
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(9.8)

Th e Fourier theorem for analyzing a signal into its component 
frequencies is very important to a study not only for acoustics 
of vibration but also for hearing. It is thought that the auditory 
systems of mammals, and most nonmammalian species, per-
form something like a Fourier analysis of the acoustic signal to 
develop a neurological representation of the acoustic signal. 
Such a  representation may be considered an intermediate step 
between acoustic sound and perception of the sound.

9.1.3 Propagation of Sound

Before beginning our discussion of the auditory system, how-
ever, we must still discuss how the vibration of an object reaches 
the ear. As mentioned above, a vibrating object must disturb a 
surrounding medium. Sound waves may travel through gases, 
liquids, and solids, although not always in the same way. Sound 
waves through gases and liquids are longitudinal waves in that 
the direction of wave propagation is parallel to that of the dis-
placement of particles in the medium. Sound waves through sol-
ids may be longitudinal or transverse. In a transverse wave, the 
direction of wave propagation is perpendicular to that of medium 
displacement. Transverse waves may propagate along the surface 
of a liquid, and also occur on a string. Transverse sound waves 
do not occur in gases or liquids because of lack of a mechanism 
to displace particles perpendicular to the wave propagation. For 
human hearing, longitudinal sound waves propagating through 
the air are most typical of hearing and will thus be emphasized 
in this chapter. When the object moves, air molecules are com-
pressed together. Th is follows from the fact that air molecules 
are in constant motion (Brownian motion) and are continually 
transmitting kinetic energy from one to another via collisions. 
From the ideal gas law, that pressure is proportional to density,

 
,RP T

M
= ρ

 
(9.9)

where P represents pressure, ρ density, R a constant, M molar 
mass, and T temperature. Th us, as air molecules move together, 
the density and pressure are increased above the static air pres-
sure—this is referred to as condensation. When the vibrating 
object then moves in the opposite direction to complete its vibra-
tory cycle, air molecules then diff use to occupy the space now 
momentarily vacated. Th is decrease in molecular density and 
pressure of air relative to static air pressure is referred to as 
 rarefaction. Th is pattern of condensations and rarefactions 
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 emanates in a wave pattern from the vibrating object through 
the air (Figure 9.1). Th e air molecule motion occurs parallel to 
the wave of condensations and rarefactions, which means that 
sound waves in air are longitudinal waves.

If the Newtonian laws of motion and the gas laws are combined, 
with the addition of the concept of the conservation of mass, a 
general wave equation for a plane wave can be formulated:

 

2 2

2 2 2
1 = ,y y

x v t
∂ ∂
∂ ∂  

(9.10)

where v represents phase velocity, x direction, and y the variable. 
Th is general, one-dimensional wave equation can demonstrate 
that particle velocity, particle displacement, pressure, and 
 density are connected in space/time by calculus derivatives and 
integrals. One can determine particle velocity, particle displace-
ment, pressure, or density by substituting any of these for y in 
the wave equation. Note that the particle velocity discussed here 
is diff erent from the speed of sound through a medium, which 
will be discussed next.

9.1.4 Wavelength and Speed of Sound

As propagation continues through the medium, there is a dis-
tance between successive condensations. Th is distance is referred 

to as wavelength. Th e size of the wavelength is dependent on the 
speed of propagation (or speed of sound) through a medium and 
the frequency of sound:

 
,c

f
λ =

 
(9.11)

where c represents the speed of sound and f is the frequency. 
Lower frequencies have longer wavelengths, which is why lower 
frequencies can “bend” or diff ract more easily around objects. 
Having shorter wavelengths, higher frequencies are more likely 
to be reduced in sound level by objects in the sound fi eld.

Th e speed of sound through an ideal gas may be described as 
the ratio of gas elasticity to its density, or as

 
,RTv

M
θγ=

 
(9.12)

where γ represents the adiabatic constant, R the gas constant, T 
the absolute temperature, and M the molecular mass of the gas. 
Th us the molecular mass of diff erent gases will result in diff erent 
speeds. In terms of speed of sound through our day-to-day 
atmosphere, the equation resolves to approximately

 v = 331.4 + 0.6T m/s, (9.13)

where T represents temperature in Celsius. Note that the speed 
of sound is not dependent on the sound’s frequency, intensity, or 
wavelength. Recall that speed is actually a scalar quantity, 
defi ned as distance per unit time. Velocity (v in the above formu-
las) is a vector quantity measuring the rate and direction of 
movement and is the fi rst derivative of motion (v = distance/
time). Acceleration is the change of the rate and is the second 
derivative of motion (a = distance/time/time).

9.1.5 Sound Intensity and Pressure

As noted above, a vibrating object will cause air molecules to 
move together, increasing both density and pressure. Th e instan-
taneous pressure of air molecules [P(t)] may be described by the 
following equation:

 
( ) ,mvP t

tA
=

 
(9.14)

where m is the mass of the vibrating object, v the velocity of the 
vibrating object, t the time, and A the area. Recall that velocity 
is distance/time and is therefore proportional to displacement. 
Since pressure is proportional to velocity, it is also proportional 
to displacement. Th us, pressure measured by an instrument such 
as a sound level meter can represent the displacement pattern 
of the vibrating object. Th us, one can determine the sound 

Static air
pressure

Source

Rarefaction

Condensation

FIGURE 9.1 Graphical representation of the molecular distribution 
in air resulting from a sound source captured at a single moment in 
time. Th e pressure wave with condensation (compression) and rarefac-
tion (expansion) moves outward from the source in a circular pattern 
(actually the propagation is in 3D, thus spherical wave propagation). As 
the pressure wave moves outward, the density distribution is spread 
over a larger spherical surface area, hence thinning out the density of 
condensation and rarefaction which equals diminished sound.
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 pressure that the vibrating object creates by calculating the 
 root-mean-square (rms) of the instantaneous pressures. In terms 
of amplitude, the equation is expressed as

 

2
rms

0

1 ( )d ,
T

A d t t
T

= ∫
 

(9.15)

where T is the period of the signal. Amplitude oft en refers to mea-
sures of pressure or displacement. Pressure is typically defi ned in 
units of micropascals (μPa).

Th e vibrating object accomplishes work by moving air mole-
cules a given distance. Power is the rate at which work is done, 
and intensity is a measure of a sound’s power. Sound intensity is 
typically defi ned in units of watts per area2, where the area may 
be in either cm or m. Th e relation of pressure and intensity is 
described by the following formula:

 

2

,PI
c

=
ρ  

(9.16)

where I is the intensity, P the pressure, ρ the density of the 
medium, and c the speed of sound.

According to Yost, the exquisite range of our hearing ability 
encompasses a range of 1014 intensity units, making for cumber-
some calculations. Th erefore, to make calculations easier, sound 
intensity or pressure is usually expressed in terms of logarithmic 
ratios. A bel is the log of an intensity ratio Ia/Ib . For convenience, 
these log ratios are usually expressed in tenths of a bel, or in 
decibels (dB). Expressed in dB, humans have a pressure dynamic 
range of 140 dB. Th e sound intensity in dB is

 

o

rdB IL 10log ,I
I

⎛ ⎞
= ⎜ ⎟⎝ ⎠  

(9.17)

where Io refers to the observed or measured intensity of sound in 
watts per area2 and Ir is the reference intensity. For Watt/cm2, the 
reference intensity is 10−16 W/cm2, and for W/m2, the reference 
intensity is 10−12 W/m2. Measures of sound level, in pressure, are 
most frequently used to describe human hearing. Th e sound 
pressure in dB is

 

o

rdB SPL 20log ,P
P

⎛ ⎞
= ⎜ ⎟⎝ ⎠  

(9.18)

where P o refers to the observed or measured pressure of sound in 
μPa and P r is the reference pressure of 20 μPa. Th e pressure ref-
erence was determined to be the soft est level at which a tone in 
the 1–4 kHz range could be detected by an average young adult. 
Note that in both the formulas the reference for dB is specifi ed. 
Th is is necessary, since dB is not a unit of measurement per se, 
but only a ratio. Further, 0 dB does not mean absence of sound, 

but rather that the sound measured is equivalent to the sound 
level at the reference point.

9.1.6 Sound Obstruction and Interaction

As sound emanates from the vibrating object, sound intensity or 
pressure is reduced with increasing distance in a uniform man-
ner, if there are no objects in the sound’s path. At twice the dis-
tance from the sound source, the area of disturbance is four 
times as great as at the sound source. Th is corresponds to a four-
fold reduction in sound intensity. Using the above formula for 
dB IL, this corresponds to a 6 dB reduction in intensity. At twice 
the distance, there is a twofold reduction in pressure; thus the 
sound pressure level also decreases by 6 dB. Th is is the inverse 
square law for sound, that sound intensity or pressure ideally 
decreases by 6 dB for every doubling of distance from the sound 
source. In a typical room, however, the inverse square law is only 
approximated, and then only at a distance from the sound 
source. At distances close to the sound source, the sound source 
may act more as a wall source instead of a point source, with 
large nonuniform changes. Th is near-fi eld condition makes for 
less than a 6 dB decrease in sound (Figure 9.2). Other physical 
objects in the room, and the size of the objects relative to the 
wavelength of frequency components of the sound, may act to 
impede the sound by more than 6 dB. For instance, high fre-
quencies have short wavelengths; if the size of the object is small 
relative to the wavelength, the sound will pass around the object 
with little or no sound level reduction. If the object is large 
 relative to the wavelength, and the acoustic impedance mismatch 
is large, then the sound will be refl ected off  the object (this fact is 
used in acoustical imaging). If the object is of “moderate” size 
relative to the wavelength, there will be a marked reduction in 
sound level just on the other side of the object; this reduction in 
sound level is called a sound shadow. Sound refl ections from 
physical objects and the ceiling/walls/fl oor, termed reverbera-
tion, may actually increase the sound level such that at distances 
relatively far from the sound source, the sound level may be 
higher than that predicted from the inverse square law.

When a sound encounters an object (or a change of media), 
the sound may be refl ected off  the object, transmitted through 
the object or media, absorbed by the object or media, or con-
verted to heat energy. To what degree each of these four options 
is realized depends on the impedance mismatch between the 
media. Acoustical impedance (Z) to transmission of energy is 
described by the formula

 
2 2

m s( ) ,Z R= + −Χ Χ
 (9.19)

where R is resistance, Xm is mass reactance, and Xs is stiff ness 
reactance (Figure 9.3). Friction is a type of resistive force that 
impedes vibration and is not dependent on frequency. Mass 
reactance is the impedance to vibration caused by mass (the 
inertial force mentioned at the beginning of this section); if 
the frequency of vibration increases, the degree to which mass 
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reactance impedes vibration also increases. Stiff ness reactance is 
the impedance to vibration caused by stiff ness (the elastic force); 
if the frequency of vibration is lowered, the degree to which 
 stiff ness reactance impedes vibration increases. Th e resonant 
frequency of an object is the point at which the mass and  stiff ness 
reactances cancel each other. Th e greater the similarity between 
impedances of the media, the more the sound energy transmit-
ted through the new media. Th e larger the impedance mismatch 
between media, the more the sound energy refl ected from the 
encountered media. For instance, the impedance mismatch 
between air and water results in a refl ection of 99.9% of the 
acoustic energy (a 30 dB reduction).

In the case of refl ected sound, the refl ected wave may interact 
with a wave from the sound source that has not yet reached the 
refl ecting object. In this case, the sound waves will interact. 
Extreme changes in level may occur if the waves interact con-
structively, resulting in reinforcement and an increase in sound 
level, or if the waves interact destructively, resulting in cancela-
tion and a decrease in sound level. Related to refl ected sound is 
the measurement of reverberation time (RT) or the time for a 
sound to decrease by 60 dB SPL in a room. RT is calculated using 
the Sabine equation:

 
RT ,Vk

A
⎛ ⎞= ⎜ ⎟⎝ ⎠  

(9.20)

where V represents the room volume in m3, A is the total 
sound absorption by individual surfaces in the room, and k is 
a temperature-dependent constant (for 22°C, k = 0.161).

Th is brief section on acoustics has shown how a sound is 
 created, how to determine the frequency and intensity/pressure 
of a sound, how a sound is propagated through the common 
medium (air), and how sound may generally be obstructed or 
interact. What happens when the sound reaches the ear?
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FIGURE 9.2 Graphical representation of the near- and far-fi eld phenomena, as well as direct and diff use fi eld relationships with respect to the 
sound source in free space in a closed environment. (Reproduced from Emanuel D.C. and Letowiski T., 2009, Hearing Science, Philadelphia, PA: 
Lippincott Williams & Wilkins. With permission.)
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FIGURE 9.3 Illustration of the magnitude of reactance and resistance 
of a forced oscillation of a mass–spring system as a function of fre-
quency. Th e power transfer is proportional to inverse impedance (i.e., 
admittance: Z−1). Th e resonance frequency fr occurs where mass inertia 
and stiff ness cancel each other (XM − XS = 0) leaving only frictional 
dampening (R) yielding maximal vibrational response. Th e graph 
exemplifi es that a mass–spring system is stiff ness dominated at low fre-
quencies and inertia dominates at high frequency. (From Durrant J. D. 
and Lovrinic J. H., 1995. Bases of Hearing Science, 3rd edition, Baltimore, 
MD: Williams & Wilkins. With permission.)
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9.2  Anatomy/Physiology of the 
Auditory System

9.2.1 Outer Ear

Th e outer ear consists of the cartilaginous pinna, the external 
auditory canal, and the lateral side of the tympanic membrane 
(Figure 9.4 as well as www.netterimages.com). Th e outer portion 
of the canal is cartilaginous, and the inner part consists of the 
temporal bone. Th e primary hearing functions of the outer ear 
are resonance of frequencies in the 2–5 kHz range (for adults) 
and sound localization. Th e head, in addition, acts as a barrier to 
high frequencies (>1500 Hz) and will distort the sound fi eld, 
resulting in greater pressure at the entrance of the ear canal. 
Sound striking the pinna results in spectral modulations that 
help the listener resolve sound location. Typical sound localiza-
tion cues are interaural time diff erences and interaural intensity 
diff erences. However, localization is possible even in cases where 
there are no interaural diff erences (labeled cones of confusion). 
In these cases, a slight head movement will result in spectral 
modulations arising from the pinna, causing changes in the head-
related transfer functions (HRTFs) and enabling localization. 
Examples of HRTFs combining ear canal resonance, pinna, and 
head eff ects are shown in Figure 9.5. Th e pinna also aids in front–
back localization of sounds in that frequencies in the 3–6 kHz 
region arising from the back of the head are diff racted by the 
pinna relative to those arising from directly in front.

9.2.2 Middle Ear

Th e middle ear consists of the middle ear cavity and the bones or 
ossicles of the middle ear [the hammer (malleus), anvil (incus), 
and stirrup (stapes)], as depicted in Figure 9.4. Th e malleus 
is attached on one side to the medial part of the tympanic 

 membrane, and on the other side to the incus. Th e incus, in turn, 
articulates with the stapes, and the footplate of the stapes is 
attached to the membrane of the oval window. Th e oval window 
is a hole in the bony protuberance of the cochlea, or inner ear. 
Th e ossicular chain gets suspension support from ligaments and 
from two middle ear muscles, the stapedius muscle and the 
 tensor tympani muscle. Th ese muscles actually reside in bony 
canals, with their tendons attaching to the ossicles. Th e anatomy 
of the middle ear can be likened to a room, with the lateral wall 
the tympanic membrane. Th e ceiling is a thin shelf of temporal 
bone separating the middle ear from the meninges of the brain. 
Th e medial wall includes the protuberance of the cochlea with 
the oval and round windows. Th e fl oor consists of the jugular 
fossa, below which is the bulb of the jugular vein. Th e anterior 
wall is close to the carotid artery and contains the opening of the 
Eustachian tube. Th is tube connects the middle ear cavity with 
the throat, and helps ventilate and equalize air pressure on both 
sides of the tympanic membrane. Th e posterior wall, at the top, 
includes the aditus ad antrum (which leads to the honeycombed 
air cells of the temporal bone). Th e structures of the middle ear 
are covered with mucosal tissue.

What happens when a sound wave encounters the outer and 
middle ear? Th e outer ear, as stated above, will help localize and 
amplify the incoming sound wave. An incoming sound wave in 
the external ear canal will cause the tympanic membrane to 
vibrate, which in turn causes the ossicular chain to move back 
and forth, which in turn causes the footplate of the stapes to 
move in and out of the oval window (more like a door than a 
plunger). Th e stapes movement then causes pressure waves in 
the fl uids of the cochlea. Th e main function of the middle ear is 
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FIGURE 9.4 From left  to right: the outer, middle, and inner ear. 
(From A.D.A.M. Inc. With permission.)
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FIGURE 9.5 Representation of the head-related transfer functions 
(HRTFs) of the adult human ear in response to a momentary transient 
source delivered directly at the left  ear (Transfer function, see Chapter 22). 
Th e HRTF measured within the ear canal for both the left  and right ear is 
presented in a relative scale (arbitrary decibel scale). Th e attenuation of 
higher frequencies perceived at the right ear is more pronounced, specifi -
cally at higher frequencies. (From  Yost, W. A., 2007. Fundamentals of 
Hearing, 5th edition, San Diego, CA: Academic Press. With permission.)
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to act as an impedance transformer, to help match the approxi-
mately 30 dB of energy lost because of the impedance mismatch 
between air and the fl uids of the cochlea. Th ere are three mecha-
nisms by which the middle ear acts as an impedance transformer. 
Th e fi rst is the area diff erence between the tympanic membrane 
and the oval window. Recall that pressure may be described as

 
( ) or as ,mv FP t P

tA A
= =

 
(9.21)

where F represents force and A the area. Not all the surface area 
of the tympanic membrane vibrates for all acoustic frequency 
stimulation: the functional area of the tympanic membrane in 
adults is about 55 mm2. Th e area of the oval window is about 
3.2 mm2, about a 17:1 area diff erence. Th e area ratio is the most 
signifi cant mechanism by far for the impedance matching action 
of the middle ear. Th e second mechanism is the lever action of 
the ossicles, which appears to increase pressure by a ratio of 1.3:1. 
Th e third is the buckling action of the tympanic membrane, 
which appears to increase pressure by a ratio of 2:1. Because of 
the mass and stiff ness reactances of the middle ear, the actual 
transfer function is frequency dependent, with maximum gain 
at around 1 kHz.

Contraction of the stapedius muscle will stiff en the ossicular 
chain and thereby attenuate sound energy transmitted to the 
cochlea. Th e stapedius muscle is the eff ector muscle in a feedback 
mechanism known as the acoustic refl ex arc, a pathway coursing 
from the VIIIth cranial nerve to the brainstem and back to the 
stapedius muscle. Environmental sounds 85 dB above the hearing 
threshold will elicit contraction of the stapedius muscle, thus 

 providing some protection for intense, low-frequency, nontran-
sient sounds. Contraction of the stapedius and tensor tympani 
may prevent distortion caused by slight separation of the ossicles 
during vibration, and may help preserve our ability to understand 
speech amid background noise.

9.2.3 Cochlea

Th e inner ear is a relatively inaccessible, complex structure ana-
tomically and physiologically (Figure 9.6, panel B; also see www.
netterimages.com/image/7306.htm; http://147.162.36.50/cochlea/
index.htm and http://www.iurc.montp.inserm.fr/cric/audition 
for anatomical details). Th e inner ear, housed within the tempo-
ral bone, consists of a network of canals in the bone referred to 
as the bony labyrinth. Within the bony labyrinth are tissues of 
the inner ear, referred to as the membranous labyrinth. Th ese 
tissues are suspended by fl uids called perilymph and endolymph. 
Perilymph has a high sodium concentration and is similar to a 
saline solution. Th e labyrinth of the inner ear can be divided into 
three parts: the semicircular canals, the vestibule, and the 
cochlea. Th e semicircular canals and the vestibule (consisting of 
the utricle and saccule) together form the vestibular system of 
the inner ear, and help determine angular and linear accelera-
tion/deceleration of the head. Th ese are balance functions, and 
will not be discussed in this chapter. Th e auditory function of 
the inner ear occurs in the cochlea.

Th e bony labyrinth of the cochlea makes approximately 
2  2 __ 3   turns in the human. Recall that the footplate of the stapes fi ts 
into the oval window. As seen in the fi gure, the oval window 
opens into a canal fi lled with a fl uid similar to cerebrospinal 

Outer ear

(a) (b) (c) (d)

Middle
ear

Inner
ear Auditory

nerve

Organ of corti Hair cells

Basilar membrane

Endolymph

Scala vestibuli

Scala media

Scala
tympani

40× 70×

Tip
link

Tectorial
membrane

Stereocilium

Insertional
plaque

Rootlet

Cuticular
plate 40× Cdh23

TRPA1

PHR1

CaM

Myo1c

Actin

FIGURE 9.6 Graphical representation of the anatomy of the inner ear. (a) From left  to right diagram of outer, middle, and inner ear relative posi-
tions within the human auditory system. (b) Cross-sectional view of the cochlear duct, illustrating the three scala and the auditory nerve; the scala 
media contains extracellular fl uid called endolymph, and the scala media and scala tympani are separated by a membrane containing the organ of 
Corti that has hair cells protruding in the scala media. (c) Outer hair cell within the organ of Corti hair-bundle detail. Th e three stereocilia of the 
hair bundle are each connected to their own respective actin fi lament. Th e stereocilia are imbedded in the cuticular plate on the proximal end; the 
abundant other stereocilia have been omitted for clarity. Th e shorter stereocilia are connected at the tip to the adjacent taller neighbors. Th e tallest 
stereocilium is connected permanently to the overlying tectorial membrane. (d) Mechanotransduction mechanism on a molecular level with a 
single stereocilium of an outer hair cell. Key molecules in this diagram are Cdh23 on the tip of the hair providing a connective link, the transduc-
tion channel is formed by TRPA1, and Myo1c is the motor for adaptation, along with the crosslinking protein PHR1 in addition to calmodulin light 
chains (CaM). (Adapted from LeMasurier M. and Gillespie P.G., 2005, Neuron 48: 403–415. With permission.)
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fl uid called perilymph (the space above the cochlear duct). Th is 
canal is called the scala vestibuli. Th is location is referred to as 
the base of the cochlea. Following the scala vestibuli to the top 
of the turns (the apex), the canal is now below the cochlear duct. 
Th is canal is now called the scala tympani. Th e scala tympani 
ends at the round window, which is located below the oval win-
dow, in the medial wall of the middle ear cavity. Th e passage 
point between the scala at the apex is the helicotrema.

A cross section through the cochlear duct is shown in Figure 9.6, 
panel B. Here again are the scala vestibuli and scala tympani, 
with the cochlear duct the triangle-shaped tissue in the middle. 
Th e fl uid-fi lled space in the middle of this triangle is the scala 
media, which is fi lled with endolymph. Endolymph has a high 
concentration of potassium, which will become important when 
discussing cochlear function. Th e membrane separating the 
scala vestibuli from the scala media is Reissner’s membrane. Th e 
tissue located at the open end of the scala media (the right side in 
the fi gure) is the stria vascularis, which contains the blood sup-
ply to the cochlea. Th e stria also helps maintain the endolymph 
and the unusual high positive endolymphatic potential (+80 mV). 
Th e structure at the bottom of the scala media is the organ of 
Corti. Th e organ of Corti is a complex structure, consisting of 
the tectorial membrane (at the top), outer and inner hair cells, 
support cells such as Deiter and Hansen’s cells, the arches and 
tunnel of Corti, synaptic connections between neurons and the 
hair cells, and aff erent and eff erent neural elements. Th ese neu-
ral elements will course out of the cochlea through holes in the 
temporal bone (the habenula perforata) to become the auditory 
portion of the VIIIth cranial nerve. On the bottom of the organ 
of Corti is the basilar membrane.

Th e mass and stiff ness characteristics of the basilar membrane 
allow for tonotopicity, or frequency tuning, of the membrane. Th e 
basilar membrane is stiff  and relatively less massive at the base, 
which is ideal for high-frequency vibration. Th e membrane 
becomes relatively less stiff  and more massive at the apex, which 
is ideal for low-frequency vibration. Th is mass–stiff ness grada-
tion changes in an exponential pattern along the length of the 
basilar membrane. Upon pure-tone stimulation, a high frequency 
would then have a point of maximum displacement at a point 
near the base of the cochlea, and a low frequency at a point near 
the apex. In some vertebrate animals, the hair cells are actually 
tuned for frequencies. In the mammalian cochlea,  however, the 
hair cells apparently are not tuned, but still function as receptor 
cells. In particular, the outer hair cells may act as cochlear ampli-
fi ers, enhancing the motion of the basilar membrane. Th e inner 
hair cells act as the actual transducers, converting mechanical 
energy to neural/chemical energy at the hair cell/neural synapse.

What happens when a pure tone sound wave encounters the 
cochlea? Recall above that the middle ear has transformed acoustic 
energy into mechanical energy, and that the stapes moves in and 
out of the oval window. Th is creates a near-instantaneous pressure 
wave throughout the cochlea, since the cochlear fl uids are essen-
tially incompressible. Th en, a “slow” traveling wave begins at the 
base of the cochlea and moves to the apex. At the point of  maximum 
displacement, outer hair cells would have provided amplifi cation 

for the motion of the basilar membrane. Inner hair cells would 
then be stimulated to release a neurotransmitter (probably the 
excitatory amino acid glutamate), which would then stimulate 
aff erent auditory nerve fi bers. Th ese fi bers will eventually fi re an 
action potential in the hearing portion of the VIIIth nerve.

9.2.3.1 Motion of the Basilar Membrane

Many of the mechanisms involved in the cochlear activity just 
described are not defi nitively known and have been the subject of 
intense study for the past 60 years. Some of these issues, and their 
complexity, follow. One of these is the motion of the basilar mem-
brane. Studies by Georg von Bekesy using cadaver cochleas and 
cochlear models showed that the basilar membrane, upon stimu-
lation by a pure tone, responded in a series of displacements 
known as a traveling wave, always moving from base to apex. Th e 
envelope of these displacement patterns and their phase delays 
are depicted in Figure 9.7, adapted from von Bekesy’s work. Th ese 
motion patterns can be modeled in terms of acoustic impedance 
for sections of the cochlear partition by the following equation:
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⎡ ⎤⎛ ⎞⎢ ⎥= ω − +⎜ ⎟⎝ ⎠ω⎢ ⎥⎣ ⎦  

(9.22)

where M represents the mass of a cochlear partition, K the stiff -
ness of the partition, D the damping of the partition, and ωo the 
radian frequency of the stimulus. Th ere will be a section of the 
cochlear partition in which the frequency of the stimulus will be 
the resonant frequency, or where the mass and stiff ness reac-
tances cancel each other. At this resonant point, the traveling 
wave envelope will be at its greatest, since impedance is at its 
lowest value.
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FIGURE 9.7 Diagram of phase and amplitude response for four 
 diff erent frequencies with respect to the distance to the stapes: (a) 
amplitude envelop of traveling waves, (b) angular phase shift  between a 
fi xed location on the basilar membrane and the relative motion of the 
stapes. When the phase shift  and wave period are known, the time to 
travel from one point to the next on the membrane can be calculated. 
(From Yost, W. A., 2007, Fundamentals of Hearing, 5th edition, San 
Diego, CA: Academic Press. With permission.)
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Th us, as a mid-frequency stimulus wave propagates along the 
basilar membrane, it will disturb sections along the base, but no 
resonance will occur because of high impedance; little energy 
will be absorbed by the basilar membrane. As the wave moves 
along the length of the basilar membrane, impedance to the 
wave will lessen, and fi nally reach its lowest point for that fre-
quency. At this resonance point, large displacement of the mem-
brane will occur, and most of the wave’s energy is absorbed. 
Th ere is little energy left  to stimulate more apical regions of the 
membrane, and the wave dies out. In fact, this description of 
motion holds true for dead or badly damaged cochleas, but not 
for a living, healthy mammalian cochlea.

Using the Mossbauer technique of measuring radioactivity 
from an emitting source placed on the basilar membrane, Rhode 
(1971) found that at low stimulus intensity levels the displacement 
of the basilar membrane was sharper than at higher levels. Th is 
meant that the movement of the basilar membrane could be non-
linear with respect to stimulus level. Rhode also subsequently 
showed that this nonlinearity was dependent on a living animal. 
Th is fi nding has been replicated several times in various animals. 
It has also been replicated by measuring laser refl ectance from 
surfaces placed on the basilar membrane, a technique called laser 
interferometry. More precise measurements have been deter-
mined using laser vibrometry, which does not require placement 
of a refl ective surface upon the basilar membrane. In this tech-
nique, monochromatic light is directed at the membrane; the 
light scattered by the membrane motion will have a frequency 
shift  proportional to the velocity of membrane motion (the 
Doppler eff ect). Tracking the Doppler shift  can then provide 
information about basilar membrane motion. Th e physiologi-
cally vulnerable nonlinearity or compression of basilar mem-
brane motion occurs for a given frequency at that frequency’s 
point of maximum displacement only (Figure 9.8). An interesting 
note about the nonlinearity of basilar membrane motion is that it 
produces new tones, tones that were not in the original acoustic 
stimulus. Th is is referred to as intermodulation distortion.

Accurate descriptions of basilar membrane motion patterns 
have been presented by Robles and Ruggero (2001; Figures 9.8 
and 9.9). Figure 9.9 shows a set of isointensity curves measuring 
basilar membrane velocity as a function of frequency. Figure 9.8 
shows the sharp tuning and sensitivity of basilar membrane 
motion, and nonlinearity of response as the intensity of the 
stimulus increases. A few points should be noted here regarding 
basilar membrane motion. First, Figure 9.9 is a plot of basilar 
membrane velocity rather than displacement; research has sug-
gested that stimulation of aff erent VIIIth nerve auditory fi bers 
is a function of both basilar membrane displacement and veloc-
ity (Ruggero et al., 2000). Second, because this is nonlinear 
vibration, the motion could be analyzed using cross-correlation 
of the basilar membrane’s response to noise. Th e fi rst-order 
cross-correlation provides information regarding odd-numbered 
nonlinearities, and the second-order cross-correlation provides 
information regarding quadratic and other even-numbered 
nonlinearities. Th ese fi rst- and second-order Wiener kernels 
of basilar membrane motion, particularly at low stimulus 

 intensities, show sharp tuning and relatively low harmonic dis-
tortion. As mentioned above, however, the nonlinearities of the 
motion result in intermodulation distortion, which is discussed 
below. Th ird, there appear to be diff erences in basilar mem-
brane motion between the base and the apex of the cochlea. At 
the apex, characteristic or best frequency (CF) octaves are more 
compressed than at the base, similar to the idea of smaller phys-
ical keys along a keyboard at one end of a piano compared to the 
other. Apical regions are not as sharply tuned as basal regions, 
and nonlinearities at the apex, when present, may exist through-
out the frequency range. In addition, the spiral shape of the 
cochlea will cause the basilar membrane to tilt to the side,  giving 
more motion to hair cell cilia at the center of the spiral (the apex) 
and thereby improving our sensitivity to low frequencies 
(Manoussaki et al., 2006). Fourth, because of the nonlinearities, 
the physical extent of basilar membrane motion required at 
threshold is larger than the linear extrapolations predicted from 
cadaver cochleas: basilar membrane motion ranging from 0.3 to 
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FIGURE 9.8 Graphical representation of the velocity–intensity func-
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1–2 nm at threshold have been recorded in living animals 
(Robles and Ruggero, 2001). Finally, because of the nonlinearity 
of motion, Fourier analysis cannot thoroughly explain basilar 
membrane motion (Geisler, 1998).

Measurements taken from the guinea pig cochlea have allowed 
calculation of the wave velocity and wavelength of the traveling 
wave, according to the following formulae:

 δt = δφ(2πf), (9.23)

 
wave velocity ,x

t
δ=
δ  

(9.24)

 

2wavelength ,xπδ=
δϕ  

(9.25)

where δt represents travel time, δφ the phase diff erence between 
two locations along the basilar membrane, δx the distance 
between the two locations, and f the stimulus frequency. At the 
base of a guinea pig cochlea, the wavelength was measured to be 
about 0.67 mm and the wave velocity was 10 m/s (Robles and 
Ruggero, 2001).

For illustrative purposes, further explanation of basilar mem-
brane motion in this section will be guided by a theoretical 
framework and four equations (Equations 9.26, 9.27, 9.31, 9.36)
from Neely et al. (2003). Even with the nonlinearities, basilar 
membrane motion may be represented by the following linear 
equation:

 b p a ,Z Z Z= + γ  (9.26)

where Za is active impedance (which plays an important role at 
low levels), Zp is passive impedance, γ is a parameter ranging 
from 1 at low levels to 0 at high stimulus levels, and Zb is the 

combined basilar membrane impedance (de Boer et al., 2007; 
Neely et al., 2003). As will be discussed below, outer hair cells are 
thought to be responsible for the physiologically vulnerable non-
linearity of basilar membrane motion. In the above equation, “γ” 
represents outer hair cell mechanoelectrical transduction, and 
simulates compression of basilar membrane motion and inter-
modulation distortion. To write a time-domain representation 
of the above equation for points along the cochlear partition, one 
modeling equation that may be used is

  b b b b b b c c c c c c p f ,M R K g R g K A Pξ + ξ + ξ + ξ + ξ = −  
(9.27)

where M is the mass, ξb the basilar membrane velocity, R the 
resistance, K the stiff ness, g the basilar membrane to inner hair 
cell lever gain, ξc the shear displacement between the tectorial 
membrane and the reticular lamina, and Pf the fl uid pressure 
(Neely et al., 2003; Neely and Kim, 1986). Th e reticular lamina is 
the tough border between the endolymph of the scala media and 
the hair cells, with the hair of the hair cells (the stereocilia) stick-
ing out from the reticular lamina.

Th e above equations prompt discussion of three topic areas 
before further modeling equations can be mentioned. Th ese 
 topics include intermodulation distortion, cochlear micro-
mechanics (vibration of other structures in the cochlear parti-
tion, such as the tectorial membrane), and how the outer hair 
cells serve as the source of nonlinear motion of the basilar mem-
brane. Each of these topics will be discussed below.

9.2.3.2 Intermodulation Distortion

Nonlinear systems will create frequency components that were not 
present in the input signal. Similarly, certain tone combinations 
cause human listeners to hear additional components that were 
not in the original acoustic stimulus. Th is is termed intermodula-
tion distortion. Th e most prominent of these combination tones 
psychophysically is the cubic diff erence tone, or 2f1 – f2, where f1 
and f2 represent the two tones in the original acoustic stimulus.

Kemp (1978) was the fi rst to record the ear making sound as it 
was listening to sounds. In addition to distortion of an acoustic 
stimulus, the cochlea may also produce sounds without any 
obvious acoustic input. Sounds produced by the ear, whether 
evoked by an acoustic stimulus or not, are termed otoacoustic 
emissions (OAEs). For a number of years following Kemp’s dis-
covery, OAEs have been labeled based on whether a stimulus was 
necessary to record them present in the ear canal, and, if so, 
what type of stimulus was used. Th us, spontaneous OAEs are 
produced by the ear without any stimulus present, and evoked 
OAEs are produced in response to an acoustic stimulus. Evoked 
OAEs are produced in response to a click (transient OAEs), a 
two-tone complex (distortion product OAEs), or a pure tone 
(stimulus frequency OAEs). Classifying OAEs based on the 
underlying mechanism of their generation, however, is a better 
way of defi ning these phenomena (Shera, 2004).

One mechanism by which OAEs are produced is cochlear 
nonlinearity. Th e traveling wave causes local mechanical 
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 distortions near the maximum displacement of the basilar 
membrane. Th ese distortions are likely caused by the force of 
outer hair cells feeding back onto the basilar membrane, eff ec-
tively changing the membrane’s stiff ness. Th is distortion may 
result from, say, a two-tone acoustic stimulus that produces a 
cubic distortion tone. de Boer et al. (2007) modeled this situa-
tion as follows. Th e pressure generated by the outer hair cells for 
each tone separately could be expressed by

 
act

act prim bm
1( ; ) ( ; ) ( ; ),
2

P x f v x f Z x f= −
 

(9.28)

where vprim(x; f ) represents a template of excitation produced by 
each tone and Z act   bm (x; f ) represents the nonlinearity the tone 
undergoes. Th en, the amplitude of the created cubic distortion 
tone could be represented by

 
2 *

DP 1 1 2 2
3( ) ( ; ) ( ; ).
4

A x A x f x f= ψ ψ
 

(9.29)

Th is can result in waves traveling in two directions from the 
point of maximum displacement. Th e reverse wave would be the 
wave then recorded in the external ear canal.

Th e second mechanism by which OAEs are produced is energy 
refl ection. Disparities in cochlear anatomy (such as number or 
geometric shape of hair cells) or in physiology (such as variations 
in the distribution of muscle fi bers or proteins in the outer hair 
cells) may result in micromechanical impedance perturbations 
that cause refl ection of the energy of the traveling wave. 
Refl ectance could be modeled by the following equation:

 

2

0

( ) ( , ) ( , )d ,R f f T f
∞

= δ χ χ χ∫
 

(9.30)

where δ(χ, f) represents the spatial arrangement of impedance 
perturbations and T2(χ, f) represents the basilar membrane 
wave. Wavelets here that interact constructively will compose 
the net refl ected wave (Shera, 2003). As an example, spontaneous 
OAEs may actually be refl ections of cochlear standing waves 
produced in response to physiological noise or background envi-
ronmental noise (Shera, 2004).

9.2.3.3 Micromechanics

Th e refl ectance mechanism for generating OAEs provides a 
segue into cochlear micromechanics. It is presumed that the pri-
mary event in the cochlea is the motion of the basilar membrane 
(cochlear macromechanics); motions of parts of the organ of 
Corti and the tectorial membrane are referred to as cochlear 
micromechanics. An early model of cochlear mechanics by 
Neely and Kim (1986) represented the tectorial membrane as a 
mass that could oscillate in the radial direction and rotate 
around its hinge. Th e activity of the tectorial membrane was 

then modeled as an additional degree of freedom coupled to the 
basilar  membrane (which involves radial motion of the tectorial 
membrane in conjunction with the reticular lamina and outer 
hair cells):

 r r r r r r c c c c c c r m,m R K g R g K g Vξ + ξ + ξ − ξ = ξ = −  (9.31)

where parameters listed in Equation 9.27 are reproduced and ξc 
represents the diff erence between the two mechanical degrees of 
freedom (Neely et al., 2003). In the model, the outer hair cells 
were thought to exert a force onto the tectorial membrane. 
Indeed, research has shown that outer hair cell motility can 
drive radial tectorial membrane motion (e.g., Jia and He, 2005).

A recent study has demonstrated the existence of longitudinal 
traveling waves along the tectorial membrane. Th e motion of the 
tectorial membrane is represented by a distributed impedance 
model (Ghaff ari et al., 2007; Figure 9.10). Th ese longitudinal 
waves of the tectorial membrane may interact with and/or stim-
ulate hair cells, and interact with the basilar membrane traveling 
wave in fundamental ways that are yet to be explored (Ghaff ari 
et al., 2007). In fact, a recent study combining atomic force micros-
copy, fl uorescence microscopy, and modeling has suggested that 
collagen fi bers in the tectorial membrane are paired to outer hair 
cells as hammers are to strings on a piano, and that this pairing 
may allow the tectorial membrane to infl uence and increase the 
amplifi cation provided by the outer hair cells (Gavara and 
Chadwick, 2009).

9.2.3.4 Outer Hair Cell Activity

Th e above discussions have frequently mentioned the activity or 
motility of outer hair cells. Gold (1948) was the fi rst to suggest 
that the cochlea required an electromechanical feedback source 
to counter the viscous drag on basilar membrane motion caused 
by the cochlear fl uids. Th e source of this electromechanical feed-
back, and the source of the physiologically vulnerable nonlin-
earity of basilar membrane motion, is thought to be tied to the 
outer hair cells. Just over 20 years ago it was discovered that the 
outer hair cells move in response to stimulation; this movement 
or motility may act to feed energy back onto the basilar mem-
brane, and thereby improve the sensitivity and tuning of the 
basilar membrane motion that has been alluded to earlier. Th ere 
are still details to be learned on how this may happen, as the 
 following discussion will reveal.

But fi rst, a bit of anatomy. In humans there are roughly 11,000 
outer hair cells, situated in 3–4 rows. Th e hair cells are referred to 
as “outer” because they are positioned on the lateral side of the 
arches of the organ of Corti. In this position, they are relatively 
farther from the center of the cochlea (the modiolus) than the 
inner hair cells, which are on the medial side of the arches of the 
organ of Corti (Figure 9.11). Th e outer hair cells are not the pri-
mary sensory transducer of hearing, synapsing with only about 
5% of aff erent (sending information from the cochlea to the brain) 
auditory neurons forming the hearing portion of the VIIIth cra-
nial nerve. Th ese are type II aff erent auditory fi bers, with each 



9-12 Physics of Perception

fi ber synapsing with 10 or so outer hair cells. Th ere is little infor-
mation regarding their activity. Rather, outer hair cells are pri-
marily innvervated by eff erent (sending information from the 
brain to the cochlea) fi bers coursing from the superior olivary 
complex in the brainstem. Some eff erent fi bers run from the 

medial superior olive, cross the midline of the brainstem, and 
innervate outer hair cells of the contralateral cochlea, with one 
fi ber innervating several outer hair cells. Th is fi ber bundle is called 
the crossed olivocochlear bundle and uses acetylcho line as its pri-
mary neurotransmitter. Other fi bers from the medial superior 
olive innervate outer hair cells in the cochlea on the same side of 
the body (ipsilateral). Other eff erent fi bers run ipsilaterally from 
the lateral superior olive and synapse onto type I aff erent fi bers 
just below the inner hair cell–aff erent fi ber synapse. Th ese fi bers 
may act to modulate the output of the inner hair cell–aff erent fi ber 
synapse, and include dopamine and enkephalin neurotransmit-
ters. It should be noted that the tallest of the stereocilia of the outer 
hair cells are likely embedded in the tectorial membrane, which, 
along with the above discussion of the tectorial membrane, may 
suggest an important interaction between outer hair cells and the 
tectorial membrane that is not yet fully explored.

Exactly how outer hair cell movement may eff ect cochlear 
amplifi cation is not precisely known. Two general hypotheses 
are (1) motion of the stereocilia atop the outer hair cell creates 
the amplifi cation (e.g., Choe et al., 1998) and (2) a change in 
length of the outer hair cell creates the amplifi cation (e.g., 
Brownell et al., 1985). Let us consider the latter hypothesis fi rst. 
Mammalian outer hair cells change length in response to electri-
cal stimulation, and this is likely a novel type of cell motility. Th e 
motility is likely from a two-state area motor located along the 
lateral membrane of the cell. Th is motor can be switched to 
lengthen or compact via a membrane polarization change. Th e 
motor is not driven by an intracellular force, but rather is like a 
piezoelectric element, switching states upon a supply of external 
energy. Th e electrically induced change in length of the cell is 
proportional to charge displacement across the membrane and 
can be written as

 { }
min max

max
o

( )( ) ,
1 exp[ ( )]

L LL V L
V V

−= +
+ β −  

(9.32)

where Q represents charge movement. Charge displacement of 
ion channels is too slow to represent hair cell motion in the range 
of 80 kHz (Frank et al., 1999). Membrane transport proteins 
may operate at such a high rate; one such protein found along the 
membrane of outer hair cells is prestin. A strain of mouse in 
which the gene for prestin was partially deleted shows loss of 
outer hair cell motility and a hearing loss of 40–60 dB as mea-
sured by distortion-product OAEs and auditory brainstem 
responses (ABRs). Th e most straightforward account of charge 
movement is that chloride ions move partway in a membranous 
pore consisting of prestin (Figure 9.12). Th is is theory at this 
point, however, and the actual structure of the prestin molecule 
is yet to be accurately described (Ashmore, 2008).

Th e second hypothesis for generation of cochlear amplifi ca-
tion is movement of the stereocilia atop the outer hair cell. 
Defl ection of the stereocilia toward the tallest stereocilia results 
in hair cell depolarization, and defl ection away from the tallest 
stereocilia results in hair cell hyperpolarization. As seen from 
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Figure 9.6, panels A–D, defl ection toward the tallest stereocilia 
causes tip links to open potassium and calcium ion  channels, 
thereby depolarizing the cell. Th e tip links are formed by the 
proteins cadherin 23 and protocadherin 15 (Kazmierczak et al., 
2007). Th ere is constant tension on the stereocilia of the outer 
hair cell. Th ere are two general explanations of how movement 
of the stereociliar bundle may account for amplifi cation. One is 
that the motor protein myosin, found in the stereocilia, may act 
to generate movement. Th is may be possible for frequencies 
below 10 kHz, but is unlikely for frequencies of movement higher 
than that. Th e second general explanation is that calcium inter-
acts with the transduction channel to induce movement. In this 
explanation, the stereocilia transduction channel may be opened 
by stimulus force; the binding of calcium to the channel will 
close the channel. Th e transduction channel may be closed (1), 
forced open (2), having calcium attached at two binding sites (3 
and 4), closed (5), and having calcium disattached (5 and 6). Th e 
six states of the channel system S(t) may be represented by the 
following equation:

 S(t) = [X, V, p1, p2, p3, p4, p5, p6]T, (9.35)

where X is the displacement of the stereociliar bundle, V the 
bundle velocity, T the time, and p1–p6 the stages of transduction 
channel opening or closing (Choe et al., 1998). Further refi ne-
ment of this model suggests that calcium may not directly cause 
channel closure, but indirectly by causing the release of a 
mechanical element of the transduction machinery, which then 
makes the gating spring slack, resulting in transduction channel 
closure (LeMasurier and Gillespie, 2005).

Th e debate over how the outer hair cells eff ect cochlear ampli-
fi cation, or even if their role may be overemphasized relative to 
the tectorial membrane, is as yet unresolved. It may be that both 
outer hair cell motility and stereociliar bundle displacement 
work together to create electromechanical feedback and cochlear 
amplifi cation. Both mechanisms may be coupled together (e.g., 
Zenner et al., 1988).

To suggest how overall outer hair cell activity may be mathe-
matically modeled, we return to the cochlear modeling equa-
tions by Neely and colleagues. According to their model, outer 
hair cell motility can be described as

 m m m m f b,C V G V g+ = γ ξ  (9.36)
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and represents outer hair cell force generation gain, and other 
parameters as listed from Equation 9.27 and Equation 9.31. 
Equation 9.36 can account for much data, but has yet to explain 
some aspects of intermodulation distortion product growth 
(Neely et al., 2003). When the coeffi  cients of Equations 9.27 
through 9.36 are constant, the ratio of fl uid pressure to basilar 
membrane velocity is proportional to the combined basilar 
membrane impedance (Zb) and can then be expressed in 
Equation 9.26 (Zb = Zp + γZa). Th is mathematical model then 
helps describe basilar membrane motion (Equation 9.27), activ-
ity of a coupled mechanical second degree of freedom suggested 
to be tectorial membrane motion (Equation 9.31), and outer hair 
cell activity (Equation 9.36) in a unifi ed fashion.

It is hoped that the reader has gained an appreciation for the 
complexity and the not-completely-understood nature of 
cochlear mechanics. Th ere are a plethora of unresolved issues, 
including (but not limited to) the details of micromechanics, 
activity of the tectorial membrane, the actual mechanism of 
cochlear amplifi cation, the apparent lack of adaptation of 
cochlear mechanics, how support cells in the cochlea (e.g., Deiter 
cells) aff ect the mechanical response, how coupling of the outer 
hair cells via the support cells may aff ect the mechanical 

response, how the recently discovered fact of stereociliar replace-
ment on a 48-hour cycle may aff ect these processes, and the 
eff ect of the eff erent system (e.g., Cooper and Guinan, 2006) on 
enhancing or inhibiting basilar membrane motion. New physi-
ological recording techniques are needed to help determine the 
outer hair cell response to frequencies of stimulation greater 
than 10 kHz. In addition, it should be mentioned that there are 
many models of cochlear mechanics; for illustrative purposes, 
only a few have been mentioned here. Th ere still remains a dis-
cussion of the actual sensory transduction process by the inner 
hair cells, and the function of auditory aff erent fi bers, before we 
can proceed to the next levels of the auditory system.

9.2.3.5 Inner Hair Cell Sensory Transduction

As stated earlier, in the mammalian cochlea, there are clear func-
tional diff erences between the outer and inner hair cells. Th e 
outer hair cells act in some fashion to amplify the mechanical 
response to sound, whereas the inner hair cells are the actual sen-
sory transducers. Again, we begin with some anatomy. Th ere are 
approximately 3500 inner hair cells in the human cochlea, and 
90–95% of the VIIIth nerve auditory aff erent fi bers (type I fi bers) 
synapse with the inner hair cells. Th ere may be 10–30 type I fi bers 
that synapse with one inner hair cell (Figure 9.13). Th e stereocilia 
of the inner hair cell do not attach to the tectorial membrane; 
therefore, the stereocilia of the inner hair cell are moved by the 
viscous drag of the fl uid surrounding the hair cell.

Movement of the stereocilia atop inner hair cells would be 
similar to that of outer hair cells, causing tip links to open large-
conductance calcium-activated potassium channels and delayed 
rectifi er potassium channels and generate a receptor potential. 
Th is receptor potential opens voltage-sensitive calcium chan-
nels, which in turn modulates the secretion of vesicles contain-
ing glutamate into the synaptic cleft . In the mammalian cochlea, 
each synapse between an inner hair cell and the dendrite of an 
aff erent nerve fi ber is called a “ribbon” synapse because of its 
similarity to ribbon synapses found in retinal photoreceptor and 
bipolar cells. Although these synapses are so sensitive that a 
 single vesicle of glutamate may be able to cause a postsynaptic 
potential in the dendrite, it is likely that temporally precise 
 coding arises from the synchronous release of many vesicles 
(Glowatzki and Fuchs, 2002; Moser et al., 2006b). For precise 
temporal coding, modulation of vesicular release by calcium 
likely occurs at the nanodomain; that is, stochastic gating of one 
or only a few calcium channels modulates vesicular release 
(Moser et al., 2006b). Glutamate transporters, such as GLAST, 
help clear the synaptic cleft  of the transmitter once the postsyn-
aptic receptor has been activated. On the dendritic postsynaptic 
membrane, there are likely three glutamatergic receptors: α- 
amino-3-hydroxy-5-methyl-isoxazole-4-propionic-acid (AMPA), 
N-methyl–d–aspartate (NMDA), and kainate binding proteins. 
It is likely, however, that it is the AMPA receptor that mediates 
fast synaptic transmission. Activation of the postsynaptic recep-
tor creates a graded potential in the dendrite that may later cause 
an action potential along the myelinated portion of the fi ber 
(located in the modiolus). It should also be noted that eff erent 
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fi bers from the lateral superior olive, which synapse onto the 
aff erent fi bers just below the ribbon synapse, act to modulate the 
output of the aff erent fi ber in ways not yet fully explored (e.g., 
Ruel et al., 2007).

Th ere are still a number of details to be worked out to fully 
explain this sensory transduction process. For instance, electron 
micrographs show that the anatomy of the inner hair cell–VIIIth 
nerve fi ber synapse is somewhat diff erent in detail from one species 
to another, so a “typical” synapse is a misnomer (e.g., Moser et al., 
2006a). Use of electron tomography and immunoelectron micros-
copy will hopefully provide more detail into the anatomy at the 
molecular level. To better understand the temporal coding ability 
of the synapse, studies of neurotransmitter release rate, calcium 
channel gating, and synaptic delay should be done, preferably with 
paired pre- and postsynaptic recordings (Moser et al., 2006b).

9.2.3.6 Inner Hair Cell and VIIIth Nerve Responses

Because of the relative inaccessibility of the cochlea, numerous 
studies examining auditory physiology were performed from 
recordings of VIIIth nerve auditory aff erent fi bers. Much of the 

activity reported from these fi bers is now thought to arise from 
the cochlea. For instance, these fi bers are typically organized 
according to their spontaneous action potential fi ring rates, 
or their activity sans obvious auditory stimulation. Spontaneous 
fi ring of these fi bers seems to rely entirely on inner hair cell 
 neurotransmitter release. Similarly, neural adaptation to sound 
stimulation may arise from partial depletion of the readily 
releasable neurotransmitter vesicle pool (RPP) in the inner hair 
cell. One of the prime responses of VIIIth nerve aff erent fi bers to 
sound is phase-locking; that is, the neuron fi res an action poten-
tial during one part of the stimulus cycle. Th is behavior is actu-
ally mediated by the inner hair cell synapse, perhaps refl ecting 
the back and forth movement of the stereocilia.

Before accurate measures of basilar membrane motion were 
made, the broad frequency tuning of the cadaver basilar mem-
brane compared with the sharp frequency tuning of VIIIth nerve 
aff erent fi bers suggested the existence of a “second” fi lter between 
the basilar membrane and the VIIIth nerve to explain the 
improved tuning. Subsequent basilar membrane and neural 
measurements at the 9 kHz place along the chinchilla cochlea 
has defi nitively shown that there is no need for such a second 
fi lter (Narayan et al., 1998; Ruggero et al., 2000). In addition, 
many of the phenomena fi rst recorded in VIIIth nerve fi bers 
(e.g., frequency dependence of slopes of rate-intensity functions, 
changes in frequency tuning with increasing stimulus intensity, 
two-tone distortion, two-tone suppression) actually arise from 
basilar membrane motion (Robles and Ruggero, 2001).

9.2.4 Central Auditory Nervous System

When an action potential is fi red along the VIIIth nerve, informa-
tion may arrive in the primary auditory cortex of both hemi-
spheres of the brain by a number of pathways. Th e most common 
pathway is contralateral, for example from the right ear to the left  
hemisphere primary auditory cortex. One pathway that would 
include all the major auditory midbrain nuclei would fi rst include 
the VIIIth nerve synapse in the cochlear nucleus, then crossing 
over the midline of the brainstem via the trapezoid body to the 
superior olivary complex, then to the lateral lemniscus, the infe-
rior colliculus, the medial geniculate in the thalamus, and then to 
the primary auditory cortex by way of auditory radiations. From 
there, information would proceed to intermediate cortical areas, 
such as the language area, the frontal cortex for decision making, 
and even sensorimotor and motor cortices and spinal neurons if a 
behavioral response is made to the sound.

9.2.4.1 Auditory Brainstem

Th e anatomical interconnections of the auditory midbrain are 
exceedingly complex; much work has been expended to deter-
mine both structure and function of these areas—and there is 
much yet to be learned (Figure 9.14). Introductory anatomical 
texts usually illustrate a simplifi cation of these pathways. General 
principles of the central auditory nervous system include tono-
topicity (neurons with similar best frequencies are grouped 
together), morphological and response pattern variability as 
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Research 227: 19–27. With permission.).
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compared to aff erent fi bers of the VIIIth nerve, and interneurons 
within the brainstem nuclei, oft en forming such combinations as 
excitatory–excitatory neurons (in which a target neuron adds the 
input from two other neurons) and excitatory–inhibitory neu-
rons (in which a target neuron diff erentiates the input from two 
other neurons). Some neurons may form an array called a lateral 
inhibitory network (similar to those in the visual system), in 
which changes or contrasts in a stimulus are enhanced.

Th e fi rst auditory nucleus in the brainstem is the cochlear 
nucleus. Cochlear nucleus neurons may be involved in neural 
suppression, in which activating one neuron may drive the fi ring 
rate of another neuron down to the spontaneous rate, even 
though the second neuron is being stimulated by its CF. 
Computation across neurons with diff erent CFs in the cochlear 
nucleus may help determine how complex stimuli diff er in their 
frequency spectra. Lateral inhibitory networks may also func-
tion in the cochlear nucleus (Yost, 2007). In addition, the dorsal 
cochlear nucleus has recently been implicated as the source of 
tinnitus (ringing in the ears) following noise damage infl icted 
on the outer hair cells (e.g., Schaette and Kempter, 2008).

Th e second major auditory nucleus is the superior olivary 
complex. Th is is the fi rst point in the central auditory nervous 
system that receives binaural input. Th e lateral superior olivary 
area contains primarily neurons sensitive to high frequencies as 
well as excitatory–inhibitory circuits, which increase the fi ring 
rate as interaural level diff erences are increased. Interaural level 
diff erences are the primary cue for localizing high frequencies. 
Th e medial superior olivary area contains primarily neurons 
sensitive to low frequencies, and has excitatory–excitatory cir-
cuits, which increase fi ring when there is an interaural time 
delay. Interaural time delays are the primary cue for localizing 
low frequencies, and for complex stimuli with low-frequency 
repetition patterns (Yost, 2007). Th ere is considerable evidence, 
however, that cortical processing is also involved in sound local-
ization (e.g., see Recanzone and Sutter, 2008).

Th e third major auditory nucleus is the inferior colliculus. 
Th is nucleus has combinations of the previous two major nuclei. 
Spectral processing and binaural processing combine, perhaps 
allowing for multidimensional representation of sound. Th ere 
are excitatory–inhibitory and excitatory–excitatory circuits. 
Some cells fi re upon monaural stimulation, some upon binaural 
stimulation. Some respond diff erentially to interaural time cues, 
and some respond diff erentially to changes in the vertical loca-
tion of a sound (Yost, 2007).

9.2.4.2 Auditory Cortex

Th e last few years have shown a veritable explosion of studies 
into the workings of auditory cortical areas, largely guided by 
the brain imaging techniques mentioned in other parts of this 
text. But fi rst, a bit of anatomy and introductory physiology. In 
recent years, the macaque monkey has been used as an animal 
model for the study of the auditory cortex. Th e auditory cortex 
of the macaque can be divided into three main areas (core, 
belt, and parabelt), each of which is subdivided into sections 
(Figure 9.15). Each of the main areas is defi ned by histology, 

 corticocortical and thalamocortical connections, and functional 
activity. Th e primary auditory cortex is labeled A1 and, along 
with the rostral (R) fi eld, is tonotopically arranged. Human stud-
ies have shown wide variability in the anatomical markers of the 
auditory cortex, with several tonotopic fi elds. As in the macaque, 
there appear to be three main areas, with structure and function 
comparable to that in macaques (Recanzone and Sutter, 2008). 
In humans, there is yet to be an exhaustive, defi nitive descrip-
tion of the auditory cortex.

Common themes in studies of the auditory cortex now include 
comparisons to the visual cortex, adaptive tuning, and cognition. 
A common fi nding is that spatial and nonspatial features of 
sounds are processed in parallel streams. Th is is similar to the 
ventral “what” and dorsal “where” processing segregation in the 
visual cortex. Studies in the auditory cortex suggest that spatial 
features are analyzed in caudal areas and nonspatial features are 
analyzed in ventral auditory cortical areas (Recanzone and Sutter, 
2008). Surprisingly, the frequency tuning of cortical cells can be 
changed by training; this change may persist and is not caused by 
the state of arousal of the animal (Bakin and Weinberger, 1990). 
Tuning changes in associative cortical areas were also observed in 
humans (Molchan et al., 1994; Morris et al., 1998). Th ese experi-
ments suggest that the response fi eld of cortical neurons is plastic. 
One measure that is widely used in the study of all sensory corti-
cal cells is the spectro-temporal response fi eld (STRF) (de Boer, 
1967; see Shamma, 2008). In terms of auditory cortical cells, the 
STRF may be defi ned as the best linear fi t between the attributes 
of a sound (frequency and intensity over time) and the neural 
 fi ring rate the sound evokes (Christianson et al., 2008). Recent 
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studies using ferrets have shown that the STRFs of primary audi-
tory cortex (A1) neurons showed dynamic, task-related changes 
that could fade aft er the task or persist for hours. Changes in the 
STRFs were likely triggered by attention to the specifi c task. A 
model describing how these attention-driven changes may occur 
is shown in Figure 9.16 (Fritz et al., 2007). Of particular interest in 
this model is the neuromodulatory eff ect of the neurotransmitters 
acetylcholine, dopamine, and noradrenaline from diff erent sub-
cortical nuclei to alter the selectivity of cortical cell responses to 
incoming stimuli. Th e suggestion that alteration of STRFs is trig-
gered by attention mechanisms now brings the idea of cognitive 
processing into the auditory cortex. Indeed, the STRFs measured 
in the auditory cortex are not merely the end result of bottom-up 
processing from the auditory brainstem, but are also aff ected by 
cognitive processes such as categorization, selective attention, 
auditory object formation, and concept formation (Konig, 2005; 
Schiech et al., 2005).

Recent work using awake rather than anesthetized animals 
has shown that cortical cells do exhibit sustained fi ring to acous-
tic stimuli (e.g., Bieser and Muller-Preuss, 1996; Recanzone, 
2000). Contrary to previous work, the sustained responses by 
cortical cells may actually provide a platform for representing 
time-varying signals in the auditory cortex (Lu et al., 2001; Liang 
et al., 2002; Wang et al., 2003). Th ese studies revealed two types 
of cortical cells in A1: those that encode the acoustic stimulus by 
spike timing and those that encode by spike fi ring rate. Th e spike 
timing population could represent slowly changing long-duration 
stimuli in a manner that is a replica of the acoustic stimulus 
(or an isomorphic representation). Th e nonsynchronous spike 
fi ring rate cells could encode rapidly changing acoustic stimuli 
in a manner that is not a replica of the acoustic stimulus, but 
rather a conversion from a stimulus parameter to an internal 
representation (or a nonisomorphic representation). Th us, the 
cortex may have both unprocessed (isomorphic) and processed 
(nonisomorphic) representations of sounds (Wang, 2007).

A very generalized tentative model, then, of auditory function to 
this point could be the following. Acoustic features related to per-
cepts are extracted in the periphery and auditory brainstem, with 
isomorphic moment-by-moment and perhaps some nonisomorphic 
processing occurring, perhaps controlled by neurons projecting 
from the auditory cortex to the midbrain superior olive and inferior 
colliculus (Coomes Peterson and Schofi eld, 2007). At the level of 
the medial geniculate (in the thalamus) and A1, there would be the 
beginnings of auditory object formation. Diff erent time scales 
might be evidenced by the synchronized and nonsynchronized cell 
populations in A1, and the nonsynchronized cell output may allow 
for integration of information, or segment-by-segment processing. 
In addition, the output of these cells may initiate the beginning 
stages of multisensory integration. Th e nonisomorphic representa-
tions would then be an intermediate transition stage from acoustic 
to perceptual identifi cation of the auditory objects, with later 
 processing occurring via distributed networks throughout the tem-
poral, parietal, and frontal lobes (Nelken et al., 2005; Poremba and 
Mishkin, 2007; Wang, 2007; Winer and Lee, 2007).

9.3 Psychoacoustics

9.3.1 Threshold

Given the previous background of auditory anatomy and 
physiology, we will now discuss briefl y how anatomy and 
 physiology may lead to perception of sound. Th e most basic 
perception is that of detection of a sound. Th e lowest sound 
pressure level of a sound that results in its detection is referred 
to as the absolute threshold for that sound. A quantum of 
sound is called a phonon, with energy described by hv (h is 
Planck’s constant and v is frequency). Th e ratio hv/kBT for the 
auditory system is about 10−10 (where kB is Boltzmann’s con-
stant and T is absolute temperature). Auditory detection is 
limited by the presence of thermal noise; a single phonon is 
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not likely to be detected by itself, unlike a photon in the visual 
system (Ashmore, 2008). Th us, it is unlikely that a single neu-
rotransmitter vesicle released at the inner hair cell–VIIIth 
nerve aff erent synapse would result in perceptual detection of 
a sound, but if extra spikes were triggered in a small number 
of neurons, coincidence detector circuits in the cochlear 
nucleus may begin the process that would lead to perceptual 
detection (Heil and Neubauer, 2005).

Although the preceding paragraph provides the basis for per-
ception, it does not defi ne perception. In what follows, we must be 
careful not to equate the ear with listening; a given sound pres-
sure variation will not always result in one and only one given 
perception. If so, listening and perception would be nothing more 
than memorizing physical signatures of sound. Perception is 
rather the combining of sensations into entities or objects. Please 
keep this in mind as the following paragraphs examine the 
behavioral sensitivity and accuracy of the auditory system to 
physical changes in frequency, intensity, and time. Th ese behav-
ioral measures are akin to the working parts for perception of 
complex acoustic events such as music or speech (Handel, 1989).

Th e detection of sounds by humans varies with frequency; 
we are most sensitive to mid-frequency tones (in the 1–4 kHz 
region) and less sensitive to lower and higher frequencies. Th is 
pattern of absolute thresholds probably arises from the trans-
fer functions of the outer and middle ear. Less sensitivity to 
frequencies less than 500 Hz may arise from a less active 
cochlear amplifi er at the apex of the cochlea. Absolute thresh-
old may also depend on the duration of the tone. For instance, 
for tones between 10 and 300 ms, threshold detection refl ects 
constant energy. Th at is, in this duration range, if the stimulus 
duration is reduced by half, the power of the tone must be 
increased by 3 dB to maintain detection. Th is is referred to as 
the 3 dB per doubling rule, and implies some form of temporal 
integration. Th e actual physiological process here is likely 
some form of sampling rate employed by the auditory system, 
with the sampling rate reset by any acoustic discontinuity 
(White and Plack, 1998).

In addition to absolute sensitivity, sensitivity to change in 
frequency or intensity has been measured. Th ese just noticeable 
 diff erences (jnds) are usually expressed as a Weber fraction, in 
which the perceived diff erence between two stimuli is propor-
tional to the value of the smaller number (ΔS/S). For mid-fre-
quency stimuli (0.5−2 kHz) the Weber fraction for frequency 
discrimination is constant, at around 0.002 (about 1 Hz for 
0.5 kHz). For pure tones, the Weber fraction for intensity dis-
crimination is a “near miss,” slightly improving with increases 
in overall SPL from about 0.5 to 0.2 (in the 1–0.5 dB range).

9.3.2 Frequency Selectivity

Frequency selectivity is the ability to resolve the diff erent fre-
quency components in a complex sound, and is most important 
for determining the tuning of the auditory system. To perceive 
and understand complex signals such as music and speech, we 
rely on the tuning properties of the auditory system, which was 

discussed in the physiology section as tonotopicity and as basi-
lar membrane and neural tuning curves. An important concept 
here is that of critical bandwidth, which is directly associated 
with internal fi ltering. Masking experiments, in which an 
acoustic signal is detected in the presence of a background 
noise, showed that the ear operates as a set of level-dependent, 
overlapping bandpass fi lters. Th e motion of the basilar mem-
brane is a large factor in the shape of these bandpass fi lters. Th e 
excitation pattern is the combined output from a number of 
 fi lters, and thus the excitation pattern presents an estimation of 
the isomorphic internal representation of an acoustic stimulus 
in the auditory periphery (inner ear and VIIIth nerve).

9.3.3 Pitch

In the acoustics section of this chapter, much attention was 
given to frequency, which is a physical phenomenon. Pitch is 
basically the psychological attribute of frequency; although fre-
quency is the main cue for pitch, the intensity of the sound will 
also aff ect the pitch. Because the auditory system processes fre-
quency in a logarithmic fashion and because other attributes of 
sound (such as intensity) aff ect pitch, there is no one-to-one 
correspondence between frequency and pitch. Measurement of 
pitch is done by presenting a standard 1 kHz tone at a given 
level (itself having a reference pitch of 1000 mels), presenting a 
stimulus tone, and then having a listener judge the stimulus 
tone as having n times the pitch of the 1 kHz standard tone. 
Testing a number of tones and levels in this way produces the 
Mel pitch scale. Th e two main theories for frequency encoding 
in the auditory system are place (each frequency has its own 
point of maximum excitation along the basilar membrane) and 
volley (neurons may phase-lock to the stimulus waveform, and 
a central mechanism can then compute the reciprocal of the 
periodic fi rings to compute the frequency of the waveform). 
While most of the pitch data from listeners can be described 
using either place or volley theories (or some combination 
thereof), there are still a few experimental conditions (complex 
pitch, pitch shift  of the residue) that are not adequately explained 
by either place or volley  theories at this time.

9.3.4 Loudness

Loudness is the psychological attribute of intensity or sound 
pressure level. Loudness is measured by matching two tones to 
equal sensation (the basis of phons and the equal loudness con-
tours) or by scaling (the basis of sones). Th e scaling procedure 
for sones is similar to that of the Mel scale for pitch, described 
above, with one sone defi ned as the reference loudness for a 
1 kHz tone presented at a 40 phon level. Loudness can be 
described by the following power law relation: L = kI 0.3, where k 
is a constant and I is stimulus intensity. Loudness is related to the 
extent of basilar membrane motion; that is, loudness is propor-
tional to the square of basilar membrane velocity. Th is basilar 
membrane motion may be combined to yield the loudness of 
a broadband or complex acoustic signal. Th e more critical 
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 bandwidths a sound traverses, the louder the sound will seem to 
be, even if the sound intensity remains constant. Th is is referred 
to as loudness summation.

9.3.5 Temporal Perception

In addition to temporal integration (discussed above), another 
aspect of temporal coding is temporal resolution, or the ability 
to detect changes in the acoustic stimulus over time. Experiments 
in which a stimulus is turned off  and then quickly back on pro-
duce a silent gap. Gap detection is thus a measure of temporal 
resolution, and can be smaller than 5 ms. In addition, listeners 
can detect amplitude modulation rates of nearly 1000 Hz when 
the modulation depth is 100%, which makes the auditory system 
much more temporally acute than the visual system. Such a 
function showing modulation depth as a function of modulation 
rate is called a temporal modulation transfer function.

Masking experiments have also examined the eff ects of nar-
row bands of noise spectrally removed from the critical band of 
a signal. When a narrow band of noise centered on the critical 
band of the signal is modulated at the same rate as a band of 
noise spectrally removed from the critical band, the signal is 
much more easily detectable than when the maskers are present 
but not modulated. Th is eff ect is known as comodulation 
 masking release (CMR). Other experiments have tested listeners’ 
ability to detect a modulated signal; when a masker having the 
same modulation as the signal is presented, the detection of the 
signal is poor. However, if the masker has a diff erent modulation 
rate from that of the signal, the detection of the signal is not 
changed by much. Th is eff ect is known as modulation detection 
interference (MDI). Both CMR and MDI suggest that the audi-
tory system has a set of modulation fi lterbanks; indeed there are 
cells in the auditory cortex that fi re at a best modulation rate, 
analogous to a CF for frequency tuning.

Temporal masking is also demonstrable, with either the sig-
nal or the masker preceding the other in time. When the masker 
is presented fi rst and then the signal, the condition is known as 
forward masking. When the signal is presented fi rst and then the 
masker, the condition is known as backward masking. As one 
might surmise, backward masking is likely a central phenome-
non, is highly variable, and can be markedly reduced by train-
ing. Forward masking, however, is quite consistent within a 
subject regardless of extensive training. Forward masking may 
refl ect persistence of neural activity in response to the masker, 
and may be modeled by the following circuit: a set of overlapping 
bandpass fi lters (critical bands), a nonlinear device (half-wave 
rectifi cation caused by phase-locking or basilar membrane 
motion), a sliding temporal integrator or window of about 7 ms 
that averages or smooths intensity during this time period, and 
a decision device for whatever task is being performed.

9.3.6 Binaural Hearing

Th e duplex theory of localization was mentioned (not by name) 
in the above discussions of the function of the outer ear and the 

superior olivary complex. Interaural intensity cues help localize 
high frequencies, and interaural time or phase cues help localize 
low frequencies or complex stimuli with a low-frequency repeti-
tion. Th e interaural time cues that we can detect may be as small 
as 150 μs. Operation of EE and EI interneuron networks in the 
superior olive is likely the physiological basis for localization in 
mammalian auditory systems rather than coincidence detectors. 
Because both interaural cues are weakest for the mid-frequency 
range (around 1500 Hz), most localization errors occur for mid-
frequencies. Th e minimum audible angle is a measure of how 
well listeners can detect a shift  in the location of a sound source 
in the horizontal plane. Localization in the vertical plane is usu-
ally made accurate by small head movements.

Th ese small head movements cause changes in the HRTFs, 
which then enable localization. HRTFs can be recorded from 
microphones placed in the ear canals of listeners, and then these 
HRTFs can modify sounds presented via headphones to give a 
listener a “virtual” three-dimensional listening experience. A 
unique form of binaural masking is the masking level diff erence 
(MLD). When a noise is correlated in both ears, and a signal pre-
sented to both ears is fl ipped 180° in phase in one ear relative to 
the other, then the signal is released from masking and is easier 
to hear. MLDs have been measured using speech signals, and are 
similar to the cocktail party eff ect in which a  listener is able to 
separate out a signal in a complex listening environment using 
spatial separation cues.

9.3.7 Auditory Scene Analysis

When you are in almost any listening environment, you hear 
sounds from several sources. As you sit at your desk in the 
library, you may hear the sound of heating/cooling fans, voices 
across the next desk, paper shuffl  ing, the elevator bell, and the 
trundle of a library cart. All these sounds are impinging onto the 
basilar membrane simultaneously, and some have overlapping 
spectral content, yet you are able to parse out and identify the 
various sound sources. How the auditory system does this is the 
process of auditory scene analysis. Some cues that may aid this 
process include temporal onsets and off sets, spectral separation, 
harmonicity, spectral profi le, and temporal modulation. 
Auditory scene analysis may lead to auditory object formation, 
a concept of the “what” stream of processing in the auditory 
 cortex (Kubovy and van Valkenburg, 2001).

9.4 Hearing Loss

9.4.1 Types of Hearing Loss

To determine whether an individual has hearing loss, thresholds 
are obtained for tones from 250 to 8000 Hz in octave steps, and 
these thresholds are then compared to the modal (most fre-
quently occurring) thresholds obtained from listeners aged 
18–30 with no otologic pathology (see Figure 9.17). Th resholds 
obtained in such a manner are referenced as dB HL (hearing 
level), and are plotted on a chart called an audiogram (e.g., ANSI, 
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1996; Bess and Humes, 2008; Martin and Clark, 2007). Th resholds 
greater than 25 dB HL represent hearing loss, and may range 
from mild (26–40 dB HL) to profound (>90 dB HL). Hearing 
loss is categorized according to where a blockage or insult occurs 
in the auditory system. If the blockage or disorder occurs in the 
outer or middle ear, the hearing loss is conductive and is at most 
about 60 dB HL, if the disorder or insult occurs in the cochlea 
and/or VIIIth nerve, the hearing loss is sensorineural, and 
(extremely rare) if the disorder occurs centrally because of lesion 
or arterial blockage, the hearing loss is central deafness (Martin 
and Clark, 2007). Clinical assessment of hearing can include not 
only behavioral threshold and speech recognition testing, but 
also measures of the impedance of the middle ear system (tym-
panometry), contraction of the stapedius muscle in the middle 
ear (the acoustic refl ex test), measures of OAEs, and electrophys-
iological tests of the central auditory pathways’ neural activity in 
response to sound. Th e electrophysiological tests include the 
ABR, the auditory steady-state response (ASSR), the auditory 
middle latency response (AMLR), and late latency cortical 
responses (ALR).

Disorders in the outer ear resulting in hearing loss include 
earwax impaction, infection, tympanic membrane perforation, 
and narrowing or absence (atresia) of the external ear canal, 
with the latter oft en having a genetic origin. All except atresia 
may be treated medically; atresia may be corrected by either sur-
gery or bone-conduction hearing aids. Disorders in the middle 
ear resulting in hearing loss include infection (otitis media), 
ossicular chain discontinuity, congenital disorders, and a genetic 
disorder called otosclerosis, in which the stapes becomes fi xed in 
the oval window. Th ese conditions may be treated medically or 
surgically, in some cases requiring prostheses to replace the ossi-
cles and/or middle ear reconstructive surgery (tympanoplasty).

Disorders in the cochlea resulting in hearing loss include 
anoxia, prenatal Rh factor incompatibility, trauma or toxemia 

prenatally or at birth, viral infections, ototoxic drugs, fevers and 
systemic illnesses, middle ear infections or disorders that may 
involve the cochlea, noise, head trauma, autoimmune responses 
in the cochlea, disruption of blood fl ow to the cochlea, labyrinthi-
tis, Meniere’s disease, and aging (presbycusis). Th ese disorders 
may also secondarily aff ect VIIIth nerve fi bers. In addition, there 
are many genetically based etiologies of cochlear hearing loss. 
VIIIth nerve disorders aff ecting hearing include tumors in the 
nerve or near the cerebellopontine angle (CPA) and dys-synchrony 
of fi ber fi ring. Fiber dys-synchrony, also called auditory neuro-
pathy, may also have a genetic etiology (e.g., Varga et al., 2003). 
Eff ective medical or surgical treatment for cochlear hearing loss is 
quite limited; in the case of VIIIth nerve tumors, excision of the 
tumor may or may not allow for preservation of hearing.

9.4.2 Genetics, the Cochlea, and Hearing Loss

In the United States, approximately one child in a thousand has 
hearing loss from birth; this hearing loss may prevent the nor-
mal development of language. About 50–60% of these children 
have a genetic etiology for their hearing loss. For the genetic loss 
group, about 70% have a form of nonsyndromic hearing loss 
(hearing loss with no associated clinical manifestations), and 
about 30% have a genetic syndrome, in which hearing loss is a 
primary characteristic (Battey, 2003). More than 100 gene loci 
have been identifi ed in nonsyndromic hearing loss (Petersen 
et al., 2008), and there are hundreds of genetic syndromes that 
include hearing loss (Friedman et al., 2003). Up-to-date online 
catalogs of genetic hearing loss may be found at many websites, 
including the Hereditary Hearing Loss Homepage http://webh01.
ua.ac.be/hhh/ and the Online Mendelian Inheritance in Man 
http://www.ncbi.nlm.nih.gov/omim. As suggested by the latter 
website, most of the inheritance patterns of hearing loss follow 
Mendelian patterns (e.g., autosomal dominant DFNA, auto-
somal recessive DFNB, sex-linked DFN), although a few may 
involve gene–gene interactions (e.g., connexin 30).

Studies of genetic hearing loss have illuminated how the 
cochlea functions at the cellular level (Battey, 2003). Knowing 
what gene product arises from a mutated gene known to cause a 
hearing loss provides insight into the cellular basis of hearing. 
For instance, the KCNQ4 gene, located on chromosome 1, has as 
its product a protein that functions as a potassium ion channel 
in cells (including hair cells in the cochlea). A mutation of this 
gene results in a non- or dysfunctional potassium channel, and 
in sensorineural hearing loss that progresses in severity with 
age. In these examples, knowledge of a genetic basis of the hear-
ing loss, that is, knowing what gene was involved and its prod-
uct, helped clarify the vital importance of potassium recycling 
for normal cochlear function (e.g., Van Laer et al., 2003).

Errors that may occur during transcription (making a copy of 
the gene from DNA into mRNA) and translation (modifying and 
converting the mRNA into a gene product such as a protein) may 
also result in hearing loss. For instance, mutation of the POU3F4 
gene results in a dysfunctional protein that normally acts as a 
transcription factor; transcription factors attach to the DNA and, 
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when functioning correctly, aid in correct “reading” of the DNA 
during transcription. Another example involves mRNA splicing. 
Th e mRNA molecule is spliced to arrive at a fi nal copy for transla-
tion; improper splicing may result in a dysfunctional cadherin 23 
protein that results in stereociliar splaying of hair cells and subse-
quent hearing loss in Usher’s syndrome (Siemens et al., 2002).

Genetic hearing loss may also arise from mutations that occur 
in genes located in the mitochondria of cochlear cells. Th ere are 
several hundred mitochondria in each cell and they are involved 
in producing energy via oxidative phosphorylation, maintaining 
reactive oxygen species (ROS) levels, and cell death pathways. A 
given mitochondrion may have 2–10 chromosomes. Mitochon-
drial DNA is transmitted matrilineally. Hearing loss associated 
with mitochondrial DNA may be syndromic [e.g., with neuro-
muscular syndromes such as mitochondrial encephalomyopa-
thy; lactic acidosis; stroke (MELAS) and myoclonic epilepsy; 
ragged red fi bers (MERRF)] or nonsyndromic. In certain ethnic 
populations, mitochondrial mutations can result in susceptibil-
ity to hearing loss arising from ototoxic medications. Finally, 
hearing loss in old age (presbycusis), once thought solely to be a 
result of the cochlea wearing out or of environmental noise 
exposure over many years, may also stem from a reduction of 
energy production due to mutations in mitochondrial DNA 
(Fischel-Ghodsian, 2003).

Th e mouse auditory system is frequently used as a model for 
the human system. One possible disorder of human hearing is 
operationally defi ned as an auditory processing disorder (APD), 
in which an individual has diffi  culty interpreting auditory infor-
mation yet does not have hearing loss (Martin and Clark, 2009). 
Mice exhibit genetic mutations that aff ect their central auditory 
nervous systems, aff ecting the formation of VIIIth nerve fi bers 
and the eff erent system, causing defects of specifi c cell types in 
auditory brainstem nuclei with corresponding abnormal elec-
trophysiological measures, and causing enzyme defi ciencies. 
Specifi c central auditory system anomalies are rare in humans 
(Steel et al., 2002). However, with the fi nding of a genetic compo-
nent to auditory dys-synchrony, could there also be a genetic 
basis (perhaps similar to those found in mice) for some APDs? It 
may be that APDs result from an interaction of genetic predispo-
sition and environmental factors.

9.4.3 Noise-Induced Hearing Loss

Intense continuous noise over 115 dBA, or impulse noise at this 
or higher levels may result in physical damage to hair cell stereo-
cilia, alteration in blood fl ow to the cochlea, detachment of pillar 
cells, and physical damage to inner hair cell–VIIIth nerve syn-
apses. Additional eff ects may include overstimulation of inner 
hair cells, resulting in levels of glutamate transmitter that are toxic 
to aff erent fi bers (Henderson et al., 2007). Noise levels lower than 
this, however, can still stress the cochlea and result in hearing loss 
via apoptosis or hair cell death. Under conditions of high-level 
noise exposure, more pro-apoptotic molecules enter the mito-
chondria within the hair cell; these molecules initiate caspase 
enzyme activity, eff ectively signaling a self-destruct pathway for 

the cell. Noise also results in the production of ROS, which then 
activate c-Jun N-terminal kinase (JNK) signaling pathways, which 
also lead to cell self-destruction (Wang et al., 2007). Research 
has shown, however, that certain drugs administered at or aft er 
noise exposure may prevent apoptosis and necrosis, and may pre-
serve hearing. For instance, riluzole has been shown to prevent 
noise-induced hearing loss in guinea pigs (e.g., Wang et al., 2002). 
Th e kinase inhibitor CEP-1347 provided protection from 
 noise- induced hearing loss. Th e JNK blocker D-JNKI-1 was found 
to be eff ective in protecting the cochlea from intense sound dam-
age, and was even eff ective when applied to the round window 12 
hours aft er acoustic trauma (Campbell, 2007). It is also thought 
that eff erent transmitters, notably dopamine, may have a protec-
tive function (e.g., Niu et al., 2007). Currently, otoprotective agents 
that are approaching Food and Drug Administration (FDA) clini-
cal trials in humans include the antioxidants d-methionine, 
ebselen, and N-acetylcysteine (NAC). In future, pharmacogenet-
ics and pharmacogenomics may be used to provide an individu-
ally tailored drug to, say, help prevent noise- induced hearing loss 
or hearing loss arising from life-saving medications.

9.4.4 Hair Cell Regeneration

Since the discovery that avians can regrow functional hair cells 
following noise-induced hearing loss (Corwin and Cotanche, 
1988; Ryals and Rubel, 1988), much eff ort has gone into regener-
ating hair cells in the mammalian cochlea. Investigators have 
attempted to manipulate the cell cycle, cell diff erentiation, and 
stem cells to produce new hair cells in the mammalian cochlea. 
Control of the cell cycle has attempted to remove tumor suppres-
sor genes (via transgenic and/or knockout genetic manipulation) 
to allow new cell growth, albeit with little success. New cell dif-
ferentiation may be controlled by genes producing transcription 
factors; indeed, transfecting the transcription factor gene Atoh1 
into the cochlea of deafened guinea pigs led to structural and 
functional recovery of the inner ear (e.g., Izumikawa et al., 2005; 
Kawamoto et al., 2003). Consistency in where new cells are pro-
duced, however, has proven problematic. Introducing stem cells 
into the mammalian cochlea, or activating stem cells that remain 
in the cochlea, has shown some promise but is still in the initial 
stages of study (e.g., Ito et al., 2001; Parker et al., 2007; see also 
Cotanche, 2008; Ryals et al., 2007). In certain genetic, anatomi-
cal, or biochemical disorders, however, hair cell regeneration 
may not be a viable treatment for hearing loss. It may be that 
future treatment for certain sensorineural hearing loss etiolo-
gies may involve a combination of hair cell regeneration, drug 
treatment, and either hearing aids or cochlear implants (Li et al., 
2004; Ryals et al., 2007).

9.4.5 Hearing Aids

(Re)habilitation of hearing loss has largely focused on devices 
such as hearing aids. At present, hearing aids, via automatic gain 
control (AGC) compressor circuits, multiband compression 
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applied across diff erent frequency bands, or adaptive dynamic 
range optimization, can help manage the reduced dynamic 
range of listeners with sensorineural loss, but cannot restore 
“normal” loudness perception. Likewise, hearing aids cannot 
restore normal frequency selectivity or temporal fi ne structure 
resolution. Advances have been made to help listeners wearing 
hearing aids understand speech in background noise via the use 
of directional microphones and binaural hearing aids; work with 
noise-cancelation algorithms has shown promise, but limited 
success to date (Moore, 2007). Th e introduction of digital signal 
processing in hearing aids has provided fl exibility for the 
 addition of processing algorithms tailored for particular listen-
ing conditions, which can be selected by the wearer (e.g., Staab 
et al., 1997; Staab, 2002), as well as opportunities for block pro-
cessing of the signal (e.g., Levitt, 2004). Some recent hearing aids 
and cochlear implants perform processing akin to auditory 
scene analysis. Advances have also been made with bone- 
conduction middle-ear implantable hearing devices (see http://
www. cochlearamericas.com/index.asp or http://www.medel.com).

9.4.6 Cochlear Implants

Th e functional goal of the cochlear implant is to bypass the basilar 
membrane and hair cells of the cochlea and to instead electrically 
stimulate the remaining aff erent VIIIth nerve fi bers. Basic compo-
nents of a cochlear implant include a microphone, a digitizing 
speech processor, a radio-frequency transmitter, an implanted 
radio receiver, circuits that convert the signal into an electrical 
signal, and a stimulator that activates an electrode array inserted 
into the inner ear (Wilson, 2004; Zeng, 2004). Cochlear implants 
attempt to replicate the frequency selectivity and compression fea-
tures of the cochlea. Th e implant separates the acoustic stimulus 
into 8–20 narrowband signals by either analog or digital fi lters. 
However, postfi ltering may be quite diff erent among implants. 
Th e speech processing strategies to date include compressed ana-
log (CA) or simultaneous analog stimulation (SAS), in which the 
narrowband analog waveform is delivered to a tonotopically 
appropriate electrode that directly stimulates the auditory nerve. 
Another strategy extracts the temporal envelope of the narrow-
band signal (via rectifi cation and low-pass fi ltering); the envelope 
then amplitude-modulates a biphasic pulse carrier. Th e pulses 
between electrodes are interleaved to prevent simultaneous stimu-
lation between diff erent electrodes. If the number of analysis 
bands is the same as the number of electrodes, this is called con-
tinuous interleaved sampling (CIS). When only some of the bands 
are activated, the strategy is called the n-of-m or SPEAK strategy. 
Th ere is usually a diff erent amplitude compression scheme for 
each strategy: CA employs a gain control mechanism for compres-
sion, CIS uses a logarithmic compression function, and SPEAK 
uses a power function. Many commercially available devices have 
combinations of the above strategies (Zeng, 2004; see also the 
above websites and http://www.advancedbionics.com). New 
developments include presenting the electrical signal at high rates 
(up to 90,000 pulses per second) and increasing the number of 
available processing channels via current steering.

Part of the variability seen across listeners wearing cochlear 
implants does stem from the device itself. Improvements in 
implant performance in the future will likely come from a bet-
ter understanding of the electrical–neural interface (Abbas 
and Miller, 2004); use of bilateral cochlear implants, combin-
ing electrical and acoustic hearing by using electrode arrays 
that are introduced only in the base of the cochlea (e.g., von 
Ilberg et al., 1999); delivery of neurotrophic drugs through the 
implant to promote neural growth and health (e.g., Qun et al., 
1999); new processing strategies that increase the number of 
frequency bands or that increase the pulse rate of stimulation, 
electrode placement and design, and new processing strategies 
that copy the transforms created by the basilar membrane and 
hair cell–fi ber synapse discussed earlier (Wilson, 2004). In 
addition, knowledge gained from auditory brainstem implants 
and from central auditory neuron processing may also help 
improve implant performance (Abbas and Miller, 2004; 
Schwartz et al., 2008).

Th rough this chapter, it is hoped that the reader has gained an 
appreciation for, and a humble acknowledgment of, the exquisite 
and somewhat still mysterious human auditory system. Th ere is 
much that needs to be done in the future to help optimize indi-
viduals’ hearing, especially in modern society’s complex infor-
mation lifestyle.
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10.1 Introduction

Th e human eye is mainly composed of a cornea, conjunctiva, 
sclera, ciliary body, lens, vitreous body, retina, and anterior and 
posterior chambers fi lled mainly with aqueous humor.1−3

Light entering the eye passes through the cornea and the lens 
to form an image on the retina. If images are formed only on the 
retina, vision is correct. However if images are formed behind 
the retina, the eyes are hyperopic, and if images are formed in 
front of the retina, the eyes are myopic.

10.2 Lens

Th e lens is located behind the iris; its diameter is about 10 mm 
and its thickness is 3–4 mm, showing a convex lens shape 
(Figure 10.1).2−5 Around the equator plane and the ciliary body, 
there are numerous muscles of the zonule of Zinn, which hold 
the lens in front of the vitreous body. Th e zonule of Zinn is a tis-
sue without color, blood vessels, and nerve fi bers.

Histologically, a lens is enveloped with a lens capsule (the 
anterior part by the anterior capsule and the posterior part by 
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the posterior capsule), and under the anterior capsule, a mono-
layer of lens epithelial cells is recognized. Numerous hexagonal 
lens fi bers are regularly and tightly arranged. Th ey form a cor-
neal substance. Th e central part of the lens becomes hard aft er 25 
years of age, and the lens forms a nucleus. As aging progresses, 
the lens nucleus becomes harder, which results in a deterioration 
of transparency and fi nally in nuclear cataract (Figure 10.2). A 
lens cortex localizes around the nucleus of a lens, and is the por-
tion between the nucleus and the lens capsule. Th e Cataract with 
opacity mainly in the cortex is called cortex cataract. According 
to the turbidities and shapes, the cataract shows many symp-
toms. Th e causes of cataract are varied, such as aging, diabetes, 
atopic dermatitis, dosage of steroid drugs, high myopia, external 
injuries, and so on.

Zinn’s zonule is composed of collagen fi bers resembling elastic 
fi bers with a diameter of 1–10 mm. Zinn’s zonule arises from 
both the ciliary body and the fl attened part of the ciliary body, 
and most of its fi brous strands attach to the capsule of the lens. By 
the attached portions of collagen fi bers to the lens capsule, it is 
divided into an anterior zonule, an equator one, and a posterior 
one. Th e attached portions of the anterior zonule to the lens cap-
sule are diff erent according to age, namely, at 17 years the attached 
portion from the lens equator is 0.25 mm, at 43 years it is 0.4 mm, 
at 57 years it is 0.86 mm, at 85 years it is 1.2 mm, and in the aged 
man the attached portions gradually move to the center of the 
lens capsule. Th e fi ne fi bers attached to the lens capsule protrude 
to the thinner fi ne fi bers; they go to the central part of the lens 
and fi nally become the fi ne fi ber layer of the lens capsule.

Th e Lens has a very important role in the refraction of light 
together with the cornea. An image on the retina is controlled by 
the change in thickness of the lens. When looking at an object 
close to the eyes, zonule ciliaris muscles contract and the ciliary 
process rotates to the frontal direction. Th e zonule ciliaris 
becomes loose and the lens increases its thickness by its own 
elasticity, which causes the refractory power of the lens to 
increase. On the other hand, if the eyes look at objects that are 
fartheraway, the ciliary muscles are relaxed and the frontal rota-
tion of the ciliary process decreases. If the zonule ciliaris is 
pulled, the lens is also pulled and fl attened. According to age, the 
elasticity of the lens decreases, which results in presbyopia.

10.2.1 Diseases of the Lens

 A. Cataract
 1. Nuclear cataract: Th e central part of the lens gradu-

ally hardens with aging. Emery’s classifi cation is 
mostly used for classifi cation of the grades of hard-
ness of the nucleus. In this classifi cation, slit lamp 
examinations are conducted.

 2. Cortex cataract: Th e main cause of this disease is 
opacity in the lens cortex around the lens nucleus. 
Other causes are aging diabetes.

 B. Ectopic lens
 1. Traumatic lens luxation: Not only is Zinn’s zonule dis-

rupted by a bruise to the eye(s), there are several other 
causes for the lens to drop down into the vitreous body.

 2. Congenital ectopic lens: Abnormal development of 
Zinn’s zonule is thought to be the cause of this dis-
ease. Except for the ectopic lens, other parts of the eye 
are normal.

 3. Marfan syndrome: this is a typical disease attributed 
to genetic mutation.6,7 Th e lens is small and less devel-
oped, about 30% of the normal size. Th e shapes of the 
ciliary processes and their distribution are not sym-
metrical. Th e fi bers attached to the lens capsule are 
very thin and their number is very small. Th erefore, 
keeping the lens at the normal position is very diffi  -
cult. Th is disease is attributed to dominant inheri-
tance and the amino acid sequence of Zinn’s zonule is 
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FIGURE 10.1 Histological anatomy of a lens.

FIGURE 10.2  Emery’s classifi cation.
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abnormal. Lens dislocation is found mostly to the 
upper part, particularly to the upper ear side.

10.3 Vitreous Body

Th e vitreous body is the largest part of the eye and occupies 
about 80% of the total eye volume (4 cc) (Figure 10.3).2,4,5 It is 
composed of collagen fi bers with transparent gel tissue, and is 
localized at the space behind the lens. A vitreous body consists 
of a fi ber-like matrix and fl uid that contains hyaluronic acid. 
Adherence between the vitreous body and retina is strongest at 
the basal part of the saw-like margin of the retina and the optic 
disk.1,8−11 Th e bottom region of the vitreous body contains 
much more collagen fi bers and hyaluronic acid, and thus its 
viscosity is high. Th erefore, this region is called the vitreous 
body cortex. On the contrary, the central part of the vitreous 
body contains fewer amounts of these substances. Th erefore, 
the viscosity is low. In the bottom part of the vitreous body and 
the cortex of the optic disk margin, there are vitreous body 
cells, macrophages, and fi broblasts. Th ere is no blood vessel, 
but in the viviparous stage of embryonic development branches 
of the central artery extend from the retina. Th e artery disap-
pears soon aft er birth. In a few cases, however, they remain in 
the adult.12

According to aging, the vitreous body liquefi es more and 
more, and also the posterior part of the vitreous body gradu-
ally exfoliates at 40–60 years of age. Th e vitreous body attach-
ing to the optic disc of nerve fi bers detaches like a ring, which 
is called the Weis ring. When light illuminates the retina near 
the ring, we perceive that fl ies are fl ying. Th is phenomenon 
is called “fl ying fl ies.” Th ere are many causes for this morbid 
phenomenon other than the Weis ring, for example, cell pen-
etration into the transparent vitreous body, opacity, bleeding, 
and so on.

Th e vitreous body is the transparent intermediate structure 
that lets in light to the retina, and maintains eye pressure in 
order to maintain eye shape. It has another important role as a 
reserve of various substances. For example, it has functional 
roles of storage of glucose and amino acids and storage of waste 
substances such as lactic acid. In addition, it maintains the 
ionic balance and supplies oxygen to the retina and other parts 
of the eye.

10.3.1 Diseases of the Vitreous Body

 A. Vitreous opacity: Th is disease is related to physiological 
opacity, infl ammation of the zonule ciliaris, endophthal-
mitis, obsolete vitreous body bleeding, vitreous body 
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denaturation (asteroid hyalosis, synchysis scintillans, vit-
reous body amyloidosis), eye tumors, and so on. Turbidity 
of the vitreous body is caused by change in the quality of 
fi bers in the vitreous body, invasion of infl ammatory 
cells, hardness of blood, quality changes in the vitreous 
body by diseases of the whole body, invasion of tumor 
cells, and so on.

 B. Vitreous hemorrhage: Vitreous hemorrhage is attributed 
to bleeding in the retina or to the rupture of retinovitreal 
neovascularization. A typical case of the former type 
includes macular degeneration and tumor of retinal blood 
vessels. Th e second type is retinal disorder due to 
diabetes.

10.4 Aqueous Humor in the Chamber

10.4.1 Eye Chamber

Th e eye chamber is divided into an anterior chamber and a pos-
terior chamber. Th e anterior chamber is the space between the 
posterior surface of the cornea and the frontal surface of the iris, 
and the posterior chamber is the space surrounded by the lens, 
the vitreous body, and the posterior surface of the iris. Both eye 
chambers are fi lled with aqueous humor. Aqueous humor is 
divided into anterior and posterior humor.

10.4.2 Aqueous Humor

Th e chamber aqueous humor is produced at the ciliary body, and 
from the posterior chamber aqueous humor enters through the 
space between the lens and iris and reaches the anterior cham-
ber. It is discharged from the eye, and the main outfl ow route is 
Schlemm’s canal at the corner of the anterior chamber and the 
sinus in the sclera. In human eyes, 80–90% of the total aqueous 
humor fl ows out through Schlemm’s canal and 5–20% of the rest 
of the aqueous humor fl ows out from the uveal sclera.

Aqueous humor in the chamber is composed of both anterior 
chamber aqueous humor (which contains approximately 
0.25 mL) and posterior chamber aqueous humor (which con-
tains approximately 0.06 mL). Th e osmotic pressure is slightly 
higher than that of blood plasma.

10.4.3  Anterior Chamber Angle; Trabecular 
Meshwork

In order to understand the outfl ow of aqueous humor into a 
chamber (Figure 10.4), the anterior chamber angle has a very 
important role. Th e area of the chamber angle is from the termi-
nal end of the corneal Descemet’s membrane (Schwalbe line) to 
the root part of the iris. At the corneal side of the angle, the tra-
becular meshwork is composed of anterior chamber nets, angle 
sclera, endothelial nets, and endothelial nets.

Th e uveal membrane is located at the region closest to the 
anterior chamber, and is tissue of 2–3 layers with string-like tra-
becular meshwork showing wire netting that adheres to the root 

part of the iris. In uveal membrane nets, large holes (spaces of 
fi brous trabecular meshwork) with diameters of 30–100 mm are 
observed. Th e trabecular meshwork has extracellular matrix at 
its center, and its surface is covered with fl attened trabecular 
meshwork cells. Th e corneal–scleral plexus is located at the side 
of Schlemm’s canal of the uveal side, and its posterior side 
attaches to the tip of the sclera. It shows multilayers made up of 
plate-like structure. Plates of the trabecular meshwork have 
small holes (spaces among trabecular meshwork) with diameters 
of 10–30 mm, which are routes of aqueous outfl ow. Plates of 
the trabecular meshwork of the corneal–scleral plexus show a 
sandwich-like structure. Namely, both sides of the extracellular 
matrix are covered with a monolayer of trabecular meshwork 
cells. Cells of the trabecular meshwork are thin and fl attened, 
but its nuclear region is thick. Th e trabecular meshwork contains 
connective tissue embedded in a matrix of 2–4 layers.

Th e extracellular matrix of the trabecular meshwork consists 
of fi brous components as well as extracellular macromolecules. 
Fibrous components are made up of type I and type III collagen 
fi bers and elastic fi bers. Elastic fi bers are composed of microfi -
bril, elastin, and insoluble substances without structure. Th e 
main component of microfi bril is a kind of protein named fi bril-
lin. Extracellular macromolecules are gel substances without 
structure such as glycosaminoglycan. Glycosaminoglycan can 
be divided into two types: proteoglycan (which is combined with 
nuclear protein) and hyaluronic acid. In Molecules such as gly-
coprotein, fi bronectin, laminin, and nonfi brous collagen type IV 
and type VI are present. Th ese extracellular matrixes do not 
exist in intercellular space, but assemble and adhere to other 
substances without any structure.

10.4.4 Schlemm’s Canal

Schlemm’s canal is approximately 36 mm in circumference and 
the width is 300–500 mm, showing a fl attened elliptic structure. 
Schlemm’s canal is not a clear ring but it shows a meandering 
structure. It can be divided into 2–3 branches and again the 
branches meet to form a single duct. Inside the duct, there are 
pores opening to the outside called Sonderman’s inner duct. 
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FIGURE 10.4 Outfl ow of the aqueous humor.
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Outside the duct, there is an outer assembling duct, and through 
the ducts of aqueous humor vein and upper sclera vein, aqueous 
solution discharges into the vein system of the whole body.

Aqueous humor has an important role in the control of eye 
pressure and is essential for maintaining normal eye shape. In 
addition, it sustains tissues such as the cornea and lens, which 
have no blood circulation, and has an important role as an opti-
cal part of the eyes.

Aqueous humor is produced in the epithelium of the ciliary 
body. Th e following three theories represent the mechanism of 
aqueous humor: diff usion, ultrafi ltration, and active transport 
(Figure 10.5).

 1. Diff usion: Diff usion is the fl ow of a substance from a high 
concentration to a low concentration through a mem-
brane. Lipid-soluble molecules, however, fl ow freely into 
both sides. In fact, the concentration of ascorbic acid in 
aqueous humor is much higher than that of blood plasma; 
therefore, ascorbic acid fl ows into blood plasma.

 2. Ultrafi ltration: In the case of molecules in solution on 
one side that are permeable to the membrane and other 
molecules in solution on the other side that are not per-
meable, and when they are separated unevenly by the 
membrane, only distributions of membrane-permeable 
molecules alter the concentration on both sides. Th is 
phenomenon is called ultrafi ltration. In the eye, the fl ow 
of blood plasma from endothelial tissue in the ciliary 
body matrix ciliary body is one example of this case. Th e 
higher the aqueous humor pressure, the more the fi ltered 
amount.

 3. Active transport: Using energy adenosine triphosphate 
(ATP), even molecules with a low concentration in solu-
tion can be transported through the membrane against 
reversal concentration to the other side of the solution 
with higher concentration. Th is active transportation is 
the most important for the production of aqueous humor. 
Th e nonpigmented epithelium of the ciliary body actively 
transports Na+ into the posterior chamber by Na+K+ATPase; 
at the same time, in order to maintain electrical balance, 
Cl− and HCO3 are transported. In this way, aqueous humor 
is produced. At some  physiological condition, active 
 transport is involved at 80–90%.

10.5  Mechanism of the Outfl ow 
of Aqueous Humor

Th ere are two main routes: the angle trabecular meshwork 
through Schlemm’s canal, namely, the conventional route (tra-
becular outfl ow), and from the root of the iris, interspaces of the 
ciliary body, and subchoroid, namely, the unconventional route 
(uveoscleral outfl ow) (Figure 10.6).

 1. Conventional route: Th is route is, in summary, ante-
rior chamber → trabecular meshwork → Schlemm’s 
canal → collecting tube → upper sclera vein. In humans 
and monkeys, the barriers (60–80%) of the outfl ow have 
two routes: the interval between the anterior chamber 
and Schlemm’s canal, and the connective tissue of para-
Schlemm’s canal and the inner wall of Schlemm’s 
canal. Th e main barrier is the connective tissue of para-
Schlemm’s canal and the endothelial cells in the inner 
wall of Schlemm’s canal. Th is region contains macromol-
ecules such as hyaluronic acid and proteoglycan (glyco-
protein + glycosaminoglycan), collagen, and fi bronectin.

Th e outfl ow of aqueous humor is attributed to the dif-
ference of aqueous humor pressure (eye pressure—vein 
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FIGURE 10.5  Mechanism of aqueous humor.
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pressure of the upper sclera), which is called “bulk fl ow.” 
Th is outfl ow does not need energy and depends solely on 
the diff erence of both pressures.

 2. Unconventional route: Th is route is, in summary, anterior 
chamber → root of the iris → interspace of muscles of 
the  ciliary body → subchoroidal space → venous system. 
Th is route resembles the lymphatic system and has an 
important role in eliminating toxic metabolic molecules. 
Th e route is, in principle, independent of eye pressure.

 3. Control of outfl ow of aqueous humor: Th e smooth muscles 
of the Iris, ciliary body, and trabecular meshwork are 
innervated by the autonomic nervous system. Namely, 
drugs activate the sympathetic nerves and accelerate 
the outfl ow. In addition, in humans and monkeys, the 
drugs increase uveoscleral outfl ow. Activating drugs also 
accelerate uveoscleral outfl ow. Parasympathetic nerves 
contract the muscles of the ciliary body; consequently, 
when the spaces in the trabecular meshwork are wide 
open, the resistance for outfl ow decreases.

10.6 Main Diseases of the Eye

 A. Glaucoma: When the route of outfl ow is disturbed, eye 
pressure abnormally increases to cause glaucoma.13 Th is 
disease damages the optic nerves due to the high eye pres-
sure. Glaucoma is classifi ed into two types according to 
the opening of the angle. For treatment, the decrease in 
eye pressure is primary. Recently, however, it has been 
proposed that the defecting blood circulation around the 
optic disc may be another mechanism for glaucoma.

10.7  Mechanism of Circulation Control 
in the Retina

Retinal vessels physiologically construct microcirculation such 
as arteriole microcirculation, microveins, and capillary vessels. 
Th e retina, like the brain, kidney, and coronary blood vessels, 
has an accurate circulation control mechanism.

10.7.1 Mechanism of Metabolic Control

Retinal oxygen consumption is the greatest in all organs. By 
changing the of partial pressure of oxygen, the blood stream is 
delicately infl uenced. Especially, adenosine increases blood fl ow 
not only in the retina but also in the whole body. It has an impor-
tant role in low oxygen and retinal ischemic disease.

10.7.2 Mechanism of Control by the Muscle

In the arterioles, the wall of the blood vessel contracts by the 
higher pressure of the inside blood vessel. On the other hand, 
when the pressure decreases, the blood wall relaxes. Th e pres-
sure of the blood vessels is controlled by the contraction and 
expansion of the smooth muscles of blood vessels, which is called 
myogenic control. Th is condition, which is dependent on 

 pressure, infl uences the whole body blood pressure and also the 
eye blood pressure. As mentioned above, this pressure-depen-
dent change is very important for the retina.

10.7.3  Mechanism of Control Dependent 
on Blood Current

If the amount of blood increases, the tangential stress on the blood 
vessels also increases (shear stress). If the shear stress increases, 
the endothelial cells perceive this stress, the blood vessels dilate, 
and the stress returns to the normal level. On the contrary, if the 
amount of blood decreases, the reverse occurs, namely, the blood 
vessels contract and the stress returns to the normal level.

10.7.4 Mechanism of Nervous Control

Th e choroid and ciliary body are controlled by the nervous sys-
tem. Th e retinal blood vessels, however, are not controlled by the 
nervous system. Diff erent from the other organs, the retina is 
not infl uenced by sympathetic nerves. Th at is to say, with respect 
to blood circulation in the retina, the circulation system may be 
included in the retina itself. Th e nervous controls of the eye 
arteries that are located at the upper retinal artery are much less 
infl uenced.

10.8 Diseases of Retinal Circulation

10.8.1 Diabetic Retinopathy

In diabetes mellitus, pathological changes can be observed in the 
endothelial cells of the capillary at the early stage, such as increase 
of vesicles in cells, tight junction deterioration, degeneration of 
cells around the retina blood vessel cells, and disappearance of 
endothelial cells. Th ickening of the basement membrane and 
denatured retinal pigment epithelium are oft en recognized. 
Vascular endothelial growth factor (VEGF) is the main factor 
that induces the increase in permeability of the blood–retina bar-
rier and promotes neovascularization (Figure 10.7).

10.8.2 Retinal Vascular Disorders

Central retinal artery and vein occlusion (CRAO and CRVO), 
ocular ischemic syndrome, and macroaneurysm (bleeding from 
an aneurysm extending from the inner retina to the subretina, 
and occasionally to the vitreous body) are included in this 
category.

10.9 Cornea

Together with the sclera, the cornea is a part of the outermost 
layer of an eyeball, but the greatest diff erence from the sclera is 
that the cornea is a transparent tissue that allows light to pass into 
the eyeball (Figure 10.8). In addition, the cornea is convex shaped 
so as to play the role of a lens. Th erefore, the cornea has the 
 following functions: (1) the outer wall borders between the  outside 
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and the inside of the eyeball, (2) it is a transparent tissue to trans-
illuminate the light, and (3) it is a strong convex lens that refracts 
of light in order to make a sharp image on the retina.

Th e cornea is not exactly round, but oval. Its vertical diameter 
is about 11 mm and its horizontal diameter is about 12 mm. Th e 
thickness of a convex-shaped cornea is not constant, namely the 
central part is thinner and the peripheral region is thicker. 
Because of this structure, the cornea does not curve uniformly. 
Th e peripheral area is fl attened, and the cornea shows a gradual 
rising slope in the peripheral margin. Th e refractive power that 
determines visual acuity is dependent on the 3 mm diameter of 
the central area of the cornea, which shows a convex shape.

Images are focused on the retina by accommodation. 
Accommodation mainly depends on increased refractivity, 
which is mostly provided by increase in curvature of the anterior 
surface of the lens, increase in lens thickness, anterior move-
ment of the lens, and increase in curvature of the posterior sur-
face of the lens. Th e lens is connected to the ciliary body by the 
zonule of Zinn. Contraction of ciliary muscle causes relaxation 
of zonule of the Zinn, which may further cause thickening of the 
lens to increase the refractive power (Figure 10.9).

As the cornea has no blood vessels, oxygen supply depends on 
the diff usion of oxygen from air that is dissolved into the tear. 
Other nutrition supplied to the cornea is through the solution 
contained in the anterior chamber. But when the cornea is under 

Hyperglycemia

Hypermetabolic polyolGlycolytic system

Oxidant stress

Non-enzymatic
    glycation

Chage of intracellular
       redox state

De novo DAG synthesis

Diacylglycerol

Protein kinase-C

Endothelin-1

Decreased retinal
blood flow volume

Retina ischemia

Vascular endothelial growth factor

Hyperpermeability of blood–retinal barrier

FIGURE 10.7 Mechanism of blood–retinal barrier hyperpermeability in diabetic retinopathy.

FIGURE 10.8  Anterior segment of the eye.



10-8 Physics of Perception

poor nutritional condition as in the case of severe injury, abnor-
mal angiogenesis into the cornea through the barrier of the 
 corneal–conjunctival junction occurs. From this newly formed 
blood supply, enough nutrition is supplied; however, unnec-
essary substances are also conveyed. Such a situation causes 
 sedimentation of the substances, which leads to decreased trans-
parency of the cornea.

From the histological point of view, a cornea is made up of 
fi ve diff erent layers: from the surface, epithelial layer, Bowman’s 
membrane, substantial layer, Descemet’s membrane, and end-
othelial layer (Figure 10.10).

Th e epithelial layer, which is the surface of the cornea, is strati-
fi ed squamous epithelium. Blinking of eyes constantly peels off  
dust and old epithelial cells from the corneal surface. For protec-
tion from such forces, epithelial cells are tightly connected to 
each other by interdigitation between the cells. In addition, they 
have tight junctions, desmosomes, and gap junctions between the 
cells. Due to the structural connections, the epithelial layer is 
strongly protected from the vertical and horizontal external 
forces. Th e anchoring fi bril coming out from the cell membrane 
with many hemi-desmosomes elongates just like a plant compli-
catedly extends the roots in every direction. Th erefore, epithelial 
cells connect each other quite strongly to the substantial layer 
(Figure 10.11).

Th e boundary between the epithelium and the conjunctiva is 
called the rimbus. Stem cells of the corneal epithelium are 
located there, which constantly supply new cells to the epithelial 
cells. Stem cells are found in the palisade of Vogt (POV). Stem 
cells do not divide normally, but transient amplifying cells 
derived from stem cells actively divide and constantly supply 
new cells to the cornea. Old corneal cells come off  from the cor-
neal surface and new cells are added. Th is cycle repeats every 1–2 
weeks, and then the healthy cornea is maintained.

Bowman’s membrane, with a thickness of approximately 
10 μm, is found particularly in primates. It is composed of col-
lagen fi bers with uniform diameter, but they are randomly 
arranged. Its clinical role is not known.

Th e corneal stroma is composed of approximately 200 sheets of 
collagen fi bers, and corneal stromal cells exist among the fi bers. 
Collagen fi bers are of type I, arranged in a constant interval, and 
their diameter is approximately 22–32 μm. Th erefore, light can 
pass through the fi bers without refl ection (Figure 10.12).

Corneal stromal cells have the ability to produce extracellular 
matrix such as collagen. Th ey adhere to mesh sheets consisting 
of collagen fi bers and have a role to maintain the layer structure 
of the matrix.

Corneal endothelial cells are composed of a single layer of 
columnar cells in the innermost layer of the cornea. In the 
adult, endothelial cells lose the ability to proliferate and stay at 
the cell cycle of stage G1. A columnar cell shows a hexagonal 
structure (Figure 10.13). When endothelial cells are injured by 
either  operation or infl ammation, they are removed from the 
cornea and drop into the anterior chamber, so that the cell num-
ber decreases. During the healing process, endothelial cells do 
not divide but instead spread and become larger in size to fi ll up 
the lost space.
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Because of eye pressure, the water solution of the anterior 
chamber is always ready to enter into corneal substances. Because 
of the collagen and glycosaminoglycan contained in the corneal 
matrix, the inside of the cornea is always hypertonic, and water 
comes into the cornea. Th e function of endothelial cells is to 
 protect the incoming excessive water by pumping out the exces-
sive water into the anterior chamber. Th e mechanism of this 
function is achieved by the existence of ions with diff erent con-
centrations between the substance and the anterior chamber. To 
maintain the diff erence, Na–K ATPase and carbon dioxide dehy-
drogenase are involved.

10.9.1 Diseases of the Cornea

 A. Bullous keratopathy: If the corneal endothelial cells 
decrease in number (less than about 500 cells/mm2) or the 
cell functions deteriorate even if the cell number is within 

normal range, water of the anterior chamber fl ows into the 
corneal substance. If this situation continues for a long 
period, the disease is called bullous keratopathy.

 B. Keratoconus: Here the central part of the cornea pro-
trudes and this part is abnormally thin. Th e disease arises 
 particularly during adolescence, and gradually becomes 
worse. Th e symptom, however, stops at about 30 years of 
age. Th e cornea becomes thinner, and Descemet’s mem-
brane expands and sometimes degenerates. Th e cause of 
keratoconus is not known.

 C. Herpes simplex virus (HSV): If the eye is infected with 
HSV, the virus stays in the ganglion cells of ciliary 
nerves in inactive state. An attack of fever or cold or 
other stresses induce corneal herpes. Th e symptom of 
this disease diff ers according to the portions of the eyes, 
but are generally characterized by a decrease in the sen-
sitivities of the cornea and precipitation at the posterior 
cornea. If the disease arises repeatedly, the necrosis like 
infl ammation occurs in the cornea. In this situation, 
blood vessels enter into the substance, where an immune 
complex is formed against the virus antigen.

10.10 Sclera

Sclera is a strong membrane located in the outermost surface of 
the eye. Th e surface layer of sclera is derived from the neuroecto-
derm, and the substance is comprised of condensed mesenchy-
mal cells. Sclera is composed of three layers: the outer upper 
sclera, the propria layer, and the brown plate.

Type I collagen is the main component of the fi bers, and 
 proteoglycan partly contributes. Diff erent from the cornea, the 
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collagen fi bers are big and are arranged at randomly. Th erefore, 
sclera is very strong and opaque.

In the adult sclera, the most posterior part is the thickest at 
~0.6 mm, the ring area is 0.8 mm, and the thinnest part is the 
portion of four muscle insertions at 0.3 mm. Because a dull outer 
force, the rupture of the eyeball occurs mostly at the portion 
attached to the rectus muscles. Particularly when the eyelids are 
closed, the eyeball rotates upward, and the outer force also works 
upward, injuries mainly arise in parallel with the ring part 
attached to the frontal part of the superior rectus muscle.

10.10.1 Diseases of the Sclera

In the sclera, blood vessels are scarce. Hence, infl ammation 
rarely occurs, but patients with autoimmune diseases (chronic 
rheumatism, systemic lupus erythematosus (SLE), Wegener’s 

bud of sarcoma, etc.) are susceptible to infl ammation of the 
sclera. Among diseases of the sclera, most patients suff er from 
anterior scleritis, and the color is salmon pink (Figure 10.14, 
left ). Necrotizing scleritis is the most dangerous disease; in this 
case, the sclera gradually becomes thinner (Figure 10.14, right). 
Th e disease extends to the anterior segment of the eye, and some-
times results in blindness.

Th e diagnosis of posterior scleritis is in most cases diffi  cult. 
Patients complain of the visual acuity loss, sharp pain, and dou-
ble vision caused by paralysis of the lateral rectus muscle.

10.11 Retina

Th e retina is located at the innermost layer of the eye wall, and is 
transparent membranous tissue. Its innermost surface faces the 
vitreous body, and its outermost surface faces the choroidal 

FIGURE 10.13 Structure of the corneal endothelial cell.

FIGURE 10.14 Anterior scleritis (left ) and necrotizing scleritis (right).
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layer. From the developmental point of view, the retina is divided 
into two layers: sensory retina and retinal pigment epithelium. 
In the sensory retina, visual cells, that is photoreceptor cells, 
perceive light in the vision. Th e number of visual cells in a retina 
is about 100 million. When visual cells perceive light, they trans-
form light energy into electrical signals. Th e signals are treated 
and integrated by nerve cells in the retina, and the visual infor-
mation is sent via the lateral geniculate body to the visual area at 
the occipital lobe in the cerebrum.

10.11.1 General Structure of the Retina

Th e retina can be seen through the pupil and such an observed 
retina is called the fundus of the eye. Th e central area of the  retina 
contains xynthophyll and the area is called “macula.” At the center 
of the macula, there is a little hollow that is called as fovea centralis. 
At the center of the macula, about 4 mm to the nasal side, there is 
an optic disc with a diameter of about 1.5 mm (Figure 10.15). Th e 
macula is anatomically divided into more detailed small regions; 
however, the clinical map of the retina is not clear. Th erefore, the 
anatomical map and the clinical one are not coincident.

A good guideline showing the equator in an eye is the sclera 
entrance of the vortex vein. By the circle connecting each poste-
rior tip of the vortex vein, the fundus of the eye can be divided 
into the posterior fundus and a peripheral one. Th e anatomical 
equator is located at 3 mm in front of the sclera entrance of the 
vortex veins.

At the edge of the retina, the thickness of the sensory retina 
decreases sharply to make the transition to the pars plana cili-
aris. In this region, the retinal pigment epithelium of the retina 
is switched over with ciliary body pigment epithelium of the two 
layers. Th us, this transitional part from the retina to the pars 
plana ciliaris is called ora serrata.

Th e thickest part of the retina is about 0.3 mm at the posterior 
part of the fundus of the eye, and the thinnest part is in the fovea 

centralis 0.13 mm, at the equator region 0.18 mm, and at the ora 
serrata only 0.1 mm.

10.11.2 Histological Structure of the Retina

Th e retina is divided into two parts: the sensory retina and 
retinal pigment epithelium. The sensory retina is composed 
of six diff erent kinds of nerve cells: visual cells, horizontal 
cells, bipolar cells, Amacrine cells, reticular interlayer cells, 
and ganglion cells (Figure 10.16). Nerve cells in the sensory 
retina are surrounded by Mueller cells, which supply nutrition 
to the nerve cells.

Light stimulates photoreceptors, and its sensory information 
is conducted fi nally to ganglion cells. In addition to conduction 
along this lengthwise direction, there is another direction, 
namely, conduction in the breadthwise direction. In the outer 
plexiform layer, there are horizontal cells, and in the inner 
 plexiform layer, there are Amacrine cells. Th ese cells are 
involved in the process of inhibition in order to increase visual 
contrast, and are also related to the central–peripheral mecha-
nism of vision. In addition, the connecting cells, that is the 
reticular interlayer cells, located between the inner and outer 
plexiform layers, are related to the function of the feedback 
mechanism in the retina.

1.5 mm
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FIGURE 10.15 Anatomical defi nition of macula area. (1) Foveola, (2)
fovea, (3) parafovea, and (4) perifovea.
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FIGURE 10.16 Schema of retinal neuron and Mueller cell: (A) 
Amacrine cell, (B) bipolar cell, (C) cone photoreceptor cell, (G) gan-
glion cell, (H) horizontal cell, (I) inner plexiform cell, (M) Mueller cell, 
(PE) pigment epithelium, and (R) rod photoreceptor cell.
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Except for the macula region, the retina can be divided into the 
following 10 layers (Figure 10.17): from the outer side (choroidal 
layer), retinal pigment epithelium layer; visual cell layer, that is 
photoreceptive layer (rods and cones, and the inner and outer 
segments of visual cells); outer limiting membrane  (adherent belt 
connecting the inner segments of visual cells and Mueller cells); 
outer granular cell layer (assembly of the nuclei of visual cells), 
outer plexiform layer (synapses and processes of visual cells, 
bipolar cells, and horizontal cells); inner granular layer (assembly 
of nuclei of bipolar cells, horizontal cells, and Mueller cells); inner 
plexiform layer (synapses and processes of bipolar cells and gan-
glion cells); ganglion cell layer (assembly of nuclei of ganglion 
cells), optic nerve fi ber layer (layer of axons of the ganglion cells); 
and inner limiting layer (basement membrane of Mueller cells).

In the region of the central fovea that is the center of the mac-
ula, the retina is the thinnest part,  and the region is occupied by 
the inner and outer segments of visual cells and the outer granular 

layer. In the surface layer, a small number of fi bers from the outer 
granular layer is observed (Figure 10.17). Axons from visual cells 
in the central fovea radiate on the surface of the retina to form a 
Henle fi ber layer.

10.11.3 Visual Cells

Visual cells are diff erentiated nerve cells that perceive light stim-
ulation, and according to its structures of the outer segment that 
contain visual substances, visual cells are classifi ed into rods and 
cones (Figure 10.18). Rod cells are about 92 million in number, 
and they are very sensitive to weak light intensity. Cone cells are 
about 5 million in number; they respond to strong light, increase 
visual acuity, and are directly related to color vision. Cone cells 
are classifi ed into three types: blue cones, green cones, and red 
cones. Among the total cone cells in the retina, blue ones occupy 
10–15%, green ones 50–54%, and red ones 33–35%.

Internal limiting membrane

External limiting membrane

Bruch’s membrane
Choriocapillaris

Choroid

Sclera

Photoreceptor

Retinal pigment epithelium

Nerve giber layer

Ganglion cell layer

Inner plexiform layer

Outer plexiform layer

Inner nuclear layer

Outer nuclear layer

FIGURE 10.17 Ten layers of retina.
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Th e visual cell is composed of outer segment, inner segment, 
cell body, and nerve fi ber running on the surface of the inner 
most layer of the retina. Th e outer segment and the inner seg-
ment are located between the retinal pigment epithelium and the 
outer limiting membrane. Th e outer segment and the inner seg-
ment are connected by a connective cilium.

The outer segment is composed of tight stacks of numerous 
disk membranes. In the outer segment of the cone cell, a disk 
membrane is connected to the outer enveloping cell membrane 
of the outer segment. In the rod cell, however, the disk 
 membranes are not connected to such membranes, and they are 
independent from the cell membranes. A new disk membrane is 
formed at the base of the outer segment. Old disk membranes 
are pushed gradually to the tip of the outer segment and fi nally 
are removed from the outer segment, phagocytosed by the 
 pigment epithelial cells.

Th e outer segment, where the disk membranes are tightly 
stacked, contains a huge amount of visual substance. Light 
passes through the numerous disk membranes, and the more the 
disk membranes that are tightly stacked, the more the proba-
bility of light that hits the visual substance. In the rod outer 

 segment, about 90% of incoming light of 500 nm wavelength is 
absorbed by the visual substance.

Th e inner segment synthesizes the necessary substance of 
the outer segment. Mitochondria in the inner segments supplies 
the necessary energy for conduction of light infor mation.

10.11.4 Bipolar Cells

Bipolar cells as secondary neurons accept light information from 
the visual cells and send it to Amacrine and ganglion cells. Th e 
bipolar cell makes the connections with the rod and cone cells. 
Bipolar cells are divided into two types: rod bipolar cells and 
cone bipolar cells. A rod bipolar cell near the fovea centralis 
makes synapses with 17–18 rod cells. In addition, a few bipolar 
cells make synapses with a single ganglion cell in this region. 
Such a convergence of information is more frequently observed 
in the peripheral area of the retina. For example, information 
from more than 100 rod cells makes a connection with a single 
ganglion cell. On the contrary, near the fovea centralis, the cone 
cell, rod cell, and ganglion cell correspond as 1:1:1, respectively. 
Th is means higher visual resolution acuity.

10.11.5 Horizontal Cells and Amacrine Cells

Th e main route of visual information is as follows: visual cells, 
bipolar cells, ganglion cells, and, in addition, several other kinds 
of related interneurons. Th ese interneurons horizontally elon-
gate their processes in the retina.10 Th ey integrate information 
from groups of closely located visual cells.

Horizontal cells elongate their processes to visual cells 
to neighboring cells, and they make synapses together with 
bipolar cells. Horizontal cells function as the inhibitory 
 feedback system to visual cells, and they also act inhibitorily 
to bipolar cells.

Most Amacrine cells are localized in the inner side of the 
inner granular layer, but a few cells locate in the ganglion cell 
layer, which is called the ectopic Amacrine cells. Amacrine cells 
function as the interface among ganglion cells.

10.11.6 Cells of Interplexiform Layers

Cell bodies are located in the inner granular layer, and they 
elongate their processes into outer and inner plexiform layers. 
In the inner plexiform layer, cell processes have a role as post-
synaptic endings. In the outer plexiform layer, however, cells 
have a role as presynaptic endings. It can be said that the cells 
are quite unique cells, because they send information ain the 
ntidromic direction from the inner plexiform layer to the outer 
plexiform layer.

10.11.7 Ganglion Cells

Ganglion cells are large multipolar neurons, and their total num-
ber in the retina is approximately 1 million. Th e cells are inner-
vated with bipolar cells and Amacrine cells. Retinal ganglion cells 
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FIGURE 10.18 (Left ) Rod photoreceptor cell and (right) cone photo-
receptor cell: (a) outer segment, (b) inner segment, (c) synaptic termi-
nal, (d) cilium, (e) mitochondria, and (f) nucleus.
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send visual information to the central nervous system via the optic 
nerve fi bers. Optic nerve fi bers run on the surface of the retina, 
and they form the optic nerve fi ber layer. Optic nerve fi bers are, in 
general, unmyelinated in the retina; sometimes, however, myeli-
nated optic nerve fi bers are observed, particularly in the area near 
the optic disk.

10.11.8 Mueller Cells

Mueller cells are supporting glial cells and they fi ll the spaces 
among the neurons that are related to neuroglial interaction. 
Th ey function in the protection of neurons, supplying nutri-
tion to the neurons, insulation of other signals, and restora-
tion to the injury. Mueller cells themselves are connected 
to one another with the adherence junction to form the outer 
limiting membrane. On the other hand, basal surfaces of 
the cells spread in the innermost retinas to form the inner 
limiting membranes.

10.11.9 Pigment Epithelial Cells

Retinal pigment epithelial cells, which form a monolayer, are 
located at the outermost layer of the retina. Th e cells are con-
nected with one another by well-developed tight junctions, so 
that they protect to penetrate the blood plasma from the choroid 
layer (the outer retinal barrier to outer blood).

Facing the tips of visual cells, there are numerous microvilli, 
and they surround the outer segments of visual cells for protec-
tion. A single retinal pigment epithelial cell covers about 20 
visual cells. Between the visual cells and pigment epithelial cells, 
there is no adherent structure. Th erefore, retinal detachment 
occurs in this layer.

Th e retinal pigment epithelial layer and Bruch membrane are 
tightly adhered. Th e Bruch membrane consists of fi ve layers: 
from the retinal side, basement membrane of the retinal pigment 
epithelial layer, inner collagen fi ber layer, elastic fi ber layer, outer 
collagen fi ber layer, and basement membrane of endothelial cells 
of the blood capillary in the choroid layer.

In the pigment epithelial cell, there are numerous melanin 
granules and phagosomes derived from disk membranes of the 
outer segments of visual cells, and lipofuscin is produced by 
phagocytosis of the outer segment of visual cells and the fi nal 
products of metabolic processes.

10.12  Function of the Retina

Visual cells are divided into two groups: the fi rst one is related to 
light and dark vision, and the second one is related to color 
vision. Visual substances of the rod cells and three kinds of cone 
cells are diff erent at the molecular level. Th ese substances belong 
to a kind of G-protein coupling receptor of approximately 40,000 
molecular weight. Th e molecule penetrates the membrane seven 
times at the disk membrane, and 11-cis-retinal is involved in the 
molecules (Figure 10.19).

10.12.1  Photochemical Reaction of Visual 
Substances

Th e visual substance of rod cells shows a rose red color; hence 
the name rhodopsin comes from the Greek words “rhodon” (rose 
red) and “optos” (see). Rhodopsin, which is a photosensitive pig-
ment, is contained in the rod outer segments. Rhodopsin con-
tains protein “opsin” and chromophore “retinal.” Th is is a kind 
of pigment protein. Th e peak of light absorption of rhodopsin is 
at around 500 nm, which means it is the most sensitive to green 
light, but red light with longer wavelength passes through it.

When light is absorbed by rhodopsin, photoisomerism occurs. 
Namely, 11-cis-retinal is transformed to all-trans-retinal (Figure 
10.19). When rhodopsin is isomerized, rhodopsin changes its 
molecular structure and becomes meta-rhodopsin, which is the 
active rhodopsin. Active meta-rhodopsin begins a series of 
chemical reactions in the visual cell.

Active meta-rhodopsin is phosphorylated in a short time and 
retinal is released, and meta-rhodopsin becomes opsin. Soon aft er, 
opsin combines with 11-cis-retinal again and becomes rhodopsin.

In this process of the chemical reaction, 11-cis-retinal is sup-
plied to visual cells from pigment epithelium cells.

Pigment epithelium cells have the enzyme that isomerizes all-
trans-retinal to 11-cis-retinal. Th e visual substance of cone cells 
occurs basically in the same chemical reactions as rod cells.

Th e cell produces electrical response with hyperpolarization, 
electrophysiologically. Rhodopsin absorbs light; then it changes 
the molecular structure to meta-rhodopsin, which activates a 
kind of G-protein “transducin” (Figure 10.20). Next, as activated 
transducin, it activates phosphodiesterase. Th en, the intracellu-
lar concentration of cGMP decreases. Consequently, Na+ chan-
nels that are dependent on cGMP close. Th e Na+ channel is open 
in the dark. Th erefore, the membrane potential recorded intra-
cellularly by electrophysiology becomes more negative. A single 
meta-rhodopsin molecule activates several hundred molecules 
of transducin, and then each transducin activates phosphodi-
esterase, which degrades several hundred molecules of cGMP 
per second. By this very high amplifi cation of molecular activa-
tion, a rod cell can respond by a single photon. Ca2+ can pass 
freely through Na+ channels. If the Na+ channels close the gates, 
the concentration of Ca2+ also decreases. Th en, the guanylate 
cyclase that is inhibited by Ca2+ is activated, and cGMP synthesis 
is accelerated. As a result, the channel is opened in the dark 
before light stimulates the visual cell.

10.12.2 Cone Cells

Because cone cells are smaller in number than rod cells and 
because they are smaller in volume, the extraction of visual 
 substance is very diffi  cult. Measurement with a microspectral 
photometer, however, revealed the absorption spectrum of visual 
substance in the outer segments. Th e result indicated that peak 
absorption exists at 430, 530, and 560 nm, respectively, which 
means there are three diff erent types of cone cells, namely, blue, 
green, and red.
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Cone cells respond to light in the same 
manner as rod cells, namely, the membrane 
receptor potential recorded intracellularly 
becomes more negative to light stimulation. 
In cone cells, the life span of activated visual 
substance is too short; therefore, only when 
groups of many cone cells are simultaneously 
stimulated with light, a clear hyperpolariza-
tion potential can be observed. As a result, 
the amplifi cation rate is low, but the responses 
are not sustained longer; hence they can 
detect the fast change of brightness.

When light enters the eye, nearly 4% of 
light intensity is lost by refl ection on the 
surface of the cornea. However, the rest of 
the light intensity goes through the cornea, 
aqueous fl uid, lens, and vitreous body 
sequentially along with the slight absorp-
tion of light in each site and fi nally reaches 
the retina. When the retina is activated by 
light, their activation is conducted (or 
transmitted) to bipolar cells, retinal gan-
glion cells and to optic nerve axons. Th e 
optic nerve form optic pathway which con-
nect to the pretectal nucleus of the superior 
colliculus where its activity is fi nally trans-
mitted to parasympathetic nerve to control 
the pupillary sphincter muscle that works 
for myosis.

10.12.3  Integration of Visual 
Information in the 
Retina

Th e visual cell stimulated by light responds 
to hyperpolarization of the receptor poten-
tial, and the cell decreases the release of 
 glutamic acid from the synaptic terminal of 
the visual cell. Bipolar cells that receive glu-
tamic acid at the synaptic site from visual 
cells are classifi ed into two types: the fi rst 
type of bipolar cell responds to the depolar-
ization (on-type) of the receptor potential; 
the second type responds to hyperpolariza-
tion (off -type), which is the reverse direction 
of the fi rst type. Both types are, therefore, 
 diff erent kinds of receptors to glutamic acid.

Th e visual cell, bipolar cell, and horizontal cell produce only 
slow receptor potential at the synaptic site when the eye is stimu-
lated with light. Th e ganglion cell, however, only responds to 
impulses in the retina. Th e ganglion cell is the output of visual 
information to the central nervous system. Th e ganglion cell has 
the long axon sending impulses without any decrease in ampli-
tude. Th e retinal area in which a single ganglion cell responds 
with impulses is called the receptive area.

In the receptive area, the responses of the central part and the 
peripheral region within the receptive area are reversed with 
respect to each other. If the central part is illuminated, the 
impulse frequency increases; however, if the peripheral region 
is illuminated, the impulse frequency decreases. Th is type of 
response pattern is called the on-center type (Figure 10.21). 
In addition, there is another type that shows the reverse response 
pattern. Th is is called the off -center type (Figure 10.21). On the 
formation of such a receptive area, interneurons such as hori-
zontal cells and Amacrine cells have important roles.
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10.12.4 Retinal Diseases

 1. Retinal congenital disorder: Retinopathy of prematurity 
(ROP) is a disease aff ecting the retina of premature infants 
and is a major course of childhood blindness, which is 
caused by proliferative neovascularization.14 Other retinal 
congenital disorders are Von Hippel–Lindau disease (a 
well-known retinal disease characterized by hemangioma 
derived from retinal blood capillary), Leber disease (one 
of the major four causes of infantile low vision and based 
on guanylic acid synthetase gene mutation), and Coats 
disease (exudative retinopathy caused by retinal vascular 
ectasia).15

 2. Retinopathy with collagen diseases: SLE:—retinal pathol-
ogy occurs in 20–30% of SLE patients and is in most cases, 
binocular. Th is disease is characterized by cotton wool 
spots and retinal hemorrhage.

 3. Infectious disease: Herpes virus, HSV, varicella-zoster 
virus, and cytomegalovirus are the major causes.

 4. Macular diseases: Age-related macular degeneration 
(AMD). Th is disease is one of the major causes of blindness 
in middle-aged and aged populations. Age-related degen-
eration in Bruch’s membrane causes choroidal neovascular, 
exudate hemorrhage. Photodynamic therapy (PDT), intra-
vitreal injection of VEGF antibody, or both are used for the 
treatment.

 5. Retinal detachment: Th is includes rhegmatogenous retinal 
detachment (tear of the retina is caused by vitreous trac-
tion, and results in retinal detachment) and exudative 
 retinal detachment (exudative fl uid accumulates in subreti-
nal space because of functional disorders in choroid retinal 
pigment  epithelium and retinal vascular systems). Causative 
disorders include Harada’s disease, and tractional retinal 
detachment is included.9

 6. Retinal tumor: Th is includes retinoblastoma (infantile 
tumor with parenchymal mass with calcifi cation; enucle-
ation of the eye is applied when extraocular invasion is 
 recognized, otherwise conservative treatment is selected), 
cavernous hemangioma, and tumors of the retinal pigment 
epithelium.

 7. Cancer-associated retinopathy (CAR): Autoimmune reti-
nal degeneration is caused by cancers and is characterized 
by photophobia and visual loss. Autoimmune response is 
triggered by cross antigenicity of tumor-derived abnormal 
proteins and normal retinal proteins. In some cases, 
autoantibodies against recoverins that exist in the photo-
receptor cell are detected.
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10.13 Uvea and Ciliary Body

10.13.1 Uveal Tract

10.13.1.1 Iris

Th e iris is located at the position between the cornea and lens, 
and it separates the anterior and posterior chambers fi lled with 
aqueous humor. At the center of the iris, there is a pupil where 
light passes into the eye.

Th e size of the pupil changes according to light intensity, 
namely, in dark conditions, the size becomes larger by the con-
traction of the sphincter muscle, and in bright conditions, the 
pupil becomes smaller by the dilator muscle. Changes in pupil 
size have a functional role like the diaphragm of a camera. Th e 
diameters of the pupil are diff erent according to age, but, in gen-
eral, are 2–4 mm.

Th e iris shows various colors according to human race, such 
as bright blue and brown. Th e colors are dependent on the 
amount of melanin pigment, which is contained in tissues of the 
substance and its anterior region. Because albinos completely 
lack the melanin pigment in melanocyte and because to the 
hemoglobin in blood is red, the iris and retina are seen as red, 
and hence their eyes look like as red eyes.

10.13.2 Histological Anatomy of the Iris

Th e iris is divided into following the parts: anterior border, 
stroma, and posterior border of the iris (Figure 10.22).

Anterior border of the iris:•  In the frontal surface, the 
anterior border of the iris  contacts with the aqueous 
humor and has neither epithelium nor endothelium. 
Th erefore, various kinds of macromolecules can easily 
pass through and enter the stroma (Figure 10.23).
Stroma of the iris:•  Th e stroma has plenty of blood vessels 
and it is rather sparse and hydrophobic connective tissue. 
Melanocytes, fi broblasts, macrophages, mast cells, and a 
clump of pigment cells are observed. Endothelial cells of 
the blood  vessels in the iris, including capillaries, have no 
fenestration, and cells are connected with tight junction 
and  desmosome; thus they function as a barrier.
Posterior border of the iris:•  In the posterior part of the 
iris, there are two layers of  pigment epithelia: (1) anterior 

pigment epithelium (derived from muscle) and (2) poste-
rior pigment epithelium and sphincter muscle and dilator 
muscle (Figure 10.24).

10.13.3 Ciliary Body

10.13.3.1  Anatomy of the Ciliary Body 
with Naked Eyes

Th e ciliary body is located between the iris and choroid, and is 
about 6 mm (ear side 6.5 mm and nasal side 5.5 mm). To the 
frontal direction, it elongates until the scleral spur, and to the 
posterior direction, it reaches the ora serrata.

Th e ciliary body is divided into two parts: the anterior region 
of 1/3 ciliary body is called pars plicata, and the posterior 2/3 
is pars plana. In pars plana, there are a few blood vessels located 
in the anterior region of the eyes. In pars plicata, 70–80 ciliary 
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FIGURE 10.22 Axial section of the iris: (a) pigment ruff  of pupillary 
margin, (b) collarette, (c) pupillary portion of the iris, (d) ciliary por-
tion of the iris, (e) anterior border, (f) stroma, (g) sprinter muscle, and 
(h) posterior border of iris.
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FIGURE 10.23 Anterior border of the iris.
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FIGURE 10.24 Posterior border of the iris. (a) Anterior retinal pig-
ment epithelium (RPE), (b) posterior RPE, (c) apex, (d) basal process, 
(e) dilator muscle, (f) tight junction, (g) basal lamina, (h) desmosome 
junction, (i) basal infolding, and (j) posterior chamber.
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processes are observed. Ciliary zonules pass through the spaces 
among the processes of the ciliary zonula and attach to the 
 surface of the pars plicata.16

10.13.4  Histological Anatomy of the 
Ciliary Body

 1. Ciliary epithelium: Th e ciliary epithelium is composed of 
nonpigment epithelial cells and pigment epithelial cells. 
Nonpigment epithelial cells are derived from the inner plate 
of the eye cup. In the anterior region they connect with pos-
terior pigment epithelial cells, and in the posterior region 
they connect with retinal nerves. In the anterior region pig-
ment epithelial cells contact the anterior pigment epithelial 
cells of the iris, and in the posterior regionthey contact the 
retinal pigment epithelial cells (Figure 10.25).

   Th e basal lamina of the nonpigment epithelial cells 
face the posterior chamber, the basal part of the vitreous 
body, and the basement membrane of the pigment 
 epithelial cells face the parenchyma of the ciliary body. 

Based on the structure mentioned above, the tips of both 
cells face each other, and there is a small space called the 
ciliary channel. Th e nonpigment epithelial cells of pars 
plicata actively function in the transportation of water 
and various ions and produce the secretory substance 
called aqueous humor. In the aqueous humor, the con-
centration of protein is about 1%, and it is transparent 
without any color.

   Pigment epithelial cells exist between nonpigment epi-
thelial cells and the parenchyma of ciliary body substance. 
Th ey form a monolayer on the basal lamina, which is con-
nected with Bruch’s membrane. Th e basal lamina has 
many folds and the cells there are actively related to trans-
portation of ions. Pigment epithelial cells contain a huge 
number of melanin granules.

 2. Ciliary stroma: Th e ciliary stroma is composed of connec-
tive tissue, blood vessels, and muscles of the ciliary body. 
Ciliary muscle is made of smooth muscle and originates 
from the tendon of the ciliary muscle of scleral spur.

10.13.5 Choroid

10.13.5.1 Anatomy of the Choroid by the Naked Eye

Th e choroid is located between the retina and the sclera, and it 
constitutes the middle layer of the eye from 0.1 mm (from the 
anterior end) and 0.3 mm (from the posterior end); it contains 
many blood vessels and melanocytes. Th e choroid is located 
behind the uveal tract, and in the frontal region it is transitive to 
the parenchyma of the ciliary body. In the posterior region, it 
disappears at the optic disk. From the region where there are 
optic nerves, the choroid attaches fi rmly to the sclera.

10.13.6 Histological Anatomy of the Choroid

Histologically, choroid is divided into four layers: from the reti-
nal side, Bruch’s membrane, the choriocapillaris, vascular layer, 
and suprachoroid (Figure 10.26).8

Bruch’s membrane is 2–4 mm thick. It is like a vitreous body 
with homogeneous appearance and no structure, and it is posi-
tive to periodical acid-schiff  (PAS) stain. It is composed of fi ve 
layers: basement membrane of  retinal pigment epithelium, inner 
collagen fi ber layer, elastic fi ber layer, outer collagen fi ber layer, 
and basement membrane of endothelial cells of the choriocapil-
laris. Bruch’s membrane shows a mesh-like structure, and it is 
permeable to blood plasma components; however, the membrane 
works for the outer retinal barrier which prevents the invasion of 
choroidal blood cells and vascular endothelial cells.

Th e choriocapillaris is a few micrometers in thickness and is 
monolayered blood vessel capillaries with fl attened fenestrated 
cells. Th ey are related to blood and nutrition circulation. Th e 
choriocapillaris supplies blood from the outer granular layer 
to the retinal pigment epithelium. Th e choriocapillaris is the 
 biggest capillary in the whole body (Figure 10.27).

Th e vascular layer make up the majority of choroid. In order 
to keep the light coming inside the eye from other stray light, the 
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FIGURE 10.25 Histological anatomy of the ciliary epithelium: (a) 
nonpigment epithelial cell, (b) pigment epithelial cell, (c) apex, (d) pos-
terior chamber, (e) basal lamina, (f) basal infolding, (g) tight junction, 
(h) desmosome, (i) ciliary canaliculus, (j) gap junction, (k) ciliary 
stroma, and (l) fenestrated capillary.



Vision 10-19

vascular layer functions as a black box. Moreover, many of the 
middle- and large-sized blood vessels, particularly 2/3 of the 
outer layer, contain melanocytes.

Th e suprachoroid is the transitional region between the chor-
oid and the sclera, and collagen fi bers and elastic fi bers are the 
matrix components.

10.13.7  Structure of Blood Vessels 
in the Choroid

Th e characteristic property of the structure of blood vessels in 
the choroid is that the infl ow route (artery) and the outfl ow route 

(vein) are separated. Th e infl ow route starts from the most 
 posterior part of the eye, which is called the short posterior ciliary 
artery (SPCA). Th is represents the U-turned branches of the long 
posterior ciliary artery (LPCA) and the anterior ciliary artery 
(ACA). Th ey are all branches of the eye artery. Th e outfl ow route 
begins from the voltex vein near the equator area (Figure 10.28).

10.13.8 Main Disease

Iritis: collective disease of infl ammation in the iris, ciliary body, 
and choroid. Typical diseases are Behcet’s disease, Harada’s dis-
ease (Vogt–Koyanagi–Harada disease), and sarcoidosis, all of 
which are accompanied by constitutional symptoms. Defi nitive 
diagnosis needs ophthalmological and general examinations.

10.14 Optic Nerve

Th e optic pathway spans from the optic nerve to the occipital 
visual center (Figure 10.29). Th e optic nerve fi ber is the axon of 
the retinal ganglion cell, and goes through the optic disk and 
lamina cribrosa. Th ere, they leave the eyeball and become optic 
nerves. Th e total number of optic nerve fi bers is approximately 
1–1.2 million, and within the eyeball they are unmyelinated. 
Once they leave the eye, they all become myelinated so that the 
nerve signals (impulses) conduct with much higher speed than in 
the retina. It is known that central nervous system glia, namely, 
oligodendrocytes and astrocytes, are inhibitory for axonal regen-
eration, while peripheral nervous system glia Schwann cells are 
very supportive to the regeneration. Because the optic nerve is 
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FIGURE 10.26 Layers of Bruch’s membrane: (a) retinal pigment epi-
thelium, (b) basal lamina of the retinal pigment epithelium, (c) inner 
collagenous zone, (d) elastic layer, (e) outer collagenous zone, and (f) 
basal lamina of the choriocapillaris.
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FIGURE 10.27 Lobular structure of the choriocapillaris: (a) choroi-
dal arteriole and (b) choroidal venule.
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FIGURE 10.28 Schema of uveal vessels: (a) short posterior ciliary 
arteries, (b) circle of Zinn–Haller, (c) long posterior ciliary arteries, (d) 
vortex vein, (e) anterior ciliary arteries, (f) major arterial circle of the 
iris, and (g) minor arterial circle of the iris.



10-20 Physics of Perception

myelinated by oligodendrocytes but not by Schwann cells, RGC 
axons mostly do not regenerate aft er damage.

An optic disk is about 1.5 mm in diameter and shows round 
or standing-oval shapes. In the retrobulbar portion, however, it 
is about 3 mm in diameter, which increases from that of the ret-
robulbar portion. Th is increase is attributed to the myelination 
of optic nerve fi bers and also to the formation of septum, which 
consists of connective tissue.
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11.1 Introduction

It has been known for centuries that rubbing amber will gener-
ate an electrical charge. In Greek the word for “amber” is elec-
tron, which places the origin of the name for electricity around 
600 bc. In addition to the visible impact of electrostatic forces, 
moving charges are recognized as having secondary eff ects that 
can be measured. As such, moving charges and the associated 
electric and magnetic fi elds, respectively, can be detected by bio-
logical organs that have a structure that accommodates the 
interaction. Th e biological detection of electric and magnetic 
fi elds is ranked as a separate sense called electroreception, some-
times also called electroception.

Various biological eff ects involve the exchange of electrical 
charge and hence produce a current and display electric and 
magnetic fi eld eff ects. Examples are the action potential in both 
nerve signal conduction and muscle contraction (see Chapters 4 
and 12). A single electric charge will, by defi nition, generate an 
electric fi eld: terminating or originating on the charge (Figure 
11.1). On the other hand, a magnetic fi eld can also produce 

 electrical events. Th e magnetic induction of current or electrical 
potential also supports the detection of magnetic fi elds. Th e 
earth’s magnetic fi eld for example is used for guidance by several 
species (Figure 11.2).

Certain species have the ability to sense electrical and/or 
magnetic activity, respectively. Th e perception of the electrical 
activity will be a primary function of the magnitude of the signal 
and, hence, will be more pronounced in animals that have a con-
ducting environment, such as aquatic creatures. Th e liquid envi-
ronment in oceans and other salt water is approximately 2 × 10+10 
more conductive than air, and as such, air is a highly unlikely 
medium to accommodate animals that use electrical detection 
as a means of sensing.

FIGURE 11.1  Electric fi eld lines terminating on negative point charge.

S
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N

FIGURE 11.2 Th e Earth’s magnetic fi eld lines running from the 
South Pole to the North Pole. Th e convention is to call the “North Pole” 
the direction in which the north of the magnetic dial is directed.
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On the other hand, magnetic detection does not require a 
highly conductive medium. Sharks, amongst other animals, use 
the earth’s magnetic fi eld to guide them as they move in the spa-
tial magnitude distribution of the magnetic fi eld. Moving 
through the changing magnetic density as a function of location, 
the shark can orient itself (Figure 11.3). Th e shark also senses 
prey based on the sensation of both changing magnetic and elec-
tric fi eld lines resulting from muscular motion.

11.2  Biological Detection of Electrical 
and Magnetic Fields

Th e generation of an action potential is processed within a bio-
logical entity by various means. Th e most well-known eff ect of 
an action potential is the release of chemicals, which in turn gen-
erate a secondary action potential in a neighboring cell. Th e 
electric potential inherently produces an electric fi eld as 
described later in this chapter. It is not hard to imagine that spe-
cialized organs can respond to external fi elds and generate an 
action potential locally.

Th e existence of an electric fi eld generated by any source, even 
by the animal itself, is infl uenced by the environmental condi-
tions (i.e., boundary conditions). Nonconducting objects will 
spread the electric fi eld, while conducting objects will concen-
trate the electric fi eld; changes based on these eff ects can be rec-
ognized as such. Dielectrics in a blood-based fl uid or other 
non-Newtonian liquids are considered electrorheological fl uids 
with specifi c polarization properties. Dielectric material is polar-
ized under the infl uence of an external electric fi eld as shown in 
Figure 11.4. Dielectric particles dissolved in a nonconducting 
viscous fl uid form column-like aggregation structures.

Certain aquatic animals can sense other living organisms and 
locate their environmental changes due to perceived changes in 
an external or internal electric fi eld as a function of both space 
and time. For instance, the platypus and the electric eel com-
municate and sense with the use of an electric fi eld that is pro-
duced by the animal itself1−3 (Figure 11.5).

11.2.1 Receptor Mechanism

Two types of electroreception can be distinguished: passive and 
active.2, 3

In the passive detection, the electrical and magnetic fi elds 
and impulses are generated by external sources and received by 
 specialized sensory devices. In the active electroreception, either 
electrical or magnetic fi elds are generated by specifi c signaling 
sources and are monitored for deviations as well as time- and 
place-dependent variations by sensors specifi cally adapted to 
handle the subtle changes.

Both for the passive and active mechanisms of action, specifi c 
elementary physics principles will apply.

11.2.1.1 Passive Electroreception

Passive electroreception relies on electrical signals emitted by 
nearby inanimate and animate sources other than the animal 
itself.

FIGURE 11.3  Sharks sense for the indirect infl uence of electric and 
magnetic fi elds by means of passive perception resulting from electrical 
induction in dozens of Ampullae of Lorenzini acting as induction 
coils.

nsurface

ncore

FIGURE 11.4 Aggregation of dielectric particles forming column-
like structures in an electrorheological liquid with charged core parti-
cles (ncore) surrounded by charged surface particles (nsurface).

Object

FIGURE 11.5  Electric fi led lines generated by the platypus, allowing 
the animal to sense the environmental geometry due to changes in the 
fi eld lines induced by conducting and nonconducting objects.
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11.3 Sensor Design

Th e sensors for electroreception can be catagorized into two 
groups:

Pulse receptors, which uses frequency as a measure of sig-• 
nal strength
Burst receptor, which relies on amplitude as an indication • 
of the magnitude of the electric fi eld properties

11.3.1 Active Electroreception

In active electroreception, the animal monitors the electrical 
discharges emitted by the animal itself. Th e discharge of electri-
cal energy can be in a continuous fashion or in intermittent 
sequences.

11.3.2 Animals with Electroreceptor Sense

Various animals use one or more forms of electrical and mag-
netic sensing to identify their location and the migration pattern 
and locate prey.3−5

Examples of animals with passive and active electroreception, 
respectively, can be identifi ed as follows.

11.3.2.1 Animals with Passive Electroreception

Examples of animals that have passive electroreception are: 
 catfi sh, sharks, sting-ray, platypus, lamprey, lungfi sh, electric fi sh, 
and various other animals (Figures 11.3 and 11.5).

Th e sensor mechanism is primarily epithelial tissue that has 
been modifi ed to perform a sensory function.

11.4 Electro-Sensory Perception

In sharks the detection of electric and magnetic fi eld changes is 
made possible by a specifi c sensory element called the Ampullae 
of Lorenzini (Figure 11.3). Th e Ampullae of Lorenzini are jelly-
fi lled organs with alveoli clusters. Th e Ampullae were discovered 
in the late eighteenth century by Stephan Lorenzini. All alveoli 
are lined with nerve cells attached to individual receptor cells. 
Th e receptor cells detect time-dependent electric and magnetic 
fl uctuations based on the Faraday principle of electromagnetic 
induction. Th e sensing mechanism is highly sensitive due to the 
positive feedback mechanism that is delicately balanced at 
threshold, technically operating as a diff erential amplifi er. In 
fact, there are dozens of diff erential amplifi ers that are self-regu-
lating (they compensate for steady-state conditions) and that 
work in series with each other. Th e response time is less than 
most man-made diff erential amplifi ers, but the cascade eff ect 
makes up for this insensitivity. In addition to the changing fi eld 
resulting from the motion of the prey, conducting objects also 
produce changes in the earth’s magnetic fi eld lines and as such 
are sometimes mistaken for prey. Sharks have been known to 
swallow cans and license plates, presumably based on their elec-
tric properties. Th e shark sense is known to be able to detect 

changes in electric fi elds are as small as 1 × 10−10 V/m. Th is 
allows sharks to detect muscle activity at a distance of several 
meters.

Th e Ampullae of Lorenzini are of the burst receptor category 
and respond to the dipole potential generated by the activity of the 
prey in addition to the earth’s magnetic fi eld during motion.6,7 
Th e bio-electric potential (Vd) generated by a dipole moment 
resulting from a potential gradient across a segment of the body 
of the fi sh is expressed as
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where θ is the angle between the dipole axis and the detector 
location, and r the distance between the dipole and the detector. 
Th e dipole moment generated by the electrical activity of the 
prey pprey is defi ned in vector format as:

 prey ,p Qd=
����� �

 (11.2)

where Q is the dipole charge and d
→

 the direction and distance 
between the charges of the dipole. Note that the charge can be the 
transmembrane charge, which changes during depolarization.

Th e electric fi eld (Edipole) generated by a dipole of the prey is 
expressed as
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where ε0 is the dielectric permittivity (ε0 = 8.854187817 
A2 s4 kg−1 m−3).

When the prey moves, both the distance to the source and the 
direction of the dipole moment would change.

Th e Ampullae of Lorenzini detect the change in electric fi eld 
strength and/or direction, respectively, or the associated voltage 
drop when the prey moves.

In addition to passive electrical sensing, various other ani-
mals rely on the earth’s magnetic fi eld to orient themselves, such 
as birds, but humans have also shown rudimentary sensory 
interaction with the earth’s magnetic fi eld.

11.4.1 Animals with Active Electroreception

Th e electric eel is the primary example in this group; other 
examples are other marine animals such as electric skates and 
other weak and strong electric fi sh. Th e electric eel uses its elec-
tric charge as a weapon in addition to as a means of communi-
cation. Th e sensor technology in this class is frequently 
designed of some sort of gel-fi lled tubular organ and has a sen-
sory range from 30 Hz to several kHz. Th e platypus, skate, and 
sting-ray each, respectively, senses changes in the contours of 
its environment due to the induced changes in the magnetic as 
well as electric fi eld lines surrounding its body (Figure 11.5). 
Th e platypus will detect changes in the pattern of the electric 
fi eld it generates itself. Th ese changes will help identify prey or 
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recognize geometric changes in the direct environment of the 
platypus.8

11.5  Electrosensory Mechanism 
of Action

Electroreception is based on the detection of electric and mag-
netic fi elds, either produced by the animate object (the ani-
mal) or an inanimate object by means of specialized sensory 
organs. Th e electric and magnetic fi elds, respectively, are gen-
erally the result of moving charges. Th e electric charge will 
move under the infl uence of an external force, which in turn is 
associated with an electric fi eld. A moving charge by defi ni-
tion provides a current, which will in turn generate a magnetic 
fi eld.9−11 Th e moving charges can be depolarization charges 
from muscle contraction or polarization of organs designed as 
capacitor plates.

11.5.1 Electrical Principles

Before moving to the electrical foundations that allow sensors 
to record the infl uence of electric and magnetic fl uctuations, a 
few basic principles and defi nitions in electromagnetics are 
discussed.

Electric current, denoted as I, is defi ned as the rate at which 
an incremental amount of electric charges (dq) pass through a 
cross-sectional area in a time interval dt. Th e cross-sectional 
area can be arbitrary in space or within a confi ned volume of a 
material: for example, wire, tissue, or organ. Th e mathematical 
defi nition of current is shown in Equation 11.4:
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Th e current originates from the electrical potential diff erence 
between two end points resulting in a force on the charges 
exposed to the electrical fi led. Th e electric fi eld, and hence the 
electrical potential, is the result of the build-up of electric charges 
in one location, either artifi cially or naturally. Th e electric fi eld 
(E) is directly proportional to the accumulated charge (q) and 
inversely proportional to the square of the physical distance 
from the charge cloud (r) and the point of observation. Th e 
squared dependency with respect to distance is the result of the 
area–surface enclosing the charges.

Th e electric fi eld is defi ned in vectorial form as follows:
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where ε0 is the dielectric constant (ε0 = 8.85 × 10−12 C2 Nm−2) of 
empty space and is also known as “permittivity of free space.” 
Th e permittivity is a measure of the ease at which an electric fi eld 
can penetrate through empty space. Th e vector r is a unit vector 
showing direction only. (Note: if r were a true vector with 

 direction and magnitude it would result in a factor r3 in the 
denominator, instead of r2.)

Th e force experienced by the charge (FE) is represented by the 
charge times the electric fi eld resulting from a change in prox-
imity, or as stated by Coulomb’s law:
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where q2 is the source of the electric fi eld and q1 is the test charge. 
Th e charge role can be reversed where the net magnitude of the 
Coulomb force remains the same; however, the direction of the 
fi eld would change. Th is force is the driving mechanism of mov-
ing a charge particle and hence generates a current.

Th e voltage or potential diff erence (Vb) sustaining the charge 
separation is found from the work performed on a unit charge 
by the electric fi eld caused by the other charge to separate 
them from point a to point b, where a and b represent the loca-
tions of the accumulated charges in space (better indicated 
in vector format), or the negative of the work performed on 
the charges:
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Electric potential is present during signal transmission in bio-
logical media as explained in Chapter 5, and can in principle be 
measured.

11.5.2 Magnetic Detection

Since the mechanism of action of magnetosensory detection 
usually reverts back to the electricity, the correlation between 
magnetism and electricity will be described next.

Another electronic phenomenon associated with moving 
charges (i.e., current) is the force acting on a moving charge 
when subject to an external magnetic fi eld (B). Th e moving 
charges produce the magnetic fi elds of their own, which in turn 
interact with the eternal magnetic fi eld resulting from other 
charges. Th e net force on the charge then has two origins: elec-
trostatic and magnetic. Th e electrostatic force is omnipresent 
between two charges and the magnetic force arises only when 
the charges are in relative motion. Th e total force as the vector 
sum of electrostatic and magnetic infl uences is known as the 
Lorentz force. Th e Lorentz force principle is described in Section 
11.5.2.1.

11.5.2.1 Lorentz Force

When a charged particle is moving through an external mag-
netic fi eld, it will experience a force. Th is phenomenon also 
applies to a medium fi lled with charged particles moving 
through a magnetic fi eld. Th e charged particles will experience 
a force that will force the charges to move in a direction that is 
described by the Fleming “right-hand rule” (Figure 11.6). Th e 
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resulting magnetic force is always perpendicular to the plane 
defi ned by the direction of the magnetic fi eld and the direction 
of the velocity vector of the moving charge particle. In case the 
velocity of motion and the magnetic fi eld are parallel or anti-
parallel, the magnetic force vanishes, while it is maximal when 
the two are orthogonal with each other. Th is may explain why 
sharks zigzag in their motion. Th e case where the external mag-
netic fi eld is perpendicular to the motion of the medium will 
result in a current of the moving charges that encircles the mag-
netic fi eld.9−12 Any angular interaction between the direction of 
motion (v

�
) and the external magnetic fi eld (B

��
) yielding the 

direction of the force on the charged particle (F
�

) and hence the 
direction of the induced current is described in vector format.

Th e magnetic force (FB) on an individual moving charge is 
directly proportional to the magnetic fi eld, which is perpendicu-
lar to the motion of the charge, the magnitude of the charge, and 
the velocity of the charge and is given by

 B sin( ),q qvB= × = θF v B  (11.8)

where θ is the angle between the velocity and the magnetic fi eld 
direction, B the magnetic fi eld magnitude, v the speed at which 
the animal moves or the speed of the source. Th e Lorentz force 
(FL) is the vector sum of the electrostatic force and the magnetic 
force as expressed by Equation 11.9:

 L B E.= +F F F  (11.9)

Th e force on the charge will result in a change in direction 
of the charge and as such may provide a means of detection 
with specialized sensory equipment to the magnitude and 
direction of external magnetic fi elds, for example, the earth’s 
magnetic fi eld.

Th e consequences of the changing magnetic fi eld are described 
by Faraday’s law of induction.

11.5.2.2 Faraday’s Law of Induction

Similarly to Gauss’s derivation of the electric fl ux, Michael 
Faraday (1791–1867) proposed a defi nition of the magnetic fl ux 
around 1820/1821:
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where α is the angle between the normal to the area and the 
magnetic fi eld piercing through the surface and ΦB the mag-
netic fl ux.

When a changing magnetic fi eld is linked to a conducting 
loop (or for that matter even in free space), an electric current 
and consequently an electrical potential is generated by mag-
netic induction. A magnetic fl ux changing over time is found 
to induce an electrical potential, or “electromotive force” εmf, 
measured in volts. A “volt” is equal to the work done on a posi-
tive test charge of 1 Coulomb magnitude moving from infi nity 
(∞) to a point “A” where the electrical potential is measured.
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Th e magnetic induction (resulting from changing magnetic 
fl ux) is also used in a generator where a coil is revolving in a 
static magnetic fi eld, but due to the changing area captured by 
the coil the magnetic fl ux changes as a function of time, induc-
ing a voltage that will make a bulb to glow (Figure 11.7). Th e 
changing magnetic fl ux expressed by Equation 11.10 can be 
accomplished by either a changing area, a changing magnetic 
fi eld magnitude, or a change in the relative angle between the 
magnetic fi eld and the (normal to the) surface of the area.

Consider a Cartesian coordinate system. Th e electric fi eld in 
the positive y-direction and the magnetic fi eld perpendicular to 
the electric fi eld, in the z-direction, also propagates in the posi-
tive x-direction.

FIGURE 11.6 Fleming’s “right-hand rule.” An external magnetic fi eld 
perpendicular to the motion of the medium will result in a current of 
moving charges that encircles the magnetic fi eld.
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Th e magnetic induction follows Lenz’s law, which is a mere 
manifestation of conservation of energy. Th is conservation prin-
ciple is equally applicable to the biological current used in the 
senor organ and relies on Lenz’s law. Lenz’s law is described in 
Section 11.5.2.3.

11.5.2.3 Lenz’s Law

It was recognized in early stages of electricity and magnetism 
that nature tries to maintain a balance. In the case of induced 
current resulting from a changing magnetic fl ux, the current 
itself will produce a magnetic fi eld according to the Biot–Savart 
law. Th e generated magnetic fl ux is opposite and equal to the 
magnetic fi eld that induces the εmf creating the current. Th is 
phenomenon is referred to as Lenz’s law.

One can also consider the generation of a current in the sen-
sor organ without taking into account that an electrical poten-
tial is required. Th e use of either technique will depend on the 
exact mechanism of sensing that is involved in the inner struc-
ture of the sensor organ.

A more general, but special form, of the Biot–Savart law is 
Ampere’s law. Ampere’s law describes the relationship between 
the magnitude of an enclosed magnetic fi eld generated by the 
respective quantity of closed loop electric current.

11.5.2.4 Ampere’s Law

Th e current produced in specialized sensor elements arranged in 
a closed-loop confi guration produce a magnetic fi eld that can be 
derived by using Ampere’s law. An induced current in the organ 
will be a function of the magnitude of the magnetic fl ux change 
and the motion of the charges that are part of the magnetic sen-
sor organ of the animal. Th e magnetic fi eld generated in the sen-
sor unit by the current I is described by Ampere’s law and is 
given by Equation 11.12:

 
0 d d cos( )I B Bμ = = α⋅∫ ∫� �� �  

(11.12)

considering motion over a distance d�.
An induced current and associated εmf will in principle be 

able to produce an action potential and will be detected as such.

11.5.2.5 Ohm’s Law

Th e resulting current in either magnetic or electric fi eld induc-
tion I obeys Ohm’s law:

 
mf ,I
R

ε=
 

(11.13)

where R is the resistance of the device/sensing organ.

Th e induced current in the sensory organ can be a true cur-
rent or a depolarization wave, depending on the mechanism of 
transfer for the animal in question and the specifi c organ used, 
when more than one organ is present.

11.6 Summary

In this chapter, we discussed the ability of certain animals to 
detect electrical and magnetic infl uences. Several examples of 
receptor mechanisms were provided with exhibits of representa-
tive species. Th e electronic principles for the mechanism of 
detection were introduced along with the basic electric fi eld 
 theory supporting the mechanism of action of detection.
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12.1  Introduction

Muscle in humans makes up 40–43% of the total body weight in 
men and 23–25% in women. For a woman who weights 135 
pounds, 15 pounds is composed of bones, 35 pounds of organs 
and skin, 35 pounds of fat, and 50 pounds of muscle.1

Th ree diff erent types of muscle can be distinguished in the 
human anatomy: skeletal, smooth, and cardiac muscle. Smooth 
muscle can be found lining organs in the body, and cardiac mus-
cle pertains to the heart. Th e movements of the bones at joints 
and posture maintenance are the main job of skeletal muscle.

12.2  Muscle Tissue

Th e three categories of muscles are smooth, cardiac, and skeletal.1,2 
Each muscle type comprises contractile fi bers, which are actu-
ally elongated cells.3−5 Several nuclei are present in the cells of 
the cardiac and skeletal muscles, while the cells in the smooth 
muscles have only one nucleus. Many mitochondria are also 
present in each cell to provide the required cell energy used dur-
ing muscle movement. Th e energy produced is supplied to long, 
thin threads of protoplasm, known as myofi brils that contract 
and relax the cell in response to impulses from the autonomic 
nerve system, from its neighbors, or directly from the brain, 
respectively. Th e impulses from the brain are passed through 
motor nerves that attach to the cell membrane. When a cell 
receives an impulse, it initiates the release of chemicals, result-
ing in an electrochemical reaction involving fi lament  proteins, 
calcium ions, and adenosine triphosphate (ATP).6−9 A by-product 

of the chemical reactions is heat that helps maintain body tem-
perature. Th ick and thin fi laments make up the myofi brils. Th e 
thick fi laments are made from protein myosin, while the thin 
fi laments are made from actin, tropomysin, and topin proteins. A 
magnifi ed view of a skeletal muscle shows a striated pattern with 
parallel bands of diff erent color tissue. Th e darker bands are the 
thick myofi bril fi laments and the lighter color bands are the thin 
fi laments. Skeletal muscles are made up of millions of discrete 
contractile fi bers that are bound together into bundles by con-
nective tissue. Connective tissue also provides the link of the 
muscle with the skeleton bones.

Skeletal muscles’ mode of control is voluntary, meaning that 
the user has control over its actions, whereas smooth and cardiac 
muscles are involuntary. Figure 12.1 show the composition of 
skeletal muscle observed under scanning electron microscopy.

Smooth muscle is controlled by the autonomic nervous system 
and is found primarily in the walls of organs and tubes.1,2,9 Th e 
spindle-shaped cells that make up the composition of this type of 
muscle are arranged in sheets. Th ese cells contain small amounts 
of sarcoplasmic reticulum but lack transverse tubules. Th e cells 
are made up of thick and thin myofi laments but do not contain 
sarcomeres and therefore are not striated like skeletal muscle. 
Chemically, calcium binds to a protein and induces contraction.

Th ere are two types of smooth muscle: visceral and multiunit. 
Visceral is found in the digestive, urinary, and reproductive 
 systems. For this type of smooth muscle, a unit is composed of 
 multiple fi bers that contract and in some cases are self-excitable. 
In multiunit smooth muscle, nervous stimulation activates 
motor units. Th is type of muscle is found lining the walls of large 
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blood vessels and in the eye. Th ey are also located at the base of 
follicles and can produce a “goose bump” eff ect.8

Heart walls have three distinct layers, which are the endocar-
dium, myocardium, and epicardium. Th e endocardium lines the 
circulatory system, is the innermost layer, and is composed of 
epithelial tissue. Th e myocardium is the thickest layer and con-
sists of cardiac muscle. Th e epicardium is a thin layer and is the 
external membrane around the heart.8

Cardiac muscle is striated and contains sarcomeres, which makes 
this muscle similar to skeletal. Adjacent cells are joined end-to-end 
at structures known as intercalated discs. Th ese discs contain two 
types of junctions, desmosomes and gap junctions. Desmosomes 
act like rivets and hold cells tightly together, while gap junctions 
allow action potentials to spread from one cell to another.10

Cardiac muscle forms two functional units called the atria 
and ventricles. Th ere are two of each whereby both the atria act 
together and then the ventricles. For contraction, there are two 
types of cells: contractile cells and autorhythmic. Th e contractile 
cells contract when stimulated, while the autorhythmic cells are 
automatic.10

For the focus of discussion of this chapter, only skeletal muscle 
will be explored. Skeletal muscle has the ability to shorten quickly 
and recover; this action is defi ned as contraction. One end of the 
muscle, origin, is stationary while its other end, insertion, shift s. 

A contraction always moves from the insertion to the origin. 
When a contraction occurs, both the agonist muscle and antago-
nist muscle work against each other. Th e agonist muscle or fl ex-
ion is the muscle that is being acted upon while the antagonist or 
extension muscle contracts in opposition to the fl exion.

A contraction is only the shortening of the muscle and does 
not describe the actual generation of a force. A force occurs only 
when there is resistance to the muscle contraction. To under-
stand the nature of contractions, the anatomy of skeletal muscle 
must be studied. Secondly, the physiology of muscular contrac-
tion, meaning the excitation and relaxation will be investigated. 
Th e physics of the muscle acting as a lever and measurement 
techniques will be explored. Lastly, factors that aff ect strength 
performance and fatigue will be discussed.5

12.3  Anatomy of Skeletal Muscle

Muscle is composed of several kinds of tissue including striated 
cells, nerve, blood, and various connective tissues. Th e basic unit 
of contraction in an intact skeletal muscle is a motor unit, com-
posed of a group of muscle fi bers and a motor neuron that con-
trols them (Figure 12.2). When the motor neuron fi res an action 
potential, all muscle fi bers in the motor unit contract. Th e num-
ber of muscle fi bers in a motor unit varies, although all muscle 
fi bers in a single motor unit are the same fi ber type (Figure 12.3). 
Th us, there are fast-twitch motor units and slow-twitch motor 
units. Th e determination of which kind of fi bers associated with 
a particular neuron appears to lie with the neuron itself. Th e 
force of contraction within a skeletal muscle can increase by 
recruiting additional motor units whereby this process is called 
motor unit recruitment.1,4,9 An individual muscle is separated 

FIGURE 12.1 Electron microscopy image of skeletal muscle. (From 
Bronzino, J., ed. 2000. Th e Biomedical Handbook Volume II. Boca Raton, FL: 
CRC Press LLC. With permission.)
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FIGURE 12.2 Diagram of the skeletal muscle with the stimulus pro-
vided by the acetylecholine released from the nerve at the motor plate.
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from adjacent muscles and held into position by layers of fi brous 
connective tissue called fascia (a bundle). Th is fascia is part of a 
network of connective tissue that extends throughout the skele-
tal muscle system and its attachment with other parts.

Th ese connective tissues become either tendons or aponeuro-
ses. Th e fi bers in the tendon become intertwined with bone, which 
allows muscle to be connected with bone. Aponeuroses are broad 
fi brous sheets that may be attached to adjacent muscles. Each 
muscle fi ber within a fascicle is surrounded by a layer of connec-
tive tissue in the form of a thin, delicate covering called endomy-
sium. Th ese layers allow for some independent movement as well 
as allowing blood vessels and nerves to pass through.

A skeletal muscle fi ber is a thin elongated cylinder with 
rounded ends and may extend the full length of the muscle. 
Within the sarcoplasm are numerous threadlike myofi brils that 
lie parallel to one another. Th ey play an important role in muscle 
contractions. Th e myofi brils contain two kinds of protein fi la-
ments, thick ones composed of the protein myosin and thin ones 
composed of the protein actin. Th e arrangement of these fi la-
ments in repeated units is called sarcomeres, which produce the 
characteristic alternating light and dark striations of muscles. 
Light areas are the I-bands and the darker areas are A-bands. 
Z-lines are where adjacent sarcomeres come together and thin 

myofi laments of adjacent sarcomeres overlap slightly. Th us, a 
sarcomere can be defi ned as the area between Z-lines.1

Myosin fi laments are located primarily within the dark portions 
of the sarcomeres, while actin fi laments occur in the light areas.10

Within the cytoplasm of a muscle fi ber is a network of mem-
branous channels that surrounds each myofi bril and runs paral-
lel to it, which is the sarcoplasmic reticulum. Transverse tubules 
(t-tubules) extend inward from the fi ber’s membrane. Th ey con-
tain extracellular fl uid and have closed ends that terminate within 
the light areas. Each t-tubule contacts specialized enlarged por-
tions (cisternae) of the sarcoplasmic reticulum near the region 
where the actin and myosin fi laments overlap (Figure 12.4). Th ese 
parts function in activating the muscle contraction mechanism 
when the fi ber is stimulated.

Each skeletal muscle fi ber is connected to a fi ber from a nerve 
cell. Such a nerve fi ber is a branch of a motor neuron that extends 
outward from the brain or spinal cord. Th e site where the nerve 
fi ber and muscle fi ber meet is called a neuromuscular junction 
(myoneural junction). At this junction the muscle fi ber mem-
brane is specialized to form a motor end plate.1

Th e end of the motor nerve fi ber is branched, and the ends of 
these branches project into recesses (synaptic cleft s) of the mus-
cle fi ber membrane. Th e cytoplasm at the ends of the nerve fi bers 
is rich in mitochondria and contains many tiny (synaptic) vesi-
cles that store chemicals called neurotransmitters. When a nerve 
impulse traveling from the brain or spinal cord reaches the end 
of a motor nerve fi ber, some of the vesicles release neurotrans-
mitter into the gap between the nerve and the motor end plate. 
Th is action stimulates the muscle fi ber to contract.10

A muscle fi ber contraction is a complex action involving a 
number of cell parts and chemical substances. Th e fi nal result is 
a sliding movement within the myofi brils in which the fi laments 
of actin and myosin merge. When this happens, the muscle fi ber 

FIGURE 12.3  Electron microscope image of the motor plate at the 
muscle. (Reprinted from CRC-Press: Biomedical signal and image pro-
cessing, Taylor and Francis Press, 2006. With permission.)
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FIGURE 12.4  Schematic representation of the muscle structure. 
Actin and myosin fi laments interact with each other to produce con-
traction. Polarization of the myosin fi lament under the infl uence of 
Ca2+ ions makes the “tentacles” fl are out and come in closer proximity 
to the actin fi lament. Th e chemical attraction between the myosin fi la-
ment and the actin pulls the actin into the myosin, thus shortening the 
“A-band” and contracting.



12-4 Biomechanics

is shortened, and it pulls on its attachments.1 Th e force continu-
ously increases when the myosin–actin spacing shortens; the 
force mechanism is illustrated in Figure 12.5. At one point the 
myosin physically fuses with the actin and the force drops 
(shorter than D in Figure 12.5e). Th e electrical activity in muscle 
is due to the eff ect of the concentration gradients, the diff erence 
in potential across the membrane, and the active transport sys-
tem. Positive and negative charged ions within the muscle fi ber 
have the ability to move between intercellular fl uids. Th ese 
charges create a diff erential in potential. Th e net eff ect of these 
charges is a positive charge on the exterior of the membrane and 
a negative charge on the interior. In a healthy neuromuscular 
system, this polarized muscle fi ber remains in equilibrium until 
upset by an external or internal stimulus.

12.4   Physiology of Skeletal Muscular 
Contraction

Th e length and tension of muscles vary indirectly. When a 
 muscle contracts because of a load applying a force, the muscle 
produces one of two types of contraction: isotonic or isometric. 

An isotonic contraction is one where the tension or force gener-
ated by the muscle is greater than the load and the muscle 
 shortens in length. When the load is greater than the tension or 
force generated and the muscle contracts but does not shorten, 
this response is called isometric.4,8,10,11

Th e response to a single stimulation or action potential is 
called a twitch. A twitch contains three parts, a latent period, a 
contraction period, and a relaxation period. During the latent 
period, there is no change in length but the impulse travels 
along the sarcolemma and down the t-tubules to the sarcoplas-
mic reticulum. Calcium is released during this period, trigger-
ing the muscle to contract. Th e contraction period is when the 
tension in the muscle increases, causing a swiveling action of 
the sacomere components. Th e muscle tension decreases during 
the relaxation period and returns to its original shape. Figure 
12.6 shows the three components of the twitch and the diff erent 
types of contraction.

100(e) C B

D

A

Sarcomere length (μm)
0 1 2 3 4

75

50

Fo
rc

e (
%)

25

FIGURE 12.5 Schematic representation of muscle sarcomere con-
traction. (a) Totally distended muscle (relaxed); (b) cross-bridge forma-
tion during initial contraction: the actin enters into the H-zone; (c) 
incremental shortening of the sarcomere results in the crossing of the 
midline of the sarcomere, and additional cross-bridge formation starts 
counteracting the contraction and even repelling it; (d) myosin fi la-
ments start contacting the Z-line and compressing the actin fi laments. 
At this point permanent chemical bonds can be formed, damaging the 
muscle, and (e) force diagram associated with the contraction positions 
shown in this fi gure. Aft er an increase in force during shortening, the 
sarcomere length exceeds a minimum distance at which point the force 
decreases, until the muscle becomes ineff ective.
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With an increase in the frequency with which a muscle is 
stimulated, the strength of contraction increases; this is known 
as wave summation. Th is occurs by re-stimulation of muscle 
fi bers while there is still muscle contraction activity. With  several 
stimulations in rapid succession, calcium levels in the  sarcoplasm 
increase and this produces more activity and a stronger contrac-
tion. When rapid stimulation occurs and the length of 
time between successive stimulations is not long enough, a 
buildup of calcium can occur and there will be no relaxation 
between  stimulations. Th is leads to a smooth sustained contrac-
tion known as tetanus.12

12.5  Muscle Contractility

Th e contractile force of skeletal muscle is proportional to the 
cross-sectional area of the muscle and has been established to 
fall in the range: 30–40 N/cm2.

When measuring the contraction velocity of an isotonic con-
traction, the muscle force can be related to the contraction veloc-
ity as derived by A.V. Hill and shown in Equation 12.111,12:

 (F + a)(v + b) = (F0 + a)b, (12.1)

where v is the contraction velocity, F is the isotonic load, F0 is the 
maximum isometric tension, and a and b are constants. Th is 
relationship is exemplifi ed in Figure 12.7 as well.

12.6 Major Skeletal Muscles

Th e major skeletal muscle groups are facial, mastication, head, pec-
toral girdle, arms, abdominal, pelvic, and legs. Figure 12.8 shows 
the anterior view of skeletal muscles within the human body.

Th e facial muscles are epicranius, orbicularis oculi, orbicu-
laris oris, buccanitor, zygomaticus, and platysma. Th e epicranius 
covers the upper part of the cranium and has two parts, one that 
lies over the frontal bone and another that lies over the occipital 
bone. Lift ing the eyebrows and making the forehead wrinkle are 
its main functions. Multiple stimulations of these muscles can 
lead to headaches. Th e orbicularis oculi is a ring of muscle that 
surrounds the eye and is used for closing or blinking of the eye. 
It also aids in the fl ow of tears. Th e orbicularis oris orbits the 
mouth and is also know as the kissing muscle since it allows the 
mouth to pucker. Help keeping food in place is done by the bac-
canitor muscles. Th ey also aid in blowing air out of the mouth. 
Zygomaticus’ main function is allowing the corner of the mouth 
to smile or laugh. Th e platysma extends from the chest to the 
neck and its function can be seen by the expression of pouting.

Chewing movements are accomplished by four pairs of mus-
cles that are part of mastication. Th ese muscle pairs are masseter, 
temporalis, medial pterygoid, and lateral pterygoid. Two of these 
pairs close the mouth while the others allow for side-to-side 
movements. Th e masseter is primarily for raising the jaw. A fan-
shaped muscle used also for raising the jaw is known as the tem-
poralis. Th e medial pterygoid is used for closing the jaw and 
allowing for the sliding movements. Th e lateral pterygoid allows 
the jaw to close and move forward.1

Th ere are four pairs of muscles that move the head, allowing 
for rotation. Th e sternocleidomastoid is located in the side of the 
neck, and when one side contracts, the head is turned to the 
opposite side. When both are contracted, the head is bent 
towards the chest. On the back of the neck, the splenius capitis 
allows the head to rotate and bend towards one side. For rotat-
ing, extending, and bending the head, the semispinalis capitis 
and longissimus capitis both help with these functions.

Muscles that move the pectoral girdle or chest area include 
the trapezius, rhomboideus major, levator scapulae, serratus 
anterior, and pectoralis minor. Th e trapezius muscle raises the 
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FIGURE 12.8  Diagram of skeletal muscles of the human body. (Th is 
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shoulders allowing for the “shrugging” expression. Th e rhom-
boideus major connects the upper thoracic vertebrae to the scap-
ula and helps to raise the scapula. Th e levator scapulae run in an 
almost vertical direction along the neck, also helping to raise the 
scapula. Moving the scapula downwards is accomplished with 
the serratus anterior. It also moves the shoulders forward when 
pushing something. Th e pectoralis minor lies beneath the pecto-
ralis major and can move the ribs.

For the upper arm, the muscles can be grouped by their pri-
mary actions of fl exors, extensors, abductors, and rotators. Th e 
fl exors are the coracobrachialis and pectoralis major, which fl ex 
the arm and move the arm across the chest. Th e extensors are the 
teres major and the latissimus dorsi that allow for rotation and 
moving the shoulder down and back. Th e supraspinatus and del-
toid both help in abduction in the upper arm. Th e subscapularis, 
intraspinatus, and teres minor allow for rotation medially and 
laterally.1

In the forearm, there are seven major muscles and these can 
be categorized by their action. Th e fl exor muscles are the biceps 
brachii, brachialis, and the brachioradialis all of which help in 
the rotation and lateral movements about the elbow. Th e pri-
mary extensor of the elbow is the triceps brachii. To rotate the 
arm, the supinator, pronator teres, and pronator quadratus allow 
for movements.

In the wrist, hand, and fi ngers the two major groups are fl ex-
ors and extensors. Flexing of the wrist is accomplished with the 
assistance of the fl exor carpi radialis and the fl exor carpi ulnaris. 
Th e palmaris longus connects the humerus to the palm and 
functions to fl ex the wrist. To make a fi st the fl exor digitorum 
profundus fl exes the distal joints of the fi ngers. All four of these 
are fl exors. Th e extensors of the wrist and hand are the extensor 
carpi radialis longus, extensor carpi radialis brevis, extensor 
carpi ulnaris, and the extensor digitorum. Th e fi rst three aid in 
extending the wrist while the last one deals with the functions of 
the fi ngers.

Four muscles located in the abdominal wall region help with 
breathing defecation, urination, and childbirth. Th ese muscles 
are the external oblique, internal oblique, transversus abdomi-
nis, and the rectus abdonimis. All of these muscles function in a 
similar manner and compress the abdominal cavity.1

Th e pelvis region consists of two major muscle sheets that are 
the pelvic diaphragm and the urogenital diaphragm. Th e pelvic 
diaphragm has two major muscles that are the levator ani and 
the coccygeus that provide a sphincterlike action in the anal 
canal and the vagina in women. Th e three major muscles within 
the urogenital diaphragm are the superfi cial transversus perinei, 
bulbospongiosus, and the ischiocavernosus muscles. Th e super-
fi cial transversus perinei supports the pelvis. Th e other two help 
in urination within men and constriction of the vagina from 
opening in women.

In the thigh, there are two groups, the anterior and posterior 
groups. Th e anterior groups’ main job is for fl exing, while that of 
the posterior groups is for extending or rotation. Th e psoas major 
and the iliacus make up the anterior group and their function is 
to fl ex the thighs. Th e posterior group consists of the gluteus 

maximus, gluteus medius, gluteus minimus, and the tensor fas-
ciae latae. Th ese muscles help in fl exing and rotating the thigh. A 
third group of muscles, the adductor longus, adductor magnus, 
and gracilis, adducts, fl exes, and/or rotates the thigh.

Th e muscles of the leg can be separated into two categories 
that are the fl exors and extensors about the knee. Th e fl exors are 
the biceps femoris, semitendinosus, semimembranosus, and 
sartorius and all help to fl ex and rotate the leg. Th e extensors of 
the lower legs are the quadriceps femoris, which extends the leg 
at the knee.

In the ankles, feet, and toes, there are four categories of mus-
cles based on their function. Th e dorsal fl exors, which include 
the tibialis anterior, peroneus tertius, and extensor digitorum 
longus, aid in moving the foot upward. Th e plantar fl exors move 
the foot downward and contain the gastrocnemius, soleus, and 
fl exor digitorum longus muscles. Turning the sole of the foot 
outward or inward is accomplished by the two groups, the inver-
tor and evertor. Th e tibialis posterior is within the invertor group 
and allows for the inversion of the foot. Th e eversion of the foot 
is done by the peroneus longus that is within the evertor group.

Although each muscle is specialized within a certain area, all 
of these muscles help in maintaining posture and movement.5

12.7  Physics of Skeletal Muscles

A lever is a simple mechanical machine consisting of a bar on a 
fi xed point that transmits a force. Lever types are defi ned by 
three classes according to the axis of rotation, resistive force, 
and movement force. In a third-class lever, the movement force 
is applied between the axis of rotation and the resistive force. 
Th is lever favors movement speed over movement force. Most 
muscles in the human body use this type of lever. A second-
class lever is one in which the resistance is between the move-
ment of force and the axis of rotation. Th is type allows for 
great movement force. When the axis of rotation is between the 
movement force and the resistance this lever is known as a 
fi rst-class lever. First-class levers are very similar to third-class 
levers since they are big on movement speed and lack in move-
ment force.13 Th e three diff erent lever arrangements are illus-
trated in Figure 12.9.

Figure 12.10 shows how the bicep muscle works as a third-
class lever where the movement of force is between the axis 
of rotation and the resistance. Th e mathematical relationship 
of the force can be calculated upon knowing some muscle 
measurements.3,4

Th e lever action can be captured by Equation 12.2:

  Muscle force × force arm = resistance × resistance arm.  
               (12.2)

Rearranging Equation 12.2 to solve for the resistance term 
gives Equation 12.3:

   Muscle force × force arm  ______________________   Resistance arm   = Resistance. (12.3)
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People are built diff erently and depending on their muscle 
force, force arm or resistance arm they might be able to hold 
more or less resistance.13

Torque (τ) is the force F that tends to rotate and turn things 
when applied to a lever arm with length d. Mathematically it is 
equal to the force multiplied by the distance. Equation 12.4 illus-
trates the defi nition of torque:

 τ = F × d. (12.4)

Th is distance is usually radial from a central point or pivot 
point (the point where the moving section is attached and where 
it can rotate from). Power is the measure of how fast work can be 
done. It equals the amount of torque on an object multiplied by 
the rotational speed. To solve power as a function of human out-
put, the following question can be proposed: How much power 
can a human output? One way to solve this problem is to see how 
fast one can run up a fl ight of stairs. Firstly, measure the height 
of a set of stairs that reaches three stories. Secondly, record the 
time to run up the stairs. Lastly, divide the height of the stairs by 
the time, where this equals the instantaneous speed. Th e weight 
of the individual must also be known.5

For instance, if it took 15 s to run up 10 m, then the speed 
equals 0.66 m/s (only the speed in the vertical direction is impor-
tant). Th en one needs to fi gure out how much force was exerted 
over 10 m; this force is equal to your weight. Th e amount of power 
output (W) equals the weight (= gravitational force: F) multiplied 
by speed (v).

FIGURE 12.9 Classifi cations of muscle contraction: (a) class 1, the 
fulcrum lies between the applied muscle force and the resisting force 
(e.g., scissor action, or the head resting on the spine), (b) class II, the 
applied force is removed from the fulcrum with the resisting force in 
between (e.g., standing on toes), and (c) class III, the muscle force is 
applied between the fulcrum and the counteracting force. Th is situation 
is most common for skeletal muscle.

FIGURE 12.10  Biceps torque: the biceps is attached to the tibia at a 
distance L1 from the elbow joint as the fulcrum. Th e vertical force 
applied by the biceps provides a rotation around the elbow joint, form-
ing a torque to counteract and overcome the torque applied by a weight 
in the hand at a distance L2 from the fulcrum (elbow). Th e torque is 
defi ned as the magnitude of the force acting perpendicular to the direc-
tion of the arm times the length over which the force is moved from a 
pivot point. In contrast, the chimpanzee has the biceps attached at a 
point farther removed from the elbow joint providing a greater torque 
than a human with less muscle mass.
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 W =   h × F _____ t   = F × v. (12.5)

Th ere are diff erent measurement techniques to measure the 
mechanical and electrical properties of muscle. A dynamometer 
measures the mechanical force or power a muscle can exert and 
electromyography measures the electrical activity related to 
muscle contractions.14

12.8 Measurement Techniques

Dynamometers measure mechanical power and come in a 
 variety of diff erent confi gurations. One such confi guration 
allows measurement of the clench action of hands.15

Th e basis of surface myoelectric activity is the relationship 
between the action potential of muscle fi bers and the extracel-
lular recording of those action potentials at the skin surface. 
Electrodes, external to the muscle fi ber, can be used to detect 
action potentials. Th e most common electrodes are surface and 
fi ne wire electrodes. For general muscle groups, surface elec-
trodes are suitable; however, they are limited in detecting small 
muscles or muscles deep within the body, where fi ne wire elec-
trodes are recommended.14

Detection electrodes are usually used in a bipolar manner. 
Two electrodes are positioned on the muscles, while a third is a 
reference (ground) to the body. A diff erence preamplifi er incre-
ases the amplitude of the signals between each of the detecting 
electrodes and the common mode reference. Signals that are 
nearly zero are deemed common mode signals. Th e diff erence 
preamplifi er improves the signal-to-noise ratio allowing the sig-
nal of small twitch to be detected. Th e most common noise prob-
lem is 60 Hz interference. Th is signal distortion occurs when the 
reference electrode is not applied properly, a loose wire, or when 
electrical fi elds persist. Th e acquisition of the electrical activa-
tion data is described in detail in Chapters 20 and 21.

12.9   Factors that Affect Skeletal Muscle 
Strength Performance

Sex, age, training experience, muscle strength, and fatigue all 
aff ect strength performance. Both male and females can develop 
muscular strength at the same rate, although due to hormones, 
namely testosterone, male muscles have a greater potential for size 
and strength. As humans mature, strength increases but by age 30 
muscles degenerate. Th e degeneration is a reversible process but 
continuous training is required. Th e length of time devoted to 
training and the type of training regiment infl uence muscle 
strength. Th e initial length of the muscle fi bers and the insertion 
length aff ect the amount that muscles can lift  and support.13

Fatigue relates to the condition that the muscle does not allow 
for the same amount of power output. Fatigue is highly variable 
and is infl uenced by the intensity and duration of the contractile 
activity, by whether the muscle fi ber is using aerobic or anaerobic 
metabolism, by the composition of the muscle and by the fi tness 
level of the individual. Most experimental evidence suggests that 

muscle fatigue arises from excitation–contraction failure of con-
trol neurons and neuromuscular transmission.5

12.10  Conclusion

Th e ability of muscle to change its length or lengthwise tension 
by the process of contraction has been shown. Th e anatomy and 
physiology of muscle contractions has been explored. Th e 
mechanical and electrical properties of muscle can be studied. 
Although several factors aff ect muscle performance, muscles 
have the ability for posture, digestion, and pumping blood 
throughout the human body.
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13.1 Introduction

Webster’s dictionary simply defi nes a muscle as something that 
produces movement by contracting and dilating. Biologically a 
muscle contracts and dilates due to the release of chemicals 
throughout the muscle fi ber resulting in an action potential. 
Similarly, research is being done, and has also been done previ-
ously, to create a micro-fabricated muscle whose action potential 
is generated by electrostatic forces using micro-electronic tech-
niques. Th e technology that is discussed in this chapter will 
present how Micro Electro-Mechanical Systems (MEMS) are 
producing similar results in scalable packages.1−3

A brief biological description of muscle contraction will help 
understand its relation to synthetic muscle contraction. To excite 
the muscle for contraction, a motor neuron cell body located in 
the spinal cord sends motor neurons to neuromuscular junc-
tions on muscle fi bers. Th e motor neuron sends an action poten-
tial that results in the release of a neurotransmitter acetylcholine. 
Th e acetylcholine spreads across the entire sarcolemmal surface 
and diff uses into the muscle fi ber’s plasma membrane traveling 
down the transverse tubules. Th e action potentials cause the 
endoplasmic reticulum to release Ca2+ into the cytoplasm. Th e 
calcium triggers binding of myosin to actin, which causes 
the fi lament to slide, resulting in contraction of the muscle fi ber. 
Th e release of the contraction is as simple as removing the action 
potential thereby removing Ca2+ from the cytoplasm.

13.2 Micro Electro-Mechanical Systems

Technology has already proven itself by making functioning 
prosthetics that emulates muscle action. How can we create a 
muscle-like structure close to the same scale as just discussed? 
Micro-fabrication using micro-electronic techniques is used to 
produce micron-thick muscles.3−5

Th e integrated force array (IFA) and the spiral wound trans-
ducer (SWT) are both modeled as muscles. Th ese devices are 

fabricated using standard micro-electronic techniques and are 
grouped as MEMS. Th ese muscle-like actuators receive their 
input by switched voltage, comparable to the spinal cord signal-
ing the muscle with a motor neuron. With an applied voltage, 
the devices actuate by contracting due to electrostatic forces 
between two conducting plates. Th is process is illustrated in 
Figure 13.1. When the voltage is released, the actuators dilate or 
relax due to the spring-like nature of the structure. Th is process 

FIGURE 13.1 Integrated force array, (a) operate array elements in fl at 
position, two-dimensional device. Electrostatic force is inversely pro-
portional to the distance “R” apart (Coulombs law): Fe = (1/4π ε)(q1 q2/
R2) and (b) perspective of an array element; shaded areas indicate a thin 
metal layer.
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can be compared to the motor neuron releasing acetylcholine 
into to muscle fi ber. Th e presence of the acetylcholine initiates 
contraction. Likewise, the cutoff  of acetylcholine and the pres-
ence of acetylcholinesterase relax the muscle. Th e ability to move 
is among the most important processes necessary for the sur-
vival of eukaryotic organisms. Several diff erent strategies have 
been evolved to perform various biological tasks that require 
directional movement. Th e current understanding of the molec-
ular mechanism of muscle contraction with a primary focus on 
the motor protein myosin is discussed in detail.

13.3  Synthetic Molecular Motors 
and Artifi cial Muscle

One example of artifi cial muscles is the synthetic molecular 
motor. One of the various types of synthetic molecular motors is 
the poly-azobenzene peptide array. Th e working action of the 
poly-azobenzene peptide array results from the rearrangement 
of the molecular change from a short (cis) format to a long (trans) 
state when excited by light of a specifi c wavelength.6,7,8

Several other types of materials that can respond to external 
stimuli have been developed as artifi cial muscle structures.9 
One example is the family of electroactive polymers. Th ese elas-
tomer polymers can be polarized by external electrical stimula-
tion and will subsequently constrict. Other alternatives are 
polymer/metal composite materials. Another solution may be 
found in carbon nanotubes. Th e carbon nanotube structure can 
be modifi ed under the infl uence of an externally applied electri-
cal potential.9,10

13.4 IFA Mechanism of Action

Th e IFA is a microfabricated muscle-like actuator. Th e device is 
fabricated on a 4-inch silicon wafer. Th is device operates in a fl at 
two-dimensional state. Th is power bus is connected to vertical 
walls of the device. Th e spacing of the walls defi nes the capacitor 
gap. Applying one pole of a power supply to one wall and the other 
pole to the wall spaced D distance apart, the device will contract 
due to electrostatic forces (Figure 13.1).11 Th e electrostatic force is 
defi ned by Coulomb’s Law, provided in Equation 13.1:

 Fe =   1 ___ 4πε    q1q2 ____ D2  , (13.1)

where qi represents the charge on each plate and D is the distance 
they are spaced apart. Th e surface areas of the plates are directly 
proportional to the force of the device. Th is force can be increased 
if the width or the height of the array is increased. Th e width 
would be easy to adjust; however, to increase the height of the 
plate, the etch process would need to be very un-isotropic to 
result in such deep etching without underetching the structures. 
Equation 13.2 provides the force as a function of the change in 
potential energy stored in a mechanism:

 Fe = −ΔPE (Energystored). (13.2)

Th e potential energy (stored energy) is defi ned by Equation 13.3

 Energystored =   CV2
 ____ 2  , (13.3)

where the capacitance of the MEMS device acting as an artifi cial 
muscle is given by Equation 13.4:

 C =   εA ___ D  . (13.4)

Th e capacitance of the device can likewise be calculated. Note 
that the capacitance is dependent on the distance between the 
plates. Th e thicknesses of the polyimide along with distance in 
air between the metal plates are both accounted for in Equation 
13.5. Th e dielectric constant of air is represented as ε0 and the 
dielectric constant of the polyimide is represented as ε. Th erefore, 
the IFA can be monitored as to how much the muscle has con-
tracted, by monitoring the value of the capacitor. Th is feedback 
continues to support the integration of this technology model-
ing a biological muscle. Th e equivalent capacitance of the MEMS 
device is given by Equation 13.5:
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Th e IFA can also act as a generator.12 Th is can be accomplished 
by charging the plates at a low voltage. Disconnect the applied 
voltage and then stretch the device to increase the value of D in 
Equation 13.6. Th is stretch allows the device to be discharged at 
a higher potential.

Th e IFA is fabricated at lengths of 6 cm and thicknesses of 
3 μm. Th ese devices were fabricated at the Microelectronic 
Center of North Carolina (MCNC).13−15 Th ey require chemical 
vapor deposition (CVD) of oxide. Th e structure supporting the 
metal plates is a polymer named polyimide. Th is is a very fl exible 
fi lm allowing the electrostatic forces to overcome their opposing 
spring forces. However, these spring forces provide the relax-
ation mechanism of the “muscle.” Th e conducting plates are 
aluminum-deposited at an angle θ as shown in Figure 13.2. Th en 
the device is lift ed off  from the wafer to function as a three- 
dimensional muscle that is contracting linearly along one axis.

Th e IFA is a microfabricated device that has proven itself by 
functioning successfully. Th e design of this muscle is scal-
able. Th e width and length can be increased or decreased to serve 
as a muscle of any size. Th e slide in the presentation titled 
“Anthropomorphic Hand” illustrates the IFA as being attached 
to a plastic skeletal structure. Th is example is using 6 cm by 6 cm 
by 3 μm so that they are rolled into 6 cm by 0.6 mm (diameter) 
cylinders. Th e actuation of this muscle bends the joint it is 
attached to. Th e devices are bundled together from 20, 40–60 
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devices per muscle to result in a force of 2–24 g with a compres-
sion of 2 cm.

Th e SWT is based on the fundamental operation of the IFA. Th e 
SWT is schematically represented in Figure 13.3. Th is device is fully 
volumetric and as a fi nal product operates as a three-dimensional 
device. Th e SWT is fabricated in a two-dimensional state. Aft er very 
large scale integrated circuit (VLSI) fabrication, the device is lift ed 
off  from the wafer. Th e fl at tape operates as a single layer and can be 
compressed by 1.4 μm. Th e overall thickness of one tape is around 
6.9 μm. Th e device compresses 20% of its thickness. Winding it 
around a preform and attaching it to itself increases this compres-
sion. Th e average number of turns is 40. Each layer, one tape thick, 
can be compressed by 1.4 μm. Since the device is wound around a 
form 40 times, with two sides of the form, the overall compression 
is around 0.11 mm.

Referring to the cross-sectional illustration of the SWT, 
Figure 13.4, the fabrication process will be explained. Th is device 
was created in the University of North Carolina at Charlotte, 
Cameron Applied Research Center’s clean room under the super-
vision of Dr. Stephen Bobbio. Th e process sequence of the SWT 
begins with a 1-micron pad of thermally grown oxide. Th is pad of 
oxide is grown in a wet oxidation process with a furnace tempera-
ture of 1100°C. Th is is called the lift  off  oxide because this allows 
the latter fabricated device to be lift ed from the silicon wafer.

Polyimide is coated over the pad of oxide using a 0.86 μm 
double spin process. Th e double spin is performed to lower the 
probability of shorting between the metal layers. Pinholes may 
appear using a single spin coating of polyimide. A spinning 
of polyimide adhesion promoter reduces the occurrence of 

FIGURE 13.3 Spiral wound force transducer (SWT), (a) fully volu-
metric, three-dimensional device formed by winding a fl at structure 
each turn is glued to the previous over the fl ats of the winding form all 
compressions add together and (b) mechanical detail of compression 
versus relaxed.

Resist level 2 Evaporated
Aluminum
LPCVD oxide

PECVD oxide

Polyimide 1

Polyimide 2
Polyimide 1

Silicone substrate

Silicone substrate

Silicone substrate

Silicone substrate

RIE oxide, RIE polyimide 2 and polyimide

Remove Al, evaporate metal at angle θ, lift-off residue

Wet etch Al, strip resist 2, spin and cure polyimide 2, PECVD oxide;
pattern with level 1 resist

Resist level 1

θ

FIGURE 13.2 IFA—fabrication process sequence as performed at MCNC.
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 pinholes. Each layer of polyimide is prebaked in two stages at 
90°C and 150°C. It is then cured (hard-baked) in a convection 
oven at 150°C ramped to 350°C in N2. Th e polyimide cures for 
30 min and is ramped down to room temperature. To complete 
the double coating, the same process is performed aft er the fi rst 
prebake and hard-bake.4

Each metal layer consists of 200 Å of chromium and 2000 Å 
of gold. Chromium is used to ensure the adhesion of gold. 
Electron beam evaporation is used to deposit the metal. Th e 
smoothness of this fi lm is crucial due to the possibility of electri-
cal shorting. If the evaporation rate is too high, metal splatters 
(molten metal blobs) deposit on the substrate and burn through 
the plastic layers. Th e splattered metal appears rough and scat-
ters light. During the winding process, the splattered metal may 
be mechanically displaced and complete an electrical short. 
Th erefore much attention is paid to the evaporation process. Th e 
best results were obtained when the gold is deposited at 0.5 Å/s. 
Th e metal layer is patterned in a standard photolithographic 
process. Polyimide is then coated over the metal to encapsulate 
it and provide additional protection against electrical shorts.

Th e next level in the SWT structure is a chromium etch stop 
layer of 200 Å thickness. During the plasma etch of the oxide 
above, the chromium provides a barrier against etching the 
underlying polyimide. Th e etch stop layer also provides a means 
to determine whether or not the oxide has been fully etched by 
applying Chrome etchant in a selected test area.

Spin-on-glass (SOG) is used to defi ne the capacitor gap regions. 
A thin fi lm of evaporated silicon, 200 Å, is used to promote the 
adhesion of the SOG. Th is oxide fi lm is applied and cured in a 
double layer process, resulting in a total SOG thickness of 1.43 μm. 
Some cracking has been observed in the SOG, which, although 

not desirable, is acceptable (does not impair functionality) as long 
as there is no fl aking. Th e remaining layers of the structure (two 
polyimide, one oxide, and two metal) are applied and patterned in 
the same way as previously described. Th e photolithography step 
to defi ne the etching of the second layer oxide must be done 
 precisely. Th is oxide via must be centered to the space between 
the neighboring via’s of the fi rst oxide. Totally, six photolitho-
graphic levels are used. A seventh and fi nal photolithography step 
defi nes the contact holes, which are etched through the device to 
the two buried metal layers [metal 1 (M1) and metal 2 (M2)]. Th e 
uppermost metal layer on the SWT tape (metal 3: M3) is also the 
top layer of the tape, and electrical contact can be made to 
it directly. Aft er the VLSI processing is completed, the wafer is 
cut into strips with a diamond-blade dicing saw. Th e narrow rect-
angular wafer pieces, each containing one SWT tape, are then 
immersed in undiluted aqueous HF to remove all oxides. Th is 
allows the tapes to lift  off  from the silicon and defi nes the capaci-
tor gaps by etching away both SOG layers.

Immediately aft er lift off , the single tape structures may be 
tested in the fl at confi guration. Contacts were made using con-
ductive epoxy and gold bonding wire. Metal 1 (M1) was exter-
nally shorted to metal 3 (M3), as well as the test fi xture, and con-
nected to one pole of a power supply; metal 2 (M2) was connected 
to the other pole. When powered, the entire tape visibly tautened 
as the tape compressed across its thickness. Th is compression 
could be directly observed using a microscope. Even without 
winding, analog motion (i.e., proportional response to the applied 
voltage) could be easily seen, both visually (in the tautening of the 
tape) and in a direct way with the microscope. Defl ection was 
observed over the range 36–90 V. Full compression occurred at 
the upper limit. More compliant structures that compress at lower 
voltages may readily be designed. Th e compliance could, for 
example, be increased by a factor of 2 by changing the spacing of 
the oxide vias from 55 μm to 55 × (2)1/3 μm = 69 μm. Likewise, if 
the thickness of the polyimide is reduced, its corresponding 
spring force will be reduced to allow the reduction of the electro-
static force.

To create a three-dimensional device, the SWT tape is now 
wound around a form. Th e cross-section of the wound device 
before adhesion shows how the spring forces naturally cause the 
device to wind non-uniformly (grouping to the outer windings). 
Th is is corrected by holding the SWT tape and the Mylar adhe-
sion tape fi xed. Th en turn the form so that the windings are pulled 
toward the form. Dupont’s metallized Mylar is used because 
 liquid cements will not stay localized to the fl at parts of the device, 
and they bond the device all over. If the wound device is com-
pletely bonded, it has nowhere to go when it is energized to com-
press. For an infi nite number of springs, no fi nite electrostatic 
force could cause the device to compress. Figure 13.5 presents a 
schematic representation of the spring stack. Th e spring force of 
the Mylar coils is given by Equation 13.7:

 s
( 1). . .2 3   .

2
n n

F kx kx kx nkx kx
+

= + + + + =
 

(13.7)

Laminated tape

Winding form

Adhesive

SWT tape

(b)

Heated clamping
fixture

Heated clamping
fixture

FIGURE 13.4 Winding confi guration in artifi cial muscle design. (a) 
Not the metal but the polyimide causes the tape to be stiff  and spring 
like and (b) description of detail of SWT tape compression.
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Not all the spring constants are equal; they diminish as n 
becomes larger. Th e spring forces result from the deformation of 
the semicircular parts on the sides of each oval and are propor-
tional to t3/D, where t is the thickness of the spring material and 
D is the diameter. Using the substitution f = 2t/D, Equation 13.7 
can be rewritten as Equation 13.8:

Fs = kx(1 + 2/(1 + f )3 + 3/(1 + 2f )3 + … + n/(1 + (n–1)f )3,

 
s 3 3 3

2 31 .
(1 ) (1 2 ) (1 ( 1) )

nF kx
f f n f

⎛ ⎞
= + + + +⎜ ⎟⎜ ⎟+ + + −⎝ ⎠

�
 

 (13.8)

Since f is small, the equation can be approximated to 
Equation 13.9:

 
s 2

1
2

kxF
f

=
 

(13.9)

Th e measured spring force for the coiled artifi cial muscle 
MEMS device is approximately 20 dyne/μm.

Th e SWT is much like that of the IFA in its functionality. 
However, it is scalable so that it can produce much larger amounts 

of force. Referring back to Equation 13.2, the potential energy is 
dependent upon the surface area of the conducting plates. Th e 
SWT design has 1 mm and 2 mm wide by 6 cm long devices. 
Both of these dimensions can be scaled up or down for the 
needed application. As the length of the IFA increases, so does 
the compression. Th e thickness (force) is maintained at 3 μm. 
However, the SWT can increase its compression by having 
 longer tapes allowing more windings. Th is results in a much 
thicker and greater volume device.

As explained for the IFA, the compression of the SWT can 
be monitored by the capacitive value across either metal 1 (M1) 
and metal 2 (M2) or metal 2 (M2) and metal 3 (M3) (Figure 13.6). 
In addition to sharing similarities to an artifi cial muscle, both 
of these devices can be mounted on a catheter and used as linear 
actuators to move ultrasonic scanners for biomedical imaging. 
Illustrations of both devices are in the accompanying presentation.

13.5 Summary

To conclude, micro-electronic techniques provide a means of 
fabricating artifi cial muscles from 3 μm to infi nity in thickness. 
To further explore the integration of these particular devices, 
several considerations must be made. All material must be bio-
compatible. Th e devices must be encapsulated so that it does not 
act as a pump but acts in a way that it can easily be bonded to 
other muscles, bones, and so on. Th e voltage actuation levels 
must be determined and isolated to prevent any side eff ects, such 
as shock, or to avoid stimulating other muscles. Best of all, they 
provide a means so that motor neurons can form neuromuscular 
junctions on the synthetic muscle (this number is associated with 
the number of muscle fi bers the synthetic muscle represents), so 
that the total neuron energy would be enough to stimulate the 
synthetic muscle.

FIGURE 13.5 (a) Diagram of spring equivalent winding structure 
where each coil acts as composite spring, comprising n-springs and (b) 
detail of composite spring compression.

Polyimide 0.86 μm

1.4 μm

1.0 μm

Metal 3
20 nm Cr

200 nm Au

Metal 2
20 nm Cr

200 nm Au

Metal 1
20 nm Cr

200 nm Au

Polyimide

Polyimide

Polyimide

Silicone wafer

Thermal oxide

Double spun
SOG

SOG

FIGURE 13.6 SWT process sequence as developed in the clean room 
at the University of North Carolina at Charlotte.
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14.1  General Characteristics of the 
Cardiovascular System

Besides the endocrine and nervous systems the cardiovascular 
system constitutes the principal integrating system of the body. 
Th e circulatory system serves as a medium for transportation 
and distribution of essential metabolic substrates to the cells of 
each organ and it plays an important role in removing the by-
products of metabolism. Furthermore, its purpose is to facilitate 
the exchange of heat between cells and the outside environment, 
to adjust the nutrient and oxygen supply in diff erent physiologi-
cal conditions and to serve as a medium for humoral communi-
cation throughout the body. All of these functions are prerequisite 
of maintaining the “consistency,” the so-called homeostasis of 
the internal environment of the human body. Before the detailed 
functional description of the parts of the cardiovascular system, 
it is important to consider it as a whole from an anatomical 
viewpoint. Th e circulatory system is made up of two primary 
components: the pump (the heart) and the collecting tubes 
(blood vessels). A third component, the lymphatic system, has 
an important exchange function, it does not contain blood.

14.2 Functional Anatomy of the Heart

Th e heart can be viewed as two pumps in series: the right 
 ventricle to propel the pulmonary circulation, which is involved 
in the exchange of gases between the blood and alveoli; the left  
ventricle to propel the systemic circulation, which perfuses all 

other tissues of the body (only the gas exchange parts of the 
lungs are not supplied by the systemic circulation).

Th e right side of the heart consists of two chambers: the right 
atrium and the right ventricle. Figure 14.1 gives a general over-
view of the construction of the heart and the fl ow pattern.

Th e venous blood returns to the right atrium from the sys-
temic organs and the right ventricle pumps it into the pulmo-
nary circulation, where the gas exchange between the blood 
and the alveolar gases occurs. Th e left  side of the heart com-
prises the left  atrium and the left  ventricle. Th e blood is ejected 
across the aortic valve into the aorta. Th ere are two types of 
valves in the heart—the atrioventricular (AV) valves (tricus-
pid and mitral) and the semilunar valves (pulmonic and aor-
tic). Th e valves are endothelium-covered, fi brous tissue fl aps 
that are attached to the fi brous valve rings. Th e unidirectional 
blood fl ow is ensured by the orientation of the heart valves; 
their movements are essentially passive, regulated by the blood 
pressure gradients.

Th e atria function more as reservoirs of blood for their respec-
tive ventricles than as important pumps for the circulation. Th e 
thin-walled, highly distensible atria can easily accommodate the 
venous return at a low pressure. Th e right atrium receives blood 
from the systemic circulation via the superior and inferior 
venae cavae. Th e pressure in the right atrium is between 0 and 
4 mm Hg. From the right atrium, the blood fl ows into the right 
ventricle through the tricuspid valve. Th e right ventricle is trian-
gular in form, and it wraps around part of the thicker left  ven-
tricle. Th e blood propels through the right  ventricle’s outfl ow 
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tract and the semilunar pulmonic valve into the pulmonary 
artery. Following the gas exchange in the lungs, the blood returns 
to the left  atrium via four pulmonary veins. Th e pressure in the 
left  atrium ranges from 8 to 12 mm Hg. Th e blood fl ows through 
the mitral valves into the left  ventricle. Th e left  ventricular wall 
is about three times thicker than the right ventricular wall. Th e 
thick muscular wall allows for high pressure generation during 
contraction.

14.2.1  The Law of Laplace

Th e aft erload is the “load” against which the heart must contract 
to eject blood. One way to characterize the aft erload is to exam-
ine the ventricular wall tension. Th e relationship that exists 
between forces within the walls (wall tension) of any curved 
fl uid container and the pressure of its contents is described by 
the law of Laplace. Within a cylinder, the law of Laplace states 
that wall tension is equal to the pressure within the cylinder 
times the radius of curvature of the wall (Equation 14.1):

 T = P × R. (14.1)

Here the wall tension is expressed in terms of tension (T) per 
unit of cross-sectional area [dynes per centimeter (dyn/cm)], P is 
pressure (dyn/cm2), and R is the radius (cm). So, the wall tension 
is proportional to radius. Th e wall thickness must be taken into 
consideration when the equation is applied for the cardiac ven-
tricles. Because of the thick ventricular walls, wall tension is dis-
tributed over a large number of muscle fi bers, thereby reducing 

tension on each. Th e equation for a thick-walled cylinder (heart) 
is described by the Equation 14.2:

 T =   P × R _____ h  , (14.2)

where h is the wall thickness.
From the described relationship stems that the tension on 

the ventricular walls increases as ventricular cavity volume 
increases, even if intraventricular pressure remains constant 
(ventricular dilation). Th erefore, aft erload is increased whenever 
intraventricular pressures are increased during systole and by 
ventricular dilation. On the other hand, the tension is reduced, 
even as pressure rises, as the ventricle empties or the ventricle 
wall is thickened and hypertrophied. Th us, ventricular wall 
hypertrophy can be thought of as an adaptive mechanism of the 
ventricle to off set increase in wall tension caused by increased 
aortic  pressure or aortic valve stenosis.

14.3 The Cardiac Cycle

Th e sequential contraction and relaxation of the atria and ven-
tricles constitute the cardiac cycle. Th e mechanical events dur-
ing the cardiac cycle can be described by the pressure, volume, 
and fl ow changes that occur within one cycle (Figure 14.2). 
Furthermore, it is important to note that to understand the reg-
ulation of cardiac contraction and relaxation, one must know 
how these mechanical events are relate to the electrical activity 
of the heart. In the following paragraphs the mechanical changes 
on the left  side of the heart during a cardiac cycle will be dis-
cussed. Pressure and volume changes and the timing of mechan-
ical events on the right side of the heart are qualitatively similar 
to those on the left  side. Th e main diff erence is that the pressures 
in the right cardiac chambers are much lower compared to the 
left  side of the heart.

14.3.1  Ventricular Systole

Th e ventricular contraction begins when the action potential 
propagates over the ventricular muscle; this event coincides with 
the QRS complex on the electrocardiogram, which represents 
ventricular depolarization. As the ventricles depolarize, contrac-
tion of the ventricular myocytes leads to a rapid rise of the intra-
ventricular pressure. When the intraventricular pressure exceeds 
the atrial pressure the AV valves close (Figure 14.2).

Closure of the AV valves results in the fi rst heart sound (S1). 
During the interval between the closure of the AV valves and 
the opening of the semilunar valves (when the ventricular pres-
sure rises abruptly), the ventricular volume is constant for this 
brief period and is termed as isovolumic contraction. Th e ven-
tricular pressure rises steeply as the myocardial contraction 
intensifi es. When the ventricular pressure exceeds the systemic 
pressure, the aortic valve opens, and the ventricular ejection 
occurs. Th e ejection phase may be subdivided into a rapid 
phase (earlier and shorter) and a reduced phase (later and 

Aorta

Aortic valve

Mitral valveTricuspid valve

Pulmonary artery

Pulmonary valve

Superior vena cava

Pulmonary vein

Left atrium

Right atrium

Left ventricle
Right ventricle

FIGURE 14.1  Anterior view of the heart. Th e blue arrows represent 
the directions of the venous blood fl ow. Th e red arrows indicate the 
route of the oxygenated blood fl ow. (Modifi ed aft er Patrick J. Lynch, 
illustrator; C. Carl Jaff e, MD, cardiologist.)
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 longer). Th e rapid  ejection phase has three major characteris-
tics: fi rst, it terminates at the highest ventricular and aortic 
pressure; second, the decrease in ventricular volume is rapid; 
and third, the aortic blood fl ow is greater than during the 
reduced ejection phase. It is important to note that the peak of 
the blood fl ow velocity during the ejection coincides in time 
with the point when the ventricular pressure curve intersects 
the aortic pressure curve. At this time the pressure gradient 
reverses and the blood fl ow starts to decrease. At the end of the 
ejection phase, a residual volume of blood remains in the ven-
tricles (end-systolic volume). Th is blood volume is approxi-
mately equal to the ejected blood volume, and this residual 
volume is fairly constant in healthy hearts.

14.3.2 Ventricular Diastole

At the time point of aortic valve closure the ventricular diastole 
begins. Th e abrupt closure of the semilunar valves is associated 
with an incisura (notch) in the aortic and pulmonary pressure 
curves and produces the second heart sound (S2). During the 
period between the closure of the semilunar valves and open-
ing of the AV valves (i.e., all valves are closed) the ventricular 
pressure falls quickly without a change in ventricular volumes; 
this fi rst part of the diastole is termed as the isovolumic relax-
ation. Th e major part of the ventricular diastole is the fi lling 
phase, which is subdivided into the rapid fi lling phase and 
 diastasis (slow fi lling phase). Th e left  ventricular rapid fi lling 
phase starts, when the ventricular pressure falls below left  atrial 
pressure and the mitral valve opens. Ventricular pressure 
 continues to decrease aft er the AV valve opening, because of 
the continued ventricular relaxation, which is facilitated by the 
elastic recoil of the ventricular wall. Meanwhile, the ventricu-
lar volume increases sharply. Th e rapid fi lling phase is followed 
by diastasis, during which atrial and ventricular pressures and 
volumes increase very gradually. Th e P wave on the electrocar-
diogram indicates the atrial depolarization, which is soon fol-
lowed by the atrial contraction. Th e atrial systole causes a small 
increase in atrial, ventricular, and venous (a wave) pressures. 
Th e atrial contraction forwards the blood from the atrium to 
the ventricle and completes the period of ventricular fi lling 
with the late rapid-fi lling phase. Th e cardiac cycle is completed 
by the subsequent ventricular depolarization.

14.3.3 Pressure–Volume Loop

Th e pressure–volume loop illustrates the changes in left  ventric-
ular pressure and volume throughout the cardiac cycle indepen-
dent of the time (Figure 14.3). Th e diastolic fi lling phase starts 
at the point A and fi nishes at C, when the mitral valve closes. 
Due to ventricular relaxation and distensibility the pressure 
decreases initially (from A to B), despite the rapid ventricular 
fi lling. During the remainder of the diastole (B–C) the ventricu-
lar pressure increases slightly. During the isovolumic ventricular 
contraction the pressure steeply increases, and the volume 
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remains constant (C–D). At D the aortic valve opens, and rapid 
ejection of blood to the aorta occurs (D–E), during this part of 
the systole the ventricular volume decreases rapidly with a less 
steep increase of the ventricular pressure. Th e rapid ejection is 
followed by the reduced ejection phase (E–F) and a small decrease 
in ventricular pressure. At F the aortic valve closes and the iso-
volumic relaxation starts (F–A). Th e opening of the mitral valve 
at point A completes the pressure–volume loop.

14.4 The Pulsatile Blood Flow

Th e cardiac cycle is a periodic event that repeats itself every heart-
beat. From the fact that the pulsatile fl ow from the heart into the 
aorta is cyclic, the aortic pressure wave can be expanded in a 
polynomial expression using the Fourier algorithm. Figure 14.4 
illustrates how the sinusoidal polynomial expansion of the aortic 
pressure can be captured by the sum of the fi rst four terms. Th is 
Fourier expansion will prove valuable in describing the frequency 
behavior of fl ow in Chapter 17.

14.5  Heart Sounds

With electronic amplifi cation, four heart sounds can be dis-
criminated and graphically recorded as a phonocardiogram 
(Figure 14.2). With a stethoscope, only two are usually audible. 
Th e fi rst heart sound (S1) occurs at the onset of ventricular 
 systole and it is chiefl y caused by the abrupt closure of the AV 
valves and the consequent vibration of the ventricular walls and 
oscillation of the blood in the ventricular chambers. It has a 
crescendo–decrescendo quality. It is the loudest and longest of 
the heart sounds; it can be heard most clearly over the apical 
region of the heart. Th e intensity of the S1 depends mainly on 
the ventricular contraction force. Th e second heart sound (S2) 
occurs at the beginning of isovolumic relaxation and arises 
from the closure of the semilunar valves. Th e aortic valve closes 
slightly before the pulmonic valve. During the inspiratory 
phase, this time diff erence is enhanced and it is referred to as 
the physiological splitting of the second heart sound. Th e rea-
son for the increased time diff erence between the semilunar 
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valves closure is the prolonged ejection of the right ventricle. 
During inspiration, the intrathoracic pressure decreases and 
this enhances venous return and the diastolic fi lling of the right 
ventricle; consequently, the ejection of the extra blood volume 
needs a little extra time. Th e third heart sound (S3) sometimes 
can be detected in healthy children; however, it is more com-
monly heard in patients with heart failure. It occurs in early 
diastole and the possible cause of this low-intensity sound is the 
vibration of the ventricular wall caused by abrupt cessation of 
ventricular distension during ventricular fi lling. Th e fourth 
heart sound (S4) is rarely heard in normal individuals. It is cre-
ated by the atrial contraction, which results in oscillation of 
blood and cardiac chambers.

14.5.1   Measurement of Arterial Blood 
Pressure: Korotkoff Sounds

Measuring a patient’s systolic and diastolic blood pressures is 
one the most routine diagnostic tools in the hands of a physician. 
Th e most widely used noninvasive method is based on ausculta-
tion technique. A right-sized infl atable cuff  is wrapped around 
the patient’s upper arm and the pressure within the cuff  is moni-
tored with a mercury manometer.

Th e pneumatic cuff  is infl ated with air to a pressure (Pcuff ) well 
above the normal systolic pressure, which makes the blood ves-
sels in the upper arm to be compressed and then the cuff  is slowly 
defl ated. Th e blood pressure (Pvessel) assessment is based on the 
detection of low-pitched Korotkoff  sounds over a peripheral 
artery with a stethoscope at a point distal to cuff  compression of 
the artery (Figure 14.5). Th e tapping sounds occur when cuff  
pressure falls below the peak arterial systolic pressure and results 
from abrupt arterial opening and turbulent jet of fl ow in the 
 partially collapsed artery. Th e Korotkoff  sounds are heard when 
the cuff  pressure is between the systolic and diastolic arterial 
pressures. Th e highest cuff  pressure at which the tapping sounds 

are detected defi nes the systolic arterial blood pressure. Th e cuff  
pressure at which the Korotkoff  sounds diminish defi nes the 
diastolic arterial pressure.

14.6  Arterial System: Arteries 
and Arterioles

Th e arterial system can be subdivided into vessel sizes arranged 
in accordance with their respective function and location in the 
circulatory system.

14.6.1   Basic Functions of the Systemic 
Arterial System

Th e principal function of the circulatory system is to provide an 
adequate quantity of blood fl ow to the capillary beds throughout 
the body. Th e metabolic rates, and consequently the blood fl ow 
requirements in diff erent organs and regions of the body, change 
continuously as people live their daily life. Th us, the magnitude 
of the cardiac output and its distribution has to be constantly 
adjusted to the actual need of the systemic organs.

In the following section the general principles involved in the 
regulation of blood pressure and blood fl ow will be discussed.

Th e highest blood pressure can be measured in the aorta and 
as the blood fl ows away from the heart the pressure decreases 
(Figure 14.6). In normal adult the mean aortic pressure is about 
95 mm Hg. As indicated earlier, the aorta and the large arteries 
have a relatively little resistance to fl ow; thus the mean blood 
pressure does not decrease signifi cantly along their lengths. Th e 
highest resistance to fl ow is caused by the small arteries and 

FIGURE 14.5  Th e pneumatic cuff  pressure exceeds the arterial pres-
sure at the upper arm (Pcuff  > Pvessel). Th e cuff  is slowly defl ated and the 
blood pressure assessment is based on the detection of Korotkoff  sounds 
over the peripheral artery with a stethoscope.
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FIGURE 14.6  Schematic illustration of the systemic vasculature from 
the aorta to the right atrium: fl ow velocities, blood volumes, blood pres-
sures, and vascular resistance.
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arterioles, by the so-called resistance vessels resulting in 50–70% 
of pressure drop. At the capillary level the mean blood pressure 
is around 25 mm Hg. As the blood travels back to the heart, its 
pressure decreases further; at the level of the right atrium, it is 
very close to 0 mm Hg. Th e basic fl ow equation is analogous to 
Ohm’s law (Equation 14.3):

 I =   U __ R  . (14.3)

which describes the relationship between current (I), voltage 
(U), and resistance (R). In the basic fl ow equation (Equation 
14.4) the blood fl ow rate (Q in volume/time) corresponds to the 
electric current, the pressure diff erence (ΔP in mm Hg) to the 
electric potential diff erence, and the resistance to fl ow (R in 
mm Hg × time/volume) to electric resistance.

 Q =   ΔP ___ R  . (14.4)

Blood fl ow rate (Q) increases with an increase in the pressure 
gradient (ΔP = Poutlet − Pinlet). Th e pressure gradient gives the 
driving force for the fl ow. Th e vascular resistance indicates how 
much of pressure gradient is needed to achieve a certain fl ow.

Th e vessels network’s overall resistance can be calculated 
analogous to the overall resistance in electrical circuits. When 
vessels with individual resistances R1, R2, . . . , Rn are connected 
in series as indicated in Figure 14.7, the total series resistance (Rs) 
across the network is given by Equation 14.5:

 Rs = R1 + R2 + . . . + Rn. (14.5)

When the vessels with individual resistances (R1, R2, R3, . . . , Rn)
are arranged to form a parallel network, as illustrated in Figure 
14.8 the overall resistance for the parallel network (Rp) can be cal-
culated according to the following formula (Equation 14.6):

   1 ___ Rp
   =   1 __ R1

   +   1 __ R2
   + … +   1 ___ Rn

  . (14.6)

As the equation implies, in general, the more parallel elements 
constitute the network, the lower the total resistance of the 
 network. Th is is true for the capillary vascular beds as well, where 
the individual vessel has a relatively high resistance; however, 
many capillary vessels in parallel confi guration can have a low 
total resistance. Th e total blood fl ow through a series and a paral-
lel resistance network is Qs = ΔP/Rs and Qp = ΔP/Rp, respectively.

Th e conduits of the circulatory system are arranged in series 
and in parallel (Figure 14.8). Th e two sides of the heart are in 
series with each other and are separated by the pulmonary and 

R1 R2 R3

O
Pinlet Poutlet

FIGURE 14.7  Illustration of the series resistance network.
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systemic circulation. Consequently, the right and the left  ventri-
cles must each pump the same amount of blood each minute. 
Th is blood volume is called the cardiac output. Th e systemic 
organs are functionally arranged in parallel (i.e., side by side). 
One major exception is the liver, which receives blood directly 
from the intestinal tract via the hepatic portal system. Th e liver 
circulation is also supplied via the hepatic artery of the aorta. As 
a consequence of the latter, the liver circulation has parts that are 
in series and parts that are in parallel with the intestinal circula-
tion. Th e hemodynamic implications of the parallel arrangement 
of the systemic circulation are the following: First, the fl ow 
through any one of the systemic organs can be independently 
regulated; thus, blood fl ow changes in one organ do not signifi -
cantly aff ect the blood fl ow in other organs. Second, the arterial 
blood composition is almost identical for all systemic organs.

14.6.2   Components of the Sytematic 
Arterial System

Th e arterial system is divided into the systemic and pulmonary 
circulation. Th e principal function of the circulation is to carry 
blood from the heart to the capillary beds and back to the heart. 
Th e distribution of blood volume is controlled by the anatomical 
vessel arrangement and physiologic control of vessel constric-
tion and dilation. Th e main regulatory vessels are the arterioles, 
which are the terminal components of the arterial system. 
Between the arterioles and the heart, the main conduit vessels, 
namely, the aorta and the pulmonary artery, and their branches 
transfer the blood toward the periphery. Th e intermittent output 
of the heart is converted to a steady fl ow as the blood reaches the 
capillary beds. Th is dampening function of the large vessels can 
be attributed to the elastic properties of the large arteries.

Th e entire stroke volume is ejected into the arterial system 
during a systole. Th e energy of cardiac contraction is dissipated 
as a forward capillary fl ow and as potential energy stored in the 
stretched arteries. During the diastole, which occupies about 
two-third of the cardiac cycle, the elastic recoil of the arteries 
converts the stored potential energy into blood fl ow. Th e elastic 
nature of the vessels is characterized by the parameter called 
compliance (C) as described by Equation 14.7.

 C =   ΔV ___ ΔP  . (14.7)

where compliance (C) describes how much the vessel’s volume 
changes (ΔV) in response to the change in distending pressure 
(ΔP). Th e distending pressure is the pressure diff erence between 
the intraluminal and outside pressures on the vascular wall. As 
they are branching off  the aorta, the large arteries distribute the 
blood to specifi c regions and organs of the body. Th e consecutive 
branching of the arteries causes an exponential increase in the 
number of arteries. While the individual vessel diameter gets 
smaller and smaller, the total vessel cross-sectional area increases 
several fold compared to the aortic cross-section. Arteries are 
oft en termed as conduit vessels, since they have relatively low 
and constant resistance to blood fl ow. Once the vessel diameter 

decreases below 200 μm, the arteries are termed as arterioles. 
Th e majority of arterioles range in diameter between 5 and 
100 μm, and in the proportion of luminal dimensions they have 
a thicker vessel wall with much more smooth muscle and less 
elastic fi ber than in the arteries. Th e arterioles regulate the blood 
fl ow and blood pressure within organs. Th eir wall is rich in 
smooth muscle cells; thus their diameter can be actively changed. 
Because of these characteristics, they are oft en termed as resis-
tance vessels. Th e arterioles give rise directly to the capillaries 
(5–10 μm). Some capillaries have diameters less than that of the 
red blood cells (7 μm); it is necessary that the cells must deform 
to pass through them. Th e capillary wall is composed of only 
endothelial cells and a basement membrane. Th e capillaries are 
the smallest vessels of the vascular system, although they have 
the greatest total collective cross-sectional area because they are 
so numerous.

Th e combined cross-sectional area of the capillary system is 
about 1000 times greater than the cross-section of the aortic 
root; consequently, the mean blood fl ow velocity is about 1000-
fold less than the velocity in the aorta (0.5 mm/s versus 
500 mm/s). Th e capillaries have a cumulative 100 m2 of surface 
area, which serves as the location for exchange of gases and sol-
utes between blood and interstitial fl uid. Referring to their func-
tion, capillaries are oft en termed as the primary exchange vessels 
of the circulatory system.

14.7 Venules and Veins

Aft er leaving capillaries, the blood is collected in highly perme-
able postcapillary venules, which serves as exchange vessels for 
fl uid and macromolecules. As postcapillary venules converge, 
they form larger venules with vessel wall containing smooth 
muscle cells. Th ese vessels like the arterioles are capable of active 
diameter change. By contracting or dilating they play an impor-
tant role in intracapillary pressure regulation.

Venules converge and form larger veins. Together venules and 
veins are the primary site where more than 50% of the total blood 
volume is found and where the circulating blood volume is regu-
lated. Consequently, they are termed as primary capacitance ves-
sels of the body. Th e fi nal veins are the inferior and superior venae 
cavae, which are connected to the right atrium of the heart.

14.7.1   Control of Peripheral Blood 
Flow Distribution

It is important to note the diff erence between blood fl ow (vol-
ume/time) and blood fl ow velocity (distance/time) in the vascu-
lar system. Consider that the blood fl ows rapidly in the peripheral 
vascular system in the region where the total cross-sectional 
area is the smallest (the aorta), and the fl ow is most slow in the 
region with the largest cross-section (the capillary beds). Th e 
blood fl ow velocity varies inversely with the local cross-sectional 
area (Figure 14.6).

As was previously described, the major portion of the circu-
lating blood is contained within the veins of the systemic organs. 
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Th is large blood reservoir is termed as a peripheral venous pool. 
Th e inferior and superior venae cavae and the right atrium con-
stitute the central venous pool, which is smaller in volume than 
the peripheral pool. When the veins of the peripheral pool con-
strict, the blood enters the central venous pool and consequently 
the cardiac fi lling enhances, which in turn increases stroke vol-
ume according to the Frank–Starling law, which is described in 
more detail in Chapter 15. Th us, the peripheral veins have great 
importance in controlling the cardiac output.

Th e aortic pressure fl uctuates between systolic and diastolic 
values with each heartbeat. Th e diff erence between the systolic 
and diastolic pressures is the aortic pulse pressure. As blood 
fl ows down the aorta and the consecutive segments of the arter-
ies, characteristic changes take place in the shape of the pressure 
curve. As the pulse wave moves away from the aorta the systolic 
pressure rises and the diastolic pressure decreases (Figure 14.5). 
Th e probable reason for this hemodynamic phenomenon is the 
decreased compliance of the peripheral vessels and the gener-
ated refl ective waves, which travel back toward the heart and 
summate with the pulse wave traveling down the aorta and the 
arteries. Th e mean arterial pressure decreases by only a small 
amount in the arterial system, because the distributing arteries 
have relatively low resistance. Th e largest pressure drop occurs 
in the arterioles, and by the capillary beds the blood pressure 
declines to 25 mm Hg. In the venules and veins, the blood pres-
sure decreases further, and the fi lling pressure for the right side 
of the heart (central venous pressure) is close to 0 mm Hg.

Th e diff erent organs receive diff erent amounts of blood dur-
ing rest and exercise. Normally, the kidney, muscle, and abdomi-
nal organs receive about 20% each, while the skin receives 10%, 
the brain 13%, the heart 4%, and other regions about 10%. 
During exercise, blood fl ow will be tenfold in the muscles, triples 
in the heart and skin, while it decreases in the kidney, abdomen, 
and other regions to about a half. Th e brain has no change com-
pared to rest. Control of blood fl ow is regulated at diff erent levels 
and at diff erent times, both locally and by the autonomic ner-
vous system.

At the tissue level, at the smaller arterioles, mostly local 
metabolites are active. Within minutes, fl ow is mostly con-
trolled by the needs of the tissue (for oxygen, nutrients) and 
also by some special needs (heat loss in the skin, excretion by 
the kidneys). Blood fl ow is increased if CO2 is high, pH is low, 
or O2 is decreased. Low O2 causes production of vasodilator 
substances; also, an increased metabolic demand (low concen-
tration of O2 or other nutrients locally) causes vasodilatation. 
Blood pressure also has a regulating role. If blood pressure is 
high, nutrient supply will also be high, while the concentration 
of vasodilating substances decreases (washout), which in turn 
causes vasoconstriction. Th e reverse is true if blood pressure is 
low, which causes ischemia and an elevation in the concentra-
tion of vasodilating substances. During active hyperemia, 
increased activity in the tissue causes an elevated local blood 
fl ow (like in the muscles during exercise). During reactive 
hyperemia, transient decrease in blood fl ow is followed by an 
increased blood supply.

In most of the organs, blood fl ow is relatively constant within 
certain pressure limits, which is caused by autoregulation. Th is 
is achieved by the local metabolic regulation mentioned above 
(washout of dilating substances by the initial higher fl ow) and 
also by the myogenic response to higher pressures causing ele-
vated arteriolar tone and resistance. For example, in the brain 
this is because blood fl ow is very sensitive to concentration of 
CO2 and H+.

Persistent changes in blood fl ow (like chronic ischemia) cause 
structural changes on the long term, like the development of col-
lateral vessels as well as dilatation of vessels.

Besides local factors, blood fl ow is infl uenced by central 
mechanisms—the autonomic nervous system. Th e blood vessels 
are innervated by the sympathetic nervous system—a constant 
level of output maintains vessels in a partially contracted state 
called the vasomotor tone. An increase in the sympathetic activ-
ity causes increased resistance in the smaller arterial vessels, 
while in the larger arteries and veins it infl uences the distribu-
tion of blood volume.

Lastly, blood fl ow is also regulated by several vasoconstricting 
and vasodilating humoral factors [vasoconstrictors: adrenaline–
noradrenaline, angiotensin, vasoactive hormones (ADH), etc.; 
vasodilators: histamine, bradykinin, etc.].

14.7.2  Mechanisms of Vasoconstriction

Th e increased concentration of calcium (Ca2+ ions) within vascu-
lar smooth muscle leads to vasoconstriction. Th ere are several 
mechanisms that can elicit such a response. Th e two most impor-
tant ones are circulating epinephrine and activation of the sympa-
thetic nervous system (through release of norepinephrine). Th ese 
compounds connect with cell surface adrenergic receptors. 
Circulating catecholamines probably have a role under situations 
when their levels are much higher than normal (like vigorous exer-
cise or hemorrhagic shock). Th ere is also a vasodilating role of 
moderate levels of epinephrine via β2 receptors (e.g., in the muscle 
during exercise). Many other factors are involved in vasoconstric-
tion as mentioned in the previous chapter. Angiotensin II is pro-
duced from angiotensin I by renin (released from the kidney) in 
response to decreased blood pressure. Vasopressin (ADH) is a hor-
mone produced by the hypothalamus and released from the poste-
rior pituitary gland due to hypovolemia or decreased extracellular 
fl uid osmolality; it has a vasoconstrictive eff ect besides decreasing 
water excretion by the kidney. Th e latter two substances probably 
have vasoconstrictor roles during hypovolemic shock states. 
Endothelin I (ET-1) is a 21-amino-acid peptide that is produced by 
the vascular endothelium from a 39-amino-acid precursor, big 
ET-1. Its level is increased by diff erent stimuli (like angiotensin II, 
ADH, increased shear stress, etc.). Endothelin has a vasodilating 
action if connected to the endothelium ETB receptors through the 
formation of NO, while it causes vasoconstriction if it is bound to 
smooth muscle ETA and ETB receptors (under normal conditions, 
ETA receptors predominate in vessels). Some prostaglandins (like 
thromboxane) are also capable of eliciting a vasoconstrictive 
response. Besides local metabolic and humoral factors, arterioles 
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also respond to pressure changes. In case pressure increases sud-
denly, the vessel will dilate fi rst passively and then constrict actively 
(the opposite  happens with a sudden decrease in pressure). Th is is 
called the myogenic response.

14.8  Vascular Control in Specifi c 
Tissues

Blood fl ow in some organs is mostly controlled by local meta-
bolic control (like the brain, skeletal muscle, and heart), while in 
others (like the kidneys, skin, and abdominal organs) it is infl u-
enced more by sympathetic nervous activity.

Coronary blood fl ow is mainly determined by myocardial 
oxygen requirement. Th is is met by the heart’s ability to change 
coronary vascular resistance considerably, while the myocar-
dium extracts a high and relatively fi xed amount of oxygen.

In the heart, external compressive forces are more pronounced 
in the endocardial region; under normal situations this is bal-
anced by the longer diastolic fi lling time. However, in the case of 
left  ventricular hypertrophy or coronary stenoses, decreased blood 
fl ow will fi rst cause ischemia in these regions. Increased activity of 
sympathetic fi bers (exercise or stress) causes vasodilatation rather 
than vasoconstriction in the heart. It is caused by the concurrent 
elevation in myocardial metabolic needs (increased heart rate and 
contractility), increased oxygen consumption, and therefore a 
more pronounced local metabolic vasodilating action that coun-
teracts the sympathetic vasoconstriction.

In the skeletal muscle, blood fl ow is low under normal cir-
cumstances, but is still above the metabolic needs. It is under a 
very strong metabolic control, and muscle oxygen consumption 
is the primary determinant of blood fl ow.

Th e brain has a nearly constant rate of metabolism and its 
 circulation is autoregulated very tightly by local mechanisms 
causing an even fl ow under most circumstances (unless blood 
pressure is very low or under changes of pCO2). On the other 
hand, blood fl ow to diff erent regions of the brain can change 
due to increased local activity. Cerebral blood fl ow increases/
decreases with higher/lower partial pressure of CO2 (pCO2), 
respectively. pCO2 changes infl uence cellular H+ concentrations, 
which has an eff ect on the arterioles. Cerebral vasodilatation 
is also caused by a decrease in pO2. Th e sympathetic and 

 parasympathetic fi bers have little eff ect on cerebral blood fl ow 
during normal conditions, although sympathetic tone may pro-
tect cerebral vessels from excessive distention if the arterial pres-
sure rises suddenly to high levels.

Abdominal organs are innervated by sympathetic vasocon-
strictor nerves, which play a major role in blood fl ow regulation. 
Increased tone causes a drastic decrease in fl ow and mobiliza-
tion of large amounts of blood into the venous pool. Food inges-
tion also increases blood fl ow in these organs. Th e kidneys are 
under strong sympathetic control; under prolonged and marked 
vasoconstrictor tone, even renal failure can develop.

Blood fl ow to the skin is altered by metabolic changes and 
environmental conditions (temperature homeostasis). An exten-
sive venous system of small vessels (the venous plexus) contains 
much of the blood volume of the skin; increased tone of sympa-
thetic fi bers causes vasoconstriction and a decrease in heat loss. 
Th e arteriolar, resistance vessels in the skin are also innervated 
by sympathetic fi bers and have a high baseline tone. Heat loss is 
achieved by a decreased sympathetic tone, but also in some areas 
cholinergic sympathetic fi bers cause vasodilatation and sweat-
ing. Not only the body, but also local skin temperature can aff ect 
blood fl ow.

Pulmonary blood fl ow equals cardiac output. Pulmonary ves-
sels have low resistance and are more compliant than the sys-
temic arteries. A rise in pulmonary arterial pressure causes a 
decrease in pulmonary vascular resistance. Another major dif-
ference is that hypoxia causes vasoconstriction in pulmonary 
arteries, its mechanism is not clear. It helps to maintain blood 
fl ow to areas of the lung with adequate ventilation.
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15.1 Introduction

Metabolism in the human body is dependent on blood fl ow. Just 
5 min aft er cessation of blood fl ow in the arteries, irreversible 
changes happen in the most sensitive tissues. Each tissue type 
needs a more or less continuous blood supply. Oxygen and sub-
stances have to be transported to the cells, and carbon dioxide 
and end product metabolites have to be washed out, taken away, 
and excreted.

Th e human heart and vasculature have to meet all these needs 
life long under all circumstances. Just consider the necessary 
changes during exercise, digesting a meal, aft er standing up 
from a lying position, under stress, during hemorrhage, and so 
on. Also think of the not so easy anatomy of the human vascula-
ture: the double circuit and double pump system.

Engineering of another system with comparable endurance 
and control has still not occurred. No wonder that cardiovascu-
lar morbidity and mortality are among the major issues of the 
modern world and health systems.

Th is section aims to describe the control of this unique system. 
Th e fi rst two subsections deal with heart rate (HR) (Section 15.2) 
and stroke volume (SV) (Section 15.3), the two determinants of 
cardiac output (CO). Subsection 15.3 deal with neural  control of 
CO and all of its determinants. Aft er a short section about car-
diovascular reserve, measurements of the determining factors of 
circulation are discussed.

15.2 Control of HR

HR is controlled by the sinoatrial (SA) node. Th e SA node is a 
pacemaker that is capable of initiating a heartbeat on its own, 
but has a strong neural control mechanism. Th e average resting 
heartbeat is around 70 min−1, which decreases during sleep and 
gets higher during exercise or stress. Clinically a heartbeat of 
less than 60 min−1 is called bradycardia and a heartbeat of greater 
than 100 min−1 is called tachycardia. Regulation of the heartbeat 
is under autonomic nervous control. Th e two main functional 
components of this system are the sympathetic and parasympa-
thetic pathways. Sympathetic activity enhances HR, whereas 
parasympathetic activity diminishes HR.

Th e parasympathetic pathway of the heart originates 
from the medulla oblongata (nucleus dorsalis nervi vagi or 
parts of the nucleus ambiguous). As for all eff erent autonomic 
nervous pathways, the fi rst fi bers have to synapse with post-
ganglionic cells to reach the desired organ. Th e fi rst fi bers are 
carried by the vagus nerve, which travels through the neck 
close to the carotid arteries to the mediastinum and from there 
to the epicardial surface of the heart. Th e parasympathetic 
ganglia lie in the epicardial surface or very close to the sinus 
and the atrio-ventricular (AV) nodes. Th e neurotransmitter of 
the postganglionic neuron is acetylcholine, which acts rapidly 
on the postganglionic potassium channels. Both the SA and 
the AV node are rich in cholinesterase, which breaks down 
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 acetylcholine very fast. Th us a beat-by-beat regulation can 
be achieved.

Th e sympathetic preganglionic fi bers originate from the 
C6-T6 (variations exits) segments of the spinal cord and synapse 
in the paravertebral chains of ganglia (stellate or middle cervi-
cal). Th e postganglionic sympathetic fi bers form an extensive 
epicardial plexus together with preganglionic parasympathetic 
fi bers. Th e postsynaptic neurotransmitter is norepinephrine, 
which activates a relatively slow second messenger system, 
namely the adenyl cyclase system. Norepinephrine is taken up 
by nerve terminals and the reminder is washed out slowly by the 
bloodstream. Th us a beat-by-beat regulation is not possible for 
the sympathetic nervous system. Sympathetic activity has a 
delayed and prolonged response on the heartbeat.

β-Adrenergic receptor antagonists (propranolol, metoprolol, 
bisoprolol, and nebivolol) can prevent sympathetic activity on 
the sinus node, whereas atropine can block the postsynaptic 
eff ect of acetylcholine on muscarinic receptors. Usually, the 
sinus node is under parasympathetic tone. If atropine is given, 
the HR quickly increases, while β blockers have just a slight 
HR-lowering eff ect.1

15.3 Control of SV

Th e volume of blood ejected from the ventricle is called the 
stroke volume (SV).2 SV (whose unit is liter) and HR (whose unit 
is L/min) are the two determinants of CO. CO is the volume of 
blood pumped by the heart per minute and its unit is L/min.

 CO = HR × SV, (15.1)

HR—as described above—is under strong neural control, 
although the SA node is able to maintain a stable rhythm spon-
taneously. SV, on the other hand, has strong intrinsic control 
systems. Denervated hearts can adapt to diff erent needs in CO, 
mainly by altering SV.

Th e Frank–Starling (Otto Frank and Ernest Starling) mecha-
nism is a well-studied quality of the heart; nevertheless, the pre-
sumed physiological basis has changed a lot since its discovery a 
century ago. Th ese two physiologists independently discovered 
the same responses of isolated hearts to changes in preload and 
aft erload.

15.3.1 The Frank–Starling Mechanism

If the myofi laments of the heart are more stretched before con-
traction (at the end of diastole) they generate a stronger contrac-
tion during systole. Th is eff ect cannot be described by a precise 
equation; rather it can be measured and plotted on a graph. Th is 
graph is called the ventricular function curve (Figure 15.1).

Preload is the force that dilates the ventricular musculature or 
myofi laments before the onset of contraction. Th is can be mea-
sured as the ventricular fi lling pressure, or more accurately the 
end diastolic pressure. Since it is the left  ventricle that pumps 
blood into the systemic circulation, we analyze the left  ventricu-

lar end diastolic pressure (LVEDP) or volume (LVEDV). LVEDV 
represents, more precisely, the stretch of myofi laments.

Aft erload is the mean aortic pressure that has to be overcome 
by the ventricular contraction. Th e Frank–Starling mechanism 
shows that in case the preload rises (stretching of myofi laments), 
the heart reacts with a higher performance [elevated SV, CO, or 
elevated stroke work, which is the product of SV and mean arte-
rial pressure (MAP)].

Th e physiological basis is a stretch-induced change in the sen-
sitivity of the cardiac myofi laments to calcium. More calcium 
during contraction causes enhanced myocardial performance.

In case the venous return increases (systemic resistance drops 
because of the need for a higher CO state), the SV and CO rise 
because of this intrinsic control mechanism. So, if cardiac perfor-
mance has to be measured, this should always be made according 
to preload levels. Moreover, the ventricular function curve (fi ber 
length on the abscissa and ventricular performance on the ordi-
nate axis) has to be plotted (Figure 15.1). Th is function curve rep-
resents the myocardial contractility: ventricular performance that 
is independent of preload and aft erload. Th e myocardial function 
curve has a downslope at very high fi lling pressures, indicating an 
optimum fi ber length for myocardial performance. If the curve 
moves to the left  it means an improvement of contractility (heal-
ing of stunned myocardium aft er an acute myocardial infarction). 
If the curve moves to the right it means deterioration of contractil-
ity [worsening of chronic heart failure (CHF)].

Neural control of SV (more correctly of ventricular contrac-
tility) is achieved mainly through sympathetic fi bers. Para-
sympathetic fi bers do innervate the ventricular myocardium but 
their depressing eff ect on contractility is less pronounced. Th e 
sympathetic postganglionic fi bers secrete norepinephrine to the 
myocardial synapses and shift  the ventricular function curve to the 
left  by raising intracellular cyclic AMP levels, which activates Ca 
channels. Although the myocardium has a strong intrinsic control, 
these eff ects can modify the SV and performance signifi cantly.

Circulating catecholamines secreted from the medulla of the 
adrenal gland (epinephrine and norepinephrine) reach the heart 

Myocardial
perfomance
SV (mL) or
CO (L/min) or
Stroke work
(g.m)

End-diastolic fiber length or left ventricular end-
diastolic volume [LVEDV (mL)] or left ventricular end
diastolic presure [LVEDP (cm H2O)]

FIGURE 15.1 Th e Frank–Starling mechanism. Ventricular function 
curve: increased stretching of myofi laments before contractions results 
in the increased strength of the contraction and hence results in 
increased myocardial performance.
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through the bloodstream, but their eff ect on contractility is less 
than moderate compared with neurally released norepinephrine.

15.3.2 Changes in Ventricular Contractility

In the normal state, ventricular contraction meets the needs of 
the circulation. Central venous pressure (CVP) representing 
preload is kept within the normal range during any kind of 
change in CO. Hence myocardial contractility changes accord-
ing to the needs of the circulation.

Th ere are pathological states where the contractility of the 
ventricle diminishes. Acute heart failure is mostly caused by 
acute myocardial infarction. A part of the myocardium, the one 
that was supplied with blood by the occluded coronary artery, 
fails to contract. Th is prompt drop in myocardial contractility 
oft en cannot be compensated for by the circulatory system and 
results in a subsequent drop of CO. Th e reduced CO is not 
enough to meet with the needs of the vascular system, and 
hypotension and shock arise as a result.3

CHF, on the other hand, has a diff erent clinical path. CHF is 
caused by essential hypertension, ischemic heart disease, and 
toxic agents like alcohol. Slow onset of the diminished ventricular 
contractility allows the circulatory system to adapt (Figure 15.2).

Retention of fl uid by the kidneys enhances the fi lling pres-
sure, which keeps the CO at or near the normal level. Th is eff ect 
was achieved not by enhancing the myocardial contractility 
(which is not possible in the case of heart failure) but by the 
Frank–Starling mechanism. As it is obvious from the picture 
this adaptation can only work in the case of moderate CHF. 
Severe CHF lowers the contractility of the myocardium to some 
degree, whereas the Frank–Starling mechanism cannot com-
pensate for higher fi lling pressures.

Th ere are reversible causes of reduced contractility (reperfu-
sion of stunned myocardium in acute myocardial infarction, and 
recovery aft er a severe myocarditis). In this case, the temporal 
high-fi lling-pressure phase is followed by a normalization of con-
tractility and fl uid excretion by the kidneys to a normal CVP.

15.3.3  Ventricular Adaptation during 
Spontaneous Activity

For didactic reasons, HR and SV have been discussed separately 
above. However, this does not represent physiological function. 
By increasing the HR, a number of factors are going to change: 
diastolic fi lling time and consequently fi lling pressure and 
LVEDV are going to drop. Th is drop means a shift , on the func-
tion curve, toward less stretch of myofi laments and lower SV. 
Th e opposite is true for elevated HR. A change in CVP alters not 
only SV but also HR.

Spontaneous activity also involves movement of the body, 
which causes fl ow and pressure changes because of gravity. 
Although in a closed circuit the counterforce of the arterial side 
should drive the venous blood back toward the heart, gravity 
tends to pool blood in the lower extremities. Venous compliance 
and the insuffi  ciency of venous valves and muscle contraction 
cause piling up of blood and diminish the fi lling pressure.

Heat or cold can dilate or constrict the arterial system, thereby 
causing changes in peripheral vasculature resistance.

Exercise dilates the vasculature of the muscles to enhance 
blood supply and to meet metabolic requirements. Th is in turn 
lowers aft erload and enhances venous return and hence elevates 
preload. Th is state has to be compensated for by increasing the 
CO. Th is can mean a four- to sixfold increase in CO. Th ese 
 factors indicate that knowledge about the vascular part of the 
circulatory system is essential. It is more about the coupling 
of the heart as a pump to the vascular system that determines 
ventricular adaptation.

A vascular function curve can be drawn according to the ven-
tricular function curve (Figure 15.3). If the CO is zero (the heart 
does not pump) a certain CVP can be measured. By increasing 
the level of CO, the CVP will drop. Th is draws a graph showing 
a fi rst-order connection between CO and CVP. As CO rises 
beyond a certain limit, CVP drops below zero, which means a 
reduction in venous return, what keeps the CO level constant. 

Elevation of filling 
pressure 

Left ventricular end diastolic
pressure [LVEDP (cm H2O)] or
central venous pressure (CVP)

Normal 
contractility CO (L/min)

Normal 
CO level 

Moderate 
CHF 

Severe CHF

FIGURE 15.2 Changes in contractility during heath failure and com-
pensatory mechanisms. In case of heart failure the ventricular function 
curve has a right shift  compared to the normal state. Th is means a drop 
in contractility. Normal CO levels can only be achieved with elevated 
preload levels. (Adapted from Koeppan, B.M. and Stanton B.A., Berne 
and Lewy Physiology, Sixth Edition, Philadelphia, PA: Elsevier, 2008.)

Central venous pressure CVP
(mm Hg)

Vascular function 
curve 

Ventricular 
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FIGURE 15.3 Vascular function curve (black) and ventricular func-
tion curve (gray) plotted on the same graph. Th e right intersection of the 
vascular function curve with the abscissa represents the theoretical point 
where the heart stops to pump. Th ere is a fi rst-order connection between 
CO and CVP (Equation 8.4) to the point where CVP is zero. CVP cannot 
fall below zero; thus on the left  of the CVP = 0 point, the vascular func-
tion curve is horizontal. (See main text.) (Adapted from Koeppan, B.M. 
and Stanton B.A., Berne and Lewy Physiology, Sixth Edition, Philadelphia, 
PA: Elsevier, 2008.)
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Th e connection between CO and CVP is the peripheral resis-
tance (R). CVP is inversely proportional to the arteriovenous 
pressure diff erence (ΔP).

 ΔParteriovenous =   k ____ CVP  , where k is a constant. (15.2)

Th e peripheral resistance is defi ned by the arteriovenous pres-
sure diff erence and the CO.

 R =   ΔParteriovenous __________ CO  . (15.3)

Combining Equations 15.2 and 15.3 leads to the following 
expression for the CO:

 CO =   k __ R   ⋅   1 _____ CVP  , where   k __ R   is a constant. (15.4)

Th is equation represents the fi rst-order connection between CO 
and CVP.

By plotting the vascular and ventricular function curves on 
the same graph, an intersection of the two curves is visible 
(Figure 15.3). Th is intersection is the equilibrium point. If these 
curves change (ventricular contractility changes, and vascular 
fi lling and vascular resistance changes), the intersection point is 
going to point out a new equilibrium state.

CO is infl uenced by HR, contractility, and vascular coupling 
(preload and aft erload).

15.4  Neural Control over Cardiac 
Performance (Blood Pressure, 
CO, and HR)

Two main refl exes can be distinguished in the control of arterial 
pressure: baroreceptor refl ex and chemoreceptor refl ex. 
Additional refl exes include the hypothalamus, cerebrum, skin, 
and viscera, as well as pulmonary receptors.3

15.4.1 The Pressoreceptor Refl exes

Arterial pressure is dependent on several factors. One of the pri-
mary regulation mechanisms is the pressoreceptor refl ex.

15.4.2 Baroreceptor Refl ex

Th is refl ex is like a diff erential type regulation of engineered sys-
tems. It works during fast changes in blood pressure.

Stretch receptors are located in the aortic arch and carotid 
sinuses. Impulses from the carotid sinuses travel through the 
nerve of Herring to the glossopharyngeal nerve (cranial nerve 
IX) and impulses from the aortic arch travel through the vagus 
nerve (cranial nerve X) to end in the nucleus of the tractus 
 solitarius (NTS). NTS is the center of the medulla oblongata 
where aff erent fi bers from chemo- and baroreceptors merge. 
Aff erent fi ber impulses inhibit sympathetic tone in the  peripheral 

vasculature by aff ecting the NTS and enhance parasympathetic 
tone by the vagus nerve.

Th e two main eff ects of the baroreceptors are the following.
A blood pressure rise results in a drop in HR, whereas a pres-

sure drop results in an elevation of HR. Th is inverse eff ect can be 
seen only in case of rapid changes of blood pressure and only 
within an intermediate range of pressure. Below the cutoff  point 
of 100 mm Hg and above 180 mm Hg, this eff ect is blunted 
(Figure 15.4).

Baroreceptors react to sudden changes in blood pressure, or 
rather to the pulse pressure. During upslope of the pulse ampli-
tude, fi ring of the aff erent receptor fi bers increases, whereas dur-
ing downslope (diastole), the fi ring gets inhibited. Th e impulses 
from the baroreceptors inhibit the cerebral vasoconstrictor 
areas, resulting in a decrease of the peripheral resistance and 
lowering of the blood pressure.

15.4.3 Bainbridge Refl ex 

Th e Bainbridge refl ex is named aft er the researcher who discov-
ered it. Th is refl ex describes the following phenomenon. Both the 
atria of the heart have stretch receptors. Th ese receptors measure 
the venous fi lling pressure and so the volume of the atria. Stretching 
of the atria results in an increase of HR. Th is refl ex is usually 
blanked by other refl exes that elicit opposite eff ects on HR.

15.5  A Description of the Integrated 
Refl ex

Baroreceptors play an important role in short-term adjustments 
of blood pressure. Long-term control is mainly a factor of fl uid 
balance regulated by the kidneys.

15.5.1 Chemoreceptor Refl exes

Peripheral chemoreceptors are located in the region of the aortic 
arch and carotid sinuses. Th ese are well-vascularized bodies 
measuring the pO2, pCO2, and pH of the arterial blood. Aff erent 

Arterial pressure (mm Hg)
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Heart rate 
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FIGURE 15.4 Baroreceptor response regarding HR. (Adapted from 
Kollai, M. and Koizumi, K., Pfl ügers Arch. 1989; 413(4): 365–371.)
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fi bers infl uence both the respiratory and the cardiovascular sys-
tem. Hence their eff ect in a normal functioning body is diverse.

Chemoreceptors are excited by hypoxia, hypercapnia, and 
acidosis. Th eir eff ects are the greatest in case hypoxia and hyper-
capnia coexist. Th e main function of these receptors is to regu-
late respiration, and cardiovascular eff ects are just secondary. 
Th e primary cardiovascular response is bradycardia in case 
chemoreceptors get stimulated. Aff erent fi bers excite the medul-
lary vagal center, which in turn has a negative chronotropic 
eff ect on the heart. In a clinical situation bradycardia is only 
seen in case respiratory eff ects are blocked (sedation, respiratory 
insuffi  ciency, airway obstruction, etc.). In a physically normal 
individual, secondary responses due to the enhanced respiration 
block bradycardia (hypocapnia and enhanced lung stretch).

Aff erent fi bers also stimulate the vasoconstrictor regions, 
thereby increasing peripheral resistance.

15.5.2  Chemoreceptor Effects from the 
Medullary Centers

pCO2 is the main stimulus for the chemosensitive regions of the 
medulla. A raise in pCO2 raises peripheral resistance by enhanc-
ing vascular tone, whereas a fall in pCO2 diminishes vascular tone 
and peripheral resistance. pH also aff ects these receptor areas: 
lowering of the blood pH elevates the vascular tone and periph-
eral resistance. Hypoxia has a minimal eff ect on these medullary 
receptors. Moderate hypoxia can stimulate the vasomotor region, 
but severe hypoxia depresses central neural activity.

15.5.3 Other Refl exes

15.5.3.1 Hypothalamus

Behavioral and emotional reactions can have huge eff ects on 
blood pressure and HR. Certain areas of this brain region can 
elevate the blood pressure and HR or decrease it. Th is is also 
central to body temperature control. In case temperature drops, 
the vasculature of the skin gets constricted to prevent heat loss.

15.5.3.2 Cerebrum

Th e cerebrum can control blood fl ow to diff erent areas of the 
body. Motor and premotor areas of the brain mostly elevate blood 
pressure, whereas fainting represents a blood pressure drop 
caused by cerebral centers located in the upper part of the brain.

15.5.3.3 Skin and Viscera

Both pressor and depressor refl exes can be elicited by pain or 
distention.

15.5.3.4 Pulmonary Refl exes

15.5.3.4.1 Respiratory Sinus Arrhythmia

Neural activity in the vagal fi bers increases during expiration 
and decreases during inspiration. Th e opposite eff ect is true for 
sympathetic fi bers. As discussed earlier, it is the parasympathetic 
nervous system that is able to have beat-to-beat infl uence on the 

HR. Th e result is an alteration in HR according to respiration. A 
very pronounced respiratory sinus arrhythmia can be found in 
trained subjects. It was proposed that by measuring this phe-
nomenon the vagus tone could be quantifi ed. However, expecta-
tions were not met fully.

Infl ation of the lungs causes systemic vasodilatation and a 
fall in blood pressure. Th is reaction is oft en seen aft er intuba-
tion and mechanical ventilation. Collapse of the lungs elevates 
blood pressure. Vagus and sympathetic nerves are the main 
aff erent fi bers.

15.5.3.5 Sleep Apnea

It is a complex refl ex caused by the chemoreceptors during tem-
poral airway obstruction while sleeping. Blood pressure eleva-
tion due to hypoxia is exaggerated, because pulmonary stretch 
receptors are deactivated.

15.6 Cardiovascular Reserve

As described above, CO can increase up to four- to sixfold dur-
ing exercise, depending on the level of training and personal 
abilities. HR is a major determinant of cardiovascular reserve. 
Increasing HR allows an increase in CO. However, aft er a certain 
limit, CO drops because diastolic fi lling time reaches a point 
where no eff ective fi lling can occur. Th e maximum HR is oft en 
calculated as 220(L/min) + age (years).

15.7  Measurements of Pressure 
and Flow

Although measurements of pressure and fl uid fl ow appear to be 
very easy to achieve, they are very hard to accomplish in the 
 living body. Th e vasculature is not rigid tubing; moreover, it 
is fl exible, distensible, and can be regulated by neural activity. 
Th e cardiac pump creates a periodically changing pressure and 
fl ow. Blood is not a Newtonian fl uid; it consists of cellular ele-
ments and many others. Its viscosity changes with variation of 
the temperature, the size of the vessel, an so on. It is also a ques-
tion where to  measure pressure and fl ow, since it is diff erent in 
each segment of the vasculature. Th ese factors make the human 
circulatory system very complex. Attempts to create a full math-
ematical model have still been a diffi  cult task even with the use 
of computing devices.

Nevertheless, blood pressure and fl ow are the most important 
clinical measurements. Blood pressure can be measured directly 
by catheterizing peripheral arteries and connecting them to 
strain gauges.

Systolic blood pressure is the pressure peak created by the 
heart during systole (Ps), whereas diastolic blood pressure is the 
lowest pressure during cardiac relaxation measured in the arterial 
system (Pd). Th e diff erence in these pressures is termed pulse 
pressure (PP).4

 PP = Ps − Pd. (15.5)
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MAP is calculated as the area under the pressure curve divided 
by the time interval involved (Figure 15.5, Equation 15.6).
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Under normal conditions and normal HR, this equation can be 
simplifi ed since MAP is closer to the diastolic pressure; MAP 
lies approximately one third of the pulse pressure above the dia-
stolic level.
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It is a very important phenomenon that the systolic pressure 
raises with distance from the heart, whereas the diastolic 
 pressure drops with distance from the heart. MAP falls in order 
to establish blood fl ow. Th is phenomenon is created by the 
 interference of pressure impulses coming from the heart and 
rebounded ones coming from the periphery.

Blood pressure can also be measured noninvasively. For this 
procedure, we use a sphygmomanometer, which is a cuff  connec-
ted to a pressure sensor. Th e classical and most precise way is the 
so-called Riva–Rocci method (Figure 15.6), which has been 
named aft er the inventors. Th e pressure cuff  is placed on the 
extremity, usually the left  arm. A stethoscope is placed distally 
above the artery. Th e cuff  is infl ated to a pressure that is surely 
above the systolic blood pressure, so there is no fl ow to the distal 
part of the artery and no murmur can be heard above it. By 
slowly lowering the pressure in the cuff , a certain point can be 
reached where the systolic blood pressure is high enough to 
pump blood under the cuff  to the distal part of the vessel. A 
sound called Korotkoff  can be heard above the distal part of the 
artery in systole. By further lowering the pressure in the cuff , 
this sound decreases and stops. At this point the applied pres-
sure is in equilibrium with the arterial diastolic blood pressure, 
hence, the blood fl ow is restored during the full heart cycle, so 
no murmur can be heard. By listening to the Korotkoff  sound 
while watching the manometer, the systolic and diastolic blood 
pressures can be measured (Figure 15.6).

Automatic devices oft en use a technique called oscillometry. 
Th is method just measures the pressure in the cuff . During the 
gradual lowering of pressure in the cuff , arterial pulsation gets 
transferred to the cuff  fi lled with air. Th is pulsation has the high-
est amplitude somewhere between systolic and diastolic blood 
pressures. Th ese automatic devices have a mathematical pro-
gram that calculates systolic and diastolic blood pressures from 
the point of maximal pressure oscillation amplitude in the cuff .

Flow measurements are far more diffi  cult than pressure mea-
surements. It is also a question what to measure. In a clinical 
setting, the amount of blood pumped by the heart per minute 
[CO (L/min)] is an important factor. Th ere are diff erent ways to 
measure it, although in clinical situations the technique called 
thermodilution is most oft en used. We use heat as a tracer sub-
stance, since it is easy to measure. Cold saline (usually 0°C) is 
injected through the proximal port of a central venous or a 
Schwann–Ganz catheter and temperature is measured distally 
in the pulmonary artery. CO is then calculated using an equa-
tion that considers the temperature and specifi c gravity of the 
injectate and the temperature and specifi c gravity of the blood, 
along with the injectate volume. Th ermodilution can also be 
used transpulmonarily, where the cold saline is injected into the 
central venous infusion line and temperature is measured in one 
of the major arteries.
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16.1 Introduction

According to WHO estimates, cardiovascular disease is the 
leading cause of death in industrialized nations, accounting for 
over 16.6 million deaths worldwide each year [1]. In addition, 
600 million people with high blood pressure are at risk of heart 
attack, stroke, and cardiac failure [2].

Clinical care is costly and prolonged and it is therefore crucial 
to establish and improve effi  cient methods for diagnosis, treat-
ment, and monitoring of cardiovascular disease. It is therefore 
important to study and understand local hemodynamics within 
anatomically complex regions of the human body and it is of high 
interest since these sites are predisposed to vascular disease.

Th e pulsatile blood fl ow through the arterial vasculature gener-
ates various types of hemodynamic forces—wall shear stresses 
(WSSs), hydrostatic pressures, and cyclic strains—that can impact 
vessel wall biology. Although much of the biological activity in 
pathophysiology is at the cell and molecular level, the macroscopic 
fl ow environment strongly infl uences biological phenomena at the 
microscopic level, and is believed to play an important factor in 
the pathogenesis and progression of vascular disease [3,4].

16.2 The Cardiovascular System

16.2.1 Cardiovascular Circulation

Th e cardiovascular system consists of blood, blood vessels, and 
the heart. Th e blood transports necessary substances such as 
nutrients and oxygen to the cells of the body and carries back the 
waste products of those cells. As depicted in Figure 16.1, the 

Arterial circulation Venous circulation

FIGURE 16.1  Arteries and veins of the human body. Arteries (left ) carry 
blood from the heart to the body. Veins (right) transport blood from the 
body back to the heart. (Th is fi gure was produced using SERVIER Medical 
Art [5].)
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blood vessels consist of a tubular network transporting the blood 
within the body. Th e arteries bring the blood from the heart to 
the body organs while the veins carry the blood from the cells 
back to the heart.

As depicted in Figure 16.2, the cardiovascular system can be 
described as two independent circuits with the heart as a pump 
linking both systems. Th e pulmonary circulation enriches the 
blood with oxygen while fl owing through the lungs. Th e sys-
temic circulation system distributes the oxygenated and nutrient-
rich blood to the body. With the exception of the pulmonary 
arteries and pulmonary veins, oxygen-rich blood is transported 
by arteries and deoxygenated blood is transported by veins.

Th e interfaces between arteries and veins, arterioles, capillar-
ies, and venules allow the interchange of substances between 
blood and surrounding tissues. Arterioles are small diameter 
blood vessels that extends and branch out from an artery and lead 
to capillaries. With their thin muscular walls arterioles are the 
primary site of vascular resistance. Capillaries are the smallest 
blood vessels, measuring 5–10 μm in diameter, which connect 
arterioles and venules, and enable the interchange of water, 
 oxygen, and many other nutrient and waste chemical substances 
between blood and surrounding tissues.

16.3 Heart

As depicted in Figure 16.3, the heart is composed of a double 
 circulatory system on its left  and right side. Th e right side of the 
heart is connected to the superior and inferior vena cava as well as 
to the pulmonary trunk, both parts of the pulmonary circulation. 
Th e more powerful left  side of the heart is connected to the 
 pulmonary veins (left  and right) as well as to the aorta and is the 
pump of the systemic circulation. Both sides of the heart are sepa-
rated by the septum (atrial and ventricular septum) and consist of 
similar elements: the atria, the atrioventricular valves, the ventri-
cles, and the aortic or pulmonic valves. Blood enters the heart via 
the atria and is ejected from the ventricles. At the separation 
between atria and ventricles as well as at the outfl ow of the 
 ventricles, valves are present and ensure that blood fl ows only 
 forward. While atria and ventricles are separated by the atrioven-
tricular valves (also called mitral and tricuspid valves for the left  
and right side of the heart, respectively), the aortic and pulmonic 
valves are located at the outfl ow of the left  and right ventricles, 
respectively.

Th e heart possesses a complex electrical conduction system 
[6] that allows proper functioning of its muscles. Th e function-
ing of the heart throughout the cardiac cycle is explained in 
Figure 16.4.

Th e heart cycle can be divided into four phases: isovolumetric 
relaxation, ventricular fi lling, atrial systole, and ventricular sys-
tole. During diastole (isovolumetric relaxation and ventricular 
fi lling) the heart is fi lled with blood. During the atrial systole 
and the ventricular systole, the heart contracts and ejects blood. 
Th e succession of both diastole and systole composes the cardiac 
cycle with a typical frequency, the heart rate, of about 70 beats 
per minute at rest.
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FIGURE 16.3  Anatomy of the human heart. Th e heart is based on a 
double circulatory system described as the left  and right sides. Both 
sides contain an atrium, an atrioventricular valve, a ventricle and the 
aortic (left  side) or pulmonic (right side) valve. Th e left  side is connected 
to the pulmonary veins and the aorta while the right side is linked to the 
vena cava (superior and inferior) and the pulmonary trunk. (Th is fi gure 
was produced using SERVIER Medical Art [5].)
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FIGURE 16.2 Th e circulatory system includes the pulmonary and the 
systemic systems. Th e pulmonary system transports deoxygenated 
blood from the heart to the lungs and oxygenated blood back to the 
heart. Th e systemic system carries oxygenated blood from the heart to 
the organs of the body and transports deoxygenated blood back to the 
heart. (Th is fi gure was produced using SERVIER Medical Art [5].)
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16.3.1  Blood Vessels, Pulsatile Flow, 
and Blood Pressure

As a consequence of the periodic operation of the heart, blood 
fl ow shows a pulsatile temporal waveform throughout the body. 
Blood pressure is the force exerted by circulating blood on the 
walls of blood vessels, and constitutes one of the principal vital 
signs. Th e pressure of the circulating blood decreases as blood 
moves through arteries, arterioles, capillaries, and veins.

Th e arterial system is the higher-pressure part of the circula-
tory system. Arterial pressure varies between the peak pressure 
during systolic contraction and the minimum during diastole 
contractions, when the heart expands and refi lls. Th is pressure 
variation within the artery produces the pulse that is observable 
in any artery, and refl ects heart activity.

Th e blood vessels include arteries, arterioles, capillaries, 
venules, and veins. While the blood fl ow can be strongly pulsa-
tile in the arteries, it is relatively constant in the veins. Th e 
 normal systolic pressure (i.e., maximum pressure during the 
cardiac cycle) in the arteries is about 120 mm Hg (≈ 16 kPa) for 
a diastolic pressure (i.e., minimum pressure during the cardiac 
cycle) of 80 mm Hg (≈ 11 kPa). In contrast, the pressure in the 
veins is relatively constant and much lower with less than 
10 mm Hg (≈ 1.3 kPa). Th e capillaries, providing an exchange 
interface for the substances in the blood, are the smallest ves-
sels of the human body. Th eir cumulated cross-section is yet 
larger than for arteries or veins and hence the pressure in the 
capillaries is low.

All vessels, and arteries particularly, can deform or move as a 
result of the pulsatile fl ow of blood. Compliance is defi ned as the 
ratio of the change in volume over the change in pressure. Due to 
compliance, arteries expand under high pressure at systole and 
shrink back at diastole. Compliance is hence directly related to 
the elasticity of the vessels. Compliance is a buff ering element 
and limits the pressure oscillations during the cardiac cycle. 

Compliance generally decreases with age and is one reason why 
in turn blood pressure increases [7].

Due to the non-negligible elasticity of the arterial vessel walls, 
the pressure pulse is transmitted through the arterial system 15 
or more times more rapidly than the blood fl ows itself. Th e aortic 
pulse wave is initially relatively slow moving (3–6 m/s). As it 
travels towards the peripheral blood vessels, it gradually becomes 
faster reaching 15–35 m/s in the small arteries.

Among the blood vessels, the arteries in particular are subject 
to the development of diseases and are thus of particular inter-
est. As shown in Figure 16.5, the arterial wall can be separated 
into three layers: the intima, the media, and the adventitia. 
Among these layers, the intima has a particular role as it is in 
direct contact with the fl owing blood.

Th e arteries are aff ected by the blood fl ow. Th e blood fl owing 
in the arteries exerts a stress (force per unit surface) on their 
intima. As illustrated in Figure 16.6, the stress can be decom-
posed in the hydrostatic stress (pressure p

�
) and the tangential 

stress (WSS τ
�
). Th e WSS represents the friction force of the fl ow-

ing blood on the vessel wall. While the blood pressure in the 
healthy human body reaches up to 16 kPa, the physiological range 
of WSS is only 1–2 Pa [7]. Nonetheless, much larger spatial and 
temporal variations are found for the WSS compared to blood 
pressure and it has been shown that the WSS is infl uencing arte-
rial remodeling [8–12].

16.4 Blood

Th e human blood is a suspension of cells in an aqueous solution 
and accounts for about 8% of the total body weight [14]. It con-
sists of plasma (55%) and of formed elements (45%). Plasma con-
tains proteins (7%), water (91%), and other solutes (2%). Th e 
formed elements (i.e., formed from precursors or stem cells) are 
the platelets (or thrombocytes), the leukocytes (or white blood 
cells), and the erythrocytes (or red blood cells).

Atrial systole Ventricular systoleIsovolumetric
relaxation 

Ventricular filling

SystoleDiastole

FIGURE 16.4  Heart pump operation. During the isovolumetric relaxation, the atria are fi lled with blood and the atrial pressure rises gradually. 
When the atrioventricular valves open, the blood fl ows into the ventricles; this is the ventricular fi lling. During the atrial systole, the atria contract 
to top off  the ventricles. Eventually, for the ventricular systole, the pressure in the ventricles rise as they contract, the atrioventricular valves close 
and the blood is ejected through the aortic and pulmonic valves into the pulmonary trunk and the aorta, respectively. (Th is fi gure was produced 
using SERVIER Medical Art [5].)
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Th e red blood cells, transporting the oxygen, are the most 
abundant in the blood with 5 × 106 cells/mm3. Th ey are disk 
shaped with a diameter of 7.6 μm and a thickness of 2.8 μm.

Red blood cells are the reason for the non-Newtonian aspect 
of blood fl ow: when the shear rate increases, the red blood cells 
orient themselves with the fl ow and the viscosity is reduced (the 
Fahraeus–Lindquist eff ect). Th e blood plasma (i.e., blood with-
out its formed elements) is found to behave like a Newtonian 
fl uid [15] (linear dependence of the shear stress on the shear 
rate). But the blood presents a non-Newtonian character [16,17] 

with viscosity depending on the shear rate. Based on the work of 
Chien et al. [16], the viscosity of blood can be determined for 
various hematocrit (proportion of blood volume occupied by red 
blood cells). Th e Newtonian aspect of blood at normal hemat-
ocrit levels and the non-Newtonian aspect of plasma are shown 
in Figure 16.7.

While the viscosity of plasma remains constant over the range 
of shear rates, the viscosity of blood changes. Th e blood presents 
a strong non-Newtonian behavior at low shear rates, while the 

Endothelium

Internal
elastic lamina

External
elastic lamina

Intima

Media
Adventitia

FIGURE 16.5  Anatomy of the arteries. From inside to outside, the arteries are composed of the intima, media, and adventitia. Th e intima is 
essentially made of a single layer of endothelial cells and is the thinnest layer of the arteries. Th e media is made up of smooth muscle cells and elastic 
tissue and is the largest layer. Th e outermost layer, the adventitia, is composed of connective tissue. Th e three layers are separated by the internal 
and external elastic lamina. (Th is fi gure was produced using SERVIER Medical Art [5].)
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FIGURE 16.6 Stresses acting on the vessel wall. Pressure (   � 
 p ) and 

WSS ( 
 � 
 τ ). Th e pressure is acting perpendicular to the vessel wall (i.e., 

parallel to the normal vector) while the WSS is tangential. WSS arise 
from the friction of the blood fl ow on the vessel wall and is related to the 
blood velocity profi le. Th e direction vectors of the local reference sys-
tem in the axial and circumferential directions are given by and,  
respectively. In this illustration, the velocity profi le presents only an 
axial component and consequently is oriented in the axial direction as 
well. (Adapted from Stalder AF. Quantitative analysis of blood fl ow and 
vessel wall parameters using 4D fl ow-sensitive MRI, PhD Th esis, 
University of Freiburg, Germany, 2009.)
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FIGURE 16.7  Non-Newtonian properties of blood according to Chien 
et al. [16]. Relationship between the logarithm of the viscosity and the 
logarithm of the shear rate for blood with a physiologically realistic 
hematocrit of 45% (H = 45%) and plasma (H = 0%). While the plasma 
presents an almost constant viscosity over the range of shear stresses, the 
blood at 45% hematocrit presents a non-Newtonian behavior. Th is non-
Newtonian behavior is more pronounced at low shear rates than at higher 
shear rates where it can be approximated as Newtonian. Th e viscosity is 
given in cP: 1 cP = 10−3 Pa × s. (Adapted from Stalder AF. Quantitative 
analysis of blood fl ow and vessel wall parameters using 4D fl ow-sensitive 
MRI, PhD Th esis, University of Freiburg, Germany, 2009.)
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behavior is nearly Newtonian at higher shear rates. In large and 
medium size arteries, shear rates can be higher than 100 s−1 and 
viscosity can be assumed to be practically constant. As a result, 
blood fl ow in medium to large arteries can be reasonably assumed 
to have a Newtonian behavior.

16.5 Fluid Dynamics

Fluid dynamics is the study of fl uids in motion. Fluids include 
gases and liquids and present the particularities of no or limited 
resistance to deformation (viscosity) and the ability to fl ow (i.e., 
to take on the shape of the container). While solids can be sub-
jected to shear stress and to both compressive and tensile nor-
mal stresses, fl uids can only be subject to normal compressive 
stresses (i.e., pressure) and to low levels of shear stress (if they 
display viscosity).

Th e behavior of fl uids follows specifi c rules that can be 
described by the Navier–Stokes equations. In addition, the reac-
tion to the friction stress of a fl uid on some boundaries, the shear 
stress at the wall, is of particular interest.

16.5.1 The Stress Tensor

Stress is by defi nition a surface force per unit area. Th e surface of 
interest need not to be a real surface but a conceptual one, such 
as that surrounding an infi nitesimal fl uid particle. In general, 
the stress vector σ

�
 is a function of both position r

�
 and surface 

orientation n�:

 ( , ),  r nσ = σ
� � � �

 (16.1)

where σ
�
 is a vector that includes both the hydrostatic pressure 

(i.e., the part of the stress vector normal to the surface) and the 
shear stress (i.e., the part of the stress vector tangential to the 
surface).

According to Newton’s third law:

 ( ,  ) ( , ),r n r nσ = σ =
� �� � � �

 (16.2)

that is, for every action (force or stress) there is an equal but 
opposite reaction.

It is possible to show that the stress vector σ
�
 can be related to 

a second-order tensor σ
�
 that depends on the position r� but not on 

the surface orientation n� [18]:

 ( , ) ( ).r n n rσ = ⋅σ
� � � � � �

 (16.3)

Th ere is thus a relation between the three-component vector 
σ
�
, the nine-component second-order tensor σ

�
, and the normal n

�
. 

Not all the components are yet independent of each other and it 
is possible to show that σ

�
 must be symmetric, that is, σ

�
 = (σ

�
)T 

and hence σ
�
 = n

� 
· σ

�
 = σ

� 
· n
�
. Th e elements of the stress tensor σ

�
 

are shown in Figure 16.8.
If a fl uid with constant velocity fi eld is assumed and the grav-

ity ignored, σ
�
 and σ

�
 have no dependence on r� and the fl uid pos-

sess no shearing motion and no shear stress. As a consequence, 
σ
�
 depends only on the hydrostatic pressure p:

 ,p pIσ = −
��

 (16.4)

where p is the hydrostatic pressure (where by convention a com-
pressive stress is negative) and I

�
 is the identity matrix.

If the hydrostatic pressure (−pI
�
) is subtracted from the 

 general form of the shear tensor, the viscous stress tensor τ
�
 is 

obtained:

 
�� �
.pIτ = σ +  (16.5)

16.5.2  The Deformation-Rate and Rotation 
Tensors

Considering, a fl uid velocity v
�
(r
�
), the gradient of v

�
 results in a 

second-order tensor that can be decomposed in a sum of a sym-
metric and antisymmetric tensors:

 ,v∇ = ε + ω
� ��

 (16.6)

where the symmetric tensor ε
�
, called the rate-of-deformation 

tensor, is given by

 
1 ( ) ,
2

( )Tv vε = ∇ + ∇
� � �

 
(16.7)

where (·)T denotes the transposition operation or in index 
notation:

 

1 ,
2

ji
ij

j i

vv
x x

⎛ ⎞∂∂ε = +⎜ ⎟∂ ∂⎝ ⎠  
(16.8)

with the three orthogonal coordinates i, j = [1, 2, 3], the velocity 
components vi and the spatial dimensions xi.
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FIGURE 16.8  Components of the stress tensor on an infi nitesimal 
fl uid control volume. (Adapted from Stalder AF. Quantitative analysis 
of blood fl ow and vessel wall parameters using 4D fl ow-sensitive MRI, 
PhD Th esis, University of Freiburg, Germany, 2009.)
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Th e antisymmetric part of Δv
�
 is called the rotation tensor:

 
1 ( ) .
2

( )Tv vω = ∇ − ∇
� � �

 
(16.9)

Th e symmetric tensor ε
�
 contains six independent components. 

While the diagonal elements of ε
�
 are related to the linear strain, 

the nondiagonal elements are related to the shear strain. Th e anti-
symmetric tensor ω

�
 possesses only three independent compo-

nents and is related to the solid body rotation of the fl uid.

16.5.2.1 Newtonian Fluid

In solids the shear stress is a function of the strain, but in a fl uid 
the shear stress is a function of the rate of strain. Yet, there are 
diff erent ways to relate shear stress to the deformation-rate ten-
sor. A fl uid is called Newtonian if it presents a linear relation 
between the shear stress τ

�
 and the shear rate ε

�
. In addition, it 

needs to be isotropic in which a coordinate rotation or inter-
change of the axis leaves the stress, rate-of-deformation relation 
unaltered. Under these assumptions, the viscous stress tensor is 
given by [18]

 
�� � �2 ( )v Iτ = ηε + λ ∇ ⋅  (16.10)

where η refers to the shear viscosity (fi rst coeffi  cient viscosity) and 
λ is the second coeffi  cient of viscosity. I

�
 is the identity matrix.

16.5.3 Navier–Stokes Equations

Based on the conservation laws applied to mass and momentum, 
it is possible to derive the basic Navier–Stokes equations [18,19]. 
Th e equations can be simplifi ed using assumptions on the fl uid 
such as incompressibility (i.e., constant density), linear depen-
dency of the stress on the strain rate (Newtonian fl uid), or con-
stant viscosity.

16.5.3.1 Conservation Laws

According to the Reynolds transport theorem, the change of 
some intensive property (L) defi ned over a control volume Ω 
must be equal to what is lost or gained through the boundaries 
of the volume (∂Ω) plus what is created/consumed by sources 
and sinks inside the control volume:

 

d d d ,
d

L V Lv n Q V
t

Ω ∂Ω Ω

= − ⋅ −∫ ∫ ∫� �

 
(16.11)

where v
�
 is the velocity of the fl uid and Q represents the sources 

and sinks in the fl uid.
Using Gauss’s theorem [20], it is possible to rewrite Equation 

16.11:

 

d d ( ) d .
d

L V Lv Q V
t

Ω Ω Ω

= − ∇ ⋅ −∫ ∫ ∫�

 
(16.12)

Applying Leibniz’s rule to the integral on the left :

 

�d ( ) d 0.
d
L Lv Q V
t

Ω

⎛ ⎞+ ∇ ⋅ + =⎜ ⎟⎝ ⎠∫
 

(16.13)

It is now possible to combine the three integrals:

 

�d ( ) d 0.
d
L Lv Q V
t

Ω

⎛ ⎞+ ∇ ⋅ + =⎜ ⎟⎝ ⎠∫
 

(16.14)

Equation 16.14 must be true for any control volume; this 
implies that the integrand itself is zero:

 
+ ∇ ⋅ + =

�d ( ) 0.
d
L Lv Q
t  

(16.15)

Equation 16.15 represents the conservation law of a general 
intensive property L and can now be applied for diff erent con-
cepts represented by diff erent L.

16.5.3.2 Conservation of Mass

Th e law of conservation given in the general form in Equation 
16.15 is now applied to the conservation of mass. Assuming no 
sources or sinks of mass (i.e., Q = 0) and considering the  density 
(L = ρ), it is possible to rewrite in Equation 16.15 as

 
( ) 0,v

t
∂ρ + ∇ ⋅ ρ =
∂

�

 
(16.16)

where ρ is the mass density.
Th is equation is called the mass continuity equation. In the 

case of an incompressible fl uid, ρ is a constant and the equation 
reduces to

 Δ ⋅ v
�
 = 0. (16.17)

In other words, an incompressible fl uid with no sources or 
sinks of mass (conservation of mass) is divergence free.

16.5.3.3 Conservation of Momentum

Th e law of conservation given in the general form in Equation 
16.15 is now applied to the conservation of momentum. If the 
momentum L

�
 = ρv

�
 is considered:

 
( ) ( ) 0.v vv Q

t
∂ ρ + ∇ ⋅ ρ + =
∂

�� ��

 
(16.18)

Note that v
�
v 
�
 is a dyad, a second rank tensor. It is possible to 

show that Equation 16.18 can simplify to [18]

 
.v v v b

t
∂⎛ ⎞ρ + ⋅ ∇ =⎜ ⎟⎝ ⎠∂

� �� �

 
(16.19)

where b
�
 is a body force representing the source or sink of 

 momentum per volume. Th is results can yet be obtained based 
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on Newton’s second law. Recall, Newton’s second law in terms of 
body force, it is possible to write

 

1 2 3

1 2 3

1 2 3

d ( ( , , , ))
d

,

F m v x x x t
t

v v dx v dx v dxV
t x dt x dt x dt

δ = δ ⋅

⎛ ⎞∂ ∂ ∂ ∂= ρδ + + +⎜ ⎟∂ ∂ ∂ ∂⎝ ⎠

� �

� � � �

 
(16.20)

where ρ represents the density of the fl uid element. Assuming 
v
�
 = (v1, v2, v3) = (dx1/dt, dx2/dt, dx3/dt), Equation 16.20 can be 

simplifi ed to

1 2 3
1 2 3

.v v v v vF V v v v V v v
t x x x t

⎛ ⎞∂ ∂ ∂ ∂ ∂⎛ ⎞δ = ρδ + + + = ρδ + ⋅ ∇⎜ ⎟ ⎜ ⎟∂ ∂ ∂ ∂ ∂⎝ ⎠⎝ ⎠

� � � � �� � �

 
 (16.21)

Considering that b
�
 = (δF

�
/δV), Equation 16.21 is equivalent to 

Equation 16.19. Th e conservation of momentum allows relating 
an external force to some partial derivatives on the velocity fi eld.

16.5.3.4 General Form of the Navier–Stokes Equations

Th e body force b
�
 = (δF

�
/δV) in Equation 16.19 is now broken into two 

terms representing stresses and other forces such as gravity [18]:

 
,v v v f

t
∂⎛ ⎞ρ + ⋅ ∇ = ∇ ⋅ σ +⎜ ⎟∂⎝ ⎠

� �� � �

 
(16.22)

where σ
�
 is the stress tensor and f represents external forces. By 

decomposing the stress tensor in the viscous stress tensor and 
the hydrostatic pressure: σ

�
 = τ

�
 − pI

�
, Equation 16.5, it is possible 

to rewrite Equation 16.22 as

 
( ) ,v v v pI f

t
∂⎛ ⎞ρ + ⋅ ∇ = −∇ ⋅ + ∇ ⋅ τ +⎜ ⎟∂⎝ ⎠

� ��� � �

 
(16.23)

 ,p I p I f= −∇ ⋅ − ∇ + ∇ ⋅ τ +
�� � �

 (16.24)

 ,p f= −∇ + ∇ ⋅ τ +
��

 (16.25)

since A
�
 ⋅ I

�
 = A

�
 and ∇ ⋅ I

�
 = 0 ⋅ A

�
. Equations 16.16 and 16.25 rep-

resent the general form of the Navier–Stokes equations.

16.5.3.5 Newtonian and Incompressible Fluid

Recalling the conservation of mass for incompressible fl uids 
(Δ · v

�
 = 0, Equation 16.17), the second coeffi  cient of viscosity in 

the equation of the viscous stress tensor for a Newtonian fl uid 
(Equation 16.10) vanishes:

 2 .τ = ηε
� �

 (16.26)

And the Navier–Stokes equation for a Newtonian incom-
pressible fl uid simplifi es to

 
[2 ] ,v v v p f

t
∂⎛ ⎞ρ + ⋅ ∇ = −∇ + ∇ ⋅ ηε +⎜ ⎟∂⎝ ⎠

� ��� �

 
(16.27)

 [ ( ( ) )] .Tp v v f= −∇ + ∇ ⋅ η ∇ + ∇ +
�� �

 
(6.28)

Furthermore, by assuming that the viscosity η is constant, it 
is possible to simplify Equation 16.28 to [18]

 

2v v v p v f
t

∂⎛ ⎞ρ + ⋅ ∇ = −∇ + η∇ +⎜ ⎟∂⎝ ⎠

� �� � �

 
(16.29)

Th is is the standard formulation of the Navier–Stokes equa-
tion for Newtonian and incompressible fl uids.

16.5.4 Wall Shear Stress

Th e spatial velocity gradient at the vessel wall can be calculated 
from a known velocity fi eld to derive the tangential stress. 
Considering the vectorial nature of the blood fl owing in the 
arteries, the WSS τ

�
 is a vector quantity as well. It is tangential 

to the vessel wall and can hence be separated in its axial and 
circumferential components as illustrated in Figure 16.9.

Recalling the formulation for the stress tensor (Equation 16.5):

 ,pIσ = τ −
�� �

 
(16.30)

with τ
�
 being the viscous stress tensor, p the pressure, and I

�
 the 

identity matrix. Th e stress vector is given by

 
	 	

viscous stress: pressure

n n pI n
τ

σ = σ ⋅ = τ ⋅ − ⋅
�

�� � � � � �

 
(16.31)

with n� the inward unit normal vector at the boundary. Fluids 
can exert two kinds of stresses on surfaces: viscous stress and 

v

τ
τcirc.

vaxial
vcirc.

axialτ
n

ecirc. = –
=

ne1 n1e2
eaxial e3

eaxial

ecirc.

ˆ ˆ
ˆ

ˆ
ˆ

ˆ

ˆ

FIGURE 16.9 Illustration of the vectorial nature of the WSS present-
ing axial and circumferential components. (Adapted from Stalder AF. 
Quantitative analysis of blood fl ow and vessel wall parameters using 4D 
fl ow-sensitive MRI, PhD Th esis, University of Freiburg, Germany, 2009.)
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hydrostatic stress (pressure). While pressure is normal to the 
surface, viscous stress is tangential to the surface (as depicted in 
Figure 16.9). Recalling the relation between the viscous stress 
tensor and the deformation-rate tensor for a Newtonian and 
incompressible fl uid (Equation 16.26), the viscous shear stress 
vector becomes

 2 ,n nτ = τ ⋅ = ηε ⋅
�� � � �

 (16.32)

with the viscosity η, the deformation-rate tensor ε�, and the unit 
normal to the surface of interest n

�
.

16.5.4.1 Simplifi ed WSS Estimation

Estimations of WSS are oft en simply calculated assuming a 
global axial parabolic velocity profi le. Th e WSS (τ

�
) is then ori-

ented along the axial direction only and it simplifi es to

 
3

4 ,Q
a
ητ = τ = −
π

�

 (16.33)

with the vessel radius a, the fl ow Q, and the dynamic viscosity η.
For a parabolic velocity profi le, it is thus possible to calculate 

WSS based on the fl ow, the vessel radius, and the viscosity. 
However, Equation 16.30 follows the law of Poiseuille and is only 
valid for steady laminar fl ow in a straight stiff  and uniform tube. 
Furthermore, it assumes a Newtonian fl uid and a constant vis-
cosity as well as zero velocity at the wall.

16.5.4.2 Vectorial WSS

Based on Equation 16.32, the WSS vector τ
�
 for a Newtonian 

incompressible fl uid can be derived from the velocity fi eld based 

on the deformation tensor (ε�) at the vessel wall: Th e relation 
between the WSS vector and the three-directional velocity fi eld 
is then given by

1 1 2 1 3
1 2 3

1 2 1 3 1

1 2 2 2 3
1 2 3

2 1 2 3 2

1 3 2 3 3
1 2 3 

3 1 3 2 3

2

 2 .

2

v v v v vn n n
x x x x x

v v v v vn n n
x x x x x

v v v v vn n n
x x x x x

⎛ ⎞⎛⎛ ⎞⎞∂ ∂ ∂ ∂ ∂+ + + +⎜ ⎟⎜⎜ ⎟⎟∂ ∂ ∂ ∂ ∂⎠ ⎠⎜ ⎟⎝ ⎝
⎜ ⎟
⎜ ⎟⎛⎛ ⎞⎞∂ ∂ ∂ ∂ ∂τ = η ⋅ + + + +⎜⎜ ⎟⎜ ⎟⎟∂ ∂ ∂ ∂ ∂⎠ ⎠⎝ ⎝⎜ ⎟
⎜ ⎟

⎛ ⎛⎜ ⎟⎞ ⎞∂ ∂ ∂ ∂ ∂+ + + +⎜ ⎜⎟ ⎟⎜ ⎟∂ ∂ ∂ ∂ ∂⎠ ⎠⎝ ⎝⎝ ⎠

�

 

(16.34)

Calculation of the deformation tensor (Equation 16.7) requires 
the three-dimensional (3D) diff erentiation of the velocity vector 
fi eld. Th e resulting shear stress vector at the boundary can be 
separated into its axial and circumferential components as sche-
matically illustrated in Figure 16.10 for nonparabolic fl ow within 
an artery.

In practice, the full 3D velocity information is oft en not avail-
able and blood fl ow velocities are measured in two-dimensional 
(2D) analysis planes transecting the vascular lumen. If the anal-
ysis plane was normal to the vessel surface, it is possible to calcu-
late τ

�
 from 2D data with three-directional velocity information 

by enforcing a no fl ow condition at the vessel surface: n� · v� = 0 
such that

 

1 2
1 2

3 3 3
0v v vn n n

x x x
∂ ∂ ∂⋅ = + =
∂ ∂ ∂

��

 
(16.35)

Blood
flow

A
rtery

WSS vector

Velocity profile
Axial velocity
Circumferential velocity

WSSaxial

WSScirc.

FIGURE 16.10  Schematic illustration of the vectorial nature of the WSS. Reduced fl ow along the inner curvature side of the artery results in 
asymmetric velocity profi les (dashed curves) and consequently diff erent WSS vectors (arrows with open arrowhead) at the vessel wall. 
Components of secondary fl ow (circumferential velocity) can induce shear stresses along the lumen circumference (WSScirc.) in addition to 
stresses in the main fl ow direction (WSSaxial). (Adapted from Stalder AF. Quantitative analysis of blood fl ow and vessel wall parameters using 
4D fl ow-sensitive MRI, PhD Th esis, University of Freiburg, Germany, 2009.)
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and Equation 16.34 simplifi es to

 

1 1 2
1 2

1 2 1

1 2 2
1 2

2 1 2

3 3
1 2

1 2

2

 2 .

       

v v vn n
x x x

v v vn n
x x x

v vn n
x x

⎛ ⎞⎛ ⎞∂ ∂ ∂+ +⎜ ⎟⎜ ⎟∂ ∂ ∂⎝ ⎠⎜ ⎟
⎜ ⎟

⎛ ⎞∂ ∂ ∂⎜ ⎟τ = η ⋅ + +⎜ ⎟⎜ ⎟∂ ∂ ∂⎝ ⎠⎜ ⎟
⎜ ⎟∂ ∂+⎜ ⎟⎜ ⎟∂ ∂⎝ ⎠

�

 

(16.36)

Note that if a one-dimensional problem (e.g., axial fl ow) is 
considered, τ

�
 simplifi es to

 
1D ,v

h
∂τ = η
∂

�

 
(16.37)

with the axial velocity v and the distance to the boundary h.

16.5.4.3 Oscillatory Shear Index

Th e oscillatory shear index (OSI) represents the temporal oscil-
lation of WSS during the cardiac cycle. It was originally defi ned 
by Ku et al. [21]. For a purely axial WSS, it is given by:

 

axial
0

axial

axial
0

d
1OSI 1
2 d

T

T

t

t

⎛ ⎞
τ ⋅⎜ ⎟

⎜ ⎟= −
⎜ ⎟τ ⋅⎜ ⎟
⎝ ⎠

∫
∫

 

(16.38)

 

pos neg neg

pos neg pos neg

1 1 ,
2

A A A
A A A A

⎛ ⎞−
= − =⎜ ⎟⎜ ⎟+ +⎝ ⎠  

(16.39)

where τaxial is the axial component of the WSS vector. T is the 
duration of the cardiac cycle. Apos and Aneg represent respectively 

the positive and negative area of the τaxial—time curve as illus-
trated in Figure 16.11.

Th e original defi nition of OSI [21] was dependent on a pre-
dominant axial direction and for that reason diffi  cult to extend 
to a general 3D case. An alternative general defi nition was thus 
introduced by He and Ku [22]:

 

0

0

d
1OSI 1 ,
2 d

T

T

t

t

⎛ ⎞
τ ⋅⎜ ⎟

⎜ ⎟= −⎜ ⎟
τ ⋅⎜ ⎟⎜ ⎟⎝ ⎠

∫
∫

�

�

 

(16.40)

where τ
�
 is the instantaneous WSS vector. From Equation 16.40, 

it is clear that OSI is bound between 0 and 0.5 as well. Compared 
to OSIaxial, OSI considers not only the amplitude variations but 
the changes of direction as well.

16.5.4.4 Role of In Vivo WSS

Complex vascular geometry and pulsatile fl ow in the human arte-
rial system lead to regionally diff erent fl ow characteristics and 
thus spatial and temporal changes in shear forces acting on the 
vessel wall [9,11,23]. Recent reports stressed the importance of 
WSS and OSI with respect to the formation and stability of ath-
erosclerotic plaques [24]. A number of studies have shown that 
low WSS and high OSI represent sensitive markers for formation 
of plaques in the aorta, carotid, or coronary arteries [25,26]. 
Particularly, the assessment of both WSS and OSI can help to 
determine the complexity of the lesions. A recent study with ani-
mal models and deliberately altered fl ow characteristics in the 
carotid arteries demonstrated the close correlation of low WSS 
with the development of vulnerable high-risk plaques whereas 
high OSI induce stable lesions [24]. In addition, the eff ects of 
selected pathologies on regionally varying WSS and OSI values 
have been reported [27,28]. Furthermore, multiple applications 
based on computational fl uid dynamics for the numerical simula-
tion of human fl ow characteristics have been reported in the past 
years including, for example, the simulation of time-resolved 3D 
fl ow patterns in the left  ventricle, in geometrically complex aneu-
rysms, or the carotid artery bifurcation [29–33].

16.6 Laminar and Turbulent Flow

Laminar fl ow occurs when a fl uid fl ows in parallel layers, with 
no disruption between the layers and is the normal condition for 
blood fl ow throughout most of the circulatory system. It is char-
acterized by concentric layers of blood moving in parallel down 
the length of a blood vessel. Th e fl ow profi le is parabolic once 
laminar fl ow is fully developed. However, under conditions of 
high fl ow, particularly in the ascending aorta, laminar fl ow may 
be disrupted and become turbulent.

Turbulence and velocity fl uctuations of the blood fl ow are 
believed to play a role in hemolysis, platelet activation, and throm-
bus formation [34]. Previous invasive studies have already assessed 

Time

τaxial

Apos

Aneg

FIGURE 16.11 τaxial
  as a function of time for OSI calculation. Th e posi-

tive area of the τaxial-time curve is given by Apos (light gray). Th e negative 
area is represented by Aneg (dark gray). Apos and Aneg can be used to calcu-
late OSI as in Equation 16.39. Th e axial OSI (OSIaxial) represents the rela-
tive inversion of the axial WSS (τaxial) during the cardiac cycle 
(0 ≤ OSIaxial ≤ 0.5 with OSIaxial = 0 if τaxial is always positive). (Adapted 
from Stalder AF. Quantitative analysis of blood fl ow and vessel wall 
parameters using 4D fl ow-sensitive MRI, PhD Th esis, University of 
Freiburg, Germany, 2009.)
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turbulence in vivo based on catheter hot-fi lm anemometry or 
perivascular Doppler ultrasound in animals [35,36] and in 
humans [37,38].

Th e Reynolds number (Table 16.1) has long been used to defi ne 
critical  values for turbulence. Nerem et al. [35] defi ned in vivo a 
critical peak Reynolds number proportional to the Womersley 
number. More recently, those results were amended by a system-
atic analysis of the infl uence of Reynolds, Womersley, and Strouhal 
numbers on the development of turbulence in vitro for physiolog-
ically realistic pulsatile fl ow [39]. Based on the work of Peacock 
et al. [39], the critical peak Reynolds number, indicating the tran-
sition to turbulence, was derived as

 
0.83 0.27

peakRe 169 .c St −= α  (16.41)

Th e transition to turbulence is thus related to the ratio inertial 
forces/viscous forces as well as to the ratio unsteady forces/ 
viscous forces and to the dimensionless stroke volume. 
Furthermore, the oscillatory component of the blood fl ow (high 
Womersley number and low Strouhal number) has a stabilizing 
eff ect such that high transient Reynolds number (beyond 4000 
in the aorta) can be observed without presence of turbulence.

References

 1. Murray C, Lopez A, Rodgers A, Vaughan P, Prentice T, 
Edejer TTT, Evans D, and Lowe J, Th e world health report 
2002—reducing risks promoting healthy life, World Health 
Organization, 2002.

 2. Puska P, Mendis S, and Porter D, Fact Sheet—Chronic 
Disease, World Health Organization, 2003.

 3. Friedman MH and Giddens DP. Blood fl ow in major blood 
vessels—modeling and experiments. Annals of Biomedical 
Engineering 2005; 33(12): 1710–1713.

 4. Gimbrone MA, Jr, Topper JN, Nagel T, Anderson KR, and 
Garcia-Cardena G. Endothelial dysfunction, hemodynamic 
forces, and atherogenesis. Annals of the New York Academy 
of Sciences 2000; 902: 230–239; discussion 239–240.

 5. SERVIER Medical Art.
 6. Beers MH and Berkow R. Th e Merck Manual of Diagnosis 

and Th erapy. 17th edition, Whitehouse Station, NJ: Merck 
Research Laboratories, 1999.

 7. Westerhof N, Stergiopulos N, and Noble MIM. Snapshots of 
Hemodynamics. New York: Springer, 2005.

 8. Chien S, Li S, and Shyy YJ. Eff ects of mechanical forces on 
signal transduction and gene expression in endothelial cells. 
Hypertension 1998; 31(1): 162–169.

 9. Davies PF. Flow-mediated endothelial mechanotransduc-
tion. Physiological Reviews 1995; 75(3): 519–560.

 10. Davies PF. Haemodynamic infl uences on vascular remodel-
ling. Transplant Immunology 1997; 5(4): 243–245.

 11. Glagov S, Weisenberg E, Zarins CK, Stankunavicius R, and 
Kolettis GJ. Compensatory enlargement of human athero-
sclerotic coronary arteries. Th e New England Journal of 
Medicine 1987; 316(22): 1371–1375.

 12. Malek AM, Alper SL, and Izumo S. Hemodynamic shear 
stress and its role in atherosclerosis. JAMA 1999; 282(21): 
2035–2042.

 13. Gijsen FJ. Modeling of Wall Shear Stress in Large Arteries. 
Eindhoven, NL: Eindhoven University of Technology, 
1998.

 14. Pschyrembel W, Dornblueth O, and Amberger S. Pschyrembel 
Klinisches Woerterbuch. Berlin: de Gruyter, 2004.

 15. Merrill EW, Benis AM, Gilliland ER, Sherwood TK, and 
Salzman EW. Pressure-fl ow relations of human blood in 
hollow fi bers at low fl ow rates. Journal of Applied Physiology 
1965; 20(5): 954–967.

 16. Chien S, Usami S, Taylor HM, Lundberg JL, and Gregersen 
MI. Eff ects of hematocrit and plasma proteins on human 
blood rheology at low shear rates. Journal of Applied 
Physiology 1966; 21(1): 81–87.

 17. Fung YC. Biomechanics: Mechanical Properties of Living 
Tissues. New York: Springer, 1993.

 18. Emanuel G. Analytical Fluid Dynamics. Boca Raton, FL: 
CRC Press, 2001.

 19. Batchelor GK. An Introduction to Fluid Dynamics. Cambridge: 
Cambridge University Press, 2005.

 20. Gustafson GB and Wilcox CH. Analytical and Computational 
Methods of Advanced Engineering Mathematics. New York: 
Springer, 1998, 729pp.

 21. Ku DN, Giddens DP, Zarins CK, and Glagov S. Pulsatile 
fl ow and atherosclerosis in the human carotid bifurca-
tion. Positive correlation between plaque location and 
low oscillating shear stress. Arteriosclerosis 1985; 5(3): 
293–302.

TABLE 16.1  Dimensionless Numbers for Turbulence Estimation in Pulsatile Blood Flow

Reynolds Number Womersley Number Strouhal Number

Inertial forces/viscous forces Unsteady forces/viscous forces Dimensionless stroke volume

Re(t) =    ρv(t)D(t) ________ μ  m 2
2

fD ρ ⋅ π
α =

μ
St =   Dm ___ 2     

f
 ______ Vp − Vm

  

With density: ρ; dynamic viscosity: μ; mean cross-sectional velocity: v(t);  diameter: D(t); Dm = mean (D(t)); 
vp = max(v(t)); vm = mean(v(t)); heart rate: f; and Remean = mean (Re(t)); Repeak = max (Re(t)).



Fluid Dynamics of the Cardiovascular System 16-11

 22. He X and Ku DN. Pulsatile fl ow in the human left  coronary 
artery bifurcation: Average conditions. Journal of biome-
chanical Engineering 1996; 118(1): 74–82.

 23. Langille BL and O’Donnell F. Reductions in arterial dia meter 
produced by chronic decreases in blood fl ow are endotheli-
um-dependent. Science 1986; 231(4736): 405–407.

 24. Cheng C, Tempel D, van Haperen R, van der Baan A, 
Grosveld F, Daemen MJAP, Krams R, and de Crom R. 
Atherosclerotic lesion size and vulnerability are determined 
by patterns of fl uid shear stress. Circulation 2006; 113(23): 
2744–2753.

 25. Chatzizisis YS, Jonas M, Coskun AU, Beigel R, Stone BV, 
Maynard C, Gerrity RG, Daley W, Rogers C, Edelman ER, 
Feldman CL, and Stone PH. Prediction of the localization of 
high-risk coronary atherosclerotic plaques on the basis of 
low endothelial shear stress: An intravascular ultrasound 
and histopathology natural history study. Circulation 2008; 
117(8): 993–1002.

 26. Irace C, Cortese C, Fiaschi E, Carallo C, Farinaro E, and 
Gnasso A. Wall shear stress is associated with intima-media 
thickness and carotid atherosclerosis in subjects at low cor-
onary heart disease risk. Stroke; a Journal of Cerebral 
Circulation 2004; 35(2): 464–468.

 27. Frydrychowicz A, Arnold R, Hirtler D, Schlensak C, Stalder 
AF, Hennig J, Langer M, and Markl M. Multidirectional fl ow 
analysis by cardiovascular magnetic resonance in aneurysm 
development following repair of aortic coarctation. Journal 
of Cardiovascular Magnetic Resonance 2008; 10(1): 30.

 28. Frydrychowicz A, Berger A, Russe MF, Stalder AF, Harloff  A, 
Dittrich S, Hennig J, Langer M, and Markl M. Time-resolved 
magnetic resonance angiography and fl ow-sensitive 4-di-
mensional magnetic resonance imaging at 3 Tesla for blood 
fl ow and wall shear stress analysis. Th e Journal of Th oracic 
and Cardiovascular Surgery 2008; 136(2): 400–407.

 29. Taylor CA, Hughes TJ, and Zarins CK. Finite element mod-
eling of three-dimensional pulsatile fl ow in the abdominal 
aorta: Relevance to atherosclerosis. Annals of Biomedical 
Engineering 1998; 26(6): 975–987.

 30. Boussel L, Rayz V, McCulloch C, Martin A, Acevedo-Bolton 
G, Lawton M, Higashida R, Smith WS, Young WL, and 

Saloner D. Aneurysm growth occurs at region of low wall 
shear stress: Patient-specifi c correlation of hemodynamics 
and growth in a longitudinal study. Stroke; A Journal of 
Cerebral Circulation 2008; 39(11): 2997–3002.

 31. Lee SW, Antiga L, Spence JD, and Steinman DA. Geometry 
of the carotid bifurcation predicts its exposure to disturbed 
fl ow. Stroke; A Journal of Cerebral Circulation 2008; 39(8): 
2341–2347.

 32. Steinman DA, Milner JS, Norley CJ, Lownie SP, and 
Holdsworth DW. Image-based computational simula-
tion of fl ow dynamics in a giant intracranial aneurysm. 
AJNR American Journal of Neuroradiology 2003; 24(4): 
559–566.

 33. Steinman DA and Taylor CA. Flow imaging and comput-
ing: Large artery hemodynamics. Annals of Biomedical 
Engineering 2005; 33(12): 1704–1709.

 34. Gnasso A, Carallo C, Irace C, Spagnuolo V, De Novara G, 
Mattioli PL, and Pujia A. Association between intima- 
media thickness and wall shear stress in common carotid 
arteries in healthy male subjects. Circulation 1996; 94(12): 
3257–3262.

 35. Nerem RM and Seed WA. An in vivo study of aortic fl ow 
disturbances. Cardiovascular Research 1972; 6(1): 1–14.

 36. Stein PD and Sabbah HN. Measured turbulence and its 
eff ect on thrombus formation. Circulation Research 1974; 
35(4): 608–614.

 37. Nygaard H, Paulsen PK, Hasenkam JM, Pedersen EM, and 
Rovsing PE. Turbulent stresses downstream of three 
mechanical aortic valve prostheses in human beings. Th e 
Journal of Th oracic and Cardiovascular Surgery 1994; 107(2): 
438–446.

 38. Stein PD and Sabbah HN. Turbulent blood fl ow in the 
ascending aorta of humans with normal and diseased aortic 
valves. Circulation Research 1976; 39(1): 58–65.

 39. Peacock J, Jones T, Tock C, and Lutz R. Th e onset of turbu-
lence in physiological pulsatile fl ow in a straight tube. 
Experiments in Fluids 1998; 24(1): 1–9.

 40. Stalder AF. Quantitative analysis of blood fl ow and vessel 
wall parameters using 4D fl ow-sensitive MRI, PhD Th esis, 
University of Freiburg, Germany, 2009.



17-1

Takuji Ishikawa

17
Fluid Dynamics

17.1 Introduction ........................................................................................................................... 17-1
17.2 Hydrostatics ............................................................................................................................ 17-1

Pressure and Density • Pressure in the Gravity Field • Viscosity • 
Non-Newtonian Fluids

17.3 Conservation Laws in Fluid Dynamics .............................................................................. 17-3
Conservation of Momentum • Conservation of Energy

17.4 Osmotic Pressure ................................................................................................................... 17-5
17.5 Flow in a Straight Tube ......................................................................................................... 17-5

Reynolds Number • Laminar Flow • Turbulent Flow
17.6 Factors Infl uencing Flow-Velocity Profi le ..........................................................................17-6

Particulate Flow Pattern • Vascular Compliance • Pulsatile Flow
17.7 Blood Flow in Large and Small Vessels .............................................................................. 17-7

Flow Conditions in Various Vessels • Blood Flow in Large Vessels • Blood Flow in 
Small Vessels and Capillaries • Sinusoidal Fluctuation in Flow

17.8 CFD for Blood Flow Analysis ............................................................................................ 17-10
CFD Methods • Example of CFD Analysis in a Large Artery

References ......................................................................................................................................... 17-12

17.1 Introduction

Hydrostatics or fl uid-statics describes the condition of fl uids in 
static equilibrium, or fl uids at rest. Fluid dynamics describes the 
process of fl uids in motion. Hydrostatics and fl uid dynamics are 
part of the scientifi c focal point of fl uid mechanics. When the 
fl uid is water the fl ow is captured under hydrodynamics, and 
when it concerns the fl ow of blood the nomenclature becomes 
hemodynamics. Fluids are described by Webster’s dictionary as 
follows: “having particles that easily move and change their rela-
tive position without a separation of the mass and that easily 
yield to pressure: capable of fl owing.” Fluids are substances that, 
under pressure or stress, deform and as such fl ow. Th e defi nition 
of fl uids in this manner covers both gases and liquids. Fluid 
dynamics, and generally fl uid mechanics, is governed by a set of 
basic physics principles. Th e physics principles of fl uid mechan-
ics can be summarized with the use of the conservation laws. 
Th e conservations laws are: conservation of mass, conservation 
of energy (or the First Law of Th ermodynamics), and conserva-
tion of linear momentum (Newton’s Second Law of Motion). 
Th ese principles are all derived from classical mechanics. Th ese 
laws applied to fl uid mechanics are captured in the Reynolds 
transport theorem. For example, the conservation of energy 
under the Reynolds transport theorem converts into Bernoulli’s 
equation. Under fl uid mechanics Bernoulli’s equation is more 

equivalent to a conservation of energy density, taking the fl uid 
compressibility into account.

Th is chapter will primarily focus on liquids, not including 
gasses, which is covered in Chapter 19.

Th e general conservation laws and the specifi c applications 
are described next, with particular attention being given to pul-
satile fl ow and the consequences to the boundary conditions.

17.2 Hydrostatics

17.2.1 Pressure and Density

Pressure is the force per unit area and has the units Pa (= N/m2). 
Since pressure always acts perpendicular to the plane of interest, 
the pressure has no specifi c direction. Th us, pressure at one point 
can be expressed only by magnitude, which is called a scalar 
quantity. For example, density, temperature, and concentra-
tion are scalar quantities, but velocity, force, and momentum 
are not.

Density is the mass per unit volume and has the units kg/m3. 
Th e density of a gas, such as air or oxygen, varies with pressure, 
but that of a liquid, such as water or blood, does not vary consid-
erably. In fl uid dynamics, fl uids with constant density are 
referred to as incompressible fl uids, whereas those with variable 
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density are compressible fl uids. Th e eff ect of fl uid compressibil-
ity can be negligible even for a gas if the fl uid velocity is less than 
about 0.2v, where v is the speed of sound in the gas.

17.2.2 Pressure in the Gravity Field

When an incompressible liquid with density ρ is quiescent in the 
gravity fi eld, the pressure P at z below the surface is given by

 P = P0 + ρgz, (17.1)

where P0 is the pressure on the liquid surface, as depicted in 
Figure 17.1. In measuring blood pressure, the units of mm Hg 
are oft en used, where 1 mm Hg refers to the pressure induced by 
mercury of 1 mm in height. Th e pressure can be converted as 
1 mm Hg = 133.3 Pa.

17.2.3 Viscosity

17.2.3.1 Stress

Stress is the force per unit area and has the units Pa, similar to 
pressure. However, stress and pressure diff er in two ways. First, 
pressure is positive when it acts in the direction to compress the 
volume, whereas stress is positive when it acts in the direction to 
expand the volume. Second, pressure is a scalar quantity, but 
stress is a second-order tensor with nine components given by

 

,
xx xy xz

yx yy yz

zx zy zz

⎛ ⎞τ τ τ
⎜ ⎟τ = τ τ τ⎜ ⎟
⎜ ⎟τ τ τ⎝ ⎠  

(17.2)

where τij is the force in the direction j acting on a plane perpen-
dicular to axis i. Now let us assume a cubic control volume, as 
depicted in Figure 17.2. When i = x, for example, forces in the x-, 
y-, and z-directions are expressed as τxx, τxy, and τxz, respectively. 
Stresses acting normal to the surface are called normal stresses 
(i.e., τxx, τyy, and τzz), whereas stresses acting tangential to the 
surface are called shear stresses. When the surface is a wall 
boundary, the shear stress is called wall shear stress.

By considering the balance of moments acting on the control 
volume, the following conditions can be derived:

 , , .xy yx xz zx yz zyτ = τ τ = τ τ = τ  
(17.3)

Th us, the stress tensor is a symmetric tensor.

17.2.3.2 Rate of Strain

In the case of a solid, such as an elastic material, it deforms when 
stress is exerted, but returns to its original shape if the stress is 
removed. In contrast, fl uid fl ows when stress is exerted and does 
not return to its original shape even if the stress is removed. Th is 
is because an elastic material generates stress against the strain, 
whereas fl uid generates stress against the rate of strain. Th e rate 
of strain is also called the velocity gradient and has the units 1/s.

Let fl uid be fi lled between fl at plates with gap h [m], and let the 
upper wall be moved in the x-direction with speed U [m/s], while 
the lower wall is fi xed, as illustrated in Figure 17.3. Aft er a suffi  -
ciently long time, the velocity fi eld between the fl at plates 
becomes linear in the y-direction. Th is type of fl ow is called 
Couette fl ow or simple shear fl ow. Th e velocity gradient in the 
y-direction is given by

 
,xu U

y h
∂ =
∂  

(17.4)

where ux is the velocity component in the x-direction.

FIGURE 17.1 A liquid is quiescent in the gravity fi eld when the pres-
sure P0 is exerted on the surface. FIGURE 17.3 Fluid fl ow between fl at plates.

z

y

x

τxxτxy

τxz

τxy

τxz

τxx

FIGURE 17.2 Stress components acting on the plane perpendicular 
to the x-axis.
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In the case of a three-dimensional fl ow fi eld, the rate of strain 
becomes a second-order tensor with nine components. For 
incompressible fl uids, the rate of strain eij is given by

 

1 ,
2

ji
ij

uue
j i

⎛ ⎞∂∂= +⎜ ⎟∂ ∂⎝ ⎠  
(17.5)

where i and j can be replaced by x-, y-, or z-coordinates.

17.2.3.3 Viscosity

In the case of Couette fl ow, as shown in Figure 17.3, the force 
F [N] is necessary to move the upper plate in the x-direction with 
speed U. When the area of the upper plate is A [m2], a relation-
ship exists such that

 
,F U

A h
= μ

 
(17.6)

where μ is the viscosity, which has the units Pa·s. Th e left -hand 
side of Equation 17.6 is the shear stress τxy, and U/h on the right-
hand side can be written as dux/dy. Th us, Equation 17.6 can be 
rewritten as

 

d .
d

x
xy

u
y

τ = −μ
 

(17.7)

Th e minus sign in the right-hand side appears due to the direc-
tion of shear stress. Th is equation is called Newton’s law of 
viscosity.

In the case of a three-dimensional fl ow fi eld, Newton’s law of 
viscosity for incompressible fl uids is given by

 

d1 d ,
2 d d

ji
ij ji

uu
j i

⎡ ⎤
τ = τ = −μ +⎢ ⎥

⎣ ⎦  
(17.8)

where i and j can be replaced by x-, y-, or z-coordinates. Th is 
equation gives the relationship between the stress and the rate of 
strain for a Newtonian fl uid.

Th e viscosity of a Newtonian fl uid will be constant regardless 
of the fl ow fi eld if the temperature and the density are invariant. 
Fluids that consist of small molecules, such as air and water, are 
usually Newtonian fl uids. Th e viscosities of air and water are 

given as examples in Table 17.1. If a fl uid contains large molecules 
or particles, it oft en does not obey Newton’s law of viscosity; 
such fl uids are called non-Newtonian fl uids. Many biofl uids, 
such as blood, saliva, synovial fl uid, and cytoplasm, are non-
Newtonian fl uids and exhibit complex relationships between 
stress and rate of strain.

17.2.4 Non-Newtonian Fluids

A non-Newtonian fl uid is one that does not obey Newton’s law of 
viscosity (Equation 17.7). Th e relationship between τxy and dux/dy 
for various non-Newtonian fl uids is illustrated in Figure 17.4. 
Th e thick solid line with constant slope crossing the origin of the 
fi gure represents a Newtonian fl uid. Th e two curves crossing the 
origin, shown by thin solid lines, signify non-Newtonian fl uids. 
When the apparent viscosity decreases as the velocity gradient 
increases, this is called shear-thinning, and when the apparent 
viscosity increases as the velocity gradient increases, this is 
called dilatancy.

Th e broken line and the broken curve in the fi gure do not 
cross the origin, but cross the y-axis with an intercept coeffi  cient 
of λ. Th is means that the fl uids do not deform until the exerted 
stress exceeds the plasticity λ. Th e broken line represents a 
Bingham fl uid and the broken curve, a Casson fl uid. Th e prop-
erty of blood is well expressed by the Casson model.

A second non-Newtonian phenomenon is related to the nar-
rowing of vessels downstream. When the vessel diameter falls 
below a critical value the viscosity becomes a function of the 
vessel diameter. Th e critical diameter has been documented as 
approximately 2 mm. Th e dependence of the viscosity on the 
vessel radius is known as the Fahraeus–Lindqvist eff ect. Th is 
phenomenon is illustrated in Figure 17.4.

17.3  Conservation Laws in Fluid 
Dynamics

Fluid dynamics is governed by the same laws that apply in other 
fi elds of physics: laws of conservation, thermodynamics, and 
Newton’s laws. Additionally, the conservation of momentum 
also applies.

TABLE 17.1 Density and Viscosity of Water and Air

Water Air

Temperature 
(°C)

Density 
(kg/m3)

Viscosity 
(Pa s)

Density 
(kg/m3)

Viscosity 
(Pa s)

0 999.84 1.792 × 10−3 1.293 1.724 × 10−5

10 999.70 1.307 × 10−3 1.247 1.773 × 10−5

20 998.20 1.002 × 10−3 1.205 1.822 × 10−5

30 995.65 0.797 × 10−3 1.165 1.869 × 10−5

40 992.22 0.653 × 10−3 1.127 1.915 × 10−5

Bingham fluid
Dilatancy

Casson fluid
Newtonian fluid

Shear-thinning

∂ux
∂y

λ

τxy

–

FIGURE 17.4 Laminar fl ow in a straight tube.
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17.3.1 Conservation of Momentum

Based on Newton’s second law the next conservation law for 
fl uid dynamics can be derived. Th e three laws of Newton are as 
follows:

Newton’s First Law of Motion:•  Every object in motion 
remains in motion unless an external force is applied.
Newton’s Second Law of Motion:•  Th e force applied on an 
object is directly proportional to the acceleration and the 
mass of the object in motion.
Newton’s Th ird Law of Motion:•  For every action there is an 
equal but opposite reaction.

Newton’s second law is expressed as follows:

 
d d( ) ,
d d
V mVF ma m
t t

= = =
 

(17.9)

where the momentum is expressed by Equation 17.10:

 p* = mV (17.10)

In equilibrium the pressure applied to the liquid will balance 
the shear forces on the liquid in cylindrical coordinates, assum-
ing the direction of fl ow to be in the z-direction:

 ∑ Fi = ∑ PA− ∑ τ (2πr dz). (17.11)

In equilibrium, the sum of the forces is zero and Equation 17.11 
becomes

 ∑PA = ∑τ (2πr dz). (17.12)

Applying Equation 17.12 on an infi nitesimally small volume 
and rearranging the infi nitesimal radius and length to the 
respective sides of the equal sign, the equation can be shown 
to yield

 
dd( ) .

d d
r Pr

r z
τ =

 
(17.13)

Substitution of the shear rate with Equation 17.7 and rearrang-
ing all equal terms to the respective sides of the equal sign will 
yield

 

d (d /d )1 1 d .
d d

( )r u r P
r r z

=
μ  

(17.14)

Integrating Equation 17.14 over the radius of the lumen of 
fl ow will yield the Hagen–Poiseuille equation, shown later in 
Equation 17.28.

For the sum of forces acting on a liquid in a compliant vol-
ume, Equation 17.9 translates into the following volumetric 

 deformation description:

 surface _ of _ volume volume

d( ) ( )d d .
d
mVF A V V

t t
∂= = ρ ⋅ + ρ
∂∑ ∑ ∫ ∫V V n� �

 (17.15)

In one-dimensional fl ow, Equation 17.15 transforms into

 

⎡ ⎤∂ ∂ ∂⎛ ⎞ ⎛ ⎞= ρ + −⎢ ⎥⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠∂ ∂ ∂⎣ ⎦
∑ ∑ ∑∫�

out involume

d .m mF V V V V
t t t

 (17.16)

Moving on from the momentum, the next step is the change 
of momentum, the impulse i, as illustrated by

 i = d (mV) = Ft. (17.17)

Th e energy (E) applied to achieve the motion described by the 
momentum is the change in energy between the before and aft er 
situation and is called “work” and can be captured by the change 
in impulse over time integrated over the distance the motion 
takes place, or the force integrated over the infi nitesimal dis-
tance of motion (ds). Th e work (W) is expressed as

 W = ΔE = ∫ F ds. (17.18)

Th is brings us to the next set of conservation principles: 
Conservation of Energy.

17.3.2 Conservation of Energy

Th ere are two basic forms of energy: potential energy and 
kinetic energy. Potential energy describes the potential for 
releasing energy due to the boundary conditions. One example 
of potential energy is storing an object at a raised altitude with 
respect to a reference level; this object can fall and release the 
potential energy as kinetic energy during its fall. Th e potential 
energy (U) in this case is described by the gravitational energy 
expressed as

 U = mgh, (17.19)

which equals the work performed to raise the object with mass m 
to the elevated level.

Th e kinetic energy released during the fall is the force acting 
on the mass over the distance traveled. Th e distance traveled can 
be expressed as the speed during the motion times the duration 
the motion takes place. Since the speed is not constant, integra-
tion will be required for yielding the average speed times the 
duration of fall for the distance traversed:

 
max .
2

Vs Vt t= =
 

(17.20)
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Th is will give the kinetic energy (E) as

 
21 .

2
E mV=

 
(17.21)

Combining the work, kinetic energy, and potential energy with 
any form of internal energy (i.e., chemical or radioactive) will give 
the total energy of the system, which is interchanged between 
sources of energy but is never lost. Consider the fl ow through the 
pipe in Figure 17.5 with input cross-sectional area A1, output 
cross-sectional area A2, fl ow velocity at entrance V1, fl ow velocity 
at exit point V2, and elevation h2 − h1 between input and output. 
Th e conservation of energy equation reads this as follows:

 

total total 2
exit entry 2 2 internal 2

exit

2
1 1 internal 1

entry

1
2

1 .
2

E E mgh mV E P As

mgh mV E P As

⎡ ⎤= = + + −⎢ ⎥⎣ ⎦

⎡ ⎤= + + +⎢ ⎥⎣ ⎦  
(17.22)

Note that the work done by pressure on the liquid as well as 
the friction is also included in this conservation law. Friction 
converts to internal energy and raises the temperature by 
increasing the internal kinetic energy since temperature is the 
average internal kinetic energy of the medium.

When dividing Equation 17.22 by the volume of the liquid and 
neglecting Einternal, the conservation of energy converts into con-
servation of energy density, also known as Bernoulli’s equation. 
Th e potential energy in this case will involve any change in height, 
such as between the head and the heart. Th is is expressed as
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17.4 Osmotic Pressure

In a vascular circulation the internal energy involves the chemical 
solution of all ions, minerals, and colloid materials such as pro-
teins. Th e solution of chemicals is described by the osmotic pres-
sure Π. Th e colloid osmotic pressure is indicated as Πc in this way. 
Including the osmotic pressure in the Bernoulli equation gives a 
more representative description of the fl ow dynamics in organs, 

since the osmotic pressure is a real part of the material exchange 
between the blood and the organ under dynamic conditions.

Th e osmotic pressure of a solution has the same value as what 
the particle solution would have as a gas with the same volume 
and temperature as the solution. Th e osmotic pressure can in 
this way be expressed in the form used by the Ideal Gas Law:

 
,nRT CRT

V
Π = =

 
(17.24)

where R is the gas constant (8.135 J/mol K), T is the local tempera-
ture in Kelvin, n is the number of moles of solution, and C is the 
concentration. Note that the gas laws apply in more ways than one; 
all solutions will add to the total osmotic pressure of the liquid.

Th e use of the Van’t Hoff  equation becomes evident when 
 considering a physiological salt solution (saline) that is in 
osmotic equilibrium with blood plasma at 0.9% weight NaCl, or 
300 mOsm/L concentration.

Th e analogy between gas pressure and dissolved particle pres-
sure was identifi ed by Van’t Hoff  (1887) and Equation 17.24 is 
sometimes referred to as the Van’t Hoff  Law.

In the same way as the blood has osmotic pressure, the ves-
sel wall or lung alveoli has an osmotic pressure that forms a 
mechanism of exchange for dissolved materials in combination 
with the other terms in the Bernoulli equation that are attrib-
uted to the exchange process
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(17.25)

Figure 17.6 illustrates the pressure gradient across the membrane 
wall at the boundary of the blood fl ow over a length of circulation.

17.5 Flow in a Straight Tube

17.5.1 Reynolds Number

Th e Reynolds number is a dimensionless parameter that indi-
cates the ratio of the momentum force to the viscous force in the 
fl ow fi eld, defi ned as

 
,LURe ρ=

μ  
(17.26)
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Pt = 1 * 103 N/m2 Pt = 1.33 * 103 N/m2

Pc = 2.66 * 103 N/m2

Πt = 3.33 * 103 N/m2

Πc = 1.33 * 103 N/m2

Πt = 3.33 * 103 N/m2

Πc = 1.33 * 103 N/m2Pc = 4 * 103 N/m2
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FIGURE 17.6 Arterial/venous pressure diagram showing tissue pres-
sures (Pt ), osmotic pressure (Пt ), and luminal pressures: colloid osmotic 
pressure (Пc ) and luminal hydraulic pressure (Pc ) illustrating the com-
bined pressure gradient facilitating the exchange of dissolved gasses.

h2h1

A1 V1

V2
A2

FIGURE 17.5 Bernouilli fl ow diagram.
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where ρ is the density, L is the characteristic length, U is the char-
acteristic velocity, and μ is the viscosity. In the case of tube fl ow, 
L is usually taken as the diameter and U as the average velocity.

When the Reynolds number is small, the viscous eff ect is domi-
nant in the fl ow fi eld. Th us, fl uid particles move regularly with time 
and space in the fl ow, known as laminar fl ow. When the Reynolds 
number is large, however, fl uid particles move chaotically in time 
and space, known as turbulent fl ow. Typically, the transition from 
laminar fl ow to turbulent fl ow occurs at about Rec = 2200, where 
Rec is the critical Reynolds number. For example, when ink is 
injected to a fl ow in a straight pipe, the ink fl ows as a straight line if 
Re < Rec, whereas the ink becomes mixed if Re < Rec.

17.5.2 Laminar Flow

When the fl ow in a tube is fully developed and steady, the 
 velocity profi le of laminar fl ow is given by

 

22 d 1 ,
4 dx
R p ru

z R
⎡ ⎤⎛ ⎞= − −⎢ ⎥⎜ ⎟⎝ ⎠μ ⎢ ⎥⎣ ⎦  

(17.27)

where z- and r-coordinates are taken in the axial and radial 
directions, respectively, R is the radius of the tube, and dp/dz is 
the pressure gradient, as illustrated in Figure 17.7. Th e velocity is 
zero on the wall and has a maximum value on the axis. In the 
case of laminar fl ow, the velocity profi le is parabolic.

Th e fl ow rate Q can be calculated by integrating the velocity in 
the cross-section as
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where R(z) is the axial-dependent radius of the vessel. Th is equa-
tion is known as the Hagen–Poiseuille Law. Th e fl ow rate is pro-
portional to R4, and is therefore very sensitive to the tube radius 
when the pressure gradient is fi xed. Th e average velocity ua is 
calculated by dividing the fl ow rate by the cross-section as
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which is half of the maximum velocity on the axis.

17.5.3 Turbulent Flow

When the fl ow is turbulent, the velocity profi le changes chaoti-
cally in time and space, but discussing the time-averaged veloc-
ity is warranted to better understand the fl ow characteristics. 
Th e time-averaged velocity profi le of turbulent fl ow in a tube is 
typically expressed using the power law, given by
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where umax is the maximum velocity, y is the distance from the wall, 
and n is a constant that varies with Re as described in Table 17.2. 
Th e time-averaged velocity profi le of turbulent fl ow is more fl at 
than that of laminar fl ow.

17.6  Factors Infl uencing Flow-Velocity 
Profi le

Blood is a non-Newtonian fl uid as mentioned earlier; in addi-
tion, blood has a particle solution that creates additional fl ow 
conditions that are causing deviations from the theoretical 
description provided. On top of the particulate factor, the fl ow 
through vessels encounters a compliance of the vessel wall, 
which also contributes to the need for adjustments to the stan-
dard fl ow equations. Last but not least, all mechanical factors 
of the composition of the blood itself and the vessel wall elas-
ticity introduce mechanical impedance similar to electrical 
impedance. Th e mechanical impedance has similar eff ects on 
the mechanical fl ow as in electrical conduction, especially 
when applied to a pulsatile fl ow. In alternating electric cur-
rent, the frequency response at the distal end of an electronic 
circuit is described by the “Telegraph Equation,” taking into 
account phase retardations resulting from inductance and 
capacitance. Th e equivalent consequences applied to vascular 
fl ow, and in particular pulsatile fl ow, are described in the next 
sections.

17.6.1 Particulate Flow Pattern

Owing to the approximately 45% particulate concentration, 
RBCs, white blood cells, platelets, and other dissolved compo-
nents, the particles tend to separate out from the liquid in the 
blood fl ow. Th is results in a two-layer model describing the fl ow 
in the vessels. Th e boundary layer will be formed with a low con-
centration of particles. Beyond the boundary layer the fl ow can 
be described using the Poiseuille fl ow. Th e thickness of the 
boundary layer is generally a function of vessel diameter, fl ow 

FIGURE 17.7 Representative Poiseuille fl ow diagram. Th e fl ow velo-
city decreases with the square of the radius.

TABLE 17.2 Relationship between Re and n in the Power Law

Re 4 × 103 104–1.2 × 105 2 × 105–4 × 105 7 × 105–1.3 × 106 1.5 × 106–
3.2 × 106

N 6 7 8 9 10
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velocity and particle concentration. Th e two-layer model is illus-
trated in Figure 17.8.

17.6.2 Vascular Compliance

Th e innate mechanical stretch of the vascular wall under pres-
sure is necessary to accommodate the rapid infl ux of massive 
amounts of blood with a downstream restrictive fl ow matrix. 
Especially in the arterial system, the vessels become smaller 
but more plentiful moving distally. Th e mechanical imped-
ance (primarily resistance) of the smaller vessels in the fl ow 
path will require an alternative solution to accept the capacity 
of the infl ow locally. Th e electronic equivalent to this condi-
tion will be capacitance and to a degree inductance, which 
translate to mechanical compliance of the vessel wall. Th e 
arterial wall stretches under the increased pressure from the 
infl ow of blood, providing a temporary holding of the tran-
sient fl ow.

17.6.3 Pulsatile Flow

Since the heart beats periodically, the output of the heart has a 
pulsatile character. Th e pulsatile behavior has all the character-
istics of a wave. Since the wave-like fl ow phenomenon is peri-
odic, Fourier analysis can be applied to dissect the wave pattern 
into sinusoidal components. Standard wave propagation theory 
can thus also be applied to the pulsatile blood fl ow. Th e mechan-
ical “Telegraph equation” applied to blood fl ow shows frequency 
and phase eff ects on the transmission pattern of fl ow. Th e main 
issue in blood fl ow is the mechanical wall compliance.

When the fl ow in a tube is pulsatile, like blood fl ow in a large 
artery, the velocity profi le is no longer parabolic, even though 
the fl ow is laminar. In the accelerated period, the velocity profi le 
tends to be fl atter than that of a parabolic profi le. In the deceler-
ated period, however, fl uid in the center region tends to fl ow 
downstream because of considerable momentum, but fl uid near 

the wall may fl ow upstream due to the large negative pressure 
gradient. Th e wavy velocity profi le was derived for various fl ow 
conditions by Womersley [1] using Bessel functions. Th e eff ect of 
pulsation can be discussed in terms of the Womersley number, 
defi ned as

 

2
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(17.31)

where a is the radius and ω is the angular velocity of the pulsa-
tion. Wo is a dimensionless constant to express the ratio of the 
momentum force due to the pulsation to the viscous force. 
When Wo is small, the fl ow is quasi-steady and we can assume 
that the velocity profi le is parabolic. When Wo is large, however, 
we need to consider the oscillatory boundary layer developing 
near the wall.

In order to describe the pulsatile fl ow in the human vascula-
ture, the Poiseuille equation needs to be applied to a frequency-
dependent fl ow instead of a steady-state fl ow.

17.7  Blood Flow in Large 
and Small Vessels

17.7.1 Flow Conditions in Various Vessels

Th e diameter of vessels varies from 20 to30 mm in large arter-
ies to between 5 and 10 μm in capillaries. In large arteries, the 
value of Re becomes several thousands and inertia plays an 
important role in the fl ow. Stream lines oft en separate from 
the wall downstream of a stenosis, at an aneurysm or aft er a 
bifurcation, and a secondary fl ow is generated in a curved 
artery. Most fl ows in arteries are laminar, except for the very 
large arteries that exit the left  ventricle. In capillaries, how-
ever, the value of Re is less than 1, and viscous force plays a 
major role. Pulsation of the fl ow can be found in all vessels, 
even in capillaries, but the fl ow becomes quasi-steady in the 
capillaries. Th e variation of Re and Wo in diff erent vessels is 
listed in Table 17.3 [2].

0 10 20 0

Vs mm/s

Cell-free layer

Cell-free layer

2-layer
flow

2-layer
flow

Poiseuille
flow

Narrow vessel ~ 30μm Medium vessel ~ 70μm

Q

2 4 6 8 10

FIGURE 17.8 Representation of two-layer fl ow for narrow (left ) and 
wide (right) vessels. Th e cell-free layer on the wall creates a deviation 
from the Poiseuille fl ow. In narrow vessels, the RBCs tend to group 
together (Rouleaux formation), which results in a fl attening of the 
velocity profi le.

TABLE 17.3 Flow Conditions in Diff erent Vessels [2]

Site

Internal 
Diameter 

(cm)

Peak 
Velocity 

(m/s)

Peak 
Reynolds 
Number

Womersley 
Number

Ascending aorta 1.5 1.2 4500 13.2
Descending aorta 1.3 1.05 3400 11.5
Abdominal aorta 0.9 0.55 1250 8
Femoral artery 0.4 1.0 1000 3.5
Arteriole 0.005 0.75 0.09 0.04
Capillary 0.0006 0.07 0.001 0.005
Venule 0.004 0.35 0.035 0.035
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17.7.2 Blood Flow in Large Vessels

Th e blood fl ow in large arteries involves several complicated 
processes and concepts, such as the complex geometry of vessels, 
deformation of vessel walls, pulsatile fl ow due to the heartbeat, 
and the non-Newtonian property of blood. Recent advances 
have considerably improved the clinical images obtained by 
computed tomography (CT) and magnetic resonance imaging 
(MRI), and patient-specifi c geometries are oft en employed for 
computational fl uid dynamics (CFD) analysis. In a large artery, 
blood can be assumed to be a homogeneous fl uid because the 
size of blood cells is much smaller than the scale of the fl ow fi eld. 
Th e non-Newtonian property of blood is sometimes neglected 
for the sake of mathematical simplicity. Th e pulsation of fl ow is 
important not only in large arteries, but also in large veins, 
because the fl ow in large veins also oscillates due to the heart-
beat. Vessel wall deformation in large arteries is about 5–10%. 
Deformation in veins is usually greater than that in arteries, and 
veins can even collapse if the outer pressure is greater than the 
inner pressure. Due to vessel wall deformation and pulsatile 
fl ow, pressure waves propagate on the wall. Th e pressure wave 
velocity (PWV) is given by the Moens–Korteweg equation:

 
PWV = ,

2
hE

aρ  
(17.32)

where h is the thickness of the wall, E is the Young’s modulus of 
the wall, ρ is the density of the fl uid, and a is the radius.

17.7.3  Blood Flow in Small Vessels 
and Capillaries

In a small vessel, blood is no longer assumed to be homogeneous. 
Th is is because the fl ow fi eld is aff ected by the individual motions 
of blood cells, and blood cells are not distributed evenly in a ves-
sel. Typically, a cell-free layer that is several microns thick forms 
in the vicinity of endothelium cells. Th e apparent viscosity of 
blood changes with vessel diameter due to the heterogeneity of 
the blood cells, which is known as the Fahraeus–Lindqvist eff ect 
[3]. Th e hematocrit also tends to decrease in small vessels because 
the plasma layer fl ows into smaller, daughter vessels.

Th e diameter of capillaries is about 5–10 μm, which is compa-
rable to the 8 μm size of RBCs. An RBC can pass through a nar-
row constriction by deforming to a parachute- or slipper-like 
shape. Th e deformation of an RBC is defi ned by capillary num-
ber, which is the ratio of the viscous force to the elastic force, 
defi ned as

 
= ,aCa

hE
μγ


 
(17.33)

where μ is the viscosity, γ⋅ is the shear rate, a is the radius, h is the 
membrane thickness, and E is the Young’s modulus of the mem-
brane. Even in a large vessel, the shear rate can be large near 
the wall, which leads to the deformation of RBCs. Figure 17.9 

illustrates the wall compliance in the capillaries. Wall deforma-
tion takes place under the rubbing of the RBCs. Th e rubbing of 
the RBCs against the capillary wall also creates a discontinuity 
in the pressure gradient of the fl ow. At small shear rates, RBCs in 
plasma rotate like a rigid disk. At large shear rates, on the other 
hand, the RBCs orient themselves at a constant angle to the fl ow 
and their membrane appears to rotate about the interior, referred 
to as a tank-treading motion.

17.7.4 Sinusoidal Fluctuation in Flow

Th e heartbeat, and the resulting fl ow, generates a complex fl ow 
rate pattern. Fourier analysis of this signal will show that the 
wave pattern can be approximated by the fi rst eight sinusoidal 
harmonics, with the base wave being the heart rate. Th e frequency-
 dependent fl ow requires the introduction of a frequency compo-
nent in the fl ow parameter. Using the axial fl ow u(r) as the base 
for steady-state fl ow, the frequency-dependent fl ow can be devel-
oped in a harmonic expansion with the use of a Poisson series 
and can be described as

 
ω= ′( , ) ( )e ,ni tu r t u r  (17.34)

where ωn represents the frequency harmonics of the pulsatile fl ow.
Substitution of the time-dependent fl ow in the Poiseuille 

equation yields the foundation for the fl ow dynamic equivalent 
of the Telegraph equation. Th e solution is presented without 
derivation, which can be found in Uri Dinnar’s “Cardiovascular 
Fluid Dynamics”:
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(17.35)
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to wall friction
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FIGURE 17.9 Capillary wall deformation (compliance) and pressure 
gradient discontinuity under capillary fl ow conditions.
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where an represents the coeffi  cients of the Fourier series of the 
frequency polynomial series, ∝2 = Re * Sr, and R represents the 
radius of the vessel.

Here, Re is the Reynolds numbers and Sr is the Strouhal num-
ber, and J0 is the fi rst-order Bessel function. Th e frequency 
parameters of blood fl ow are determined by the Strouhal num-
ber. Th e Strouhal number quantifi es the ratio of fl uidic forces 
due to turbulence phenomena with respect to the internal forces 
resulting from localized fl ow accelerations. Th e Strouhal num-
ber can be used to estimate the time scale for vortex formation. 
Th e Strouhal number is defi ned as

 
r ,DS

V
ω=

 
(17.36)

where D is the vessel diameter, V is the average fl ow velocity, and 
ω is the angular velocity of the periodic phenomenon of fl ow.

Th is means that the fl ow characteristics are inherently tied to 
the fl ow rate, the vessel diameter, and the frequency.

Equation 17.35 can be solved for small μ yielding a fl uctuating 
parabolic fl ow profi le in Poiseuille format, expressed as
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(17.37)

Th e shear stress resulting from blood fl ow through a vessel 
can be described using the Herschel–Bulkley approximation to 
model blood as a fl ow medium. Th is gives the shear stress as a 
function of fl ow as
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where τ′ is the Herschel–Bulkley yield-stress and μ′ is the 
Herschel–Bulkley coeffi  cient of friction.

Additionally, changes in the quantitative values of parameters 
such as vessel diameter, fl ow velocity, and pulsation frequency 
among other parameters will aff ect the shear rate defi nition and 
can be captured by the mechanical compliance of the vessel or 
more generally the mechanical impedance of the time-depen-
dent fl ow through a compliant vessel.

Th e mechanical compliance of the vessel can be separated in a 
static compliance and dynamic compliance. Th e static compli-
ance (CV

Stat) is the result of the combined eff ect of circumferential 
compliance (CC

Stat) and axial compliance (C a
Stat) as described in 

the equations given below:
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where V is the volume of the lumen of the vessel, D is the dia-
meter of the lumen of the vessel, and D is the length of the vessel 
over which the pressure gradient is considered. It is given with-
out proof that the total volumetric compliance satisfi es the 
equation

 
Stat Stat Stat
V L d2 .C C C= +  

(17.43)

Equation 17.43 relies on the assumption that the vessel is cir-
cular and remains circular throughout the fl ow.

Th e dynamic values of the compliance can be split in a similar 
fashion. In this case, the time-dependent volume of the lumen of 
the vessel is considered. Additionally, the pressure gradient is 
replaced by the pressure diff erence between maximum (systolic: 
PSys) and minimum (diastolic: Pdiastol) pressures: P̂ is described as

 P̂ = PSys − Pdiastol. (17.44)

Th e time-dependent compliance in this case is considered to be 
a function of the mean pressure and time gradient of the volume 
of the vessel segment. Describing the volumetric, circumferential, 
and axial dynamic compliance will look like the following:
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where V0 is the volume of the vessel lumen, ΔV is the time- 
dependent volume change, D0 is the luminal diameter, ΔD is the 
luminal expansion diameter, L0 is the length of the vessel under 
consideration at rest, and ΔL is the axial stretch.

Th e total compliance is the sum of the static and dynamic 
compliances, respectively, for each component:
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V VV ,C C C= +  
(17.48)
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Dynamic Stat

a a a .C C C= +  (17.50)

Additionally, the mechanical behavior is described by the 
material properties of the vessel such as the elastic modulus of 
the vessel (E), or Young’s modulus and Poisson’s ratio (υ). Th e 
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Young’s modulus is defi ned by the ratio of the tensile stress over 
the tensile strain:

 
.
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(17.51)

In the case of the expanding vessel the change will be both in 
the radial and axial directions, yielding two independent mod-
uli. Th is translates into the Young’s modulus for the circumfer-
ential (Ec) and axial (Ea) directions as follows:
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Generally, for compliant materials, the Poisson ratio equals 
0.5; however, elastic biological materials do not expand isometri-
cally due to the fi ber/muscle structure. As a result, the expansion 
has a time lag, which results in a phase retardation of the peri-
odic expansion and contraction.

Th e impedance for fl ow (Z(r,t)) is defi ned as the ratio of the 
pressure gradient over a length of vessel (ΔP(z,t)) divided by the 
fl ow through that vessel (Q(r,t)), as shown by the equation
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(17.54)

where f(t) describes the frequency profi le of the fl ow.
Combining the compliance and impedance and applying this 

to pulsatile fl ow of the beating heart embedded in the fl ow equiv-
alent “Telegraph” equation or Cable equation, it can be shown 
that the fl ow in the radial distribution as well as in the axial direc-
tion has phase retardation resulting in turbulence, especially 
when considering curved vessels.

Th e Cable equation for current (I) in a circuit with capacitance 
(C), inductance (L), and resistance (R) is formulated as follows:

 
2 2

m in out
a

1 / ,I I I V x
R

= − = ∂ ∂
 

(17.55)

which can describe the current passing through the membrane 
channel conductance. Here, Irm is the resistive current through 
the membrane fl owing in the axial direction in an electronic 
equivalent model and the amount stored on the membrane 
capacitance, Icm; Ra is the axial resistance, Cm is the membrane 
capacitance, and V is the transmembrane potential, leading to

 
2 2

m in out rm cm m
a m

1 1/ / .I I I V x I I V C V t
R R

= − = ∂ ∂ = + = + ∂ ∂

 (17.56)

Solving this partial diff erential equation and rearranging to 
solve for the partial with respect to time will yield
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which is referred to as the Telegraph equation or the Cable 
equation.

Multiplying both sides by rm/rm yields
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Th e Telegraph equation for fl ow can now be formulated by the 
Moens–Korteweg equation, which gives the fl uidic pulsatile 
velocity [v(r, t)] as a function of the fl uid characteristics as well as 
the vessel compliance:

 u u u

1( , ) ,
2
Eh Av r t

R C L C
= = =

ρ ρ  
(17.59)

where the wall thickness is given by h and the elastic modulus is 
E; ρ is the density of blood, R is the radius of the blood vessel, Lu 
is the inertance per unit length, and Cu is the compliance per unit 
length; v(r, t) is the speed of blood fl ow in the vessel as a function 
of radial location and as a function of time. In all this descriptive 
analysis, the pulsatile pressure as a function of axial and radial 
location and z, the axial location, is represen ted by P(r, z, t). 
Numerical examples of compliance are presented in Table 17.4.

An indication of the radial fl ow dynamics of a pulsatile trans-
portation of blood through a rigid vessel is illustrated by the work 
of Uri Dinnar in Figure 17.10. Th e calculated fl ow patterns show 
back-fl ow due to the phase retardation resulting from the compli-
ance as well as the non-Newtonian behavior of the blood.

17.8  CFD for Blood Flow Analysis

17.8.1 CFD Methods

Th e isothermal laminar fl ow of an incompressible Newtonian 
fl uid can be solved by coupling the conservation of mass (i.e., the 
continuity equation) with the conservation of momentum (i.e., 
the Navier–Stokes equation). Many algorithms to couple the two 

TABLE 17.4 Examples of Specifi c Tissue Compliance for Selected 
Biological Materials

Tissue Type Compliance (%mm Hg)

Artery (average) 590 ± 50
Bovine heterograft 260 ± 30
Saphenous vein 440 ± 80
Umbilical vein 370 ± 50

Source: Salacinski, H. J. 2001. J. Biomater. Appl. 15(3), 241–248.
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equations, as well as discretization methods, have been pro-
posed. Since these methodologies are beyond the scope of this 
book, please refer to standard CFD textbooks for further details. 
To solve the continuity equation and the Navier–Stokes equation 
simultaneously, boundary conditions are necessary. Usually, 
the initial condition of the fl ow fi eld, inlet, and outlet fl ow 
 conditions, and wall boundary conditions are required to solve 
the problem. Th ese equations are discretized into each computa-
tional mesh and solved by massive computational power.

Over the past few decades, numerical methods for CFD have 
advanced considerably. Based on this progress, current trends in 
computational hemodynamics favor the more practical applica-
tions for diagnosing cardiovascular diseases and planning any 
related surgery. For example, CFD analysis on blood fl ow at a 
cerebral aneurysm has been reported by many researchers. 
Cerebral aneurysm is an extremely important disease in clinical 
medicine, since the rupture of a cerebral aneurysm is the most 
common cause of subarachnoid hemorrhage, which is well 
known for its very high mortality. Although how cerebral aneu-
rysms originate is still unclear, hemodynamics is believed to 
play a vital role. Th us, many researchers have investigated the 
blood fl ow around an aneurysm. Currently, an intravascular 
stent is oft en used to treat a cerebral aneurysm. CFD analysis is 
also used to develop an eff ective stent to prevent the infl ow to an 
aneurysm. CFD is now one of the fastest growing fi elds in medi-
cal engineering.

17.8.2  Example of CFD Analysis in a Large 
Artery

In this section, an example of CFD analysis in a large artery is 
presented. A patient-specifi c geometry of the human internal 
carotid artery is used. For the calculation of blood fl ow, blood is 
assumed to be an incompressible and Newtonian fl uid with den-
sity ρ = 1.05 × 103 kg/m3 and viscosity μ = 3.5 × 10–3 Pa · s. Th e 

governing equations for such a blood fl ow are the continuity and 
Navier–Stokes equations. Pulsatile fl ow with the maximum 
Reynolds number of 200 is solved. In this section, the vessel wall 
deformation is neglected for numerical simplicity. Boundary 
conditions include a parabolic velocity profi le at the inlet, zero 
pressure at the outlet, and the no-slip condition on the wall. Th e 
blood fl ow calculation is accomplished through an in-house 
three-dimensional fl ow solver based on a MAC algorithm. Th e 
total number of grid points is 52,065.

Figure 17.11a illustrates the magnitude of axial velocity at 
each cross-section at peak velocity. Since the arterial shape has 
high curvature, the velocity profi le is no longer parabolic, as 
 analytically derived for a straight tube. Th e secondary fl ow at 
each cross-section is shown in Figure 17.11b. When an artery has 
a bend, the high-velocity fl uid in the center region experiences a 

0 π/4 π/2 3π/4 5π/4 3π/2 7π/4

α= 0.75

α= 1.5

R = 0.05 cm

R = 0.1 cm

α= 7.5 R = 0.5 cm

α= 15 R = 1 cm

π

FIGURE 17.10 Flow pattern in relative vessel diameter under the infl uence of pulsatile non-Newtonian liquid fl ow. Flow conditions are presented 
for diff erent values of α = ωn R2 ν, where ωn is the nth harmonic of the pulsatile fl ow frequency ωn = 2πνn, and ν is the heart pump frequency. Th e 
upper graph is for aortic fl ow, while the bottom three graphs are for smaller vessels. Note the fl ow reversal and the diff erences in this phenomenon 
with respect to vessel diameter and fl ow velocity. Th e arterial vessel diameter in these graphs ranges from 100 mm to 1.5 cm. (Reproduced from 
Dinnar U. 1981. Cardiovascular Fluid Dynamics. CRC Press, Boca Raton. With permission.)

FIGURE 17.11 Velocity fi eld of blood fl ow in an internal carotid 
artery at peak velocity. (a) Magnitude of the axial velocity. (b) Velocity 
vector of secondary fl ow. Th e velocity profi le is also shown in the upper 
left  of (a) and (b). (Image provided by Y. Shimogonya and T. Yamaguchi, 
Tohoku University.)
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large centrifugal force, which leads to the secondary fl ow in the 
cross-section. Th e magnitude of the secondary fl ow is about half 
that of the axial fl ow; therefore, the fl ow fi eld is fully three- 
dimensional in this case. Figure 17.12 depicts the wall shear 
stress. By solving the fl ow fi eld, one can easily calculate the wall 
shear stress. Since CFD analysis gives us detailed information on 
the hemodynamics in a cardiovascular system, it is currently an 
area of much research attention.
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FIGURE 17.12 (Continued).

FIGURE 17.12 Wall shear stress distribution in an internal carotid 
artery at peak velocity. (a) Front and (b) rear views. (Image provided by 
Y. Shimogonya and T. Yamaguchi, Tohoku University.)

FIGURE 17.11 (Continued).
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18.1 Introduction

As demonstrated in previous chapters, the heart is a complex 
organ that pumps oxygenated blood throughout the body via a 
closed loop called the circulatory system. Th is chapter discusses 
the mechanics of the heart and circulatory system that requires a 
non-steady-state-compliant algorithm. A modeling method is 
introduced to account for the staged time-dependent boundary 
conditions, in order to solve for the fl uid dynamics characteris-
tics. Since the heart is much too complex to analyze in its entirety, 
it is modeled in this chapter as a two-cycle, four-cylinder engine. 
Th e purpose of representing the heart as a mechanical system is 
not only to simplify it, but to calculate the total work of the heart 
as well. Th is four-cylinder engine is represented in two halves: the 
arterial chambers and the coronary chambers. Th e two arterial 
chambers (i.e., ventricles) are represented mathematically by a 
pump, while the two venous chambers (i.e., atria) are represented 
as a reservoir. Th e reasoning behind this is that the arterial cham-
bers push blood forward and therefore can be represented as a 
force acting on a fl uid (i.e., a pump), while the venous chambers 
“draw” blood into it and act as a pressure diff erence where one 
pressure limit is theoretically zero (i.e., a reservoir). Th e engine 
analogy is to combine these two systems into one to allow for the 
total work of the system to be considered. Th e rest of the cardio-
vascular system (i.e., the arteries, coronaries, and veins) is repre-
sented by a thin-walled tube with a constant diameter taken from 
the average of the diameters of the major arteries and the major 
veins. Th is system has a fi nite length with no “branching” or 

breaks. Th e “tube” has the compliance and wall friction character-
istics of an actual artery.

Th e overall model is a hypothetical statistical construct of a 
standard person’s cardiovascular system, which allows the use 
of average values of physiological parameters, for example, 
120/80 mmHg for systolic/diastolic blood pressure. (See Chapter 
14 for details of the systolic and diastolic blood pressure.) Th is 
reduces the degrees of freedom and therefore the number of 
equations needed. Th e entire chapter is approached from an 
engineering analysis standpoint and the examination of the 
physiological process can take place at diff erent levels. For exam-
ple, from a thermodynamic point of view, the circulatory system 
can be approximated as a closed system that is in quasi-steady 
state with its surrounding environment. Th e analysis done in 
this chapter is reduced to a fl uid dynamics and a mechanics 
point of view.

Given all of these assumptions, simplifi cations, and reduc-
tions, the amount of work (W) the heart does is empirically ana-
lyzed from an engineering standpoint, rather than a biological 
one. Th e standard defi nition for work is given by the equation:

 W(work done) = Q(fl ow rate)         
           × (height or length traveled). (18.1)

However, even with all the aforementioned simplifi cations 
and assumptions, it is diffi  cult to assess the amount of work the 
heart does, because it is a compliant system with a time deriva-
tive. In order to model the entire system and solve for total work 
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done by the heart, bond graphs must be used to formulate a fi nite 
series of fi rst-order diff erential equations to solve for work.

18.2  Background

Th e cardiovascular system of vessels and organs consists of two 
separate fl ow paths, namely the systematic circulation and the 
pulmonary circulation, as explained in Chapter 19. Th ese two 
paths will be modeled in series, which means they are fl owing 
and operating simultaneously, as well as in conjunction with one 
another. Th ose fl ow paths combined have the following sequence 
of actions. Pulmonary circulation fl ows to the left  side of the 
heart with freshly oxygenated blood and is then shot-gunned 
from the cardiac output (left  ventricle) and into the arterial sys-
tem to be circulated among all the major organs. Once the organs 
have had their fi ll of oxygen, the deoxygenated blood is then 
returned to the right side of the heart via the venous vessels. 
Since this an extremely turbulent ride for the blood inside and 
near the heart (think, stop and go roller coaster), there has to be 
some sort of commanding order to ensure that the blood cannot 
accidentally fl ow backwards into another blood rollercoaster 
car. A series of four valves (one per chamber) constrains the 
blood fl ow to an irreversible path through the circulatory sys-
tem. Flow traveling from the cardiac output through the sys-
temic circulation averages 4–6 L/min and gets its supply from 
the left  ventricle, whereas the pulmonary circulation is supplied 
by the right ventricle. Th e left  and right ventricles expand and 
contract in parallel in order to ensure that the cardiac output 
and venous return are equal.

Th e circulation in this system does not work too much since 
the normal maximum pressure in the pulmonary artery is 
25–28 mmHg (a relatively low pressure), while the normal maxi-
mum pressure in the aorta happens to be around 4–5 times 
greater at 100–120 mmHg.1 Th is is due to the fact that the left  
ventricle must pump against a pressure in order to open the aor-
tic valve, which is 4–5 times greater than the pressure that the 
right ventricle must pump against to open the pulmonic valve. 
Because of this, the right ventricular wall is like a nerd (working 
smarter, not harder) and therefore has less muscular build and is 
considerably thinner than the left  ventricular wall, which resem-
bles a linebacker.

Th e pressure driving the fl ow causes the vessels to behave in 
a certain way based on their mechanical properties, which in 
turn acts upon the blood to cause it to fl ow. It is the blood fl ow 
interacting with the vessels that causes a pressure. Th e relation-
ships among these pressures, fl ows, and fl uid resistance in arte-
rial vessels are dynamic processes. Th ese processes depend on 
factors such as pulsation, blood viscosity, mechanical proper-
ties of the vessel wall (i.e., compliance), the connections of the 
circulatory vessels (i.e., series versus parallel), and the regula-
tory mechanisms that stabilize the arterial blood pressure and 
volume (mechanisms that prevents one from exploding when 
changing altitude). Th is chapter will take the aforementioned 
relationships used in applied mathematics to model the larger 
vessels such as arteries.

18.3   Inertia, Capacitance, 
and Resistance

Th ere is an entire branch of fl uid dynamics dedicated to the pro-
cesses mentioned above and the fl ow of blood called hemody-
namics. Th e reason is that blood in itself is so complex that it 
does not fall under any of the normal fl uid dynamic assump-
tions. For example, the blood fl owing through the circulatory 
system is not at a steady state; it is pulsating at the frequency of 
the heart. Th e pressure, velocity, and volumetric fl ow rate in the 
arteries and ventricles vary with time over a single cardiac cycle. 
However, if the time increments are small enough and normal 
resting conditions are considered, the variations can be approxi-
mated as periodic so that the cycle repeats itself. In fi rst-order 
approximation, using a Fourier expansion (see Chapter 14), this 
allows for the analysis of a single pulse at a time. For the pur-
poses of this chapter, the time-constrained values of pressure, 
velocity, and fl ow are to be considered as steady state.

Now with this in mind, the fl ow can be examined, starting 
with an electrical analogy. Most people know that electricity 
fl ows through a wire because the voltage is pushing it at a rate 
known as current, it is hindered by something called resistance, 
and what they get on the other side is the time derivative of work 
or power. Th e equation relating all of these things is called Ohm’s 
law for the rate of transport of a quantity between any two points. 
Th is seems to be a good equation to use. Th is concept can be 
applied to the problem and thus the equation can be used to 
combine pressure, velocity, and fl ow, in order to give the amount 
of work done by the heart (Figure 18.1).

Rather than using electrical terms, Equation 18.1 has been 
modifi ed to show the basic relation of the variables:

 
Driving forceRate of flow = .

Resistance to flow  
(18.2)

By analogy, this can be rewritten for steady laminar volumet-
ric fl ow of blood between any two points in the circulation as

 
eq

L (mmHg) ,
mmHgmin
L/min

PQ
R

Δ⎛ ⎞ =⎜ ⎟⎝ ⎠ ⎡ ⎤
⎢ ⎥⎣ ⎦  

(18.3)

where Q is the volumetric fl ow rate, P is the pressure (ΔP being 
the change in pressure), and Req is the total amount of resis-
tance the blood fl ow encounters, which is nondimensionalized 
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FIGURE 18.1 Laminar fl ow through a tube.
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viscosity. Th e viscosity is nondimensionalized because it is 
taken relative to the viscosity of water.2 What this implies is 
that the rate of volumetric fl ow between two points equals the 
driving force for fl ow (which happens to be the diff erence in 
pressure between the two points or ΔP) divided by the equiva-
lent hemodynamic resistance (friction against the vessel walls, 
i.e., shear stress: Chapters 14 and 15). Th is is just one piece of 
the model. Flow and pressure are both time varying, and the 
vessels have resistive, capacitive, and inductive (inertia) 
elements.

While Equation 18.3 can be used to fi nd resistance, there is 
still an issue of representing the inductance and capacitance ele-
ments (i.e., compliance) involved in the heart model. Using the 
change in pressure as the moving force again and taking the 
time derivative of volumetric fl ow rate, we can obtain the induc-
tance elemental equation:

 
,LP Q

A
ρΔΔ = 


 
(18.4)

where ρ (rho) is the density of blood, ΔL is the length of the ves-
sel, A is the cross-sectional area of the vessel, and Q.  is the time 
derivative of the volumetric fl ow rate. Th e inductive element is 
represented by the ρΔL/A term. Th at leaves the capacitive ele-
ment, which describes the compliance of the vessel walls and 
how it aff ects the change in pressure and volume.

 
1 ,P V
e

Δ = ∫  
(18.5)

where e is the elastance of the vessel, P is the pressure, and V is the 
volume. Th e capacitive element is represented by the e term.

18.4  Bond Graphs

In order to model the circulatory system with all of its elements 
using diff erential equations, bond graphs must be used to con-
nect the elements to each other to make up the entire system. For 
the longest time, mechanical engineers used the Lagrangian or 
Hamiltonian equations to model mechanical systems. However, 
there are two problems in pursuing this route: fi rst, if noncon-
servative forces are present, the equations are no longer based 
solely on the energy of the system but are additionally based on 
the virtual work of the nonconservative forces, and second, it is 
not possible to use the energy of subsystems (or elements) and 
then connect these subsystems together in a modular fashion. 
Bond graphs are a graphical representation of a physical dynamic 
system and a technique for building mathematical models of 
those systems.3 By computing the time derivative of energy and 
using the power instead of energy E for modeling, both of the 
aforementioned diffi  culties vanish as shown in Equation 18.6.

 
d ( ) d ( )( ) or ( ) .

d d
E t W tP t P t

t t
= =

 
(18.6)

By using bond graphs, power continuity equations are formu-
lated instead of energy conservation laws. Th e modeler can 
express power balance equations for each subsystem separately 
and then connect all the subsystems, as long as he or she ensures 
that the power is also balanced at all the interfaces between 
elements.

Now for a brief overview of bond graphs; the symbols used are 
defi ned and what bond graphs can do is discussed. In a bond 
graph, energy fl ow from one point of a system is denoted by a 
harpoon (an arrow with half its pointer missing). Power is the 
product of eff ort and fl ow (Equation 18.7).

 P = e × f. (18.7)

In electrical systems, it is polite to select the voltage as the 
eff ort variable and current as the fl ow. If not, one may suff er the 
wrath of an electrical engineer named Mackie. In mechanical 
systems on the other hand, the force will be treated as eff ort and 
the velocity as fl ow. However, the assignment is subjective. Eff ort 
and fl ow are dual variables and the assignment could just as well 
be done the other way around.

In a so-called junction, where the power is either split or com-
bined, the power continuity equation dictates that the sum of the 
incoming power streams must equal the sum of the outgoing 
power. Th is can be satisfi ed in more ways than one, but the sim-
plest ones are to keep either eff ort or fl ow constant around the 
junction and formulate the balance equation for the other. For 
bond graphs these two situations are called 0-junctions and 
1-junctions, respectively.

As displayed in Figure 18.2, the 0-junction is a common eff ort 
junction (where all of the eff orts are equal to each other) and the 
1-junction is a common fl ow junction (where all of the fl ows are 
equal). Th is is useful in solving for either fl ow or eff ort, and then 
using that to balance the equation and fi nd the other.

Th e most important features of a bond graph are that it oper-
ates on energy fl ows rather than individual signals and that they 
are inherently acausal. Th is is where the causality strokes come 
into play in the methodology of bond graphs, turning the for-
merly acausal bonds into those of a causal variety. Causal bonds 
have a cause and eff ect relationship with the elements attached to 
them, whereas acausal bonds do not. It is the element themselves 
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FIGURE 18.2 Bond graph presenting a graphical representation of 
the two basic junction types.
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that determine on which end of the “bond” the causal stroke will 
fall upon. For example, an eff ort source or element will have a 
causal stroke on the broken arrow part of the bond, while a fl ow 
will display it at the butt of the arrow. Th e purpose of this is to 
display the relationship between the elements themselves, as well 
as between the elements and the junctions.

Each element has its own model symbol, as well as a represen-
tative, general diff erential equation. Capacitor-like elements will 
fall under the symbol “C” and are generally representatives of 
elements that store power. Diff erential equations representing a 
capacitor will have the inverse of a constant (i.e., 1/C). Similarly, 
resistive elements fall under the symbol “R” and generally hinder 
the power’s fl ow. Th e equation will have a constant in front of a 
variable. Inertial or inductive elements are ones that describe the 
amount of resistance to change in velocity in a system. Th is dif-
ferential equation usually contains the second time derivative of 
a variable with a constant before it. Th e constant is the inductive 
element. Th e last two are relatively straightforward. Flow and 
eff ort sources are denoted by “Sf” and “Se,” respectively, and gen-
erally have a fi rst derivative. So, with all of this in mind, we begin 
to introduce the circulatory system to the methodology of bond 
graph modeling.

First and foremost, the heart in all of its entirety is to be con-
sidered a fl ow source. Th e arterial and ventricular systems are 
represented by capacitors, resistors, and inertial elements.

By extracting the fl uid dynamics from the beginning of the 
chapter, a diff erential equation can govern every element and 
relate to the entire system via the bonds. Figure 18.3 displays a 
very simplistic bond graph of a circulatory system; however, for 
the purposes of this chapter it is suffi  cient. Moving from left  to 
right, the fi rst term in Sf = QSf dictates a fl ow source and Q (fl ow 
rate) is the fl ow source identifi ed in the system. Th e series of 
0-junctions and 1-junctions indicates the various sections of the 
body where hemodynamical properties diff er from other sec-
tions. Th e very fi rst element represented is the fl ow source (Q), 
which, as mentioned previously, is the heart. Th e fl ow leaving the 
heart (Q) enters a 0-junction, where there is common eff ort. Th is 
states that the compliance of the arterial walls 1/e has the same 
amount of force being applied to it as the fl ow source, which also 
supplies the 1-junction with the same amount of force. However, 
that force is no longer the same since it is split between the 

 friction against the wall Req and the sudden change in velocity 
(ρΔL/A). Th e elements do in fact have the same blood fl ow in 
their equations as denoted by the 1-junction. Th is proceeds the 
same way up until the 1-junction containing the eff ort source 
(ΔP). Th e purpose of this eff ort source is to model the muscles 
“pushing” the blood back up to the heart from the lower extrem-
ities. Lastly, since this is a closed-loop system, the force being 
exerted by both the muscles pushing the blood forward, as well 
as the actual blood pressure itself, is what goes back into the fl ow 
source. Th is completes one cycle and the cycle is then repeated, 
similar to the circle of life, in a hemodynamic sort of way.

18.5  Differential Equations

Th e model is only beginning, as the equations used to represent 
each of the elements has to be tied into the system via the power 
continuity equations of each junction. Linear time-invariant sys-
tems may be described by either a scalar nth order diff erential 
equation with constant coeffi  cients or a coupled set of n fi rst-or-
der diff erential equations with constant coeffi  cients using state 
variables. For the purposes of this chapter, the analysis is done 
using the state variable and the forced response. Th e forced 
response is the part of the response of the form of the forcing 
function and the state variables are determined by the system.

Th e equation (Equation 18.3) relating pressure, velocity, and 
fl uid resistance will be used in addition to two other equations. 
Equation 18.5 will be used by the capacitance elements, which 
relate the change in pressure to the change in velocity by Bulk’s 
modulus of an arterial wall. Th is demonstrates how the vessel 
expands and collapses, thus changing the fl ow of the system. 
Equation 18.4 relates density, a section of length of the artery, 
and the area, which is representative of how easily the blood can 
fl ow and the resistance to change in speed of that fl ow. Th e 
 following defi nitions are introduced:

Equation 18.8 is the representation of the hemodynamic resis-
tance (i.e., shear stress) that hinders fl ow rate. Th e resistance (R) 
is being defi ned as the equivalent resistance of the whole system, 
which was defi ned earlier as relative viscosity (or viscosity of 
blood taken relative to the viscosity of water).

 R := Req. (18.8)

1
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Sf :Q Sf :Q

Se:ΔP

R:Req
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A I: pΔL
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FIGURE 18.3  Bond graph representing the circulatory system.
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Equation 18.9 is the representation of the elastance of the ves-
sel wall (i.e., capacitance) or the change in volume during a pul-
sation. In other words, the capacitance (C) is defi ned as the 
inverse of the elastance of the vessel walls.

 C := 1/e. (18.9)

Equation 18.10 represents the inductance of the vessel, also 
known as fl uid inertia. What is seen below is that the inertia (I) 
is defi ned as the density of blood multiplied by the length of 
travel, all divided by the cross-sectional area of the vessel:

 I := ρΔL/A. (18.10)

By using the equations at their respective locations in the sys-
tem model, more information can be obtained about the system 
as a whole using operational values for the heart. Th e values being 
used are the ones mentioned previously in the Introduction.

With this completed bond graph, the state variables are cho-
sen and the mathematical models are manipulated until there is 
a system of fi rst-order diff erential equations. Th e fi rst step in get-
ting to this system of diff erential equations is to select inputs and 
state variables, where the inputs are the sources or forcing func-
tions and the state variables are the variables of energy storage 
(i.e., I and C). Bond graphs use inputs and state variables, which 
are sources or forcing functions and variables of energy storage, 
respectively, that defi ne the elements of the system and control 
how they operate. For this model, the inputs are the fl ow and 
eff ort sources (see Equation 18.11). Since state variables are vari-
ables of energy storage, state variables for this model are I and C 
elements, which are represented by p and q, respectively (see 
Equation 18.12).

 Inputs: Sf = Q; Se = ΔP, (18.11)

= = = = =

= = = =
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Th e next step is to formulate the system of equations by fi rst 
getting the derivative of state variables equal to either an eff ort 
or fl ow. Th en use causality to track through the bond graph and 

eliminate nonstate variables. Equations 18.13 and 18.14 show the 
relationships involving common eff ort and fl ow (respectively) as 
caused by the 0-junctions and 1-junctions.
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= = = =

= = = =  (18.13)

 4 5 9 10 14 15 16 20 21; ; ; .f f f f f f f f f= = = = =  (18.14)

Equations 18.15 and 18.16 are the balance equations for these 
very same junctions, so that the power continuity equation is 
satisfi ed. With the balance equations, common eff ort and fl ow 
relationships, and the state variable equations, the elimination of 
all nonstate variables can take place. From this, the power can be 
determined and the integral can be taken in order to fi nd the 
work done by the heart.
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Equation 18.17 shows that the velocity of the change in volume 
(q. 2) is directly equivalent to the fl ow at that point (f2). Essentially, 
all 0-junctions represent this at diff erent points throughout the 
body and it is only the constants that vary. Th e following equa-
tion represents the fi rst 0-junction in Figure 18.4:
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(18.17)

As shown in Equation 18.18, the speed of the blood (p. 4) at 
any given point is directly related to the force being applied to it 
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FIGURE 18.4  Bond graph with causality strokes and bond number. Note: the bond numbers are in the orange boxes and any variables relating 
to that bond have that number as a subscript.
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(i.e., the change in pressure, represented by e4 or eff ort). Th e fol-
lowing equation represents the fi rst 1-junction in Figure 18.4:
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Equation 18.19 represents the second 0-junction in Figure 
18.4 and has the same defi nition as the fi rst 0-junction (Equation 
18.17).
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Equation 18.20 shows the representation of the second 
 1-junction in Figure 18.4 and has the same defi nition as seen 
in Equation 18.18.
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Th e third 0-junction is represented by Equation 18.21 and has 
the same defi nition as the fi rst and second 0-junctions (Equations 
18.17 and 18.19).
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What diff erentiates the third 1-junction (Equation 18.22) from 
Equations 18.20 and 18.18 1-junction equations is that it has an 
extra source putting eff ort into the system. Th is is where the mus-
cles pushing the blood toward the heart are represented.
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Equation 18.23 shows the fourth 0-junction in Figure 18.4, 
which bears the same defi nitions as all the previous 0-junctions.

  

ρΔ= = − + = =

ρΔ= =














14
18 18 18 17 19 17 14

14

20
19 20

20

; ( ); ;

.

L pq f f f f f f
A q

L pf f
A q  

(18.23)

Th e fourth 1-junction is represented by Equation 18.24 and 
follows the same defi nition as the fi rst two 1-junctions (Equa-
tions 18.20 and 18.18).
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Th e fi ft h 0-junction, the last junction in Figure 18.4, is repre-
sented in Equation 18.25 and resembles Equation 18.17 in the 
fact that the eff ort being put on that last section of the vessel wall 
is equivalent to the eff ort being exerted onto the heart.
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Stepping down e4 the sequential bonds yield to conditions of 
each respective bond as shown in Equations 18.17–18.25, stop-
ping at bond number 5 (box 5 in Figure 18.4). A series of fi rst-
order diff erential equation is formulated, as shown in Equations 
18.26–18.34.

Th e velocity of change in volume of the vessels can be equated 
(as shown in Equation 18.26) using the displacement of the wall 
and its speed at the point before it, the displacement and speed of 
the blood at the point before it, and the inductance (which is the 
area, length, and density of the vessel in question).
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Th e speed of the blood (Equation 18.27) in the upper section of 
the body can be calculated by using elastance of the artery wall, 
the friction against it, the change in volume, as well as the dis-
placement of the blood and vessel wall at two diff erent points:
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Equation 18.28 is similar to Equation 18.26 except that in 
place of the displacement of the blood and the wall, the change 
in pressure over the resistance from the wall is used:
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Th e only diff erence between Equation 18.29 and Equation 
18.27 is that there is no displacement in the second section.
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Since this section is the return path of the lower part of the 
body, it has some added eff ort into it (as shown in Equation 
18.30) and is therefore the fl ow that is aff ected by this. Th ere is 
only inductance and the time derivative of the fl ow rate in this 
equation.
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(18.30)

It is in Equation 18.31 that the added source is taken into 
account with the added displacements and resistance and the 
removal of the displacements.
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Equations 18.32 through 18.34 follow the original patterns of 
Equations 18.26 through 18.28.
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Using these in conjunction with the parameters laid out in the 
Introduction, the work can be solved for in terms of speed and 
displacement. Since Q × h = W and Q = p/q, the work can be 
determined by taking the integral of Q. . Because all of the state 
variables are time derivatives, performing integration is neces-
sary to fi nd Q. Using Equations 18.26 through 18.34, each sec-
tion will contribute a Q.  and by summing all of the sections, the 
total Q.  can be obtained.

Some unmentioned constants that are used for calculating the 
total Q.  include: A is set to be 3.1415 mm2, ΔL is approximately 
41 mm per section, ρ is 1.06e-6 kg/m3, Req is 3.59, e (elastance) is 
1 kPa, ΔV is 0.1162 mm2, and ΔP is an average of 0.01599 kPa. 
Since they are constants, they will remain the same value through-
out the entire system. With these constants and the aforemen-
tioned equations, the q. and q. can be solved for

 

Δ − − Δ
= = =

− + Δ ρ

−
− +






 



 


2 2 eq 5 5 7 74
1

2 1 1 1 1

1 1

( / ) ( / ) ( / )
(( / ) ( / )( / ))

0.359
,

(0.1) 72284.85( / )

( )

[ ]

V e q R p q q V epQ
q p q A L p q

p q  
(18.35)

 

2 7 eq 10 10 129
2

7 5 eq 8 8

8 8

( / ) ( / ) /
( / ) ( / )( / )

0.1162 0.4752
,

0.00445 (72284.85)( / )

( )
V e q R p q V epQ

q P R A L p q

q
p q

Δ − − Δ
= =

− Δ + ρΔ

− −
=

⎡ ⎤− +⎣ ⎦






 



 

 

(18.36)

 

12 eq 16 16 eq 15 15 1814
3

12 14 14 20 20

14 14 20 20

( / ) ( / ) ( / ) /
( / )( / ) ( / )( / )

0 ,
72284.85 ( / ) ( / )

( )

( )

V e R p q R p q V epQ
q A L p q A L p q

p q p q

Δ + − − Δ
= =

− ρΔ + ρΔ

=
− +





 

 
 



 

 

 

 

(18.37)

 

18 23 eq 21 2120
4

18 14 14 20 20

14 14 20 20

( / ) ( / ) ( / )
( / )( / ) ( / )( / )

0.359
,

(72284.85) ( / ) ( / )

( )
V e V e R p qpQ

q L A p q L A p q

p q p q

Δ − Δ −
= =

− ρΔ + ρΔ

−
=

⎡ ⎤− +⎣ ⎦





 

 
 



 

 


 

(18.38)

 


 
 
 
 



 



 



 
 
 


Total 1 2 3 4

1 1

8 8

14 14 20 20

0.359
(0.1) 72284.85( / )

0.1162 0.4752
0.00445 (72284.85)( / )

0.359
.

(72284.85) ( / ) ( / )

[ ]

[ ]

[ ]

Q Q Q Q Q

p q

q
p q

p q q q

= + + +

−
=

+

−
+

− +

−
+

− +  

(18.39)

Taking the integral of Q.
Total, Equation 18.40 yields the total 

fl ow rate QTotal:
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Th e work now follows by multiplying Equation 18.40 with the 
distance traveled (i.e., Equation 18.1).

W = Q × h = (12047.475) × (1.654) = 19926.523 kN × m. (18.41)

It is also possible to use the diff erential equations to fi nd the 
frequency response of the system. In Figure 18.5, it is shown that 
the frequency response of the heart as calculated by the diff eren-
tial equations resembles that of an electrocardiogram (ECG or 
EKG) (see Chapter 23 for details), which validates that the system 
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being analyzed is behaving as it should, even with all of the 
assumptions in place (i.e., Newtonian, steady state, average blood 
pressure, neglecting branching, and smaller vessels).

18.6  Conclusion

Th e heart and circulatory system is an extremely complex system 
with multiple variables, inputs, outputs, and elements. Luckily, 
there is not a high level of accuracy needed to analyze the heart; 
most of the time, it is considered in a much simpler context. Given 
this, the heart was modeled using a pump, reservoir, capacitors 
(C), inductors (I), and resistors (R). Th e cardiovascular system 
was modeled as a whole using bond graphs and diff erential equa-
tions. Using these tools, the power of the system (rather than the 
energy) was analyzed in order to determine the work of the sys-
tem. Th e cardiovascular system does about 19926.523 kN m of 

work per cycle (i.e., leaving the aorta to fl ow through the body, 
returning to the heart, and going through the lungs to be sent 
back through the aorta). Using the same diff erential equations, 
the frequency response was determined and it was that the actual 
behavior of the system was not compromised, even though 
numerous assumptions were made.
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19.1 Introduction

Th e provision of oxygen to the body’s cells for oxidation of sub-
strate to generate energy and the removal of the gaseous waste 
product, carbon dioxide, is critical for the survival of most 
organisms. In the animal kingdom, there are systems of varying 
complexity for transport of oxygen from the external environ-
ment to the body’s tissues. Th e principal focus of this chapter is 
the human respiratory system, but knowledge derived from 
other relevant species has been used in order to describe the bio-
physical properties of this critical organ system. We consider 
also human disease states, developmental stages, and other vari-
ations that impact on the biophysical properties of the respira-
tory system. Th e primary purpose of the respiratory system is to 
exchange the respiratory gases, namely oxygen and carbon diox-
ide, but it performs many other tasks, including thermoregula-
tion (e.g., panting in dogs), host defense against pathogens, and 
metabolic functions.

19.2  Anatomic and Physical 
Relationships

Th e respiratory system consists of the lungs, conducting airways, 
pulmonary circulation, diaphragm and chest wall, and the asso-
ciated blood vessels, muscles, and nerves.

Th e fundamental requirement of any exchange organ is a large 
surface area over which exchange occurs, suffi  cient supply of 
this surface with the substances to be exchanged, and a thin bar-
rier across which exchange can easily occur.

Th e lungs are paired organs; the left  consists of two lobes (an 
upper and a lower) and the right consists of three (upper, middle, 
and lower). Th e lung tissue is sponge-like in appearance with 
300–700 million small air sacs, termed alveoli.1 Th ese millions of 
small airspaces result in a large surface area for gas exchange 
(50–100 m2).2 Th e pulmonary interstitial tissue contains fi bro-
blasts, elastin and collagen fi bers, proteoglycans and other ele-
ments such as smooth muscle. Th ese cells and tissues within the 
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interstitium contribute to the structural integrity and mechani-
cal properties of the lung.

Th e lung tissue is elastic and, in situ, is held in a slightly 
stretched state as a result of indirect coupling to the chest wall 
and diaphragm. Th e inner chest wall and the upper surface of 
the diaphragm, and the outer surface of the lungs are lined with, 
respectively, parietal and visceral pleural membranes. Surface 
tension within the intrapleural space creates a subatmospheric 
(negative) intrapleural pressure that holds the lungs slightly open 
at rest, against the chest wall and diaphragm.

During normal inspiration, when the diaphragm and external 
intercostal muscles of the ribcage contract, expansion of the 
internal dimensions of the thorax draws the visceral pleural 
membrane outwards, thus stretching open the lungs. Th is results 
in the creation of subatmospheric pressure within the chest; 
air moves into the lungs to equilibrate pressure. Eff ective inspi-
ration is thus reliant on the integrity of neural control mecha-
nisms and the structural characteristics of the chest wall. 
Musculoskeletal disease and other factors that aff ect chest wall 
mechanics can have a large impact on the function of the respi-
ratory system (e.g., preterm neonates have compliant chest walls 
that tend to retract, rather than expand, during diaphragmatic 
contraction). Relaxation of the inspiratory muscles results in 
passive recoil of the lungs and chest wall, and causes expiration. 
During exercise or forced expiration, contraction of the expira-
tory muscles (the internal intercostals of the ribcage and the 
muscles of the abdominal wall) generates a positive intrathoracic 
pressure, thus forcing air from the lungs.

19.2.1 The Airways

Th e alveoli within the lungs communicate with the external 
environment via a system of branching airways. Th e complicated 
airway branching pattern appears to be a result of the coordina-
tion of three distinct simple modes of branching that operate 
during development.3 Th e airway system can be divided into two 
sections: the conducting zone, which is essentially a series of 
progressively narrowing and branching tubes that carry air from 
the external environment into the lungs; and the respiratory 
zone, where gas exchange occurs.

19.2.1.1 The Conducting Zone

During inspiration, when the glottis opens and the inspiratory 
muscles contract, air entry into the respiratory system occurs 
through the mouth and/or nose. Warming and humidifi cation of 
inspired air occur here and throughout the conducting airways, of 
which there are 15–16 generations.4 Th e trachea communicates 
between the upper airway and the lungs. Its walls are rigid as a 
result of cartilage rings embedded within its wall. Within the 
chest, the trachea divides into the left  and right main stem bron-
chi. From this major division, the airways branch further and pro-
gressively narrow. With progressive branching, the proportion of 
cartilage surrounding the airways decreases and the proportion of 
smooth muscle found in the walls increases. When cartilage is no 
longer present the airways are termed bronchioles.

Th e absence of cartilage rings from bronchioles infl uences their 
mechanical properties. Th ey are compliant, relative to the bron-
chi, and since they are tethered to the interstitial tissue framework 
of the lung, transpulmonary pressure (i.e., the pressure diff erence 
across the airway wall) infl uences their caliber. Disease states that 
infl uence the mechanical properties of the lung tissue can there-
fore infl uence airfl ow through these small airways.

Th e conducting zone of the lungs and the upper airway 
together form the anatomic dead space of the lungs. Th e volume 
of air contained within these structures is exchanged with the 
external environment during breathing but it does not contrib-
ute to gas exchange. Th e volume of the anatomical dead space is 
largely independent of changes in lung volume.

Movement of air through the conducting zone of the lungs 
appears to occur largely as a result of bulk transport.5

19.2.1.2 Respiratory Zone

Gas exchange occurs within the airway generations contained 
within the respiratory zone. Respiratory bronchioles have alveoli 
budding from their walls and further divide into terminal alveo-
lar ducts. Alveolar ducts end with blind alveolar sacs containing 
only alveoli separated by septal walls. Th ere are small holes in 
the walls of the interalveolar septa, termed the pores of Kohn, 
which permit gas exchange between adjacent alveoli. Th in inter-
alveolar septae increase the surface area for gas exchange in 
this region.

Upon inspiration, the air that moves into the lungs is not 
 distributed equally throughout the available space. Similarly, 
expiration does not empty gas equally from all regions of the 
lungs. Th is unequal distribution of respired air is dependent on 
diff erences in compliance, airway resistance, and balance 
between gravitational and intrapleural forces on the lungs. In a 
seated or standing subject, the weight of the lungs results in the 
intrapleural pressure being higher (i.e., less negative) at the base 
of the lungs than at the apices. Th is results in relative closure of 
the lower regions of the lung relative to the upper regions, which 
are held more open by the greater negative intrapleural pressure. 
During inspiration, the lower regions of the lungs are opened 
more than the upper regions, as a result of volume-related diff er-
ences in compliance and greater expansion of the internal tho-
racic dimensions in the lower chest. Th us, ventilation (i.e., the 
amount of air moved into the lung) is relatively greater in the 
lower regions of the lungs than in the upper regions.

Within the respiratory zone of the lungs, there is chaotic mixing 
of air6 and gas movement occurs largely by diff usive transport.5

19.2.2 Airway Resistance and Flow

Th e complex branching pattern of the airways renders applica-
tion of standard fl ow concepts such as laminar and turbulent 
fl ows diffi  cult. Mathematical modeling of airfl ows based on 
data obtained from anatomical specimens, bronchoscopy, 
 computed tomography, and x-ray has demonstrated the com-
plex fl ow confi gurations that result from the branching pattern 
of the lungs.7 Th roughout much of the lung, airfl ow is likely 
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 transitional between laminar and turbulent states, with lami-
nar fl ow restricted to the very small airways in the periphery, 
and turbulent fl ow occurring through much of the conducting 
 airway system.8

Respiratory system resistance is contributed to by both airway 
and tissue components of the lungs. Resistance of the entire 
respiratory system can be made by plethysmography, using mea-
surements of airfl ow and pressure change9 and using the forced 
oscillation technique (see below). Th e interrupter technique or 
end-inspiratory interruption can be used, respectively, for mea-
surement of airway or tissue components of resistance.8

19.2.3 Lung Compliance

Examination of the pressure–volume relationship of the lungs 
during infl ation and defl ation demonstrates a number of impor-
tant mechanical characteristics of the lungs. Figure 19.1 shows 
the pressure–volume curve when a positive pressure is delivered 
to the airways and is then removed. During infl ation from zero 
volume, pressure must increase until the opening pressure of the 
lung is reached, at which point the small airways and alveoli 
begin opening. Infl ation of the lung is nonuniform at this point 
because of regional diff erences in opening pressures. Once the 
opening pressure is reached, lung volume increases as pressure is 
increased until total lung capacity is reached. During defl ation, 
as airway pressure falls, lung volume decreases; but the pressure–
volume relationship during defl ation is diff erent from that dur-
ing inspiration.

Th e lung volume change per unit pressure change (i.e., the 
gradient of the relationship) is known as the compliance of the 
lungs, as illustrated by Equation 19.1.

 
.VC

P
Δ=
Δ  

(19.1)

Lung compliance is infl uenced by the stiff ness of the lung tis-
sue, which can be markedly aff ected by disease. For example, 
pulmonary fi brosis makes the lung tissue stiff en, thus decreasing 

compliance; emphysema causes the lung tissue to become less 
stiff , thus increasing compliance.

Th e idealized pressure–volume curve illustrated in Figure 19.1 
is a simplifi cation of the relationship between pressure and 
 volume in the lung in situ. Technically, the compliance can be 
derived from the slope of the curve. In reality, elastic and 
 resistive characteristics of the chest wall (which is pulled inward 
by the negative intrapleural pressure, just as the lungs are 
pulled outward) infl uence this relationship. Th us diseases that 
aff ect these structures can aff ect compliance of the respiratory 
system.

Th e hysteresis in the infl ation/defl ation pressure volume curve 
is a result of the viscoelastic properties of the lung tissue. Th us, 
the mechanical characteristics of the lung parenchymal tissue 
are large contributors to lung function and its perturbation in 
disease. In recent years, experimentation and mathematical 
modeling have contributed substantially to the understanding of 
the mechanical properties of the lung tissue in healthy subjects 
and in various disease states.10,11

19.2.4 The Blood–Gas Barrier

Th e blood–gas barrier consists only of the cytoplasmic exten-
sions of Type I alveolar epithelial cells, the endothelial wall of 
the pulmonary capillary, and a thin layer of pulmonary intersti-
tial tissue.12 Th e thickness of the barrier varies throughout 
regions of the lung;13 at its thinnest it is 0.2 μm in width,2 with a 
mean thickness of 1.25 μm.14

Type I alveolar epithelial cells have long and thin cytoplasmic 
extensions and make up the majority of the surface area of the 
lung. Indeed, although Type I cells account for ~10% of total 
lung cell population, they cover more than 95% of the lung sur-
face area.15 Type II cells constitute ~12% of the overall lung cell 
population; they are cuboidal in shape and contain many organ-
elles, including lamellar bodies, which are the sites of surfactant 
production, storage, and recycling within the lungs.

19.2.5 Surface Tension and Surfactant

Th e fl uid lining the internal surface of the lungs creates surface 
tension as a result of attractive forces between molecules in the 
fl uid. At the alveolar surface, the eff ect of this surface tension is 
to encourage airspace collapse. However, the alveoli and small 
airways are lined by pulmonary surfactant, which lowers the 
surface tension at the air liquid interface. Th e surface-active 
properties of surfactant are due mainly to phospholipids, which 
are the major constituents of surfactant. Surfactant proteins 
(SP-A, -B, -C, and -D) contribute to surfactant storage and secre-
tion (SP-B), adsorption of surfactant on the alveolar surface 
(SP-B and -C), and to host defense within the lung (SP-A and 
-D).16 Diseases that aff ect the function of surfactant thereby have 
deleterious eff ects on lung compliance. Th e surface tension, alve-
olar pressure, and volume of the alveoli will be described later 
with the help of the law of Laplace.

0

Pressure

Inflation

Deflation

Volume

FIGURE 19.1 A schematic of the relationship between volume and 
pressure in an excised human lung. (Aft er Salmon RB, Primiano FP Jr, 
Saidel GM and Niewoeher DE. J Appl Physiol 1981; 51(2): 353–362.)
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19.2.6 Pulmonary Circulation

Th e blood supply to the lungs leaves the right side of the heart 
through the pulmonary arteries, which branch to eventually 
 provide a capillary surface area of ~70 m2 for gas exchange.4 Th e 
pulmonary vasculature is maintained within the lung interstitial 
(parenchymal) tissue at a much lower pressure (mean pulmonary 
arterial pressure is ~15 mm Hg) than the systemic circulation 
(mean pressure in the aorta is ~100 mm Hg). Th is low pressure 
provides substantial reserve to pulmonary blood fl ow.

Pulmonary vascular resistance can be greatly reduced from 
its already-low value at rest, by only small increases in pressure 
(e.g., when cardiac contractility increases during exercise). Th is 
occurs initially by recruitment of capillaries with no fl ow, but at 
higher pressures, distension of the capillary bed occurs.

Th e pulmonary capillaries and the alveolar epithelial cells are 
fused over a large proportion of the alveolar surface area (8). As 
a result, the alveolar and capillary walls are mechanically cou-
pled such that forces exerted in one compartment will infl uence 
the other, resulting in a capillary–alveolar transmural relation-
ship. Th us, capillary–interstitial tissue transmural pressure is an 
important determinant of capillary caliber and therefore pulmo-
nary blood fl ow and resistance. At very low lung volumes, smooth 
muscle tone and the elasticity of the blood vessel walls keep the 
caliber of the pulmonary vessels small. Increases in lung volume 
from this low point open the pulmonary vasculature as the air-
ways open. If airway and interstitial tissue pressures rise, relative 
to capillary pressure (e.g., at high lung volumes), compression of 
the vascular network can result in increases in pulmonary vas-
cular pressure suffi  cient to reduce pulmonary blood fl ow.17

Th e caliber of the pulmonary vessels, unlike those in the 
periphery, is decreased by hypoxia (low oxygen levels).18 Th is 
characteristic is a result of the direct eff ects of low oxygen levels 
in the airspace, not the pulmonary circulation itself, and is medi-
ated by direct eff ects on the smooth muscle and endothelial cells 
lining the pulmonary vessels. Hypoxic pulmonary vasoconstric-
tion has the eff ect of directing pulmonary blood fl ow away from 
poorly ventilated regions of the lung, in which the oxygen level is 
low. In cases of generalized hypoxia (such as at altitude or in dis-
eases that cause reductions in ventilation), this characteristic of 
the pulmonary circulation can lead to pulmonary hypertension.

19.2.7 Lung Volumes

Th e total lung capacity is the maximal absolute volume of air that 
can be contained within the lungs. By convention the total lung 
capacity is subdivided into three diff erent overlapping capacities 
and their four constituent nonoverlapping volumes (Figure 19.2). 
Conventional equations for the estimation of normal lung vol-
umes include sex, body size, and age as contributing factors.19

Tidal volume is the volume of air that enters (and leaves) the 
lungs during a breath. At rest, tidal volume of a normal adult 
male is approximately 500 mL. Th e minute ventilation is the 
amount of air moved into (and out of) the lungs in 1 min; it is the 
product of tidal volume and breathing rate.

Th e volume of air remaining within the lungs aft er a normal 
expiration is the functional residual capacity (FRC), which is 
made up of the expiratory reserve volume (the volume of air that 
could be forcibly exhaled beyond a normal expiration) and the 
residual volume of the lungs, which cannot be exhaled. Th e vital 
capacity is the sum of the inspiratory reserve volume (the volume 
of air that can be inhaled above that resulting from a normal 
inspiration), tidal volume (which together constitute the inspira-
tory capacity), and the expiratory reserve volume.

19.2.8 Lung Recruitment

Work by Frazer et al. suggests that during infl ation and defl ation 
of the lung, individual lung “units” are open and closed, rather 
than all regions of the lung expanding and defl ating uniformly.20 
Diff erence in the opening and closing pressures of these units 
confers the hysteresivity of the pressure volume curve. Since 
normal tidal breathing in healthy subjects occurs with the lungs 
already open, hysteresis in the pressure volume relationship dur-
ing normal ventilation is likely to be minimal.

Th e work by Frazer et al. suggests that, rather than collapse of 
alveoli to zero volume during defl ation of the lung, closure of 
lung units occurs at the level of the terminal bronchioles.20 Suki 
et al. have proposed that during infl ation, airway openings occur 
in avalanches that display power-law behavior.21

Recently, Namati et al.22 have directly imaged the opening 
of individual alveoli during infl ation of excised mouse lungs 
using scanning laser confocal microscopy, and observed alveo-
lar opening at relatively high pressures (~25 cm H2O). During 
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 infl ation, at lung volumes close to total lung capacity, they 
observe the appearance of increasing numbers of open alveoli 
and a corresponding decrease in alveolar size. To explain their 
observations, they propose the presence within an alveolar duct 
of two types of alveoli: “mother” alveoli and several “daughter” 
alveoli. Th ese two types of alveoli are connected by pores of 
Kohn, which provide a duct via which the mother alveoli may 
recruit the daughter alveoli. It is postulated that as pressure 
increases throughout inspiration the mother alveoli increase in 
size, stretching the alveolar walls. Th is stretch increases the size 
of the pores of Kohn and thins the surfactant layer lining the 
alveoli, which forms a fi lm that occludes the pores. Once a 
threshold pressure is reached, blockage of the pore by surfactant 
is overcome and air enters the daughter alveoli. It is proposed 
that during defl ation, equilibration of pressure between mother 
and daughter alveoli results in defl ation of them all, until pore 
size reduces suffi  ciently to re-establish blockage by a fi lm of 
 surfactant. Th is hypothesis provides a theoretical mechanism 
whereby closed alveoli are recruited during inspiration and 
remain open during subsequent expiration.

19.2.9 Measurement of Lung Volumes

Some lung volumes can be measured directly, by spirometry, but 
FRC and residual volume cannot because a maximal exhalation 
cannot empty the lung. Th e two commonly used techniques for 
measurement of FRC are body plethysmography and gas dilu-
tion techniques the physical principles of which are summarized 
below (for a more detailed review of these techniques, and 
 critical appraisal of their application to studies of infants, see 
Ref. [23]).

Body plethysmography was fi rst described by DuBois et al. in 
1956.24 Th is technique is based on Boyle’s law, which states that 
for a gas at constant temperature the product of pressure (P) and 
volume (V) remains constant:

 P × V = k. (19.2)

Body plethysmography involves the subject sitting (or lying) 
in a large airtight “box” (the plethysmograph), wearing a nose-
clip, and breathing through a mouthpiece that can be remotely 
closed at any stage of the respiratory cycle. At the end of a nor-
mal expiration, when the lung is at FRC, the mouthpiece is 
closed and the subject makes respiratory movements against 
this obstruction. Th ese obstructed movements result in com-
pression of the air within the respiratory system: that is, there is 
a rise in pressure (to Pobst), which is measured, and a fall in vol-
ume (ΔVlung) within the respiratory system from their initial 
values, before the obstructed movement (P0 and FRC, respec-
tively). Within the plesythmograph there is a corresponding 
change in air pressure, which is measured, and a corresponding 
change in volume. Th e volume change in the plethsymograph 
can be calculated from Boyle’s law, since the pressure change in 
the plethysmograph is known. Th e change in air volume within 
the plethysmograph corresponds to the change in lung volume 

(ΔVlung) during the obstructed respiratory movement. Hence, 
from Boyle’s law:

 P0 × FRC = (FRC − ΔVlung) × Pobst. (19.3)

Th us,
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Gas dilution methods to determine FRC use measurements 
of inert gas concentrations in known and unknown volumes. 
For example, the helium (He) dilution technique involves 
attachment of the subject to a closed respiratory circuit of 
known volume (V0), containing a known concentration of He 
(He0), at the end of expiration (FRC). Th e subject breathes from 
the closed circuit for a period suffi  cient to distribute the He 
throughout the entire volume of the circuit and the lungs 
(V0 + FRC), and then the resulting He concentration (Heend) is 
measured. Hence,

 He0 × V0 = Heend × (V0 + FRC). (19.5)

Th us,
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Open circuit multiple breath washout techniques are other 
examples of gas dilution methods used to measure FRC. By mea-
suring the concentration of an inert indicator gas at the airway 
opening and the fl ow of respired gas, FRC can be calculated 
from:

 

tracer

initial
FRC ,

Tracer
V=

⎡ ⎤⎣ ⎦  
(19.7)

where Vtracer is the volume of tracer gas washed out and 
[Tracerinitial] initial tracer gas concentration prior to washout, 
where the volume of tracer gas washed out is calculated by inte-
grating the product of fl ow and tracer gas concentration over 
time.

Th e most common of the multiple breath washout techniques 
is the nitrogen (N2) washout technique.25 Measurement of 
lung volume using gas dilution allows indirect assessment of 
ventilation inhomogeneity; the longer the time for equilibration 
of gas concentrations, the greater the inhomogeneity.

Measurement of lung volumes using modern imaging modal-
ities such as magnetic resonance imaging (MRI)26 and phase 
contrast x-ray imaging,27 although currently restricted to 
research applications, shows promise for providing much more 
detailed, real-time measurements of lung volumes.
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A comprehensive review of lung volumes, techniques for their 
measurement and their variation in disease can be found in the 
American Th oracic Society’s Consensus statement on measure-
ments of lung volumes in humans.28

19.2.10  Measurements of the Respiratory 
System Function

Th e most useful index of airway function is measurement of the 
forced expiratory volume in 1 s (FEV1) divided by the forced vital 
capacity (FVC) as obtained by spirometry.
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Measurement involves having the subject inhale maximally 
(to total lung capacity) and then exhale forcefully, as quickly as 
possible, to residual volume. In healthy subjects, over 75% of the 
FVC can be exhaled within 1 s. Reductions in FEV1/FVC refl ect 
increased resistance to airfl ow, and are therefore useful for the 
diagnosis of asthma and chronic obstructive pulmonary disease. 
Th ese forced respiratory maneuvers are dependent on subject 
cooperation, making them unsuitable for use in infants and 
some patient populations.

Airway function may also be assessed using the forced oscilla-
tory technique, which allows determination of the mechanical 
properties of the lungs by examining the simultaneous pressure 
and airfl ow responses of the respiratory system to externally 
applied oscillations.29 Th e pressure–fl ow relationship yields a 
measure of respiratory system impedance (Zrs), which includes 
contributions from all tissue elements within the lungs. In prac-
tice, a range of oscillatory frequencies are applied to the respira-
tory system and Fourier analysis is applied to extract individual 
frequency components. Extraction of information about lung 
mechanics from such data is complex and requires inverse 
modeling.30

Numerous theoretical models have been applied to the analysis 
of measurements of impedance using the forced oscillatory 
 technique, with model elements representing airway and tissue 
compartments within the lung. Th e most descriptive of these 
models is the constant-phase model30 developed by Hantos et al.31:
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where RN is a Newtonian fl ow resistance approximating airway 
resistance, I is inertance due to the mass of gas in the airways, G 
refl ects tissue energy dissipation (or tissue damping), and H 
refl ects energy storage (or elastance). Th e constant-phase model 
allows partitioning of lung mechanics into airway (RN and I) and 
tissue (G and H) components. Th e current clinical applications 
of the forced oscillatory technique, and its potential for aiding 
diagnosis and providing an understanding of the pathophysiol-
ogy of lung disease, are addressed by LaPrad and Lutchen.32 

A distinct benefi t of the forced oscillatory technique is that it 
does not require patient cooperation, making it useful for assess-
ment of respiratory function in all types of subjects.

Diff using capacity of the lung refers to the ability of gas to dif-
fuse across the blood–gas barrier, and is commonly assessed by 
measuring the diff using capacity of the lung for carbon monox-
ide using a single breath technique to yield information about 
the blood–gas barrier and pulmonary capillaries.33

Relatively simple tests, based on adding load during various 
respiratory maneuvers, exist for the assessment of the strength 
and endurance of the respiratory muscles. In addition, respira-
tory muscle electromyogram measurement is used to examine 
respiratory muscle function in various musculoskeletal and 
neurological diseases. Th ese tests are described in a review of the 
mechanics of the respiratory muscles by Ratnovsky et al.34

19.2.11 Gas Exchange

Th e behavior of the respiratory gases, namely oxygen and carbon 
dioxide, is dictated by standard properties of gases as described 
by the ideal gas law (aft er Boyle and Charles), Dalton’s law of 
partial pressures and Henry’s law of gas solubility in liquid.

Th e levels of oxygen and carbon dioxide in the blood are 
infl uenced by the partial pressures of these gases in respired air, 
mixing of inspired air with residual air in the lung, and diff usion 
of the gases across the alveoli into the blood in the capillaries.

Ambient air contains 21% oxygen and 79% nitrogen, and a 
negligible amount of carbon dioxide (<0.001%). Th us, at normal 
atmospheric pressure (760 mm Hg), the partial pressure of 
inspired oxygen is ~160 mm Hg (0.21 × 760) and that of carbon 
dioxide is ~0.3 mm Hg. As air is inspired, it is heated to body 
temperature and saturated with water vapor (at 37°C, water 
vapor pressure is 47 mm Hg). Th us, within the lungs, the partial 
pressure of oxygen in inspired air would be ~150 mm Hg. In 
reality the volume of air inhaled with each breath (i.e., the tidal 
volume; ~500 mL) is mixed with the air that remains in the lungs 
at the end of the preceding expiration (i.e., the FRC; ~3l), which 
itself contains oxygen. On average, in healthy subjects, the par-
tial pressure of oxygen at the exchange surface of the lungs is 
~100 mm Hg and varies little across the respiratory cycle, refl ect-
ing a balance in supply of oxygen by inspired air, its mixing with 
the airways, and the removal of oxygen by the pulmonary 
circulation.

Variability in the ventilation/perfusion ratio results in regional 
diff erences in alveolar partial pressures of oxygen in the upper 
and lower regions of the lungs of ~130 mm Hg and 90 mm Hg, 
respectively.35 Abnormal ventilation/perfusion ratios in disease 
can similarly aff ect oxygen supply to the gas-exchange surface 
of the lungs. Although the carbon dioxide content of inspired air 
is negligible, air mixing within the airways and the continual 
addition of carbon dioxide form the pulmonary circulation result 
in an average alveolar partial pressure of carbon dioxide of 
~40 mm Hg.

Gas transport across the alveolar wall occurs by diff usion. As 
blood fl ows through the pulmonary capillaries, oxygen and 
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 carbon dioxide partial pressures equilibrate with those of the air 
in the alveoli. Henry’s law states that the volume, and therefore 
the concentration ([Gas]) of a gas dissolved in a liquid, is propor-
tional to its partial pressure (P):

 [Gas] = K × P, (19.10)

where K is a solubility constant. Th e thin alveolar and pulmo-
nary capillary walls provide a minimal barrier to diff usion of 
oxygen and carbon dioxide, so partial pressures rapidly equili-
brate. Th is rapid equilibration is described by Fick’s law, which 
states that the rate of diff usion is directly proportional to the 
concentration gradient and surface area for exchange, and is 
inversely related to thickness of the exchange surface.

In recent years the concept of diff usional screening in the lung 
has been proposed, whereby interactions between gas molecules 
and the alveolar surface limit the ability of other molecules to 
diff use across the alveolar surface. Th e concept has consequences 
for understanding mechanisms of respiratory reserve and the 
regulation of pulmonary perfusion.36

19.2.12 Gas Transport in the Blood

Th e total content of oxygen and carbon dioxide in the blood is 
not determined simply by the amount of the gases dissolved in 
the blood, which would be insuffi  cient for transport of suffi  -
cient amounts to sustain cellular respiration. Th e majority of 
oxygen transported in the blood is bound to hemoglobin on 
red blood cells and only a small proportion (<2% at a partial 
pressure of 100 mm Hg) is dissolved. Th e dissolved gas con-
centration  provides an osmotic pressure (Π), using the Morse 
equation37,38:

 Π = iMRT, (19.11)

where R = 0.08206l atm/mol K = 8.314472 J/mol K is the gas 
constant, M the molarity of the dissolved gas, and T the 
temperature.

Th e majority of carbon dioxide is carried in the blood in the 
form of bicarbonate, with small amounts of the total carbon 
dioxide content dissolved in the blood or bound to proteins 
in the blood (forming carbamino compounds), the most impor-
tant of which, in this respect, is hemoglobin (thus, carbamino-
hemoglobin is formed).

19.2.12.1 Oxygen Transport and Tissue Delivery

Th e ability of oxygen to bind to hemoglobin on red blood cells is 
dependent on the partial pressure of oxygen and pH of the blood, 
which can be illustrated using the oxygen–hemoglobin dissocia-
tion curve (Figure 19.3). At a partial pressure of 100 mm Hg (i.e., 
that in the arterial circulation aft er alveolar exchange), hemo-
globin is almost completely (~98%) saturated with oxygen. In the 
pulmonary capillaries, as oxygen dissolves into the blood, it 
 rapidly binds to hemoglobin, thus moving out of solution to 
facilitate further diff usion.

As blood circulates through the body, oxygen diff uses into the 
tissues. At arterial partial pressures of oxygen (>80%) there is 
little variation in the oxygen saturation of hemoglobin so the 
total oxygen content of the blood remains high despite a reduc-
tion in oxygen partial pressure in the arteries. In the tissues, as 
oxygen diff uses out of the blood to support cellular respiration, 
the partial pressure of oxygen in the blood falls to a point at 
which the relationship between oxygen and hemoglobin results 
in the liberation of large amounts of oxygen from the red blood 
cell reserve for only small reductions in partial pressure. 
Diff usion of oxygen to the peripheral tissues is aided by the affi  n-
ity of myoglobin in the tissues, which maintains a high affi  nity 
for oxygen at low partial pressures, and eff ects of relatively low 
pH and higher carbon dioxide levels (the Bohr eff ect) and tem-
perature in the peripheral tissues, which favors a right shift  in 
the oxygen–hemoglobin dissociation curve. Th e organophos-
phate, 2,3-diphosphoglycerate, which increases in red blood 
cells in states of chronic hypoxia, also causes a right shift  in the 
oxygen–hemoglobin dissociation curve to aid tissue oxygen 
delivery in such states.

19.2.12.2 Carbon Dioxide Transport and Delivery

In the peripheral tissue, the relatively low pH, high partial pres-
sure of carbon dioxide, and high temperature that aids  dissociation 
of oxygen from hemoglobin facilitates uptake of carbon dioxide 
by the blood. Formation of bicarbonate in the blood as carbon 
dioxide levels increase in the periphery liberates hydrogen ions, 
most of which are buff ered in the blood. Some hydrogen ions, 
however, bind to hemoglobin and a conformational change in the 
molecule reduces oxygen binding (thus, the Bohr eff ect is medi-
ated largely by changes in pH). Deoxygenated hemoglobin is 
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capable of binding carbon dioxide with greater affi  nity than oxy-
genated hemoglobin. Th us, delivery of oxygen in the peripheral 
tissues aids carbon dioxide uptake by the blood (the Haldane 
eff ect). In the pulmonary circulation, as carbon dioxide diff uses 
from the blood it dissociates from hemoglobin, thus aiding the 
binding of hemoglobin to oxygen.

Detailed mathematical models of the oxygen–hemoglobin 
dissociation curve (and the carbon dioxide–hemoglobin disso-
ciations curve) and the eff ects of variations in oxygen, carbon 
dioxide, pH, 2,3-diphosphoglycerate and temperature have been 
described by Dash and Basingthwaite.39

19.2.13 Clinical Correlations

19.2.13.1  Alterations of Mechanical Parameters 
in Disease

Th e measurement of respiratory mechanics may provide an 
index of clinical stability, the ability to detect a change in clinical 
condition, insight into the most appropriate treatment strategy, 
a means of assessing response to treatment and information for 
prognostication and follow-up.

In broad terms, diseases that impair airfl ow are categorized as 
obstructive, whereas those that limit lung expansion are described 
as restrictive. A patient with lung disease can be assigned to one 
or other of these categories by measuring the ratio between the 
FVC and the forced expired volume in 1 s (FEV1): a low value is 
typical of patients with obstructive disease as their fl ow is reduced 
but they typically have normal lung volumes. In contrast, restric-
tive diseases limit both airfl ow and lung volume; hence the FVC/
FEV1 ratio usually remains in the normal range.

19.2.13.2 Alveolar Expansion

A long-standing simplifi cation of the alveolar structure repre-
sents these distal airspaces as independent, balloon-like struc-
tures that rely on positive pressure for infl ation. As such, the law 
of Laplace (as it relates to spheres) has been applied to describe 
the forces dictating alveolar infl ation and the need for surfactant 
in the alveoli.

19.2.13.3 Law of Laplace

Th e law of Laplace states that the pressure in an alveolus is 
directly proportional to the surface tension in the curved wall 
of the alveoli and inversely proportional to the radius of the 
alveoli. Th is law is derived from the force balance as illustrated 
in Figure 19.4 and outlined in Equation 19.12.

Laplace’s law states that
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where P is the pressure required to keep the alveolus in an open 
(infl ated) state, Γ is the surface tension, and r is the radius of the 
alveoli. If this were true, smaller alveoli would tend to empty 
into larger alveoli.

However, in real life, alveoli are interconnected polygonal 
structures that share common walls that are fl at in shape.40 Th e 
resulting connective tissue matrix, supported by elastin and col-
lagen fi bers at the septa, creates an omnidirectional tension that 
increases as the alveolus becomes smaller, resisting further col-
lapse. Th is radial traction is oft en referred to as interdependence 
and implies that it is the tension of the adjacent tissue, rather than 
the ability of surfactant to counteract Laplace’s law, that prevents 
diff erent-sized alveoli from collapsing into each other and main-
tains the homogeneity of the lung parenchyma (Figure 19.5).

During spontaneous breathing, the lungs are infl ated by nega-
tive pressure transmitted to the pleural surface by the expansion 
of the chest wall. Th e three-dimensional transmission of force 
throughout the lung tissue causes volume expansion, resisted by 
delicate connective tissue matrix of the lung parenchyma, and to 
a lesser extent also the elastic properties of the pleura and airways. 
At low lung volumes, lung expansion is also resisted by the sur-
face tension of the thin layer of fl uid lining the alveoli and the 
airways. Th e surfactant has a variable surface tension that is 
directly proportional to the surface area.

19.2.13.4 Lung Volume

Accurate bedside measurement of lung volume has attracted con-
siderable interest over the last decade, with the appreciation of the 
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FIGURE 19.4 Unstable quasi-steady-state balance for two spheres 
with diff erent size radii (r) connected by a tube. Th e tension (Γ) in the 
circumference of the wall of the sphere provides a force which is counter 
acted by the force applied on the fl at surface area of a hemispherical 
section by the pressure. Th e sphere on the left  has a radius r1 and the 
sphere on the right is defi ned by r2. Th e smaller bubble will try to empty 
out into the larger bubble.

FIGURE 19.5 Schematic representation of alveoli of diff erent sizes con-
nected while coated with lung-surfactant. Th e use of lung-surfactant cre-
ates a steady-state and equalizes the pressure (P) by conforming the surface 
tension (Γ) using Laplace’s law and avoiding smaller alveoli to collapse.
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critical role that avoidance of atelectasis (lung collapse) and over-
distension play in averting ventilation-induced lung injury (VILI). 
FRC is the volume of greatest interest to intensivists. During 
mechanical ventilation, FRC is determined by the lung volume at 
end expiration, which is infl uenced by the level of positive end-
expiratory pressure (PEEP). It is therefore more appropriate to 
talk about the end expiratory lung volume (EELV) during 
mechanical ventilation. Chest radiographs provide a crude index 
of EELV but are insensitive to small but clinically relevant changes 
in volume. While computed tomographic (CT) images inform the 
clinician about alveolar collapse and eff ect of ventilator strategies 
on atelectasis, it is not a bedside technique, and exposes the ven-
tilated patient to risk of transport and signifi cant exposure to 
radiation. Noninvasive techniques have attracted research atten-
tion over the last two decades. Multiple breath inert gas washout 
may provide good estimates of lung volume but has limited 
repeatability and reproducibility in young infants, and will under-
estimate the volume of a lung with signifi cant gas trapping.41 
Whole body plethysmography includes the volume of gas trapped 
in the lung but is impractical for the ventilated patient. Other 
methods that have been used in a clinical research setting to 
determine relative changes in lung volume during initial stabiliza-
tion on a ventilator include respiratory inductive plethysmogra-
phy (RIP) and electrical impedance tomography (EIT).42 Th e 
technology and ease of use of these techniques at the bedside 
remain elusive for the average clinician.

19.2.14 Transit Time

Transit time refers to the length of time that blood stays in the 
capillaries. At rest, the stroke volume normally replaces the entire 
pulmonary capillary blood volume. For an adult, the transit time 
of blood in the pulmonary capillaries is the pulmonary capillary 
volume (~75 mL) divided by the fl ow (cardiac output; ~6 L/min) 
or 0.75 s. As cardiac output increases more than the pulmonary 
capillary volume during exercise, transit time decreases.

19.2.15 Diffusing Capacity

Any impairment of the air–blood barrier (thickness or surface 
area) can create a diff usion limitation. Th is would include 
atelectasis, pulmonary consolidation, or airway closure restrict-
ing airfl ow. Th e pulmonary interstitium must also be thin for 
effi  cient gas exchange: diseases such as interstitial fi brosis can 
create stiff  lungs with thickened membranes that limit airfl ow 
and gas diff usion between the blood and alveoli. In some patients, 
this limitation may only be unmasked during exercise, during 
which their transit time is decreased; hence, the exercise test is an 
important component of assessing lung function. Additionally, 
the ability of the lungs to exchange gas is dependent on the avail-
able surface area that forms the pulmonary membrane. 
Measurement of diff usion capacity is achieved using diff usion-
limited carbon monoxide. Reduced pulmonary diff usion capac-
ity is impaired by any disorder that destroys the membrane or 
that limits the diff usion of oxygen or carbon dioxide across it 
such as emphysema.

19.2.16 Impaired Alveolar Oxygenation

Fick’s equation shows that the driving pressure (P1–P2) is an 
important determinant of gas transfer. A decrease in alveolar 
PO2 decreases the driving pressure causing diff usion, resulting 
in a decrease in diff usion rate. At high altitude, even normal 
lungs will have some diff usion limitation during exercise due to 
decreased atmospheric PO2. As the alveolar PO2 is also infl u-
enced by the alveolar PCO2, patients who hypoventilate and who 
have a high alveolar PCO2 may also have low alveolar PO2.

19.2.17 Perfusion Limitation

Normally, O2 uptake is complete within ~0.25 s and is not diff u-
sion limited. Once O2 transfer is complete, the only way to trans-
fer more O2 is to increase pulmonary blood fl ow. Hence under 
normal situations, oxygen transfer is perfusion limited. Th is 
contrasts with carbon monoxide, which is diff usion limited 
(hence making it the ideal gas for measuring diff using capacity). 
However, in the presence of disease, or high altitude, diff usion 
limitation can cause O2 transfer to become diff usion limited.

Extrapulmonary factors including body position, body size, 
oxygen consumption, ventilation, cardiac output, acid/base 
state, the oxygen–hemoglobin dissociation curve, body tem-
perature, and atmospheric pressure can also alter diff using 
capacity and arterial oxygen levels, even when the lungs them-
selves are unchanged. Th ese factors may also infl uence the 
extent to which arterial oxygen is altered by changes in inspired 
oxygen content.

19.3 Ventilation

Ventilation is the process by which a suffi  cient volume of air is 
moved in and out of the lungs in order to sustain aerobic metab-
olism and clear waste CO2. To maintain arterial concentrations 
of O2 and CO2 within physiological limits, the volume of gas 
transported each minute (i.e., minute volume or minute ventila-
tion) is tightly regulated by a nonlinear multiinput, multiout-
put feedback system operating between the controller (which 
includes the neural, muscular and mechanical processes and 
receptors involved in generating airfl ow) and the plant (repre-
sented by the gas-exchanging processes of the lungs and body 
tissues). A system delay (the sum of all the latencies in the for-
ward and feedback information fl ows) is a third feature of this 
feedback system, and essentially represents the time for blood to 
fl ow from the lungs to the chemoreceptors. Th e physical and 
temporal isolation of the feedback sensors from the lung con-
tributes to respiratory control instability. Th is instability may be 
modulated by the gain with which the controller responds to the 
feedback signals (blood gas levels) by correcting the ventilator 
pattern. High controller gain may result in overcorrection, 
whereas insuffi  cient gain will result in a system that is easily per-
turbed by external infl uences and which may decompensate. Th e 
plant gain refers to the responsiveness of PACO2 or PAO2 to a unit 
change in ventilation and essentially describes the damping 
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inherent in the system. Large volume lungs will absorb a set 
volume change more readily than a small volume lung: a given 
volume change is more damped in a large volume lung, implying 
low plant gain and greater system stability.

Th e respiratory neural control network is highly adaptive, and 
rather than behavior typical of a hard-wired neural controller, it 
demonstrates neural plasticity similar to the mechanisms under-
lying learning and memory in the higher brain.43 Th is plasticity 
includes integral, diff erential, statistical, and memory-type plas-
ticity.44 Th e coexistence of integral and diff erential types of plas-
ticity appears unique to the respiratory control system within 
the brain, and has been used to explore integral–diff erential 
neural computation, sometimes referred to as “brain calculus.”43 
Th e dynamic integral–diff erential signal processing and long-
term memory capabilities eff ectively fi lter the aff erent and eff er-
ent signals that modulate the respiratory control system in 
response to the physiological and pathophysiological changes 
frequently encountered in health and disease.43

19.3.1 Brainstem Respiratory Center

Th e mammalian respiratory control system has several groups 
of cells located within the medullary and pontine brainstem.45 

Neurons responsible for aff erent data processing, rhythm gen-
eration, and shaping of the output waveform are located in three 
major groups within the medulla oblongata (see Figure 19.6).

19.3.2 The Medullary Neurons

19.3.2.1 Dorsal Respiratory Group

Located in the nucleus Tractus Solitarius, this neuronal group 
receives aff erent signals arising from central and peripheral 
chemoreceptors, higher cortical inputs and pulmonary mechano- 
and stretch-receptors45 to stimulate diaphragmatic inspiratory 
muscle activity.

19.3.2.2 Ventral Respiratory Group

Premotor processing for inspiratory46 and expiratory47 muscle 
activities appears to be coordinated by neuronal groups located 
within cranial and caudal parts of the ventral respiratory group 
of cells lying bilaterally and just laterally to the nucleus Ambiguus 
through much of the medulla’s length.

19.3.2.3 PreBötzinger Complex

Th e pre-Bötzinger complex (pre-BötC) also resides within the 
medulla and is the principal site of respiratory rhythm generation. 

Cerebral cortex and
voluntary breathing control

Pneumotaxic center
(–)

Apneustic center
(+)

Pre-Bötzinger complex

Glossophayrngeal
and vagus (–)

Dorsal respiratory
group (inspiratory, +)

Stretch and irritant
receptors in

lungs and trachea

Diaphragm

Somatic
motor

neurons
External and internal

intercoastals and
abdominal muscles

Medulla

Ventral respiratory
group (insp/exp)

Pons
Hypothalamus

Pain and emotional stimuli

Central chemoreceptors
↑CO2, ↑H+

Peripheral
chemoreceptors
↓O2, ↑CO2, ↑H+

FIGURE 19.6 Infl uences on the brain respiratory center.
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Th e retro-trapezoid nucleus (RTN) may be functionally and ana-
tomically indistinct from the more recently identifi ed parafacial 
respiratory group (pFRG). Recent evidence suggests that these sites 
may act as a phase-locked coupled oscillator for the generation of 
the respiratory rhythm, with inspiratory and expiratory activities 
governed by the pre-BötC and RTN/pFRG loci, respectively.48

19.3.2.4 The Pontine Neurons

In addition to the medulla, electrophysiological and anatomic 
studies indicate that pontine respiratory neurons contribute to 
respiratory control. Signals to this area are primarily received 
from communicating neurons in the medulla.

19.3.3 Respiratory Rhythm Generation

Traditionally, the inspiratory phase of the respiratory cycle is con-
sidered the “active” phase, responsible for driving the respiratory 
pump musculature. Whereas expiration was considered previ-
ously as a passive process (especially in the adult), it exhibits 
active characteristics, with laryngeal and airway smooth muscu-
lar playing an important role in regulating postinspiratory airfl ow. 
Th is “active expiratory phase” is supported by the identifi cation of 
brainstem neuronal burst activity during both inspiratory and 
expiratory segments of the breath cycle.

Th e electrical output pattern generated by the brainstem con-
troller is characterized by the timing of action potential burst 
activity identifi ed in the Bötzinger and pre-Bötzinger regions. 
Neuronal groups forming the pre-BötC located within the ros-
tral ventro-lateral medulla are intrinsically rhythmogenic49,50 
and play an important role in generating cyclical inspiratory 
muscle activity.51 Action potential bursts occurring during the 
inspiratory phase comprise frequencies that decrement, aug-
ment, or remain constant over time.

During expiration there is an “early” postinspiratory phase, 
characterized by decrementing frequency of neuronal fi ring and a 
“late” preinspiratory phase during which bursts of activity are aug-
mented and increase in frequency over time.45 Feedback  control of 
muscle tone during early postinspiration may regulate expiratory 
resistance and airfl ow, infl uencing gas mixing.52 Preinspiratory 
neurons exist in the rostral Bötzinger complex and likely deter-
mine in part, the biphasic nature of expiratory activity.50

Pre-Bötzinger inspiratory neurons may communicate with 
preinspiratory neurons within the rostral Bötzinger complex in 
an inhibitory fashion. Bötzinger complex neurons located within 
the rostral ventro-lateral medulla mediate the expiratory phase, 
under the infl uence of inhibitory cells from the pre-Bötzinger 
pre-Inspiratory group.45 Neurons of the RTN or pFRG may rep-
resent a second anatomical location for respiratory rhythm gen-
eration. Cells within this group are primarily preinspiratory in 
function and discharge prior to the onset of the inspiratory 
burst. Th ese cells are intrinsically rhythmogenic and are actively 
inhibited during the inspiratory phase.48 Th ese separate but 
interactive neuron groups thus represent an interactive two-
rhythm generator with feedback regulation. It has been postu-
lated that the pre-BötC represents the major site for respiratory 

rhythm generation in the adult mammal.48 Th e coupling between 
these generators may be infl uenced by development,53 hypoxia,54 
or other alterations to the internal milieu. Pontine noradrener-
gic neurons may also play a role in regulating rhythmogenesis in 
response to sleep, behavioral changes, cardiovascular altera-
tions, and environmental infl uences.55

19.3.3.1 Cortical Infl uences

Th e output of the respiratory center can be modulated by corti-
cal infl uences arising from voluntary control of the rate and 
depth of breathing, as might occur during speaking, singing, 
coughing, and so on. Emotional infl uences and pain receptors 
may act to alter respiratory activity via the hypothalamus.

19.3.3.2 Chemical Infl uences

Th e feedback to the brainstem of information about arterial 
PCO2 and PO2 is vagally mediated primarily by central chemore-
ceptors located in the fl oor of the fourth ventricle and peripheral 
chemoreceptors within the wall of the aortic and carotid bod-
ies.56 Th e response to arterial PCO2 is likely indirect through 
the response of the central and peripheral chemoreceptors to 
acid–base balance and H+ concentration. Importantly, central 
chemoreceptors are responsive to alterations in CO2 within the 
cerebro-spinal fl uid only, since the blood–brain barrier prevents 
diff usion of H+ from the blood to the brain.

Th e peripheral chemoreceptors also respond to arterial PO2. 
Th e carotid bodies provide tonic input to the respiratory con-
troller, which increases in the presence of hypoxia. Carotid body 
stimulation causes increased activity of inspiratory Rα neurons, 
inhibition of late inspiratory activity and of Rβ neurons, and 
excitation of postinspiratory neurons.

19.3.3.3 Mechanosensitive and Thermal Infl uences

Th ermal and tactile stimuli also generate vagal feedback 
responses to the respiratory controller. Nonchemically medi-
ated stimuli to the respiratory feedback system induce inhibi-
tory refl ex activity with consequent reduction in ventilation. 
Stimulation of pulmonary stretch receptors has a powerful 
inhibitory eff ect on inspiration. In piglets, stimulation of rapid 
and slowly adapting pulmonary stretch receptors activates 
terminal connections located in the various nuclei of the trac-
tus solitarius, including the ventrolateral nucleus of the dorsal 
respiratory group.48 Th e resulting increased fi ring rate may be 
responsible for the elicitation of the Hering–Breuer refl ex, as it 
appears that this response is stronger in infants than in adults. 
Further tactile reception is also received from receptors 
located in the upper airway (larynx, hypopharynx) and many 
of these inputs have an inhibitory eff ect on the respiratory 
control center.

19.4 Artifi cial Ventilation

Artifi cial ventilation refers to the movement of gas into and out 
of the lungs by an external source in direct communication with 
the patient. Whereas the external source may be a resuscitation 
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bag or other forms of continuously infl ating device, more com-
monly, it is provided by a mechanical ventilator. Th e goal of 
mechanical ventilation is to produce a minute volume that meets 
the physiological requirements of gas exchange while avoiding 
ventilator-associated lung injury and other physiological com-
promises including impairment of cardiac function and sys-
temic circulation, adverse extrapulmonary consequences of 
positive pressure (e.g., cerebral damage) and increased patient 
discomfort and anxiety.

19.4.1  The Operation of a Mechanical 
Ventilator

Th e basic function of a mechanical ventilator is to transmit 
applied energy in a predetermined manner to perform useful 
work for the patient. Th ey have four main mechanical character-
istics including input power, power conversion and transmission, 
a control system, and a power output (pressure, volume, and fl ow 
waveforms).57

19.4.2 The Input Power

Electric and pneumatic (compressed gas) are the only two 
sources of power input used in commercially available mechani-
cal ventilators.

19.4.2.1  Electric Power Conversion and Power 
Transmission

Th e input power is converted to a gas pressure that is delivered in 
a predetermined, controlled manner (by the control circuit) via 
the ventilator’s power transmission drive mechanism. Th e goal is 
to either assist or to replace the patient’s muscular eff ort required 
to perform the work of breathing (output) in order to generate a 
gas fl ow through the airways and to infl ate the lungs.

Most oft en, a positive pressure (relative to atmospheric pres-
sure) is delivered to the airway opening by a positive pressure 
ventilator. However, the application of negative pressure to the 
body surface (usually rib cage and abdomen) has been used in 
negative pressure ventilators with clinical eff ect.

19.4.3 Electric Control Scheme

Ventilators can be described as pressure controlled, volume con-
trolled, or fl ow controlled. Th e control variables of these include 
pressure, volume, fl ow, and time. Th e control circuit includes 
mechanical, pneumatic, fl uidic, electric, and electronic compo-
nents. A logical classifi cation of ventilator systems and the gen-
eral principles of ventilator operation were defi ned in detail, 
recently, by Chatburn, and are outlined below.57,58

Understanding of the interaction between the ventilator and 
the patient and of the nature of the control scheme that best 
describes the ventilator’s operation can be gained from simple 
physical models that have electrical analogs. In its simplest form, 
the equation of motion describes the respiratory system as a 
single compartment model with a rigid fl ow-conducting tube 

(resistor) connected in series with an elastic compartment 
(capacitor). Th e pressure (voltage) required to generate a gas fl ow 
(current) that will enter the airway and increase lung volume 
(charge) can be expressed as

 Prs = PE + PR + PI, (19.13)

where Prs is the transrespiratory pressure, PE is the pressure 
required to overcome the elastic load (recoil), PR represents the 
pressure required to overcome the fl ow resistive impedance load, 
and PI corresponds to the pressure required to overcome load 
arising from the inertance. Th is model can be expanded to 
include the mechanical properties of the patient circuit, tracheal 
tube, large airways, lung tissue, and chest wall.

In the intubated respiratory system, 90% of the inertance and 
50% of the Newtonian resistance arise from the tracheal tube.59

For the purpose of ventilation at conventional breathing 
 frequencies, the contribution of inertance is negligible, and 
can be discounted, so that the equation of motion is most oft en 
written as

 Prs = PE + PR. (19.14)

During mechanical ventilation, the transrespiratory pres-
sure represents the sum of the applied ventilator pressure (Pvent) 
and that generated by the muscles of the chest wall (Pmus). Th e 
elastic pressure component is the product of the elastance, El, 
defi ned as
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(19.15)

and volume (EV), while the resistive pressure component is the 
product of the resistance, R, expressed as
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and the fl ow.
Considering these relationships we can rewrite Equation 19.14 

as follows:

 Pvent + Pmus = EV + RV
.
. (19.17)

Clinicians more commonly think in terms of respiratory system 
compliance (Crs) than elastance; hence, an alternative form of 
Equation 19.17 can be rewritten as
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(19.18)

Given that the transrespiratory pressure determines the vol-
ume and fl ow to be delivered to the patient, it is clear from 
Equation 19.18 that the pressure generated by the muscles of the 
chest wall can subtract from or add to the ventilator pressure. Th e 
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extent of support required from the ventilator (total, partial, or 
none) depends on the amplitude and nature of the patient’s respi-
ratory eff ort. Where signifi cant patient–ventilator asynchrony 
exists, the respiratory muscles create a pressure that opposes that 
of the ventilator, reducing the eff ectiveness of the fl ow and vol-
ume that would otherwise have been delivered to the patient.

A second important point arising from Equation 19.18 is that 
the control scheme for ventilation can be defi ned in terms of 
either pressure, volume, or fl ow—but only one of these three 
variables at a time.58 Th e control variable remains independent 
of changes in condition. For a pressure-controlled system, the 
pressure waveform will be maintained despite changes in resis-
tance and elastance, but the resultant fl ow and volume will depend 
on the pressure waveform and the mechanical properties of the 
respiratory system. Th e reverse holds true for volume and fl ow-
controlled ventilation, when airway pressure becomes the depen-
dent variable. Despite this limitation, it is possible for the control 
mode to change not only breath-to-breath, but also intrabreath.57

In addition to defi ning the control scheme for inspiration, the 
equation of motion also provides information on the basis of 
expiratory fl ow. Expiration is normally passive, with no contri-
bution from the ventilator or the respiratory muscles. Equation 
19.17 then becomes:

 −RV
.
 = EV, (19.19)

highlighting the importance of the stored elastic energy for 
determining expiratory fl ow.

19.4.4 Phase Variables

Phase variables can be used to describe how a ventilator starts, 
sustains, and ends both inspiration and expiration.

19.4.4.1 Trigger Variable

Th e ventilation commences breath delivery when the trigger 
variable reaches a preset value. Th e variable that is preset deter-
mines whether the ventilator mode is described as pressure, 
 volume, fl ow, or time-triggered. As baseline pressure need not 
change with fl ow triggering, this approach reduces the work of 
breathing by the patient to initiate a breath.60 Th e sensitivity of 
the trigger variable set on the ventilator determines how much 
work the patient has to perform to initiate the breath. Th e 
response time refl ects the time required for signal processing 
and overcoming the mechanical inertia of the drive mechanisms. 
A short response time is critical to achieve optimal synchrony 
with the spontaneous patient inspiration.

19.4.4.2 Limit Variable

Phase limit variables will reach and maintain a preset level prior to 
the end of inspiration. Within a given breath, the limit variable 
may be any one or a combination of pressure, volume, or fl ow. 
Such limits eff ectively set the maximum value for the variable of 
interest and need to be diff erentiated from backup cycling mecha-
nisms that are activated when a pressure or time threshold is met.

19.4.4.3 Cycle Variable

Cycle variables are used to end the inspiratory phase and can 
include pressure, volume, fl ow, or time, in addition to manual 
cycling. Th e simplest example of cycle variables is time-cycling, 
whereby expiratory fl ow commences as soon as a preset inspira-
tory time has passed. Pressure cycling implies the delivery of fl ow 
until the preset pressure is achieved, at which point fl ow direction 
reverses and expiratory fl ow commences. Likewise, volume 
cycling implies the delivery of fl ow to the patient until the preset 
volume passes through the control valve. If expiratory fl ow does 
not commence immediately aft er achievement of either the preset 
volume or fl ow, then the ventilator is cycled by the preset inspira-
tory time, and an inspiratory hold will have been set. Flow cycling 
is most oft en utilized in pressure support ven tilation (in which 
pressure is the control variable), whereby the patient respiratory 
eff ort determines the duration of the inspiratory fl ow. During 
fl ow cycling, the initial fl ow is high and decreases exponentially 
(in the absence of a contribution from active respiratory muscles) 
until the preset fl ow limit is achieved. Th e fl ow-cycle threshold 
may be adjusted by the operator, and in some ventilators, is also 
automatically compensated for by the presence of a tracheal tube 
leak to avoid excessively long inspiratory times.

19.4.4.4 Baseline Variable

Most commonly, pressure is the parameter controlled during 
expiration and is measured and set relative to atmospheric pres-
sure. A positive baseline pressure is referred to as PEEP.

19.4.5 Power Outputs

Th e outputs of a ventilator are pressure, volume, and fl ow. Th e 
patterns of each of these waveforms depend on the control 
scheme of the ventilator. Idealized waveforms for diff erent venti-
lator patterns were described by Chatburn.57 Pressure waveforms 
include rectangular, exponential, sinusoidal, and oscillating. 
Volume waveforms are usually described as ascending ramp or 
sinusoidal. Flow waveforms include rectangular, ascending 
ramp, descending ramp, and sinusoidal. Th e impact of specifi c 
inspiratory fl ow waveforms on shear stress and lung injury is not 
fully understood.

In practice, the ventilator output waveforms are oft en distorted 
by extraneous noise such as fl ow turbulence and vibration. 
Instrument error and inaccurate calibrations can infl uence the 
pressure, volume, and fl ow that are received by the patient. Th e 
compliance and resistance of the patient circuit may contribute to 
a discrepancy between set parameters and delivered outputs. 
Pressure will be lower at the patient airway opening than that 
measured within the ventilator, while expiratory manifold fl ow 
and volume will be greater than what is delivered to the patient.

Th e circuit and patient resistance can be modeled in series as 
they share the same fl ow, but have diff erent pressure drops aris-
ing from their diff erent resistances. While the circuit resistance 
contributes to the overall resistive load seen by the ventilator, it 
is small when compared to the patient resistance, and can nor-
mally be disregarded.
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In contrast, the patient circuit compliance is in parallel with 
the compliance of the respiratory system as both compliances 
experience the same pressure change, but will fi ll with diff erent 
volumes over the same inspiratory time, resulting in diff erent 
fl ows. Th e eff ect of this parallel connection is that the total com-
pliance (circuit + respiratory system) is greater than the sum of 
the two components on their own. When circuit compliance 
exceeds the respiratory system compliance, this can markedly 
reduce the proportion of volume delivered to the patient—a sce-
nario that needs to be considered carefully when ventilating 
with volume-controlled mode (particularly those with low 
 compliance such as the preterm infant). In the absence of a fl ow 
sensor positioned at the patient “wye,” the circuit compliance 
needs to be known, and the ventilator adjusted to account for the 
decrease in delivered volume due to gas compression in the 
patient circuit. When the tidal volume is set and monitored 
within the ventilator, the actual delivered volume (Vdel) can be 
calculated using the following equation to correct for the com-
pliance of the patient circuit (CPC):
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where CPC is measured by dividing the pressure resulting when a 
known volume is delivered into the circuit with the patient “wye” 
occluded. From Equation 19.20, it is clear that when the patient 
circuit is totally noncompliant, the Vdel = Vset. However, when 
patient compliance is large and not compensated for by the ven-
tilator, then the Vdel is signifi cantly less than Vset. Th is is particu-
larly important in the neonate, where CPC may be three times 
larger than Crs, even with circuit optimization using small bore 
stiff  tubing and small volume humidifi ers.57 In that scenario, 
only a quarter of the Vset would be delivered to the patient, with 
the remaining 75% distending the patient circuit. Th is example 
highlights the importance of monitoring the Vdel at the patient 
airway opening in subjects with low compliance.

19.4.6 Modes of Mechanical Ventilation

Ventilation modality primarily informs the user about the nature 
of delivered breath and variables relevant to the inspiratory 
phase.61 Th e mode can be identifi ed and classifi ed by specifying 
the breathing pattern, control type, and control strategy (phase 
variables and operational logic).

19.4.7 Breathing Pattern

Breath delivery is controlled in some measure by pressure, vol-
ume, fl ow, or time, or a combination of these variables. Volume 
control results in a more stable minute ventilation than pressure 
control if the lung mechanics are unstable. However, while a 
stable breath–breath minute ventilation may be the goal, there is 
some evidence that varying tidal volume and respiratory rate on 
a breath to breath basis may be benefi cial.62 In contrast, pressure 

control may enhance patient–ventilator synchronization because 
inspiratory fl ow is not restricted by a preset value.

Breath type may be mandatory or spontaneous. In a spontaneous 
breath, the start, and duration of the breath is determined by the 
patient, whereas a mandatory breath is any breath whereby the ven-
tilator triggers and/or cycles the breath. Mandatory breaths that 
receive a contribution from patient eff ort are called assisted. During 
high-frequency oscillatory ventilation (HFOV), short mandatory 
breaths may be superimposed on a longer spontaneous breath.

Th ree diff erent breath sequences can be defi ned. Th ese include 
continuous mandatory ventilation (CMV) where all breaths are 
mandatory, and spontaneous breaths are not allowed between 
the mandatory breaths. Continuous spontaneous ventilation is 
the opposite of CMV—whereby all breaths are spontaneous. 
Intermittent mandatory ventilation (IMV), on the other hand, 
allows spontaneous breaths between the mandatory breaths. If 
the mandatory breath is triggered by the patient, then it is referred 
to as synchronized IMV (SIMV). Newer ventilators use an active 
exhalation valve, which makes it possible for spontaneous breaths 
to occur during a mandatory pressure-controlled breath.

19.4.8 Control Type

Control circuits are required to measure and regulate the venti-
lator outputs of pressure, fl ow, and volume. Th e advent of micro-
processors has increased the complexity of such control circuits 
to facilitate more precise and fl exible management of breathing 
cycle variables, with the resultant proliferation of ventilation 
modalities. Engineering control systems are based on three dif-
ferent types of subsystems: a controller (which directs changes in 
output), a plant (the subsystem being controlled) whose output is 
called the controlled variable (what is being regulated), and an 
eff ector, which is the power element that modifi es the plant to 
some desired set point under instruction from the controller. 
Whereas early jet ventilators were based on open-loop control 
circuits (set input driving pressure, variable delivered pressure 
and fl ow), modern ventilators generally use closed-loop control 
to sustain the driving pressure and fl ow under constant chang-
ing external conditions (e.g., respiratory impedance). Closed-
loop control circuits utilize a sensor-measured output variable 
as a feedback signal that is compared to the controller-set param-
eter. Where there is a diff erence between the two (determined as 
an error by a comparator), the controller drives the system 
toward reducing the magnitude of the error and achieving the 
target output value (e.g., the use of pressure as a feedback signal 
to drive ventilator gas fl ow). Th is closed-loop approach facilitates 
continuous and automatic adjustment of the ventilator perfor-
mance to minimize the impact of external disturbances. Th e 
feedback system may be electrical (e.g., electronic pressure trans-
ducer) or mechanical (regulator/valve).63

19.4.9 Control Strategy

At a further level, the phase and pattern of each breath are 
determined by the control strategy, which is infl uenced by the 
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trigger mechanism (machine/patient), the set limits (pressure/
volume/fl ow/time—depending on the control variable), and the 
cycle.64 Understanding how a ventilator is controlled is perhaps 
the most useful approach to understanding diff erent ventilator 
modalities.

Th e evolution of closed-loop control circuits used in ventila-
tor technology was reviewed extensively by Chatburn in 200463 
and is summarized below. Th ere are now at least seven diff erent 
control systems that serve as the foundation for the multitude 
of diff erent ventilator modalities available commercially. Each 
additional control system adds complexity and distances the 
operator from the decision-making process and direct control 
of breath-to-breath ventilation, essentially moving from the 
 traditional tactical control toward strategic—and ultimately—
intelligent control systems.

19.4.9.1 Set-Point Control

Set-point control is the minimum level of control and essentially 
constrains the output to match a set input. For example, if a fi xed 
pressure or fl ow limit is set by the operator, the ventilator responds 
by maintaining a consistent pressure or fl ow waveform.

19.4.9.2 Auto-Set-Point Control

Taking set-point control a step further, the ventilator can decide 
whether fl ow- or pressure-controlled breath should be delivered, 
according to operator set priorities. For example, the ventilator 
may set out to deliver a certain volume, but be switched to 
pressure-controlled if a maximum pressure setting is reached 
before the desired volume is achieved (or start with a pressure- 
controlled breath and switch to fl ow-controlled).

19.4.9.3 Servo Control

Servo control introduces fl exibility by tracking a changing (i.e., 
nonconstant) input. Th is approach is useful in modes such as 
proportional assist, where the magnitude of the patient’s own 
fl ow generation guides the amplifi cation of the synchronized 
ventilator output. Th e rationale for this approach is to reduce 
patient eff ort to overcome normal breathing load, while the ven-
tilator assistance is proportionally adjusted to account for dis-
ease-imposed increased workload.

19.4.9.4 Adaptive Control

Adaptive control facilitates the automatic adjustment between 
breaths of one set point by the ventilator to maintain a diff erent 
set point determined by the operator. Th e most common example 
of this control mode is the automatic adjustment of the pressure 
limit to achieve a set tidal volume over several breaths.

19.4.9.5 Optimal Control

Optimal control involves automatic determination of the most 
favorable volume and pressure set points according to the best 
value of some performance function (determined via a mathe-
matical model) such as minute volume or even exhaled carbon 
dioxide.65 In this experimental form of optimal control, the ven-
tilator estimates the patient’s minute volume requirements to the 

extent that operator input may only be required for setting 
inspired fractional oxygen, PEEP, and alarm settings.

19.4.9.6 Knowledge-Based Control

Th is approach seeks to couple mathematical models with human 
expertise, to increase the capacity of the ventilator to control 
mode variables. Such systems may incorporate “expert algo-
rithms” in parallel with fuzzy logic to drive ventilator function. 
Examples include systems that are controlled to deliver the low-
est level of patient support ventilation (PSV) to maintain a group 
of physiological variables (e.g., respiratory rate, tidal volume, 
heart rate, oxygen saturation, and exhaled CO2) such as respira-
tory rate within expert predetermined (knowledge-based) 
acceptable ranges.66−69 Th e drawback of this knowledge-based 
control is that the expert rule-based algorithms are static.

19.4.9.7 Intelligent Control

In the experimental setting, artifi cial neural networks have been 
incorporated into ventilator control systems to support decision 
making. Th eir fascinating promise is to further advance the 
knowledge-based control to support a dynamic system that is 
capable of learning through experience and storing this knowl-
edge in a database that constantly evolves, and which could 
potentially be pooled with that created from other patients 
within and between units. Th is approach assigns a weight to dif-
ferent input variables, eff ectively adjusting the strength to which 
they infl uence the ventilator output. Depending on the response 
to the ventilator output, each ventilator input may vary on a 
breath-to-breath basis. Th e neural network “learns” from these 
responses, and adjusts the strength of the input variable in order 
to achieve a desired outcome.

19.4.10 Novel Modes of Ventilatory Support

Whereas mechanical ventilation is normally considered as assisted 
delivery of normal breathing patterns (breath size and respiratory 
rate), the last 25 years have seen the emergence of high-frequency 
ventilation (HFV)—a novel mode of ventilation that has theoreti-
cal advantages for gas exchange and lung volume recruitment.

19.4.10.1 High-Frequency Ventilation

While HFV has been in clinical use in neonatal ventilation for 
over 25 years, it has been adapted for adult ventilation only over 
the last decade. Unlike ventilation at conventional breathing 
rates, distending lung volume (which infl uences oxygenation) 
and gas transport/mixing (which infl uences ventilation and 
CO2 removal) are largely independent of each other during 
HFV. Lung volume is controlled by changing mean airway pres-
sure, whereas ventilation is controlled by the frequency and 
amplitude of the ventilator waveform. Although this indepen-
dence is not absolute in the collapsed or overdistended lung, or 
when the duration of the inspiratory and expiratory cycles are 
not equal, this independence of oxygenation and ventilation 
confers a signifi cant practical advantage for HFV over conven-
tional ventilation.
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HFV utilizes frequencies between 3 and 15 Hz to deliver tidal 
volumes equal to or less than anatomical dead space volume to 
ventilate the lung. Th ese small tidal volumes imply reduced 
cyclic stretch of the lung and theoretically reduced lung injury. 
Although less lung injury has been shown in animal studies, this 
has been diffi  cult to translate to improved long-term outcomes 
when HFV has been applied to human infants in randomized 
controlled trials.70 It is possible that this may be in part due 
to barotrauma. Moderately high mean airway pressures are 
 routinely used during HFV, to recruit and optimize distending 
lung volume. Th e high-frequency oscillations are superimposed 
on top of this mean pressure. Whereas in the highly compliant 
lung, the pressure waveform is damped markedly between the 
airway opening and the lung parenchyma, a much higher pro-
portion of the waveform amplitude is transmitted to the low-
volume, noncompliant lung. In contrast, in the presence of high 
peripheral airway resistance, very small pressure oscillations 
reach the distal lung, but proximal ventilator units may be 
exposed to rapidly changing pressure waveforms with peak pres-
sures that match or exceed those used during conventional 
ventilation.71

Whereas ventilation is determined by minute volume:

 Vminute = VT × R, (19.21)

at conventional frequencies, ventilation is highly effi  cient in 
HFV, where ventilation effi  ciency CO2 elimination is propor-
tional to

 VT
b × νa,  (19.22)

where a and b approximate 1 and 2, respectively.72−75 Th e effi  -
ciency is in part due to the complex mechanisms of gas transport 
during HFV. Unlike conventional ventilation, bulk convection 
plays a relatively small role in gas transport during HFV. Other 
gas transport mechanisms at play include turbulent fl ow and 
radial mixing, asymmetric inspiratory and expiratory velocity 
profi les, branch angle asymmetry, pendelluft  (between neighbor-
ing units with diff ering time constants), laminar fl ow with Taylor 
dispersion (beyond approximately airway generation 8), cardio-
genic mixing, collateral ventilation between alveolar units via the 
pores of Kohn, and molecular diff usion in the acinar zone. Th ese 
gas transport mechanisms are reviewed in detail elsewhere.71

Studying the damping of the pressure waveform and the tidal 
volume delivery during HFV has provided some valuable insights 
into optimal ventilator frequencies and levels of PEEP that would 
minimize overdistension of the alveolar unit while also subjecting 
the lung to minimal pressure oscillations.71,76 In the overdamped 
lung, optimal frequency is the corner frequency (fc), where
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(19.23)

Hence diseases characterized by high resistance are more optimally 
ventilated at lower frequencies than those with low compliance.

Th ere are two main types of HFV: high-frequency oscilatory 
ventilation (HFOV) and high-frequency jet ventilation (HFJV). 
True HFOV utilizes either a piston or diaphragm/loudspeaker 
system to create an active inspiratory and expiratory phase. Th e 
active expiratory phase means that very short expiratory times 
do not result in gas trapping, providing the mean airway pres-
sure is high enough to stent the airways open and avoid the for-
mation of choke points. One of the major diff erences between 
HFJV and HFOV is that only the inspiratory phase is active and 
expiration (like conventional ventilation) relies on passive relax-
ation of the chest wall, when there are no external forces acting 
on the respiratory system. HFJV thus utilizes slightly lower fre-
quencies than HFOV. It reportedly has some advantages for 
inhomogeneous lung disease and air leak; however, this has not 
been demonstrated in a randomized controlled trial.

19.4.11  Clinical Application of Mechanical 
Ventilation in Adults, Children, 
and Neonates

Ultimately, mechanical ventilators need to be capable of deliver-
ing fl ow to a wide range of subjects with varying age, disease 
etiologies, and mechanical constraints. Most oft en, mechanical 
ventilation in the intensive care unit is instituted due to impend-
ing respiratory failure; however, some patients with normal 
lungs require mechanical ventilation as a supportive therapy 
during anesthesia or treatment of a serious illness including 
acute brain injury.

Age and body size are important considerations in the forma-
tion of a ventilation strategy. Lung development commences dur-
ing fetal life and peak lung function is achieved during early 
adulthood. Extremely preterm infants, born less than 26 weeks 
gestation (term is ~40 weeks), are in the late cannalicular stage of 
lung development. Th ey have an established airway tree, but have 
yet to develop the gas-exchange unit. From the cannalicular stage, 
they will progress into the saccular stage of development, when 
primitive air sacs develop and Type II epithelial alveolar cells 
begin to secrete surfactant into the airspaces. By about 36 weeks 
gestation, the alveolarization stage commences, with the emer-
gence of secondary septa that continues through until ~2–3 years 
of age. Alveolarization occurs in parallel with microvascular mat-
uration and thinning of the alveolar walls that are necessary for 
effi  cient gas exchange.77 While there is a 20-fold increase in gas-
exchanging surface area during alveolarization, the human lung at 
birth contains only a fraction of the total number of alveoli of the 
adult lung. Th e adult complement of alveoli is attained by the age 
of about 2–3 years. Aft er this time, the alveoli principally increase 
in volume, until aging phenomena develop, leading to progressive 
destruction of lung tissue from the age of ~35 years onwards.

It is clear from the above brief overview of lung development 
that the mechanical properties of the respiratory system may 
diff er markedly at diff erent ages, and that an understanding of 
these changes is critical to eff ective and safe ventilation. Th ese 
developmental diff erences have implications for the fragility of 
the lung to VILI. Th e preterm airway/alveolar attachments are 
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extremely fragile, and susceptible to stretch injury associated 
with barotrauma and volutrauma, which may result in loss of the 
mechanical interdependence that is crucial to the maintenance 
of lung volume. In the absence of an expansive gas-exchange 
ventilation compartment (absence of alveolar structures), they 
have a high dead space to tidal volume ratio:

 
d

T
.V

V  
(19.24)

Th is results in highly ineffi  cient ventilation patterns, using 
rapid shallow respiration that does not overdistend the small 
lung capacity, while generating suffi  cient minute ventilation to 
clear carbon dioxide from the airways.

Because the interaction between the ventilator and the lungs 
is highly dependent on the mechanical properties of the respira-
tory system, a thorough understanding of the pathophysiology 
of the disease being treated is essential to selection and optimi-
zation of the ventilator strategy. Th e passive expiratory time 
constant τ of the lung is an important consideration, particularly 
with respect to setting respiratory rate.

 τ = Rrs + Crs. (19.25)

Subjects with obstructive and predominantly airway occlu-
sive disorders have long time constants and need to be ventilated 
at low ventilator rates to ensure suffi  cient time for full and com-
plete expiration. Th e failure to achieve this promotes the devel-
opment of intrinsic PEEP and hyperinfl ation, oft en referred to as 
gas trapping. In contrast, the presence of a low respiratory sys-
tem compliance (Crs) leads to short time constants, and these 
patients may be safely ventilated at higher respiratory rates. It is 
beyond the scope of this chapter to discuss an exhaustive list of 
diff erent disease pathologies. Instead, we highlight fi ve common 
pathologies that cover many of the diff erent ventilator approaches 
(the pressure volume relationships in these diseases are illus-
trated in Figure 19.7).

19.5 Respiratory Diseases

19.5.1 Asthma

Asthma is defi ned by the presence of airway hyperreactivity nor-
mally resulting from a persistent infl ammatory process in response 
to one or more diff erent stimuli in a genetically  susceptible indi-
vidual. It is characterized by mucosal edema, mucus secretion, 
epithelial damage, and bronchoconstriction. Bronchoconstriction 
results in increased airway resistance and impaired expiration, 
leading to hyperinfl ation (raised lung volume) at rest; however, 
the increased lung volume tends to enlarge the airways, aiding 
expiration by increasing the elastic recoil of the chest. Increased 
airway resistance is reversible in asthma, although remodeling of 
the airways secondary to the infl am matory process may result 
in long-term irreversible changes in airway mechanics. Lung 
compliance is not altered signifi cantly, unless there is substantial 

collapse of portions of the lung. Respiratory failure from severe 
asthma is a potentially reversible, albeit life-threatening condi-
tion. Th ese patients are predisposed to the development of gas-
trapping, which is associated with poor outcome. Mechanical 
ventilation strategies must therefore avoid the development of 
this complication in asthmatic patients.

19.5.2 Emphysema

Emphysema is characterized by overinfl ation of the airspaces 
distal to the terminal bronchiole either from dilatation or from 
destruction of their walls accompanied by loss of elasticity. Th e 
destructive changes in the bronchiolar walls and loss of the lung 
parenchyma supporting the bronchioles promote airway col-
lapse and increased lung compliance. Th e accompanying col-
lapse of the large airways may dominate the clinical picture.

19.5.3 Fibrosis

Fibrosis leads to a thickening of the pulmonary membranes, 
resulting in decreased compliance and reduced diff using 
 capacity without associated increases in airway resistance. 
Exertional dyspnea (shortness of breath during exercise) is a 
characteristic feature of this disorder.

19.5.4 Respiratory Distress Syndrome

Respiratory distress syndrome (RDS) is the major cause of 
 respiratory disease in the newborn infant. Preterm babies are 
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FIGURE 19.7  Static and dynamic lung volume–pressure curves illus-
trating the eff ects of certain diseases on lung compliance, lung volumes, 
and airway resistance. Th e upper horizontal bar on each volume– 
pressure curve represents a typical adult value for the FRC, and the 
lower bar the residual volume. Increased airway resistance is the pre-
dominant feature in asthma and emphysema (obstructive diseases), 
while decreased compliance is most obvious in pulmonary fi brosis and 
RDS (restrictive diseases). Cardiac patients show some changes in both 
characteristics.
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 particularly susceptible to developing RDS aft er birth due to sur-
factant defi ciency and immature lung structure. Th ey develop 
clinical signs of marked inspiratory eff ort, sternal retraction (due 
to increased chest wall compliance), expiratory grunting (breath-
ing out against a closed glottis—which has the eff ect of providing 
PEEP), and hypoxia or cyanosis. Blood shunting may increase 
from the normal 3% to as high as 80%. Survival aft er neonatal 
RDS has increased dramatically over the last two decades due to 
antenatal maturation of lung function with exposure of the fetus 
to maternal glucocorticoid treatment, and the availability of post-
natal exogenous surfactant preparations. Without exogenous sur-
factant, and appropriate treatment, the baby’s lungs develop 
thickened glassy (hyaline) membranes in the alveoli, which in the 
past led to RDS oft en being called “hyaline membrane disease.”

Acute RDS (ARDS) also develops in older children and adults. 
ARDS is characterized by bilateral pulmonary infi ltrates, stiff  
lungs, and hypoxemia that is not due to cardiac failure. Some of 
the common conditions or factors that can injure the lungs and 
lead to ARDS either directly or indirectly include sepsis, pneumo-
nia, severe bleeding (usually secondary to body trauma), breath-
ing in harmful fumes or smoke, and aspiration of vomited stomach 
contents. ARDS can be exacerbated by ventilator- induced injury.

19.5.5 Cardiac Disease

Breathing diffi  culties are oft en the fi rst sign of cardiac disease, 
likely due to back-pressure from the left  side of the heart, and 
subsequent overfi lling of the lungs with blood. Th is results 
in loss of lung volume and reduces lung compliance and may 
also impair diff using capacity due to thickening of the alveolo-
capillary membrane.
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20.1  Measurement of Electrical 
Potential with Electrodes

Physiological systems generate signals of diff erent types: electrical, 
mechanical, chemical, magnetic, and thermal.1

Th e cell physiological activity in diff erent biological struc-
tures is associated with electrical processes, such as the ionic 
interchange at the cellular membrane or active mechanisms such 
as metabolism.2 Although most cells present bioelectric events, 
only a few present electrical potential changes that reveal its 
physiological operation.3 Th ese signals are of great interest in 
biomedical applications, since they can provide information 
about the operation of the biological system.

In all cases, the fi rst contact between the electronic and biological 
worlds is the transducer. Th is device “transforms” the energy com-
manding the biological phenomenon to be measured into another 
type of energy, which can be registered, processed, and displayed.

Th e way these signals can be restored depends on its origin 
and characteristics. In some cases, electrodes can do it, but in 

other cases, more specifi c transducers or sensors are necessary. 
Th e development of biosensors had a great impact due to the 
level and variety of signals that can be detected.4 Biosensors are 
devices consisting of two parts, the biological transducer, in 
contact with the sample, and the physical transducer, which can 
be an electrode or more complex transducers. In biomedical 
applications, biosensors are well known for the detection of glu-
cose and other analytes. Since 1962, when Clark and Lyons pro-
posed for the fi rst time the concept of electrodes with a deposited 
enzyme, enzymatic sensors have had great development, and 
even today, research continues into this fascinating area.4,5

Electrodes are the simplest transducers, which transform 
ionic currents, usually present in biological media, into electronic 
currents, which are then registered, amplifi ed, modifi ed, and 
displayed in the electronic device. Th e contact zone between 
the electrode and the biological sample is the known electrode–
electrolyte interface (EEI). Th is EEI generates an impedance 
and a direct current potential (the half-cell potential). Th is EEI 
impedance markedly infl uences the instrumentation to be 
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employed in the measurement of bioelectric potentials and hence 
is widely studied in an eff ort to diminish it.6−12

However, this EEI impedance is not always an “interference.” 
Such is the case, for example, of impedance microbiology, where 
the interface impedance is very sensitive to microorganisms 
growth.13 It is useful, therefore, to quantify microorganisms that 
grow in a liquid sample.14 Another example is the glass pH elec-
trode, which measures the half-cell potential of the glass–sample 
interface.15

20.2  Recording Biopotentials on 
the Skin

In most cases, biopotential-recording electrodes are placed over 
the skin.16 Human skin is an organ including three main layers 
that form a protective barrier and keep the body isolated from 
its environment (Figure 20.1). Th e skin also helps to maintain a 
constant body temperature and has only about 0.07 inches (2 mm) 
thickness. Th e outermost layer—called epidermis—is a tough 
 protective layer and plays the most important role in the elec-
trode–skin interface. Th e second layer (located under the epider-
mis) is called dermis; it contains sweat glands, sebaceous glands, 
blood vessels, nerve endings, and hair follicles. Under these two 
skin layers is a third fatty layer of subcutaneous tissue.

Epidermis is constantly renewing itself and it has three sublayers: 
the outer is the stratum corneum (SC), which consists of dead cells 
(fl at keratinous material) with high impedance (a barrier). Th e 
characteristics of the electrode–skin system will be treated later in 
this chapter.

20.3 Electrode Types

Electrodes can be of diff erent types depending on their applica-
tion. Th ey can be classifi ed as noninvasive and invasive. Th e fi rst 
group includes surface electrodes, which are placed over the 

patient’s skin. In the second group, needle and implantable elec-
trodes are included. We will not present traditional electrodes, 
which can be found very well explained in other books, but novel 
electrodes will be presented.

Noninvasive electrodes: Th ey can be metallic plates, discs, 
disposable foam-pad electrodes, oft en used with electrocardio-
graph monitoring apparatus, or electrodes with special shapes 
depending on its applications. Th ey are placed over the skin, 
and rely on the presence of an electrolytic solution/gel to con-
duct the bioelectrical signal from the surface of the skin to and 
through the electrode. Success and failure of these gel-based 
electrodes are largely dependent on the hydration level of the 
electrode. A dried-out electrode will yield a signal dominated 
by artifact. Further, gel-based electrodes are impaired by the 
high electrical impedance of the outermost layer of the skin, the 
SC. From 1935, many electrode jellies and pastes have been com-
mercially available for diff erent applications.17 To overcome this 
high impedance, aggressive skin preparation techniques such 
as abrasion with emery paper are standard clinical practice 
when using gel-based electrodes. But for long-time monitoring 
or long determinations, this electrolyte can also produce skin 
irritations and infection problems. A good alternative is dry 
electrodes, which are designed to avoid the use of electrolytic 
paste. Th ere are three types of dry electrodes: (a) contact elec-
trodes, (b) noncontact electro-optic sensors, and (c) contact 
electro-optic sensors.18

Type (a) electrodes employ a special contact surface (either 
machined or nano-machined) to improve direct, dry contact to 
the skin. Th ey are manufactured with a surface micro-structure 
that functions as the sensing element of the electrode. Th ese 
micro-features augment the electrode/skin interface by mechan-
ically connecting the skin and the electrode, thus facilitating the 
transmission of the bioelectric signals from the body through 
the electrode and reducing motion artifact. Innovative manu-
facturing processes enable both the monolithic design and the 
fabrication of the micro-features.19 Another interesting example 
of a dry contact electrode is the one made of conductive rubber, 
which can be integrated in clothing for monitoring purposes. 
Th ese dry electrodes use sweat produced by the glands of the 
SC for a conductive bridge from the skin to the electrode. Th e 
conversion from ionic to electronic current takes place at 
the rubber electrode surface.20 Th ere is another innovative dry 
electrode fabricated polymerizing a conductive hydrogel within 
a piece of corn-shaped foam.18 By adding a cetyl trimethyl 
ammonium chloride molecule, which has a positively charged 
hydrophilic head and a long hydrophobic tail with 18 carbons to 
the hydrogel, the skin resistance can be reduced signifi cantly 
without the need of skin preparation.18

Noncontact dry electrodes consist of the measurement of a 
capacity formed between an insulating surface of the electrode 
and the skin. As the electrode functions as an insulator, no net 
charge fl ow occurs, and therefore there is a capacitive coupling 
between the electrode and the skin. Th ese electrodes are con-
nected to ultra-high impedance amplifi ers. Th ey have the dis-
advantage that movements produce interferences due to the 
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FIGURE 20.1 Cross-sectional diagram of the human skin, showing 
its layers and components.
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variation of the capacitive coupling. It is also very important to 
use an eff ective insulator material, looking for nontoxicity, 
porosity, or avoiding possible problems that could arise from 
sweat, which can degrade insulation.2

Finally, the contact electro-optic sensor uses the biopoten-
tial from the body to modulate laser light supplied by a fi ber 
optic input. It converts the modulated light to an electrical sig-
nal that provides traditional EEG- and ECG-type output.21 
It uses a light interferometer to divide light into two paths, 
and then it uses the biopotential from the body to change the 
optical lengths of one or both paths, so that the interferences 
 generated produce a change in the intensity of the original 
incoming light. Th ese are dry electrodes that do not need the 
use of gel and have very high (on the order of 1014 Ω) device 
impedance. Th is feature is due to the use of the interferometer, 
which takes advantage of the high frequencies of light. Th ese 
dry electrodes were initially developed for the U.S. Army 
Aeromedical Research Laboratory for physiological status 
monitoring of Army pilots.21

Invasive electrodes: Th e fi rst and simpler electrodes of this 
type were the needle electrodes for percutaneous measurement 
of biopotentials. With the emergence of new technologies, this 
invasiveness was reduced today. New electrodes are microma-
chined devices designed to pierce only the outer skin layer, or to 
infl ict the least possible damage to the tissue.22–26

With the development of new technologies and the rise of 
miniaturization, microelectrodes have had great development 
in biomedical applications. One example is the micro-multi-
probe electrode array, which can be used to measure neural sig-
nals and can be applied inside the body.22 Th ese small electrodes 
present important impedance, which infl uences the capability 
of recording neural signals. Th e authors report an impedance of 
1.41 MΩ at 1 kHz. But at higher frequencies the impedance of 
the electrode decreased gradually. Th is impedance was compa-
rable with those measured using a traditional glass needle 
electrode.

Other types of microelectrodes are surface electrodes, which 
can penetrate the SC of the skin. An interesting example is a 
spiked (microneedles) electrode array for the measurement 
of surface biopotential.23,26 Th ese spikes can penetrate the skin 
without pain sensation, minimizing the variations of skin imped-
ance as well as body motion. Th e goal of the spiked electrode is to 
pierce the SC and to penetrate the electrically conducting stra-
tum germinativum in order to circumvent the high impedance 
characteristics of the SC. Skin preparation and electrolytic gel 
are therefore not needed. Th is type of electrode presents lower 
electrode impedance since, despite the smaller area, it “elimi-
nates” the isolating SC layer.

20.3.1 Electrode–Electrolyte Interface

Electrodes are transducers of ionic into electronic current. 
A pure electrolyte is a solution with ions. A living tissue has an 
intracellular and an extracellular conductor electrolyte con-
taining free ions that are free to migrate. Th e contact region 

between the electrode and the electrolyte (solution or tissue) is 
known as EEI.

When a metal electrode is placed in an electrolyte solution, a 
charge distribution is created next to the EEI. Th is localized 
charge distribution causes an electrical potential, called the half-
cell potential. Th ere is a double charge layer, where the charges 
are distributed according to diff erent models proposed by diff er-
ent authors.27

Th e half-cell potential is basically due to two factors: the 
development of free or induced surface charges in excess or 
defect with respect to both phases (metal and solution); and the 
development of a layer of dipoles oriented through the electrode 
surface. It depends on the metal, the concentration of ions in 
solution, and the temperature. Th is half-cell potential cannot be 
measured, because the reference electrode against which the 
potential is measured also introduces another half-cell potential. 
Th erefore, a hydrogen standard electrode is used whose half-cell 
potential is assigned by convention to be zero at all tempera-
tures.15 In this way, there are tabulated the standard potential 
versus the hydrogen standard electrode of a great variety of elec-
trode materials, as can be seen in Table 20.1.

20.3.2 Electrical Double Layer

Th ere are many electrochemical phenomena occurring in the EEI 
in equilibrium conditions, that is, without an external potential 
applied. Concepts of the electrochemical thermodynamics and 
kinetics are applied to study the reactions that take place in this 
region, including the electrical double-layer theory. Th e model 
for this electrical double layer was proposed for the fi rst time by 
Helmholtz in 1853.27 Th is model considered the electrical double 
layer as a parallel plate capacitor. In this case, charges in the elec-
trode and in the solution have the same value but opposite sign. In 
the solution, charges are confi ned to a layer at a distance d from 
the electrode (Figure 20.2a). Th is model considers C as a constant 

TABLE 20.1 Half-Cell Potentials for Common Electrode 
Materials at 25°C

Metal and Reaction Potential E0 (V)

Al → Al3+ + 3e− −1.706
Zn → Zn2+ + 2e− −0.763
Cr → Cr3+ + 3e− −0.744
Fe → Fe2+ + 2e− −0.409
Cd → Cd2+ + 2e− −0.401
Ni → Ni2+ + 2e− −0.230
Pb → Pb2+ + 2e− −0.126
H2 → 2H2+ + 2e− +0.000 by defi nition
Ag + Cl− → AgCl + e− +0.223
2Hg + 2Cl− → Hg2Cl2 + 2e− +0.268
Cu → Cu2+ + 2e− +0.340
Cu → Cu+ + e− +0.522
Ag → Ag+ + e− +0.799
Au → Au3+ +3e− +1.420
Au → Au+ + e− +1.680
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and do not explain its dependence on voltage. It also disregards 
some phenomena such as diff usion and adsorption.

Gouy and Chapman present independently in 1910 and 1913 
the fi rst detailed model for the double layer (Figure 20.2b). Th is 
model takes into account the diff usion of ions in the vicinity of 
the  electrode. Diff usion is the process resulting from random 
motion of molecules, which produces a net fl ow of matter due to 
a concentration diff erence. According to this model, the excess 
ions are  nonuniformly distributed as in the Helmholtz model. 
Th e “thickness” of this so-called “diff use layer” is variable, but it 
is typically around the order of magnitude of a millionth of a 
centimeter. In this model, the ions are considered as punctual 
charges, so it assumes that the ions are infi nitely small and can 
get infi nitely close to the surface of the electrode. Th e model is 
valid for diluted solutions and low potentials. Stern proposed in 
1924 modifi cations to the Gouy–Chapman model and postulated 
that the ions could not reach the surface of the electrode beyond 
its ionic radius. Th e Stern modifi  cation is essentially a combina-
tion of the Helmholtz and Gouy–Chapman models, and it is 
called the de Gouy–Chapman–Stern model (Figure 20.2c). It 
assumes a plane of the closest approach, named the internal 
Helmholtz plane, which is the distance between the metallic 
electrode and the nucleus of the specifi cally adsorbed species. 
Th is most internal layer is also defi ned as the compact layer. Th e 
ions of opposite charge as that of the electrode, which are sol-
vated, can approach the electrode up to a  distance defi ned as the 
outer Helmholtz plane (OHP). Th e electrostatic interaction 
between the solvated ions and the electrode is independent of the 
chemical nature of the ions; so they are said to be nonspecifi cally 
adsorbed. Attached to this zone is a Gouy–Chapman-type dif-
fuse layer, which is the zone between the OHP and the bulk of 

the solution.28−30 Th e transport of charged molecules/ions in this 
region may be due to two phenomena: concentration gradients 
and electric fi eld. Th e latter produces a migration of charged 
molecules/ion due to the external electric fi eld applied to the 
electrodes. Th e general term for both these transport processes is 
electrodiff usion.31

Reactions that take place in the EEI are heterogeneous  processes, 
whose kinetics depends on mass transfer, charge transfer velocity, 
as well as the oxide–reduction reactions occurring there.

20.3.3 Physical Models of the EEI

Th e fi rst and simplest model, frequently used to model the EEI, 
is a parallel resistance and capacitance model (the double-layer 
capacitor and the charge transfer resistance).

Th e charge transfer resistance (Rct ) considers the physical 
 hindrance faced by the electrons when they move from and to the 
electrodes. A more complex and recent model, like the  Randles 
one, also considers the diffi  culty of ions to diff use from the bulk of 
the solution to the electrode surface, modeled by the diff usion 
impedance Zw, also called the Warburg impedance.32 Zw is a com-
plex quantity having real and imaginary parts that are equal. Th is 
impedance is proportional to the reciprocal of the square root of 
the frequency (1/√ω). At high frequencies, therefore, this term is 
small, since diff using reactants do not have to move very far. 
Consequently, the diff usion process is only observed at low fre-
quencies, where the reactants have to diff use farther, thereby 
increasing the Warburg impedance. Th e low-frequency region can 
provide information concerning charge transfer and diff usion phe-
nomena and the high-frequency part defi nes the solution resis-
tance. If the electrodes are in contact with the skin instead of being 
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immersed in an electrolytic solution, the Warburg impedance turns 
negligible since there is no problem with the diff usion of ions.

Solution resistance is oft en a signifi cant factor in the impedance 
of an electrochemical system. When modeling the electrochemical 
system, any solution resistance (Rm) between the reference elec-
trode and the working electrode must be considered. Th e resis-
tance of an ionic solution depends on the ionic concentration, 
type of ions, temperature, and the geometry of the area in which 
 current is carried. Th e Randles model for the EEI impedance is 
depicted in Figure 20.3.

Figure 20.4a shows the complete equivalent circuit for the 
impedance measured between two electrodes submerged in an 
electrolyte. Considering a bioelectric event measured with elec-
trodes, the interface impedance is modeled in the same manner, 
but the tissue can be modeled in a diff erent way. Th e extracellular, 
intracellular, and membrane resistances are taken into account, as 
well as the membrane capacitance. Th e bioelectric event also gen-
erates a potential that can be modeled as a potential source called 
the biological electric potential (BEP) (Figure 20.4b).

Th e Randles model holds only for ideally smooth interfaces 
and does not take into account electrode rugosities. On the other 
hand, the interface behaves in a nonlinear way for high current 
densities. Th e bibliography does not explain the genesis of this 
nonlinearity, and a constant phase angle (CPA) element is oft en 
used instead of the Cdl to take care of this nonlinearity.8 Ruiz 
et al. proposed a model to predict the nonlinear response of 
the interface without a CPA element (large amplitude signals 

>10 mV). Th is model is based on the geometrical structure of a 
fractal net. Liu33 models the interface using Cantor’s bar, and 
only includes the electrochemical parameter Cdl. Th e Ruiz model 
incorporates also the Rct in parallel with Cdl and draws the model 
in a tridimensional way, as can be seen in Figure 20.5. Th is is a 
novel model that considers both electrochemical and geometri-
cal aspects of the EEI without the use of any CPA element. In this 
model, geometry aff ects Rct behavior, because the alternate cur-
rent produces a voltage drop that depends on the fractal level 
(i.e., roughness or rugosity factor).8 Th e model fi ts very well to 
experimental data.

20.3.4  Polarizable and Nonpolarizable 
Electrodes

Th e electrode must be an electrical conductor and must act as a 
source or sink of electrons by the interchange with molecules in 
the EEI. It must also be electrochemically inert. A great variety 
of materials can achieve these conditions. For example, plati-
num or gold, but there are other metals, not so noble, that can 
be chemically or electrochemically modifi ed to produce the 
desired surface over them. Th is modifi cation can be made to 
produce  specifi c sensors or to reduce the electrode–electrolyte 
impedance. Th e latter eff ect is more important as the size of 
the electrode decreases. It has been reported that the iridium 
oxide (IrOx) can reduce the EEI impedance in two orders of 
magnitude.34,35 Th e important decrease in EEIZ should be caused 
by the presence of the thin electrodeposited iridium oxide fi lm 
(EIROF), which have a high electronic conductivity (very low 
Rct) and an increa sed  surface area (big C).34 It is possible to obtain 
this kind of  electrodeposit over surfaces of diff erent metallic 
 substrates like gold, platinum, titanium, and stainless steel. Th e 
use of low-cost  substrates like stainless steel to obtain EIROF 
electrodes with very low EEI impedance makes this a promising 
material to be used as an electrochemical transducer in micro-
electronics applications.34
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FIGURE 20.3 Th e Randles model for the EEI impedance. Rm: medium 
resistance; Rct: charge transfer resistance; and Cdl: double-layer capacitance.
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Th ere are many factors to take into account in the selection of 
materials for electrodes. Some of these factors are the potential 
range to be used in the measurement and the speed of charge 
transfer. Electronic transfer can considerably change from one 
material to another.

In this sense, electrodes can be perfectly polarizable and perfectly 
nonpolarizable. Th e fi rst are those in which the Rct is so big that they 
can be considered as an open circuit; therefore no electronic current 
fl ows through the EEI. Th e electrode behaves as a capacitor. In these 
circumstances, the phenomena that take place in the interface are 
related only to the rearrangement of ions and/or dipoles, changing 
the double layer composition and structure with the applied 
 voltage.29 An example of this kind of electrodes is the platinum metal 
electrode, where no net transfer of charge across the metal– 
electrolyte interface occurs (Figure 20.6a). Th ere is a range of applied 
potential where any electrochemical reaction occurs. As this mate-
rial is relatively inert, it is very diffi  cult to be oxidized or dissolved. 
Th ere are no overpotentials for this type of electrodes.

On the other hand, there are systems where it is impossible to 
establish a range of potentials where the electrode behaves as 
perfectly polarizable electrode. Th ey are the perfectly nonpolar-
izable ones, in which Rct is a short circuit. Th e current freely 

passes through the EEI as can be seen in Figure 20.6b. Reference 
electrodes, as the calomel or Ag/AgCl electrodes, are nonpolariz-
able electrodes. Reference electrodes will be discussed later in 
this chapter.

Nonpolarizable electrodes are used in recording, while polar-
izable electrodes are used in stimulation. In practice, neither of 
these ideal confi gurations can be produced, but the examples 
showed can approach the ideal very well. Other types of elec-
trodes have an intermediate value of Rct.

20.3.5 Frequency Response of the EEI

Th e frequency response of the EEI will be presented with 
an example of the measurement of the most common electro-
des used in ECG and EEG measurements versus frequency. 
Th e impedance was measured with a tripolar system connected 
to a Solartron S1258W frequency response and electrochemical 
analyzer. Th e tripolar system is depicted in Figure 20.7. Th e 
working and reference electrodes (WE and RE) were placed on 
the internal and external forearms’ faces, respectively. Beneath 
the skin close to the WE, an acupuncture needle served as a 
 reference electrode (RE; diameter 0.22 mm, length 25 mm). Th e 
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counter electrode (CE) was made of a high area (15 cm2) stainless 
steel with conductive gel and was secured with a rubber band. 
Th e impedance was measured between the RE and the WE, with 
15 points per frequency decade. Th e skin was gently abraded 
with smooth sandpaper and thereaft er cleaned fi rmly with alco-
hol. Th e WE was changed to one of fi ve diff erent types: a typical 
3 M ECG monitoring electrode, the same electrode with some 
conductive gel added, a secondary needle electrode, an EEG Ag/
AgCl cup electrode, and a stainless-steel plate electrode. Th e 
impedance modulus was normalized against the electrode area 
and the results are presented in Figure 20.8.

Only the needle interface resembles a typical EEI electro-
chemical measurement, with a linear plot in the log–log scale. 
Furthermore, it achieved the lowest average value. Th e monitor-
ing electrode showed a 50 kΩ stable impedance in the low- 
frequency range (0.1–100 Hz), which was reduced to its half 
by adding some extra electrolytic gel. Th e bentonite + EEG 
 electrode system  presented an impedance 10 times greater than 
the monitoring electrode, quite stable in the 0.1–50 Hz range. 
Th e highest impedance value was measured with the stainless-
steel electrode, despite having used electrolytic gel.

From these typical responses,  it can be seen that the frequency 
response of an EEI presents high- and low-frequency impedance, 
given by the capacitive characteristic of the interface (see Figure 
20.4a). Th e Warburg impedance is negligible since the electrodes 

are in contact with the skin. At high frequencies the impedance is 
purely resistive. Th erefore, the total impedance measured takes 
into account only the Rtc and the resistance of the body. Th e fre-
quency dependence of the EEI impedance is very useful in many 
applications, like impedance microbiology, which make use of 
these characteristics to measure the interface impedance to quan-
tify microorganisms.14,36 Other applications may be impedance 
pneumography or impedance cardiography, where a measurement 
with a high-frequency carrier signal (on the order of 10 KHz) is 
very useful to rescue the signal of interest and, in contrast to the 
previous case, to avoid or diminish the EEI impedance.

20.4 Skin Impedance

Th e characterization of skin impedance is useful to model the 
human skin. Rosell et al. found that gel-coated skin show imped-
ances from approximately 100 Ω to 1 MΩ, depending on the 
frequency of input pulses. At lower frequencies, that is, at 1 Hz, 
the impedance varied from 10 kΩ to 1 MΩ and at higher fre-
quencies (100 kHz to 1 MHz), the impedances were about 220 Ω 
and 120 Ω, respectively. If the SC is abraded, the skin impedance 
is drastically reduced.16,37 Th e same was found true of the skin’s 
capacitive characteristics.

In addition to electrical parameters changing the impedance 
of the skin, mechanical deformations also change the skin 
impedance. A stretch in the surface of the skin results in a 
decrease of skin potential between the inside and outside of the 
barrier layer from about 30 to 25 mV. For 1 cm2 of skin, the bar-
rier layer forms approximately 50 kΩ impedance of skin.38 Th e 
change in skin potential is a result of skin impedance changing 
with respect to surface stretches.

Th e skin’s capacity lies within the range of 0.02–0.06 μF/cm2. 
Much of this capacity lies within the SC. If the SC is gradually 
removed, the skin capacitance is reduced with every layer that is 
removed. When the SC is completely removed, the skin capaci-
tance is reduced to nearly zero.39 Th e individual cell membranes 
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within the skin’s layers are one explanation for the skin’s high 
capacity.

20.4.1 Skin Circuit Model

An equivalent circuit model for the human skin impedance can-
not be expressed as a simple passive circuit because the skin 
shows nonlinear and time-variant characteristics. Th e simplest 
model that can be used to represent skin impedance is a parallel 
network consisting of a capacitor Cp and a resistor Rp represent-
ing the epidermis layer, followed by a series resistor Rs representing 
the impedance of the subdermal tissue.39,40 Figure 20.9a shows 
this equivalent circuit model. Figures 2.9b and 2.9c show the 
current response of skin to square-wave constant-voltage pulses: 
(b) with an intact SC and (c) with a removed SC. Without the SC, 
the current is approximately limited by Rs. Th e skin capacitive 
component produces a clear derivative response and it is a pos-
sible cause of distortion in biosignal recorders. A more complete 
model would consider the skin as composed of numerous layers 
of cells, each having a capacitance and a conductance in parallel 
with the previous model.

Th e determination of parameters of the equivalent circuit 
(Figure 20.9a) is diffi  cult because their numerical values depend 
greatly on skin preparation and the site of measurement.41 For 
0.8 cm2 of dry, glabrous (hairless) skin cleaned with ethanol and 
water, the parameters are Rs = 2–200 kΩ, Rp = 100–500 kΩ, and 
Cp = 50–1500 pF.42,43

20.4.2 Electrode–Electrolyte–Skin Model

In order to understand the behavior of one biopotential record 
electrode over the skin, it is necessary to analyze the electrode–
electrolyte–skin interface. Generally, a good electrolytic contact 
(ohmic) between skin and electrodes is established by a conduc-
tive gel, which contains Cl− as the main anion. Th e equivalent 
circuit for the resulting interface is presented in Figure 20.10. 
Th e oversimplifi ed model includes four parts: (1) the EEI repre-
sented by Ee, Re, Zwe, and Ce (previously described in detail); (2) 

the gel or electrolyte resistance Rg; (3) the skin interface (between 
gel and epidermis) represented by Es and Rs and the skin tissue 
itself represented by Rp in parallel with Cp; and fi nally, (4) the 
deeper layer of skin, which have, in general, a resistive behavior, 
represented by Rd.

Th e skin is an active organ that responds to diff erent stimuli. 
Th erefore, when biological events are needed to be accurately 
recorded using surface electrodes, the complex electrode– 
electrolyte–skin interface previously described imposes its char-
acteristics. Many parameters can modify it, and the components 
of the model will reveal changes. Th e electrode type (i.e., shape, 
area, dry, and wet), material, number of electrodes to be used, 
and its placement are possible sources of changes.44 In this way, 
it is important to consider whether the electrodes are used only 
to record biopotentials or are also used to stimulate tissues by 
applying currents.

20.5 Current Levels

When measuring biological impedances, it is necessary to inject 
electric current into the biological sample to be studied. From a 
physiological point of view, an excitable tissue should not be 
stimulated. An excitable tissue is sensitive to the passage of an 
electric current through it, and if the current is adequate, an 
action potential will be triggered. It is of great importance which 
value, frequency, and type of current must be used. In terms of 
hazard, the most signifi cant eff ect of current on the body has to 
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FIGURE 20.10 Th e electrode–electrolyte–skin model. Th e electrical 
circuit on the right represents: (a) electrode impedance, (b) electrolyte 
impedance, and (c) skin impedance. See text for details.
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FIGURE 20.9 Current response of skin to square-wave constant–
voltage pulses. (a) Equivalent circuit, (b) response of skin with SC intact, 
(c) response of skin with SC removed. (Adapted from Reilly JP. 1992. 
Electrical Stimulation and Electropathology. Cambridge: Cambridge 
University Press.)
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do with the cardiac and nervous systems. Further details about 
biological stimulation can be found in Geddes and Baker.27

To understand the characteristics that an adequate current 
must have, Lapicque’s curves must be understood.45 Th ese curves 
are the strength–duration threshold ones (Figure 20.11), which 
relate the amplitude of a rectangular stimulus (in mA) with its 
duration, applied to an excitable tissue in order to obtain 
response. Th e threshold intensity is called rheobase; currents 
lower than rheobase will never trigger a response no matter what 
its duration is. On the other hand, if the duration of the pulse 
is too short, no matter how big the amplitude is, no response 
will be evoked. Chronaxie is defi ned as the pulse duration 
 corresponding to a current amplitude twice the rheobase, and 
off ers a simple and practical form to compare excitable tissues.45 
All amplitudes or pulse durations falling above the curve will 
trigger a response. Th e type of response depends on the tissues 
involved. Th e same stimulus can produce sensation, pain, con-
tractions, or damage according to which tissue is applied. Nerve 
fi bers and cardiac muscles, for example, are very sensitive. Vagal 
stimulation and cardiac fi brillation are nondesirable eff ects, 
because they can produce cardiac arrest or eventually death.

On the other hand, perception threshold changes with fre-
quency. Th e lowest threshold values are obtained at stimulating 
frequencies below 100 Hz. Taking into account the current 
amplitude, perception is present between 0.3 and 10 mA rms. 
Between 10 and 100 mA, nerves and muscles are strongly stimu-
lated, producing contractions, pain, and fatigue. Below 15 mA, 
the person can still voluntarily release his hands. It is called the 
“let-go current.” Let-go currents for women are about two-thirds 
the values for men. Higher currents will produce respiratory 
arrest, marked fatigue, and pain, depending on the current path. 
Sustained contraction of muscles will force the hand to grasp the 
wire fi rmly, thus worsening the situation by securing excellent 
contact with the wire. Th e person will be completely unable to let 
go of the wire. Fibrillation is produced with currents higher than 
50 mA until 5 or 6 A rms. Figure 20.12 shows the “let-go cur-
rent” versus frequency. Fibrillation threshold is still considered 
by many authors.46 Higher values are capable of producing deep 
and severe burns in the body due to power dissipation across the 
body’s electrical resistance. It is very important to ensure that the 
current amplitudes and frequencies employed remain within 
safety values.

20.6 Electrodes Placement

Electrodes placement is a matter of concern in almost all electro-
physiological analyses. Th ere are many considerations for elec-
trode locations that are intimately related to the bioelectrical 
source and the acquisition system, but there are still two condi-
tions that are maintained for all register: Th e closer to the source 
the electrodes are located, the better is the the signal-to-noise 
ratio (SNR) achieved (considering electrical signals from other 
 tissues as noise). Th e closest the electrodes are placed to each other, 
the smallest the signal strength registered. Electro-oculogram, 
electroretinogram, electrodermogram, and superfi cial muscles 
EMG are examples where the electrodes can be placed close 
enough to the source.

Locating electrodes close to the bioelectric source also provides 
an additional advantage, for it can precisely examine the properties 
of a single part of an entire muscle or tissue. For example, ECG 
provides meaningful information about the conduction system of 
the heart. Given a ventricular arrhythmia, the ECG specialist can 
infer the approximate location of the ectopic source, but cannot 
provide us further details about it. Cardiac mapping, as performed 
with a multielectrode intracavitary  catheter, can be useful to 
locate the ectopic source. Unfortunately, taking the electrodes 
close to the electric source implies invasive maneuvers, as epicar-
dial or endocardial mapping, cortical and subdermal EEGs, intra-
muscular EMG, or intracellular measurements.
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FIGURE 20.11 Strength–duration threshold curve.
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In some cases, the severity of the condition of the patient may 
justify minimally invasive procedures just to ensure on-line 
quality and artifact-free signal. Th e use of diaphragm electro-
myography for monitoring patients with neuromuscular disorders 
during their recovery is being accepted. Th e performance of gastric 
impedance as a mucosal injury monitoring signal in critically ill 
patients has also been evaluated. Th e former is recorded with an 
esophageal catheter47 and the latter with a nasogastric one.48 
Subdermal electrodes are also tested in critical/intensive care 
environments to avoid the constant attention required by con-
ventional EEG electrodes.49

But let us analyze the most popular bioelectric register, the 
ECG, in the case of which the proper location of electrodes is still 
being debated. ECG has been suff ering the eff ects of portability 
and miniaturization for almost four decades. Even though it is a 
well-known and established register, current health trends are to 
minimize all portable devices to provide the most comfortable 
design. In the Holter register, not only the main unit has been 
considerably reduced, but also the space between the electrodes 
is reduced.50,51 Th us, ECG electrode locations must be re- 
analyzed to provide the strongest signal in order to sustain good-
quality signal registering. For a typical 5 cm interelectrode 
distance, the intersubject variability has been found to be signifi -
cant. However, judging from average values, the best orientation 
for a closely located bipolar electrode pair is diagonally on the 
chest. Th e best locations for QRS-complex and P-wave detection 
are around the chest electrodes of the standard precordial leads 
V2, V3, and V4 and above the chest electrodes of leads V1 and 
V2, respectively.50 Figure 20.13 depicts the location of the pre-
cordial leads on the axial and frontal planes of the chest.

EMG, another popular surface bioelectric signal, is not fully 
standardized yet despite its acceptance. Commonly, misplace-
ment during EMG records can yield cross-talk electric activity 
between muscles located close to the one being analyzed. 
Nonconventional electrode arrays are being developed with 
higher spatial selectivity with respect to the traditional detection 
systems. Th ese are intended to noninvasively detect the activity 
of a single motor unit,52 thus reducing the cross-talk problem. 
However, a lack of standardized placement also produces low 
reproducibility and reduces the intrasubject and intersubject 

comparison. Bony landmarks have been proposed for a standard 
EMG electrode placement, but for a limited group of muscles. 
Th e best location has been found to be between the innervation 
zone (IZ) and distal/proximal muscle tendons.53 In the case 
of dynamic contractions, the muscle shift s with respect to the 
skin and the recording electrodes. As a consequence, the IZ can 
move by a 1–2 cm depending on muscle type and joint angle 
variation. Th e register obtained will change refl ecting the IZ 
movement, and this change can be falsely attributed to muscle 
activity. Th us, electrodes location must also be observed in 
dynamic contractions.

20.7 Bipolar versus Unipolar

Th e instrumentation amplifi er (IA) records the diff erence in 
electrical fi elds between two electrodes. In a unipolar confi gura-
tion, one electrode is placed over the region of interest and the 
other electrode is located at some distance away from the tissue. 
Th ese electrodes are usually referred to as the exploratory and 
indiff erent electrodes, respectively. By convention, the signal 
from the recording exploratory electrode is fed into the positive 
input of a diff erential amplifi er and the signal from the indiff er-
ent electrode is fed into the negative input.

Unipolar signals represent electrical activity from an entire 
region and only the electrical events at the exploratory electrode 
are described. Th e remote anode contributes negligible voltage, 
since its location can be considered to be external or is located at 
some distance. As an advantage, unipolar records are not altered 
by the orientation of the activation wave, because of their 
 virtually indiff erent anode, and are considered to yield larger 
and morphologically consistent electrograms. In standard ECG 
registering, the indiff erent electrode is replaced by Wilson’s 
 terminal (see Figure 20.13). Th e major disadvantage of unipolar 
recordings is that they contain substantial far-fi eld signal gener-
ated by depolarization of tissue remote from the recording elec-
trode. Th is far-fi eld signal is of high importance in cardiac 
analysis and will be briefl y discussed later.

Th e bipolar signal is recorded as the potential diff erence 
between two closely spaced electrodes in direct contact with the 
tissue; it is essentially the sum of the signal from one unipolar 
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FIGURE 20.13 Location of the precordial leads: (a) cross-section of the chest and (b) frontal plane with the scheme of unipolar register. WT 
stands for Wilson’s terminal.
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electrode and the inverted signal measured from the other elec-
trode. Typically, a bipolar record exhibits a large voltage defl ec-
tion each time the dipole wave passes close to each electrode. As 
a result, bipolar and unipolar recordings have diff erent charac-
teristics. In the bipolar arrangement, distant muscle activity 
aff ects each electrode of the bipole equally, but its amplitude is 
inversely proportional to the third power of the distance between 
the recording site and the dipole.54 Consequently, the diff erential 
amplifi er usually cancels out these far-fi eld signals.

Th e smaller far-fi eld eff ect of the bipolar electrode renders it 
superior in rejecting electromagnetic interference and distant 
physiological activity. By the attenuation or enhancement of 
selected events the bipolar electrode can provide a superior 
SNR to that of a unipolar one. It attenuates not only electrical 
noise but also the physiological signals, which should be treated 
as noise. However, bipolar recordings are very sensitive to the 
orientation of the two electrodes and the activation wavefront, as 
it determines the amplitude and slew rate of the acquired signal. 
Th e orientation can cause either a full subtraction or an addition 
of the two unipolar amplitudes at each pole. When the electrodes 
are aligned perpendicular to the depolarization wavefront, the 
two monopolar signals are registered with a small delay in 
between. Th e subtraction of both signals (as performed by the 
IA) produces a huge negative defl ection as a result, as shown in 
Figure 20.14. When the electrodes are parallel (or normal) to the 
wavefront, each electrode will be exposed to similar nonshift ed 
electrical fi elds, monopolar signals will be subtracted, and the 
resulting bipolar signal will be signifi cantly attenuated. Th us, 

there is a greater probability of obtaining a signal much larger or 
much smaller than average.

It has been demonstrated that unfavorable electrode orienta-
tion can produce low-voltage bipolar signals, even in the pres-
ence of high voltages across the tissue. In contrast to unipolar 
signals, the direction of wavefront propagation cannot be reli-
ably inferred from the morphology of the bipolar signal.55 With 
bipolar recordings the signal of interest may be beneath either 
the distal or proximal electrode (or both) of the recording pair. 
Th is is a relevant consideration for catheter ablation that is per-
formed by applying radiofrequency (RF) energy only at the dis-
tal electrode, because the tissue generating the signal at the 
proximal electrode is less likely to be damaged.

EMG exploits the bipolar confi guration to avoid cross-talking 
and far-fi eld potentials of other muscles. In long muscles, the 
electrodes are placed parallel to the muscle direction. Bipolar 
confi guration is very useful when the electrodes are close to each 
other. Classical ECG does not take advantage of the bipolar con-
fi guration and, in essence, the signals it provides are very similar 
to the unipolar derivations. Th e main diff erence is the angle 
where the cardiac vector is projected.

Th ere is no clear criterion whether the unipolar or bipolar 
method is the most appropriate to study the cardiac electrophysiol-
ogy. Th ere are many publications with no strong conclusions about 
it, and there are still defenders and detractors on both sides.

Th e most controversial application is cardiac mapping. By 
convention, an electrogram is the electrical signal picked up at 
the heart surface. During a cardiac mapping procedure, many 
(easily more than 200) electrograms are acquired simultane-
ously. Each electrogram is processed to determine the activation 
time of the tissue located below each electrode. Th e activation 
time of all electrograms is combined to provide information 
about the whole electric activity of the region being examined. 
Th us, researchers mostly focused on detecting the activation 
time.

Simultaneous acquisition of unipolar and bipolar electro-
grams has already been performed and analyzed. Th e main con-
clusion is that activation could not be unambiguously detected 
by any of the two types of electrograms. Th e results demonstrate 
that complementary information regarding local activations and 
diastolic potentials can be derived from unipolar and bipolar 
recordings and suggest that both electrode confi gurations should 
be used in multichannel cardiac mapping systems.56 Similar 
results are obtained in other procedures. Th e maneuver can be 
achieved more effi  ciently and with less RF energy when it is 
guided by both unipolar and bipolar recordings than by bipolar 
recordings alone.57

Unipolar and bipolar arrays are early compared for cardiac 
activity sensing in the fi rst pacemakers. DeCaprio et al.57 
reported an increased SNR of ventricular depolarization, by 
using bipolar instead of unipolar. However, the price of low noise 
was a clinical sensing failure (2% of the cases), which was unable 
to trigger the pacemaker.

Most modern pacemakers use the stimulation electrode to 
also sense the auricular activity. Th us, the electrode placement 
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FIGURE 20.14 Bipolar acquisition of a depolarization with electrodes 
placed perpendicular (P direction) and normal (N direction) to the 
propagation wavefront. P and N stand for perpendicular and normal, 
respectively. Each plot shows both unipolar electrogram (upper and 
medium trace) and their diff erence (lower trace). (Redrawn from 
Stevenson WG and Soejima K. 2005. Journal of Cardiovascular 
Electrophysiology 16: 1017–1022.)



20-12 Bioelectrical Physics

and lead design are being tested simultaneously to obtain the 
best achievable signal. Th e bipolar sensing signal’s quality has 
been fairly improved reducing far-fi eld R waves by means of 
changing the lead type and interelectrode distance, without 
deterioration of the P wave.58−62

20.8 Noise Sources

Measurements with electrodes have several sources of noise: the 
most outstanding are the galvanic skin response (GSR), the fl uc-
tuations of half-cell potentials, electrodes contamination, and 
movement artifacts. Another possible source of noise is related 
to the devices used to measure the bioelectric events, like leads 
and amplifi ers connected to the electrodes. A single analysis will 
be presented including SNR for bioelectric events.

20.8.1 Galvanic Skin Response

Th e fi rst item to analyze is a term incorporated in the early 1900s 
by many scientists, the GSR, also known as the electro-dermal 
response, or the sympathetic skin response. From a physical point 
of view, GSR is a change in the electrical properties of the skin in 
response to diff erent kinds of stimuli (emotional and physical). 
Commonly, GSR appears when two electrodes are attached over 
the skin, mainly on the palm or fi ngertips. In this case, changes in 
the voltage measured from the surface of the skin are recorded.

20.8.2 Skin Resistance Response

Th ere has been a long history of electro-dermal activity research; 
already in 1888, Charles Feré, a French neurologist, reported two 
phenomena: a decrease in skin resistance—called the skin resis-
tance response—and a change in skin potential—called the skin 
potential response—both in response to sympathetic nervous 
stimulation (increased sympathetic activation).63.64

Th e most accepted explanation for these electro-dermal phe-
nomena has been suggested to be the activation of the sweat 
glands due to the stimulus. In the clinical neurophysiological 
literature, most investigators accept the phenomenon without 
understanding exactly what it means, but knowing that GSR is 
highly sensitive to emotions in some people, GSR determinations 
are considered a simple and reproducible test of the function of 
the sympathetic system.65−68

At this time, the problem is to analyze whether this phenom-
enon is a source of noise in recording biopotentials using elec-
trodes over the skin. During sympathetic stimulation, sweat 
glands become more active and sweat secretion rises thereby 
hydrating the SC (epidermis), reducing temporally the magni-
tude of Rp in Figure 20.10. Th e range of these changes is reported 
to be 5 to 25 kΩ  at diff erent electrode placements.69

On the other hand, the skin electrical potential Es in Figure 
20.10 has negative values on the order of 50 or 60 mV at rest. A 
transient change is observed during sympathetic activation, 
usually with biphasic or triphasic waves that vary substantially 
depending on the experimental conditions.70

Finally, beyond what has been said on electro-dermal phenom-
ena and their extensive use in areas like neuro-psycho-physiological 
research and the clinic, and in the light of the present knowledge 
on the electrode–electrolyte–skin interface, both subjects are 
complete and univocally related. A new attempt is mandatory to 
improve and update the terminology between them.

20.8.3 Electrode–Skin Conductivity

Another parameter that aff ects the electrode–skin equivalent 
 circuit is the type and integrity of skin and electrolyte characteris-
tics.71 About electrode–skin conductivity, most surface metallic 
electrodes require an abrasion on the skin, and an electrolyte–gel 
between them, as has been previously stated. Another source of 
noise is the electrode potential fl uctuations. A half-cell potential 
similar to that generated on the EEI is generated when an elec-
trode is placed over the skin.

Aronson and Geddes72 demonstrated in 1985 that even a small 
contamination on a single metal electrode produces large fl uctu-
ating potentials. Controlled contaminants were placed on single 
metal electrodes—Cu, Zn, and Ag/AgCl—and recordings were 
made versus a clean electrode of the same metal. In all cases, the 
fl uctuating potentials recorded with the contaminated electrode 
were much larger than those when no contaminant was present. 
Th ey explained this phenomenon from the eff ect of mechanical 
disturbance of ions in the double layer when contaminants are 
added.

In the same way, any process that modifi es the electrical dou-
ble layer can cause lack of stability. So is the case with move-
ments or shift s of a recording electrode over the subject/patient 
skin, even though contact jellies/pastes are used or when attempts 
have been made to measure potentials with electrodes on mov-
ing subjects.73

20.8.4 Motion Artifacts

Motion artifacts are the noise introduced to the bioelectric signal 
that results from the motion of the electrode with respect to the 
interface. More specifi cally, movement of the electrode or lead 
wire produces deformations of the skin around the electrode site. 
Th e skin deformations change the skin impedance and capacitance 
and modify the double-charge layer at the electrode. Th ese changes 
are sensed by the electrode resulting in artifacts that are manifested 
as large-amplitude signals. Th e presence of motion artifact may 
result in misdiagnosis and may lead to delay of the procedures 
extending unsuitable treatments or decisions. Th erefore, many 
studies have been performed to design systems in order to elimi-
nate or considerably diminish this source of noise.

Th e fi rst step is to improve the contact between the electrode 
and the skin using conductive jellies71 and to cause an abrasion 
on the skin.74 Another way is to locate, if possible, electrodes in 
body cavities that contain fl uids/electrolytes (such as vagina, 
urethra, rectum, esophagus, mouth, nose, ear, and intracardiac). 
Th e second step is trying specially designed electrodes in order 
to reduce this artifact. Diff erent electrode designs arise, some of 



Electrodes 20-13

which are as follows: Recessed electrodes: A metal electrode is 
inserted in a diff erent material cup fi lled with jellies that holds 
the metal electrode to a short distance from the skin. In this 
case, the electrolyte–skin interface must be stable. Recessed 
electrodes have been demonstrated to have a remarkably high 
electrical stability.75 Adhesive electrodes: Th ey are similar to pre-
vious ones but, in addition, they include a pregelled or solid gel 
conducting adhesive material between the metallic electrode 
and the skin in order to reduce skin potentials due to skin 
stretch.76 Alternatives to conventional wet electrodes are dry 
electrodes and capacitive electrodes, both of which have already 
been described in this chapter.

For many decades, several authors have worked to design spe-
cial electrodes to diminish motion artifact in many applications, 
such as ECG73,77 or EEG.78 In other cases, some of them have 
studied and designed artifact detection strategies proposing 
intelligent systems for artifact suppression.76,79 Electrode tech-
nology and movement detection devices are being used to 
 monitor biological parameters in citizen medicine at home.80 
Smart clothes and textiles with noninvasive sensors/electrodes 
were designed for home healthcare or for illness prevention.81,82 
Considering that motion artifacts cause unbalance between 
electrode–skin impedance, major problems can arise in relation 
to the biological events recorders.11

20.8.5 Noise Related to Recording Devices

When two electrodes are placed on the subject skin in order to 
faithfully record biological signals, the impedance appearing 
between these electrodes will depend mainly on the electrode 
material and area, the EEI and the current through this inter-
face. Bioelectrode materials defi ne half-cell potentials that rep-
resent each electrode, while the bioelectrode area is inversely 
related to the impedance between the electrodes and the skin 
(the smaller the area, the greater the electrode impedance).

Figure 20.15 depicts the EEI model for two electrodes over the 
skin (similar to that of Figure 20.4b) and considers the recording 
amplifi er (Biol Amp) with an input impedance Rin. Th e system 
behavior will show a typical impedance–frequency characteristic 
of Figure 20.8. At low frequencies, capacitive impedance is high 
and the system shows a resistive behavior (Figure 20.17) where

 BEP = [(Rs + Rp) + (R1 + Zw1) + (R2 + Zw2) + Rin]I. (20.1)

or

 BEP = Rlow I, (20.2)

where I is the current derived from the biological tissue, Rs +Rp is 
the component due to the subject, (R1 + Zw1) and (R2 + Zw2) are 
the components due to electrodes 1 and 2, respectively, Rin is the 
component due to the recording amplifi er input impedance, and 
Rlow is the low-frequency impedance.

Moreover, it should be recognized that a successful measure-
ment of the biological signal implies accurately measuring the 

biological voltage without drawing current from the tissue.27 
Th is condition is obtained when

 Rin >> [(Rs + Rp) + (R1 + Zw1) + (R2 + Zw2)]. (20.3)

Currently, amplifying devices present high input impedance, 
that is, Rin = 1012 Ω for INA121, an FET-input low-power IA, 
Burr-Brown; therefore, it is not a problem. We must consider 
that the electrode impedance grows inversely with the electrodes 
area forcing us to use extremely high impedance devices for very 
small electrodes. Th e last considerations must be strongly 
attempted for low-level signals.

On the other hand, if Rin ≈ 10[(Rs + Rp) + (R1+ Zw1)  + (R2 + Zw2)] 
or less, the equivalent circuit is a resistive divider causing loss of 
amplitude (“load eff ect”), which is unacceptable. Considering the 
model presented in Figure 20.15, at high frequency, Zw1 and Zw2 are 
small and the capacities (C1, C2, and Cp) behave like short circuit; 
then, the total impedance is equal to Rs = Rhigh or the series subject 
resistance (Rhigh is the high-frequency impedance), which is less 
than at low frequency Rlow (Figure 20.8). In middle frequencies, the 
behavior is complex.

20.9  Electrode–Skin Impedance 
Mismatch

As stated previously, a biopotential diff erential amplifi er is used to 
record biological signals, using two electrodes over the skin, as 
shown in Figure 20.15. In order to analyze the eff ect of electrode–
skin impedance mismatch, there are two elements to consider:

Electrode impedance diff erences: Th e electrode impedance should 
vary by diff erences in the eff ective contact area or by the use of elec-
trodes of diff erent materials or by the electrode location. Note that 
in the electrode impedance can be included the gel impedance.
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FIGURE 20.15 Equivalent circuit of two electrodes applied on the 
subject skin.
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Half-cell potential diff erences: Mainly caused by the use of dif-
ferent electrode materials or by the contamination of one of 
them as it has been mentioned previously.

Figure 20.16 schematizes a usual arrangement to amplify bio-
potentials via surface electrodes. A biological generator (BEP) is 
included in a volume conductor where electrodes are placed. A 
diff erential input amplifi er is connected to those electrodes. Th e 
amplifi er input impedance Rin and the common mode input 
impedances Zcm are shown. Ze1 and Ze2 represent the electrode 
impedance from electrodes 1 and 2.

In addition, the biological element is capacitively coupled to 
the power line (220 V, 50 Hz) (C1) and to the ground (C2). Other 
possible capacitive coupling pathways are between the power 
line and the lead wires represented by Ce2 and Ce1. Displacement 
currents will circulate through these capacitive elements; id fl ows 
via C1 from the biological tissue to ground, probably through the 
return electrode G because it has the least impedance pathway. 
Th erefore, id1 and id2 will circulate through the electrode imped-
ances Ze1 and Ze2, respectively, considering that there is a high 
amplifi er input impedance. All these displacement currents 
(id1 + id2 + id) will return to ground also through the tissue via 
ZeG, the G electrode impedance. Moreover, as a result of capaci-
tive coupling, the net voltage applied to the amplifi er results as

 V+ − V− = idlZel − id2Ze2. (20.4)

If the displacement currents are similar, id1 = id2 = id

 V+ − V− = i(Zel − Ze2). (20.5)

Clearly, there is a diff erential input voltage due to the capaci-
tive coupling and it is dependent on the electrode impedance 
mistmach (Ze1 − Ze2).11

As stated previously, id fl ows via C1, generating a voltage 
between the tissue and the ground, called “common mode 

potential” Vcm, where

 Vcm = idZeG. (20.6)

Th en, the voltage at the amplifi er inputs (points + and −) can 
be written as

 V+ = [Zcm/(Zel + Zcm)]Vcm, (20.7)

 V− = [Zcm/(Ze2 + Zcm)] ⋅ Vcm. (20.8)

Finally, the total equivalent diff erence result,

 V+ − V− = Vcm{[ Zcm/(Zcm + Zel)] − [ Zcm/(Zcm + Ze2)]}. (20.9)

Since both electrode impedances are much smaller than Zcm, 
Equations 20.8 and 20.9 reduce to

 V+ − V− = Vcm[(Ze2 + Zel)]/Zcm]. (20.10)

Again, the electrode impedance imbalance (Ze2 − Ze1) produces 
an output due to common mode interference.83 Two methods are 
possible in order to reduce this interference level: to increase the 
amplifi er common mode rejection and/or to diminish the elec-
trode impedance mismatch using, for example, low-impedance 
electrodes. In conclusion, capacitive coupling and electrode 
impedance imbalance are able to induce interferences at bio-
potential recorders.

20.10 Electrochemical Electrodes

In recent years, research and development of electrochemical sen-
sors for biomedical applications, environmental science, and 
industry has gained great importance. Th is development has 
focused primarily on fi nding new materials for the design of these 
electrodes. It is very important that the manufacture material 
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must respond selectively, rapidly and reproducibly to changes of 
activity of the analyte ion. Although no electrode is absolutely 
specifi c in response, nowadays it is possible to fi nd strong selec-
tive electrodes.

20.10.1 Electrode Classifi cation

According to the material used for manufacturing them, elec-
trodes can be classifi ed into metal and membrane electrodes. 

20.10.1.1 Metal Electrodes

Th ere are four types of metal electrodes:

 a. First class electrodes: Th ese electrodes are sensitive to their 
cations. When the metal comes in contact with the  dissolved 
cation, an electrochemical equilibrium with a given poten-
tial is generated in the EEI. Th is involves a single electro-
chemical reaction, for example, such as with copper:

 Cu2+ + 2e− ↔ Cu(s). (20.11)

  Th ese electrodes have low selectivity, poor stability, and 
low reproducibility and are limited by the pH of the solu-
tion and the presence of oxygen. Some materials (Fe, Cr, 
W, Co, and Ni) do not provide reproducible potential.15 
Th ese electrodes are not used in potentiometric analysis, 
except for the following systems: Ag/Ag+ and Hg/Hg2+ in 
neutral solution, and Cu/Cu2+, Zn/Zn2+, Cd/Cd2+, Bi/Bi3+, 
Tl/Tl+, and Pb/Pb2+ in solutions without oxygen.84

 b. Second class electrodes: Th ese electrodes are able to sense 
the activity of an anion. A well-known example is silver 
(Ag), which recognizes the halide activity, such as Cl− or 
pseudohalogens anions (compounds that resemble the 
halogen elements). Th e formation of a deposit of silver 
halide in the metal surface is required; this layer will be 
sensitive to the activity of the halides (Cl−).15 Another 
example is the use of mercury (Hg) electrodes to measure 
the activity of Y4-anion of ethylenediaminetetraacetic 
acid (EDTA).15

 c. Th ird class electrodes: Th ese metal electrodes determine the 
activity of a diff erent cation. An example of these electrodes 
is the use of mercury to determine the activity of Ca2+. In 
this case, a small amount of Hg (II) is introduced into the 
solution containing Ca2+ and EDTA. Since Ca2+ is in excess 
in the solution and the formation of metal–EDTA complex 
is reasonably large, the concentration of [CaY2−] and 
[HgY2−] will be approximately constant at equilibrium. Th e 
generated potential will depend only on the Ca2+ present in 
the solution. In this way, mercury electrode functions as a 
third class electrode for the Ca2+. Th is electrode is impor-
tant in the EDTA potentiometric titrations.15

 d. Metallic electrodes for redox systems: Th is type of elec-
trodes are constructed using inert metals such as Pt, Au, 
Pd, C, or other inert metals and are used to sense any 

oxidation– reduction system. Th ese electrodes act as source 
or sink of electrons transferred from the redox system 
present in the solution.15 It is possible to measure, for 
example, the potential of a platinum electrode immersed 
in a solution containing cerium(III) and cerium(IV). Th e 
platinum electrode is an indicator of the activity of Ce4+.15 
But in the process of electron transfer, inert electrodes are 
not oft en reversible. Th us, these electrodes do not respond 
in a predictable way to many of the potential semireac-
tions of known standards.84 Nonreproducible potential is 
obtained with a platinum electrode immersed in a solu-
tion of thiosulfate ions and tetrationato, because the elec-
tron transfer process is slow and not reversible at the 
electrode surface.15

Th ese inert metals are commonly used as substrates for 
the development of biosensors for the determination of redox 
reactions that occur as a result of the interaction between the 
enzyme and the analyte.85 One example among many is the 
development of a biosensor for the detection of hemoglobin. Th is 
is based on a self-assembled monolayer electrode containing 
redox dye, and Nile Blue as an electron-transfer mediator, immo-
bilized on a gold substrate.86

20.10.1.2 Membrane Electrodes

Th e membrane electrodes are known as specifi c electrodes, or 
ion-selective or pION electrodes. Th e potential generated in this 
type of electrode is known as binding potential. It is developed 
on the membrane, which separates the analyte dissolution from 
the reference dissolution.87 Th ese electrodes must be minimally 
soluble, so they are generally constructed from materials of large 
molecules or molecular aggregates such as silica glass or poly-
mer resins. Th e low solubility of inorganic compounds, such as 
the case of silver halides, is also used for this purpose. Th e mem-
brane must be slightly conductive. Finally, it must be selective to 
the analyte; in this case either the membrane or some species of 
the matrix of the membrane must be selective to the analyte.15

Th ere are fi ve types of membranes divided into two groups 
(see Figure 20.17). Th e literature reports many optimizations of 
membrane electrodes in order to improve response time, sensi-
tivity, and reproducibility upon sensing the activity of the ana-
lyte. One of the most promising developments is the modifi cation 
of polymeric membranes with nano-particles and particles of 
diff erent nature, such as the use of particles of gold, platinum, 
zeolite, and so on. Th e latter is used for manufacturing ISFET 
selective to ammonia. Th ese particles increase the conductivity 
of the electrodes to improve their response time.88

Nowadays, the use of metal oxides such as SbO3, PbO, PtO2, 
IrO2, RuO2, OsO2, TaO2, RhO2, TiO2, and SnO2 to sense pH 
changes is widely prevalent.89 IrO2 is the most promising, since it 
is more stable, has fast response, high selectivity, and very low EEI 
impedance, properties that make them highly reactive.89−92 Th e 
use of this oxide as a substrate for the immobilization of glucose 
oxidase in the development of biosensors is also known.93 TiO2, 
PbO, NiO are also reported in the literature for the development 
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of biosensors.94 Th ese materials are characterized by their high 
reactivity, which optimizes the response time compared with 
other materials.

Th e selection of materials and manufacturing techniques is 
critical for the development of sensors. It depends on functional-
ity; consequently, future developments in sensor and biosensor 
design will focus on the technology of new materials.

20.11 Reference Electrodes

20.11.1 Standard Hydrogen Electrode

Many years ago, electrodes of hydrogen gas were used, not only 
as reference electrodes but also as pH electrodes.15,27,28 Th e sur-
face potential of platinum depends on the activity of the hydro-
gen ion in solution and on the partial pressure of hydrogen used 
to saturate the dissolution.95 Figure 20.18 shows the standard 
hydrogen electrode (SHE).

In the SHE the reactive surface is a layer of platinum black. 
Th is layer is obtained through a rapid process of electroreduc-
tion of H2PtCl6.28 Th e platinum black refl ects light and provides 
a large surface area, ensuring a quick occurrence of the reaction 
on the surface of the electrode. Th is phenomenon is due to the 
decrease of the EEI impedance. Th e fl ow of hydrogen is used to 
maintain the EEI saturated with this gas.15

 2H+ + 2e− ↔ H2(g). (20.12)

Th e SHE is electrochemically reversible under certain condi-
tions. Th erefore, it can function as an anode or a cathode depend-
ing on the semicell with which it is connected. Th e hydrogen 
is oxidized to hydrogen ions when the electrode is an anode. Th e 
reverse reaction takes place when it is a cathode.15,95 Th e SHE 
potential depends on the temperature, the activity of hydrogen 
ion in the dissolution (equal to unity), and the hydrogen pres-
sure in the electrode surface (1 atm). Th ese parameters should 
be defi ned in order to function as a reference electrode. By 
 convention, the potential of this electrode is set to zero at all 
temperatures.15,95

20.11.2 Silver/Silver Chloride Electrode

For electrochemical purposes, the SHE is very important but is 
hardly practical. Th e preparation of the electrode surface and 
the control of reactants activities make it impractical for routine 
measurements. Instead, the Ag/AgCl reference electrode is 
 simple to build, more robust and easier to use. Th is electrode can 
be manufactured by applying an oxidizing potential to a silver 
wire immersed in a solution of diluted hydrochloric acid. 
Consequently, a thin layer of AgCl adheres strongly to the wire. 
Th e wire is then introduced into a saturated solution of potas-
sium chloride (KCl). A salt bridge connects the KCl dissolution 
and the analyte solutions.15,27,28 In the current commercial 
design, the internal solution of many reference electrodes is an 
aqueous gel. Like the electrode inside the glass electrode, the 
potential of the external reference is controlled by the concentra-
tion of chloride in the fi lling solution. Because the chloride level 
is constant, the potential of the reference electrode is fi xed. Th e 
potential does change if temperature changes. Th e half-cell 
potential with respect to SHE is +0.223 V and is determined by 
the following half-reaction:

 AgCl(S) + e− ↔ Ag(S) +Cl−. (20.13)

Compared with the calomel reference electrode or SHE, these 
electrodes can be used at temperatures above 60°C; they are easy 
to manufacture and are practical. Th ey can be implemented in 
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microelectronic design. Th ey are known as pseudo-reference 
electrodes integrated into amperometric microsensor designs 
and are built using standard photolithographic technology.96

20.11.3 Calomel Electrode

Th e calomel reference electrode, also named as the mercury/
mercurous chloride electrode, is widely used in electrochemis-
try. It is very stable and simple to manufacture and use. Th e 
metal used is mercury, which has a high resistance to corrosion 
and is fl uid at ambient temperature.97 Th is electrode has two 
compartments (Figure 20.19). Th e internal tube contains the 
calomel paste composed of mercurous chloride (Hg2Cl2), liquid 
mercury (Hg), and saturated potassium chloride (KCl). A plati-
num wire is submerged in this paste making the electric con-
tact. Th e second external compartment contains a solution of 
KCl with a concentration of 0.1 or 3.5 M or saturated. Both 
compartments are connected by a salt bridge. A second salt 
bridge makes the electric contact of the CE with the sample to 
be analyzed.15

Th e one that contains a saturated solution is known as the 
saturated calomel electrode (SCE), which is the most used since 
it is easy to construct. Th e disadvantages compared to those elec-
trodes with known KCl concentration are its high temperature 
coeffi  cient and the slow stabilization of the potential with 
changes in temperature. Th e SCE has a potential relative to the 
hydrogen electrode of +0.268 V.

Th e reduction reaction occurring at the CE corresponds to the 
reduction of mercury (I).

 Hg2Cl2(s) + 2e− ↔ 2Cl− + 2Hg(l). (20.14)

20.12  Specifi c Applications of 
Electrochemical Electrodes

20.12.1 Glass Electrode for pH Measurements

Since the early 1930s, pH was determined by measuring the 
potential diff erence produced in a glass membrane between the 
solution of unknown pH and a reference solution with constant 
acidity. Two decades later, the measurements were optimized 
with the invention of the vacuum tube. Nowadays, glass mem-
brane electrodes for various ions such as Li2+, Na1+, K1+, and Ca2+ 
can be obtained. Selectivity and sensitivity of the glass mem-
brane electrode are based on the composition of the membranes 
(see Table 20.2). Corning glass 015 is used for pH measurements. 
Th is membrane is selective to hydrogen ions, and has a good 
response up to pH 11. At higher pH values, it is sensitive to Na+ 
and other monovalent cations. Nowadays, formulations includ-
ing barium and lithium instead of sodium and calcium are used. 
Th ese changes in the formulation will respond selectively to the 
H+ ions at higher pH values.15

Th e standard design of pH glass electrodes consists of two 
semicells (Figure 20.20): one is the glass electrode and the other is 
a reference Ag/AgCl or CE immersed in a solution of unknown 
pH. Th e glass electrode consists of a thin membrane of pH- 
sensitive glass located at the lower end of a tube of thick-walled 
glass or plastic.15

Th e inner reference electrode is an Ag/AgCl reference elec-
trode containing a small amount of a saturated KCl solution. 
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FIGURE 20.19 Saturated calomel reference electrode (SCE).

TABLE 20.2 Compositions of some Glass Ion-Selective Membranes

Composition (%)

Analyte SiO2 Al2O3 Na2O Li2O CaO Fe2O3 P2O5

pH 72 22  6
Li+ 60 25 15
Na+ 71 18 11
K+ 69  4 27
Ca2+  3  6  6 <1 16 67
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FIGURE 20.20 pH glass electrode.
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Th is electrode is immersed in a buff er solution, usually of pH 1. 
Th e other side of the glass bulb is exposed to the solution of 
unknown pH. Th e internal reference is connected to one of the 
terminals of a device for measuring the potential. Th e external 
reference electrode is connected to the other terminals.15,27,95

In the pH electrode, four potentials are generated (Equation 
20.15). Two of these, Eref1 and Eref2, are the inner and the external 
reference electrodes potentials. Th e third potential Ei corresponds 
to the internal half-cell potential between the glass-sensitive mem-
brane and the internal buff er. Finally, Eext, the most important, is 
the unknown potential between the glass-sensitive membrane and 
the sample solution. Th is is not constant and is the only one that 
changes with the pH of the sample. All other potentials are con-
stant. Th e liquid–liquid junction potentials are minimized by the 
use of the salt bridges. Th ese potentials are negligible because the 
saturated solutions used contain ions of the same mobility, thus 
minimizing the formation of concentration gradients, and hence 
of half-cell potentials.27

 V = Eref1 + Eref2 + Ei + Eext. (20.15)

It is very important for the hydration of the surface of a glass 
membrane. Th e amount of water involved is about 50 mg per 
cubic centimeter of glass.15 Nonhygroscopic glass does not 
respond to pH changes, so if the membrane dries, it loses its pH 
sensitivity. However, it is a reversible eff ect and recovers the 
response of the glass electrode aft er soaking in water.15,87,95

In the glass electrodes, the electrical conductivity within the 
hydrated gel layer is due to the movement of hydrogen ions. 
However, sodium ions are the charge carriers in the dry layer of 
the membranes.15

20.13 Summary

In electrical mapping there are many factors that infl uence the 
accuracy and signal strength. Th e choice of electrode material 
as well as the surface treatment play a role, and are interdepen-
dent. Additionally, the choice of electrode is important for the 
anticipated frequency range acquisition of the signal in question. 
Generally, the electrode can be described as one of several 
 electronic components in a circuit, each with its own impedance 
and frequency dependence.
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21.1 Background

Bioelectricity has been studied since the days of Luigi Galvani 
(1737–1798) and Alessandro Volta (1745–1827).1 Before the 
development of modern electronics, the sensitivity and limited 
speed of electromechanical recording devices hindered accu-
rate monitoring of bioelectrical signals. However, the basis for 
some of the nowadays widely used applications were laid over a 
century ago, when the fi rst human electrocardiogram was 
published,2 and when spontaneous electrical activity of the 
brain was reported in some animal species3 and in humans.4 
Hermann von Helmholtz measured the conduction velocity of a 
nerve impulse already in the nineteenth century,1 and the use of 
glass micropipettes as intracellular microelectrodes was dem-
onstrated in 1946.5 A major breakthrough in research at the cel-
lular level was the development of the voltage clamp technique.6,7 
Th is method allowed quantitative studies on time and voltage-
dependent ionic currents and conductances of excitable cell 
membranes.8 More recently, the patch clamp method9,10 pro-
vided a means for real-time monitoring of currents carried by 
single protein channels on cell membranes. Today, genuine bio-
electrical signals can be faithfully acquired using diff erent kinds 
of electrodes, which provide the interface between recording 
devices and the live object. In what follows, the discussion will 
start with bioelectrical signals, how they arise at the cellular 
level, how larger scale signals are generated, what the properties 
of signals are, and how they can be measured. Finally, this 
 chapter will review in more detail some technical aspects of 

recording and the properties of some electrode materials com-
monly used in commercial electrodes.

21.2 Origin of Bioelectrical Signals

A driving force in a closed circuit makes current fl ow. If we 
 consider bioelectrical signals, most but strictly speaking not all 
of them, are consequences of ionic currents fl owing through 
specifi c pathways of excitable cell membranes. Other mecha-
nisms play a minor role, and include, for example, changes in the 
three-dimensional structure of charged protein molecules or 
mechanical movements at tissue level, but such mechanisms will 
not be discussed here.

Th e functional barrier that separates a cell’s cytoplasm from 
the extracellular fl uid is called the plasma membrane. Its basic 
structure is a self-organizing phospholipid bilayer that forms a 
few nanometers thick nonpolar layer, thereby preventing the 
passage of hydrophilic ions and creating a high specifi c capaci-
tance of about 1 μF/cm2 across the membrane. Membrane-
bound proteins mediate a large number of functions related to 
transport of substances, catalysis of reactions, detection of sig-
nals, and transfer of information across and along the mem-
brane. With regard to bioelectrical signals, two classes of 
membrane proteins are of crucial importance: ion transporters 
that generate and maintain electrochemical gradients of ions 
across membranes, and ion channels that mediate transmem-
brane currents by providing conductive pathways for ions8,11 
(Figure 21.1).
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Diff erent types of ion channels mediate currents that do sel-
dom reverse at zero membrane potential (the membrane poten-
tial of a cell, Vm, is defi ned as the intracellular potential when 
extracellular potential is taken as zero). Th is is because channel-
mediated net ion fl uxes are driven not only by the membrane 
potential but also by the concentration gradient of the permeat-
ing ion species (see the appendix for the equilibrium condition). 
It is important to note that this has (at least) two consequences. 
First, a cell membrane can generate inward and outward cur-
rents depending on what ion channel populations are active at 
diff erent times. Second, if the spatial distribution and/or activa-
tion level of ion channel types diff ers at diff erent locations along 
the cell, current will fl ow in a loop and generate intracellular and 
extracellular voltage gradients. In general, intracellular mem-
brane potential changes are shaped by the resistance (R) and 
capacitance (C) of the plasma membrane that are in parallel 
(Figure 21.2), whereas the extracellular space is a resistive vol-
ume conductor in which the evoked voltage gradients are directly 
proportional to current. While there are several mechanisms 
that account for nonlinearities,8 Ohm’s law (modifi ed with an 
off set to take into account the reversal of current at nonzero 
membrane potential; see the appendix) is oft en used to approxi-
mate channel-mediated currents. For instance, in excitable ani-
mal cells such as neurons or muscle cells, open sodium (Na+) 
and potassium (K+) channels mediate inward and outward cur-
rents, respectively. On the other hand, neurotransmitter activa-
tion of anion channels that mediate synaptic inhibition in the 
brain may result in either an inward or an outward current at a 

cell’s resting membrane potential if the cell is actively maintain-
ing a high or a low intracellular chloride concentration.11

21.2.1  Action Potentials and Associated 
Extracellular Signals

Regenerative spikes or action potentials are generated by many 
kinds of excitable cells. An action potential is triggered when 
depolarization (a positive shift  in the cell’s membrane potential) 
causes Na+ (in some cases Ca2+) channels to open to such an 
extent that the resulting inward current gives rise to further 
depolarization and opening of more Na+ channels. Repolarization 
follows because of Na+ channel inactivation and opening of K+ 
channels, which mediate an outward current. Such voltage-sen-
sitive gating of ion channels is due to forces induced by changes 
in the high transmembrane electric fi eld (~10 MV/m) on fi xed 
charges of membrane proteins.12 A local action potential in an 
elongated cell gives rise to a signifi cant intracellular voltage gra-
dient. A longitudinal current will fl ow to adjacent regions and 
cause there a local depolarization by charging the membrane 
capacitance. Th is process results in a current loop where local 
transmembrane currents consist of ionic and capacitive compo-
nents, and it accounts for the propagation of action potentials in 
neurons and muscle fi bers. As illustrated in Figure 21.3, an 
extracellular microelectrode placed in the vicinity of an axon 
observes a traveling action potential as a current source–  sink–
source sequence or a traveling double dipole (quadrupole), and 
consequently, as a rapid triphasic voltage defl ection (also see 
Chapters 3 and 4). Th e consequences of individual current com-
ponents underlying signals in elongated cellular structures may 
appear puzzling unless an illustrative equivalent circuit is drawn, 
as a local positive shift  in membrane potential results from an 
outward capacitive current but from an inward ionic current. An 
excellent review and quantitative treatment of electric current 
fl ow in excitable cells is provided by Ref. [13].

FIGURE 21.1 A schematic illustration of a cell with an active trans-
port mechanism that extrudes ion X+ from the cell and thereby gener-
ates a nonequilibrium distribution that tends to drive the ion back to 
the cell through conductive pathways (ion channels).

FIGURE 21.2 Passive electrical properties of a cell membrane consist 
of a parallel RC circuit. A step current I injected into the cell causes a 
shift  ΔVm = RmI in membrane potential Vm that develops exponentially 
with a time constant τm = RmCm.

FIGURE 21.3 Schematic illustration of the signal generated in the 
extracellular space by an action potential that travels to the left  along 
the axon. Action potential is marked by + within the axon, arrows indi-
cate local current loops, and + and – signs indicate polarity of extra-
cellular potential shift s. Th e trace shows a triphasic waveform that 
would be detected with an extracellular microelectrode in the close 
vicinity of the axon.
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Unit activity is a term that refers to extracellular spikes 
recorded with a microelectrode that is inserted in nervous tis-
sue in vivo or in vitro. Unit activity or unit spikes refl ect action 
potentials in individual neurons and they have amplitudes up 
to a few hundred microvolts. A few cells in the vicinity of the 
electrode may be distinguished on the basis of discrete ampli-
tudes of their unit spikes. Unit spikes may appear in recordings 
as monophasic or biphasic spikes because of a number of rea-
sons including insuffi  cient signal-to-noise ratio, fi ltering- 
induced distortion, as well as location and distance of the 
electrode with respect to the cell’s structure. Synchronous fi r-
ing of closely packed neurons results locally in much larger 
amplitude extracellular spikes called population spikes (pop 
spikes), which can have amplitudes up to many millivolts in 
brain areas such as the hippocampus where cell bodies of pyra-
midal neurons are aligned together (for typical extracellular 
population responses observed within brain slices, see Refer-
ence [14]). Unit activity recording with microelectrodes or 
electrode arrays is used widely in basic research when studying 
activity in neuronal networks (for review, see Ref. [15]). 
Dedicated multichannel instruments, electrode arrays, and 
soft ware tools for storage and analysis of unit activity are 
 nowadays commercially available.

Action potentials in skeletal or cardiac muscles generate 
signals that can be recorded on the body surface (electromyo-
gram and electrocardiogram, respectively). However, brain-
borne signals on the scalp (electroencephalogram) mainly arise 
from postsynaptic currents, which will be discussed in what fol-
lows next.

21.2.2  Postsynaptic Currents and Associated 
Extracellular Signals

Chemical synaptic transmission is the main form of neuron-to-
neuron communication. Synaptic activation of excitatory post-
synaptic ion channels in dendrites (branched projections of a 
nerve cell that receive and integrate input signals) results in an 
inward current that spreads within the cell mainly towards its 
soma (cell body; Figure 21.4), leaks out via diff erent kinds of ion 
channels including inhibitory postsynaptic channels (and to a 

much lesser extent as a capacitive current during the rising phase 
of the intracellular response) and returns along the extracellular 
space. Th is loop of volume current generates a potential gradient 
in the resistive extracellular space, that is, it appears as a dipole 
to an external observer. In current source-density analysis 
(CSD)16,17 the spatiotemporal patterns of extracellular potentials 
are recorded within tissue using microelectrodes or microelec-
trode arrays and analyzed in order to identify and localize indi-
vidual transmembrane current pathways that contribute to the 
signal. In fact, active maintenance of the electrochemical gradi-
ents of ions that provide the driving force of inwardly and out-
wardly directed postsynaptic currents plays a major role in the 
energy consumption of the brain,18 which indirectly indicates 
the crucial role of postsynaptic currents in information process-
ing in the brain.

Th e laminar organization of cortical neurons19 favors the gen-
eration of extracellular signals that can be detected on the scalp. 
Loops of synaptic currents along dendrites organized in a lami-
nar array generate an open fi eld source that can be detected as a 
dipole even from a distance, whereas a closed fi eld source would 
be hard to detect with a distant electrode (Figure 21.5). Th erefore, 
synaptic currents via dendrites with a perpendicular orientation 
with the brain surface19 form the main source of brain-borne 
signals that can be detected on the scalp.20 Another example of 
an open fi eld dipole source is the heart, which can be modeled as 
a single dipole (heart dipole or heart vector) that goes through 
periodic changes in its magnitude and three-dimensional direc-
tion (vectorcardiography21).

21.2.3 Electroencephalography

Electroencephalography (EEG) refers to the measurement of the 
brain’s electrical activity using electrodes on the scalp. Since the 
amplitudes of EEG signals are in the microvolt range, EEG is 
carried out as a diff erential measurement in order to eliminate 
mains frequency interference and other common mode noise 
sources. It is customary to use many recording electrodes against 
one common reference electrode positioned, for example, at the 
left  mastoid (behind the ear lobe), while the ground of the fl oat-
ing preamplifi er circuitry can be coupled to any site in the body 

FIGURE 21.4  Generation of extracellular potentials by synaptic cur-
rents. Opening of excitatory cation channels by a neurotransmitter in 
the dendrite of a neuron gives rise to an inward current that spreads 
mainly toward soma (soma and dendrite are schematically shown with 
a triangle and a bar, respectively) and returns via the extracellular space 
generating in its distributed resistance a potential defl ection. Th e extra-
cellular potential will shift  to negative and positive directions in the 
vicinity of the current sink and source, respectively.

FIGURE 21.5 A schematic drawing of the orientation of a group of 
dipole sources in an open fi eld source (left ) and a closed fi eld source 
(right). For details, see text.
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(Figure 21.6a). Off -line re-referencing with soft ware tools allows 
representation of EEG signals between any electrode pairs. A 
defi ned selection of pairs of electrodes for displaying EEG data 
is called a montage. For instance, signals between adjacent elec-
trodes are displayed in bipolar montage.22

EEG electrodes have standard locations on scalp. Th e widely 
used international 10–20 system defi nes positions of 21 elec-
trodes22 (Figure 21.6b) and is suffi  cient for many clinical applica-
tions. A much higher number of electrodes (e.g., 128 or 256) is 
used for high-density EEG. Electrodes are oft en integrated to 
fl exible head caps, which assure quick and correct positioning of 
the electrodes.

A typical human EEG signal from a healthy adult subject is up 
to 100 μV in amplitude and its clinically most relevant frequency 
content is within 0.1–100 Hz.23 Th erefore, the EEG bandwidth is 
usually limited using band-pass fi ltering with high-pass and 
low-pass cutoff  frequencies at 0.1–1 and 35–100 Hz, respectively. 
Within these limits, characteristic EEG rhythms are classifi ed 
using Greek letters (δ <3.5 Hz, θ 4–7.5 Hz, α 8–13 Hz, β 
14–30 Hz, and γ >30 Hz). It is worth noting that the commonly 
used narrow EEG bandwidth was fi xed many decades ago. 
AC-coupled amplifi er inputs solved technical problems associ-
ated with DC-unstable electrodes and drift ing baselines, and 
low-pass fi ltering reduced noise. More recently, the recording 
bandwidth has been extended down to 0 Hz, which requires 
DC-stable electrodes and DC-coupled amplifi ers with a wide 
dynamic range to avoid saturation by electrode off set potentials. 
Infra-slow EEG frequencies have promising applications in the 
monitoring of term and preterm babies where the most salient 
events consist of frequencies below 0.5 Hz.24,25 Other reasons to 
monitor infra-slow EEG signals are related to epilepsy diagnos-
tics and cognitive studies,26,27 and slow baseline shift s can have a 
non-neuronal though brain-borne origin of interest.24,28 On the 
other hand, ultrafast EEG activities up to 1 kHz are being stud-
ied nowadays, since they refl ect spiking activity in neuronal net-
works.29 Th e term full-band EEG (FbEEG) has been introduced 
to denote measurement of the full, physiologically, and clinically 
relevant EEG bandwidth.24,30

Th e electrical activity of the human brain can be recorded not 
only noninvasively but also invasively. A typical application 

where invasive recording can be necessary is preparative investi-
gation prior to epilepsy surgery. Depth electroencephalography is 
performed using metal needle electrodes inserted deep into brain 
parenchyma.31 Electrocorticography (ECoG) measures brain 
activity from the surface of the brain.32 ECoG can be performed 
during operation using, for example, ball-shaped gold electrodes 
brought gently in contact with the exposed brain surface. 
Subdural grid and strip electrodes usually have stainless steel or 
platinum–iridium contacts with 5–20 mm distances and embed-
ded in a fl exible Silastic plate.33 Invasive techniques provide a bet-
ter spatial resolution and record much larger amplitudes, but are 
of course demanding and used only when necessary.

21.2.4 Electrocardiography

From a technical point of view, electrocardiography (ECG), that 
is, measurement of the heart’s electrical activity with electrodes 
on the skin, is less demanding than EEG. Th is is because elec-
trodes can be mounted on hairless skin and the amplitude of the 
signal is tens of times higher, while the frequency range is com-
parable to that in EEG. A typical ECG signal has a peak-to-peak 
amplitude of up to 5 mV and its recording bandwidth can be 
limited with band-pass fi ltering to 0.5–40 Hz in monitoring 
applications and to 0.05 to >100 Hz in diagnostic applications. 
Like in EEG, electrodes are mounted to pre-defi ned positions, 
such as in the standard 12 lead ECG. Detailed descriptions of 
electrode placements and interpretation of normal and 
pathophysiological ECG signals can be found in any standard 
textbook on electrocardiography.

Each heart beat generates a characteristic sequence of waves 
which are named with the letters P, Q, R, S, and T (Figure 21.7). 
Th e rapid high-amplitude triphasic wave is called the QRS com-
plex and it corresponds to the rapidly spreading depolarization of 
the ventricles. Th e QRS complex consists of frequencies that go up 
to and above the mains frequency. Th erefore, one should be aware 
of possible distortion of the QRS waveform if low-pass or notch 
fi ltering is used in order to remove noise at mains frequency.

21.2.5 Electromyography

Electromyography (EMG) is the measurement of electrical activ-
ity in muscles. Like cardiac muscle fi bers, skeletal muscle fi bers 
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fi re action potentials. Th e rate of action potentials in muscle 
fi bers depends on activity in the motor neurons that innervate 
them. One motor neuron innervates several muscle fi bers, and 
this ensemble forms what is called a motor unit. Th e contraction 
force of a muscle is controlled by the number of activated motor 
units and their fi ring rate, which can go up to several tens of Hz 
depending on the muscle. It is worth pointing out that the fre-
quency content of an EMG signal depends on the recording 
method and goes up to much higher frequencies than the maxi-
mum fi ring rate, because currents underlying muscle action 
potentials are very brief and have a wide frequency content.34

Electromyograms can be recorded using electrodes on the 
skin (surface EMG) or with invasive needle electrodes (intra-
muscular EMG). From a technical point of view, intramuscular 
EMG is an easy method due to the much higher (mV level) signal 
amplitudes. Intramuscular EMG also has much better spatial 
resolution than surface EMG and is therefore well suited to 
detection of motor unit activity.

21.2.6  Bioelectrical Signals Generated by 
the Eye

Th e eyeball is a dipole. In addition, the retina at the back of the 
eye contains photoreceptor cells in a neuronal network. Th us, 
bioelectrical signals generated by the eye can be classifi ed into 
two main types. Electro-oculography (EOG)35 monitors changes 
in the amplitude and orientation of the dipole of the eye, whereas 
electroretinography (ERG) is used to detect signals that mainly 
refl ect activity in retinal cells.

Th e eye is a dipole with the front of the eye being electrically 
positive with respect to the back. Th e standing potential across 
the eyeball arises mainly from the pigment epithelium, which is 
a layer of epithelial cells coupled together with tight junctions 
(preventing passive leak and conductance via the paracellular 
route). It forms the nonrefl ecting black inner surface of the 
transparent eyeball. Since the basolateral and apical membranes 
(the two faces) of the epithelial cells have diff erent membrane 
potentials, a transepithelial potential diff erence prevails across 
the epithelium.

EOG is used widely to record eye movements with electrodes 
mounted horizontally or vertically adjacent to the eye. Eye move-
ments are also a common artifact in EEG recordings. Th e ampli-
tude of the standing potential diff erence across the eye (the 
corneo-fundal potential) shows light-dependent changes in a 
time scale of minutes, providing a means to detect pathophysio-
logical changes in the pigment epithelium in clinical appli cations. 
It is evident that slow EOG signals are prone to signal distortion 
unless the measurement is performed using DC-coupled equip-
ment and DC-stable electrodes (see below).

Electroretinograms are recorded to test retinal function. 
Various types of electrodes including contact lens electrodes and 
moist cotton wick electrodes can be used. Th e choice of the elec-
trode type does have an eff ect on the signal, especially on its 
amplitude. For positioning of the reference electrode and other 
standard procedures, the reader is advised to see Ref. [36]. ERG 

is recorded usually in AC-coupled mode (i.e., the electrodes do 
not need to be DC stable) with a bandwidth of 0.3–300 Hz or 
wider. Th e ERG response of a dark adapted eye to a fl ash of light 
has a characteristic waveform with two very prominent phases 
called the a-wave and the b-wave. Since the cellular origins of 
diff erent components of ERG responses are known, ERG is used 
for diagnostic purposes. In addition to single fl ashes, other stim-
ulation paradigms such as fl icker and pattern stimulations are 
oft en used.

21.3  Electrodes for Recording 
Bioelectrical Signals

Electrodes for recording bioelectrical signals can be classifi ed in 
several ways. Th ere are electrodes for clinical applications and 
for basic research, invasive and noninvasive electrodes, micro-
electrodes and macroelectrodes, recording electrodes and stim-
ulation electrodes, ion-sensitive electrodes, and so on. While the 
variety of electrode designs is ever increasing, understanding 
electrodes is largely based on only a few basic concepts.

Most bioelectrical signals are voltage signals, and thus most 
electrodes should faithfully couple the potential signal in the 
biological signal source to a metal conductor. In case the aim is 
to record only fl uctuations in potential, recording can be per-
formed in AC-coupled mode. However, if also the steady-state 
baseline potential (standing potential) is of interest, the elec-
trode must be DC stable, or in other words, a reversible electrode 
is needed. Problems associated with inadequate DC stability of 
electrodes, resulting in drift ing baselines and amplifi er satura-
tion during past decades, seem to account for the prevalence of 
recording in AC-coupled mode in clinical practice. Th erefore, 
electrodes that are good for conventional recording of EEG or 
ECG may fail completely when used to record in DC-coupled 
mode. As far as voltage recording is concerned, this issue is cru-
cial compared to, for example, diff erences in noise level. 
Th erefore, what follows will fi rst focus on the operation of revers-
ible and nonreversible electrodes.

21.3.1 Reversible and Nonreversible Electrodes

Modeling the electrode–electrolyte interface (EEI) is discussed 
in detail in Chapter 20 of this book. In brief, reversible elec-
trodes maintain a constant potential diff erence across the EEI 
even when a continuous current is passed through. Irreversible 
electrodes oft en show an unstable potential diff erence across 
the EEI, and even minor current amplitudes cause large changes 
in potential. Although this classifi cation uses two extreme and 
idealized categories, many electrodes seem to behave in real 
recording situations in either way. Th is is largely because of the 
very limited bandwidths used in biomedical recordings. 
Th erefore, albeit an oversimplifi cation, the EEI in polarizable 
electrodes can in most cases be modeled as a capacitor, whereas 
the EEI in a reversible electrode is best described by an electro-
motive force in series with a resistor, that is, as a simple battery 
(Figure 21.8).
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Metal electrodes made of stainless steel, tungsten, gold, plati-
num and so on. are typical polarizable electrodes. In practice, 
the silver–silver chloride (Ag/AgCl) electrode is the only revers-
ible electrode used in biomedical applications. Th ere are prom-
ising new electrode technologies based on conducting polymers 
or silicon arrays, but at least in my hands the DC stability of 
such novel electrodes has proven poor. When an Ag/AgCl elec-
trode is immersed in a solution that contains chloride ions (Cl−), 
a steady electrode potential EAg/AgCl develops immediately. Th is 
is based on equilibration across the EEI of the reaction shown in 
Equation 21.1:

 
− −+ +�Ag(s) Cl AgCl(s) e ,  (21.1)

where Ag(s) and AgCl(s) are solid silver and silver chloride, 
respectively, and the negative charge is carried in the electrolyte 
by Cl− and in the solid silver by e−. Th is reaction proceeds in both 
directions very easily, giving the electrode the capacity to main-
tain a fi xed electrode potential even at moderate current densi-
ties across the EEI. It is worth noting that the EEI in an Ag/AgCl 
electrode may be viewed as a hypothetical membrane that lets 
only chloride ions to pass through. Th erefore, the Ag/AgCl elec-
trode provides a potential signal that is a measure of the electro-
chemical potential of chloride ions in the electrolyte solution 
(the free energy of Cl− in the fl uid phase, see the appendix). In 
other words, a signal obtained from an Ag/AgCl electrode may 
be caused by a shift  in the electrical potential of the fl uid phase 
or by a change in the Cl− concentration, or both. Th e chloride-
sensitive EAg/AgCl can be approximated at common temperatures 
of 25–40°C by Equation 21.2:

 EAg/AgCl = 60 mV log10[Cl−] + E0, (21.2)

where [Cl−] is the concentration of Cl− and E0 is constant. From 
this equation, it is evident that Ag/AgCl electrodes are optimal 
for measurement of bioelectrical signals only if the electrolyte 
they are exposed to has a constant Cl− concentration. Th is 

accounts for the use of chloride-containing pastes or gels between 
skin and Ag/AgCl electrodes in many clinical applications, as 
well as the use of Cl−-containing electrolyte solutions in glass 
electrodes, such as intracellular microelectrodes (see below) or 
reference barrels of standard laboratory pH electrodes. It should 
be noted that drying of electrode gel between skin and an elec-
trode causes an increase in Cl− concentration and will introduce 
drift  in baseline in case the recording mode is DC-coupled.37

Ag/AgCl electrodes are available as sintered electrodes that 
have a block or pellet of solid AgCl giving the electrode a long 
lifetime (even up to years). On the other hand, an electrode can 
be made by immersing two pure silver wires in a Cl−-containing 
aqueous electrolyte solution (100 mM HCl or even NaCl) and 
passing a low DC current through for some tens of seconds (e.g., 
0.1–1 mA for chloriding 1 cm of 0.25 mm wire).

If we consider the use of an Ag/AgCl electrode in combination 
with a DC-coupled amplifi er that has a high input impedance, it 
is evident from the equivalent circuit shown in Figure 21.9a that 
changes in the potential of the fl uid phase are coupled to the 
amplifi er input without any distortion at any reasonable fre-
quencies. On the other hand, the capacitance across the EEI in a 
polarizable electrode (and its large value due to the close vicinity 
of the two conducting phases) couples voltage signals appearing 
in the fl uid phase eff ectively to the input of a high-input-imped-
ance amplifi er. Th erefore, in biomedical applications where elec-
trodes are used to record signals at a typical clinical bandwidth 
of, for example, 1–100 Hz, one does not necessarily notice any 
diff erence in the quality of the signal obtained with Ag/AgCl 
electrodes or with polarizable metal electrodes.

Electrodes are oft en mounted on skin. In addition to a series 
resistance, skin can generate (slow) signals under certain condi-
tions. Th is issue has been discussed elsewhere in this book 
(Chapter 20 by Madrid et al.), and is therefore omitted here. 
However, skin will be considered as a simple series resistance in 
the discussion below, since its value is signifi cant and can be 

FIGURE 21.8 Simplifi ed model of a reversible Ag/AgCl (left ) and a 
nonreversible metal (right) electrode.

EEEI REEI

Rin
Rs

Es

Rs

Es
Ib In Cin Rin

En(b)

(a)

Eout
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FIGURE 21.9 (a) Equivalent circuit of a signal source (Es and Rs) cou-
pled via an Ag/AgCl electrode to an ideal amplifi er with a nearly infi nite 
input resistance. Th e reference/ground electrode has been omitted from 
the equivalent circuit. (b) A model of an amplifi er input with fi ve non-
ideal features shown. Th e triangle represents an amplifi er. A resistance Rs 
of the signal source shown on the left  includes tissue resistances as well as 
the resistance of the electrode interface. For details, see text.
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even orders of magnitude higher than that of the EEI unless the 
skin is prepared prior to the recording.

21.3.2  Polarization and Noise in Electrodes 
Caused by Amplifi er Input

Th e observed behavior of electrodes cannot be understood with-
out considering the circuit that is formed by the signal source, 
the electrode, and the input of the amplifi er. For this discussion, 
we may simply view the bioelectrical signal source as a voltage 
source in series with a resistance that represents tissue resis-
tances (including skin resistance in the case of skin electrodes). 
A reversible electrode will be modeled as a resistor (the electrode 
potential is omitted here since it would only add a constant off set 
to the recorded signal) and an irreversible electrode as a capaci-
tor. An ideal amplifi er would reproduce the signal it sees at its 
input without any current fl ow through the input and without 
distorting the signal by any means. Th is is, however, not the case 
with real amplifi ers.

Figure 21.9b illustrates a typical way of modeling fi ve non-
ideal features that are present in real amplifi ers. Four of these are 
in interaction with the biological signal source, whereas the fi ft h 
(the voltage noise) represents noise contaminating the measured 
signal at later stages within the amplifi er. In brief, the triangle in 
the fi gure is an ideal amplifi er, which together with the fi ve com-
ponents at the input represent a real amplifi er. Real amplifi ers 
show resistive leak from the input to ground (Rin), stray capaci-
tances to ground are unavoidable (Cin), and inputs leak current 
in a manner that is best modeled as a current generator (bias 
current). Th e oft en used term input impedance is here modeled 
as a parallel RC circuit from the input to ground. Th e input resis-
tance is seldom a problem in present-day amplifi ers, but in case 
if it is not orders of magnitude higher than the total resistance of 
the signal source and the electrode, a voltage divider is formed 
and the signal amplitudes will be attenuated. Th e same mecha-
nism may attenuate signals at higher frequencies in case the 
input capacitance is high enough to decrease input impedance. 
Bias currents via amplifi er inputs are typically modeled with two 
current generators. Th e mean value of the bias current (Ib) is 
shown as the bias current generator in the fi gure, whereas the 
temporal fl uctuations of the current are represented as the noise 
current (In) that has a zero mean value. Th ese currents are impor-
tant in at least two ways. First, the noise current will fl ow through 
the EEI, the electrode gel, and the biological tissues generating in 
all series resistances or impedances a voltage signal that is 
detected by the amplifi er. If external noise sources are properly 
eliminated, the noise current of the amplifi er is in many cases 
(e.g., in EEG) the source of noise that dominates. Amplifi er 
stages other than the input add, of course, some noise to the sig-
nal, and these noise sources are lumped together in the fi gure as 
Vn. Th e second important consequence of the bias current is 
polarization of the electrodes. In case the electrode behaves as a 
pure capacitor, a steady current Ib will charge up the EEI until 
the local high electric fi eld across the EEI will activate some 
forced mechanism(s) of charge transfer.

Values of Ib vary even between individual amplifi ers (and oper-
ational or instrumentation amplifi ers) of the same type. Th erefore, 
the same polarizable metal electrode may show diff erent kinds of 
polarization when tested with diff erent amplifi ers, or even with 
diff erent channels of the same amplifi er. In addition, slow compo-
nents of the noise current (slow fl uctuations of Ib) will generate 
fl uctuations in the polarization of the electrode, which can be seen 
as low frequency noise even in AC-coupled recordings where the 
bandwidth is extended to frequencies much below 1 Hz.

In addition to the amplifi er-dependent mechanism discussed 
above, electrode polarization in metal electrodes is aff ected by 
the affi  nity of the electrode surface to ions in the fl uid phase and 
the composition of the fl uid (see chapter by Madrid et al. in this 
book).

21.3.3  Commercial Skin Electrodes for 
Biomedical Recordings

Both reversible Ag/AgCl electrodes and nonreversible (polariz-
able) metal electrodes are commercially available in a large num-
ber of confi gurations. Th e simple and straightforward principles 
discussed above hold to all these electrodes, but general aware-
ness of these issues is weak, especially among clinicians. To give 
some examples, precious metal electrodes (gold) as well as a 
combination of Ag/AgCl electrodes and a Cl−-free gel have been 
recommended for DC-coupled recordings from skin. An evalu-
ation of a reasonable number of widely used commercial elec-
trodes37 clearly indicated that metal electrodes (stainless steel, 
gold, etc.) show drift ing baselines with low-frequency noise and 
various degrees of polarization in DC recordings. On the other 
hand, Ag/AgCl electrodes had superior DC stability and low-
frequency noise, but only if the electrode gel applied under the 
electrode contained a signifi cant concentration of chloride. Th e 
initially surprising observation that gold-plated silver electrodes 
can upon time attain some of the features of Ag/AgCl electrodes 
was fully accounted for by the thinness of the gold plating that 
along time allowed small patches of silver to be exposed to the 
gel and to get spontaneously chlorided.37

Polarizable electrodes in combination with AC-coupled ampli-
fi ers with a bandwidth starting from much below 0.1 Hz have been 
used to record EEG signals lasting seconds or longer. While this 
approach may be successful, care should be taken to verify that the 
capacitance across the EEI in combination with the input of the 
amplifi er does not produce a high-pass fi lter. In other words, 
extending the use of DC-noncompatible electrodes to near-DC 
recordings requires verifi cation of the true low frequency response 
of the system. One way of doing this is to make a block of NaCl-
agar and couple a square test signal to it from a function genera-
tor.37 Th e electrode–amplifi er combination can be tested easily by 
recording known signals from such a volume conductor.

21.3.4 Stimulation Electrodes

One application of metal electrodes is stimulation of excitable 
cells and tissue. To give only two examples of the wide variety of 
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applications, stimulation can be done using very brief (<<1 ms) 
voltage or current pulses to stimulate bundles of axons in brain 
slice preparations in basic research, or in nerve conduction stud-
ies with invasive electrodes in clinical neurophysiology. Th e high 
specifi c capacitance of EEIs in metal electrodes is an advantage in 
stimulation, but with increasing current densities other mecha-
nisms of charge transfer become evident in the form of bubbling 
or signifi cant deterioration of the electrode. Compatibility with 
biological tissues and safety in invasive human applications are 
important questions.38 Widely used materials include platinum–
iridium and tungsten. Th e stimulation waveform can be opti-
mized to reduce long-term net charge transfer and the consequent 
electrochemical decomposition of the stimulation electrode.38

21.3.5 Microelectrodes

Glass capillary microelectrodes are manufactured using glass 
tubing (usually of borosilicate glass) by pulling two parts of the 
tubing apart when the glass is soft ened by local heating.39 
Commercial micropipette pullers produce tips with various 
shapes and dimensions. Sharp micropipettes can have outer tip 
diameters below 100 nm, making visual inspection of the struc-
ture of the tip with a light microscope impossible. Depending on 
the application, tip diameters below and above 1 μm are com-
mon. Sharp microelectrodes are sharp micropipettes fi lled with 
an electrolyte solution, which is in contact with an Ag/AgCl 
electrode that can be a wire electrode inserted into the capillary 
or a sintered electrode in a pipette holder. Sharp microelectrodes 
have been used as a basic tool for recording voltages and passing 
currents in intracellular electrophysiology for decades. Since the 
small tip diameter limits (but does not fully prevent) solution 
leak through the pipette tip, a concentrated solution of KCl (e.g., 
3 M) is oft en used as the fi lling electrolyte. Th e advantage of 
using KCl is that K+ and Cl− ions have almost equal mobilities, 
which is a prerequisite together with the high concentration 
when avoiding the generation of a liquid junction potential at 
the interface where the fi lling fl uid and biological fl uids meet.10 
For most applications, the passive electrical properties of a sharp 
microelectrode can be modeled as an RC low-pass fi lter. Th e 
resistance of sharp microelectrodes ranges from approximately 
1 MΩ to hundreds of MΩ and it concentrates to the outermost 
tip. On the other hand, a capacitance (~pF) is formed across the 
glass wall of the pipette. If only the very tip of a microelectrode 
is inserted into a cell, this electrode capacitance is between the 
signal within the electrode and the signal ground level present in 
the extracellular fl uid. Th e RC time constant of microelectrodes 
would suggest that intracellularly recorded fast action potentials 
are seriously distorted. However, microelectrode amplifi ers are 
equipped with an adjustable positive feedback circuit (called 
capacitance neutralization or compensation, or negative capaci-
tance), which solves the problem.

Patch pipettes10,39 are glass capillary micropipettes with a 
blunt tip that can be gently pressed against a cell membrane. 
Sealing of the glass tip with a cell’s membrane is facilitated by 
applying gentle suction. Patch electrodes are used to study 

 current–voltage relationships across a tiny patch of membrane. 
In this way, currents via a single ion channel (membrane pro-
tein) can be monitored in real time from a living cell or from an 
excised membrane patch.9,10 Another common application of 
patch electrodes is called recording in whole-cell mode. In this 
method, the pipette is fi lled with a solution that mimics the nat-
ural intracellular fl uid (cytosol), and the membrane patch at the 
pipette tip is ruptured by a pulse of suction. Th is results in intra-
cellular perfusion of the cell, which has advantages and dis-
advantages. From a technical point of view, whole cell recording 
provides access into a cell through a series resistance that is 
roughly an order of magnitude lower than with sharp micro-
electrodes (~10 MΩ versus ~100 MΩ) and thereby allows much 
easier implementation of techniques in which current is being 
passed into a cell while recording its membrane potential (volt-
age and current clamp techniques). Since patch pipettes are fi lled 
with a more dilute solution than sharp micropipettes, liquid 
junction potentials at the pipette tip can easily exceed 10 mV, 
and must therefore be taken into account as a source of error. 
However, liquid junction potentials can be easily estimated and 
cancelled from the results.10

21.3.6 Ion-Sensitive Microelectrodes

Glass micropipettes can be used as an electrode body with liquid 
membrane solutions to make ion-sensitive (micro)electrodes.40,41 
Th eir operation is based on sealing the tip region of the pipette 
with a nonpolar solvent (to prevent free ion movements) that 
contains a lipophilic ionophore with an ion-specifi c binding site 
on it. Th e ionophore is responsible for an ion species-specifi c 
permeability and the generation of a Nernst potential across the 
membrane. Ready-to-use liquid membrane solutions are com-
mercially available for most inorganic ions present in biological 
systems (Na+, K+, H+, Ca2+, etc.) and also CO2 microelectrodes 
can be made using liquid membranes.42 Liquid membrane ion-
sensitive microelectrodes have far better selectivity to the ion of 
interest than ion-sensitive glass membranes. An exception is pH 
(or H+): pH glass (micro)electrodes have even better selectivity 
than their liquid membrane counterparts; on the other hand, pH 
microelectrodes with a glass membrane are tricky to manufac-
ture and their response times are slow. Detailed instructions for 
making liquid membrane ion-sensitive microelectrodes have 
been published.40 Ion-sensitive microelectrodes require special 
amplifi ers,40 since their resistances are typically from a few GΩ 
to above 100 GΩ.

Appendix

Electrochemical Potential, the Nernst Equation, 
and the Driving Force of Ions across Cell 
Membranes

Th e free energy change of ions moving across a membrane (in a 
cell or in an ion-sensitive electrode) from one concentration and 
elec trical potential to another is quantifi ed by the  electrochemical 
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potential. For an ion species j, the electrochemical potential μ∼j is 
given by Equation 21.3:

 
μ = μ + + ψ� 0 ln ,j jj RT a z F

 (21.3)

where aj is the activity of the ion,40 zj is its charge, ψ is the electri-
cal potential, μ0 is constant (standard state electrochemical 
potential at unit activity and zero electrical potential), and R, T, 
and F have their usual meanings. Th e equilibrium distribution 
of an ion species across a membrane prevails when μ∼j has no gra-
dient. Th e usual way of presenting this condition is the Nernst 
equation, which can be easily derived by writing μ∼j equal on two 
sides of the membrane (μ∼j,i = μ∼j,o where subscripts i and o denote 
inside and outside of a cell) and solving the electrical potential 
diff erence Ej, as expressed by Equation 21.4:
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j
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=
 

(21.4)

Th e chemical (concentration) and electrical components of 
the electrochemical gradient result in equilibrium when the 
membrane potential Vm of the cell is equal to Ej. A deviation of 
Vm from Ej tends to drive a conductive fl ux of ions across the 
membrane. Th erefore, and in case the current–voltage relation-
ship can be approximated using Ohm’s law, the ionic current 
across the membrane is given by Equation 21.5:

 
( ) ( )= − = −m m

1 ,j j j j
j

I G V E V E
R  

(21.5)

where the term in parentheses is usually called the driving force 
of the current, and inward currents through the membrane have 
negative values.
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22.1 Introduction

One of the fundamental aspects of medical diagnostics is 
acquiring the information to base a clinical decision on. Th e 
information is obtained from either a one-dimensional signal 
or a two-dimensional signal: an image. Signals can be chemi-
cal, electrical, acoustic, or electromagnetic in nature. Th is 
chapter will provide an introduction to the physics and engi-
neering of various sensing and imaging concepts and devices 
and the limitations associated with the signal acquisition and 
signal processing.

Successful treatment of many diseases depends on diagnosis 
in the early stages of the disease. Both sensing and imaging can 
be performed by means of various mechanisms.1−4 Th ere are two 
basic methods for sampling internal tissue in order to determine 
the presence and progression of tissue degeneration. A biopsy 
can be performed, in which tissue is sampled at random and sur-
gically removed for testing. Alternatively, an imaging technique, 
either invasive or noninvasive, can be used to obtain informa-
tion on the tissue microstructure. If the images provide suffi  -
cient detail and can be obtained for a large enough volume of 
tissue, the imaging approach is advantageous because it does not 
require removal of tissue and does not introduce a signifi cant 
time delay for the testing of biological samples.

Th ere are several imaging techniques that can provide near 
real-time and three-dimensional imaging of biological samples. 
Some techniques used for imaging are electromagnetic (optical, 
x-ray, magnetic resonance imaging [MRI], thermography); other 
techniques are acoustic (ultrasound), chemical, and electrical.

Among the most prolifi c are MRI, x-ray computed tomogra-
phy, and high-frequency ultrasound. Each fi nds applicability for 
specifi c imaging problems. However, none of these techniques 
are capable of achieving resolution at the cellular level, which 
requires spatial resolution of less than 10 μm. In order to diag-
nose certain diseases in their early stages, this level of resolution 
is required.

Th e techniques used to convey the obtained information in a 
useable image or signal will rely on signal processing, and con-
version into a display. Th e use of biosensors can provide in vivo 
monitoring of specifi c biological activities such as blood–gas 
analysis, blood biochemistry composition: for example, blood–
sugar monitoring next to electrical activity under normal oper-
ating conditions (e.g., halter monitor) or pacing feedback for 
cardiac pacing/defi brillator devices. One specifi c example of 
in vivo sensing is described in Chapter 41, illustrating the  concept 
of the “lab-on-a-chip.”

22.2 The Nature of a Signal

Th e defi nition of a signal is a succession of numbers.1,3,5 Th e 
numbers usually follow a timed sequence and can be either real 
or complex. A signal can be analog (continuous in both ampli-
tude and time), discrete (continuous in amplitude but split into 
individual time segments), or digital (both the time axis and the 
amplitude are separated in segmental steps: discrete values). 
Examples of analog signals are: temperature recorded by a mer-
cury thermometer, speed of a car expressed by a dial, and airfl ow 
fl ow measured by a cup anemometer. Examples of discrete sig-
nals are: heart rate and blood fl ow measured by a pulsed laser 
Doppler fl ow sensor. Digital signals are primarily electronic 
conversions of analog and discrete signals; however, some bio-
logical signals are digital by nature, such as the action potential. 
However, on closer examination, the action potential does have 
an analog structure, as shown in Chapter 4.

A two-dimensional signal, such as an image, has gray-scale or 
color values that are place and time dependent; the optical image 
acquired by our eyes is in fact a digital signal with a sampling 
frequency on the order of 10 frames per second (acquisition rate 
of 10 Hz) that is spatially distributed over the retina of the eye.6 
Th e fact that the eye is using digital data acquisition becomes 
evident when observing a spoked wheel, which at certain speeds 
appears to revolve backward. Th e frame rate of the eye may 
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 capture a random spoke at a location at a negative angle with 
respect to a previous random spoke, making it seem that the 
wheel is revolving backward while the car is moving forward.

22.3  Physical and Physiological 
Principles of Sensing and Imaging

Th e measured signals are limited by various factors, such as 
noise, resolution, and device limitations.3,4,7,8 Th e device used to 
acquire and process the biological or anatomical signal has a 
conversion mechanism that transforms the input signal into a 
signal we understand or can display. Th e system obtaining the 
input signal and displaying the output signal can be described by 
a series of processes.

In most cases it is assumed and validated within specifi c 
boundary conditions that the system operates in a linear mecha-
nism. Th is specifi cation allows the following mechanisms to be 
applied: superposition, magnifi cation, convolution, impulse 
response, and time and spatial spread.1,3,9,10

In current imaging technology the majority of signals are 
digitized, requiring signal processing under specifi c guidelines 
such as sampling rate, bandwidth limitations in addition to fi l-
tering techniques relying on spatial and frequency transforms.

Th e fi nal image generation may require reconstruction algo-
rithms, projections, and compression. Th is mathematical process 
describing the elementary processes involved in data acquisition 
and signal processing that will create a reliable output with 
known distortion limits and controlled noise is generally referred 
to as “System Th eory.”1−5

In order for an imaging system to be reliable and accurate, the 
following two criteria need to be satisfi ed:

 1. Th e system needs to be linear; the sum of two objects needs 
to equal the sum of these two objects imaged individually.

 2. Th e system needs to be place invariant; the image cannot be 
a function of where the object was placed in the fi eld of view 
of the detectors. Th is entails that no distortions are allowed.

22.3.1 System Theory

Th e formation of an image is the transformation of a spatial or 
temporal distribution O to a spatial or temporal distribution P. 
Th e distribution “O” is the object or source and the distribution 
“P” is the projection or image. Th e object of imaging is the trans-
formation of the coordinate system of the object to the coordinate 
system of the image. In general the object has a three-dimensional 
coordinate system matching the three-dimensional structure of 
the item of interest. Th e image will initially only have either a one- 
or a two-dimensional coordinate system, since the imaging 
modality will need to reconstruct the three-dimensional structure 
from multiple one- or two-dimensional data arrays. Th e image 
will generally have at least one dimension less than the object.

Th e data array depends on the type of imaging modality used, 
and is technologically limited by the current state-of-the-art 
available detectors for the specifi c imaging signal in question. In 

the case of ultrasonic imaging, the object is the organ to be 
examined, the transfer function uses the amount of refl ected 
pressure wave intensity and the image is the electrical signal 
generated by the piezoelectric detector upon return. Th e electri-
cal signal is processed and displayed on a screen as the ultimate 
image. Th e ultimate image is a two-dimensional distribution of 
gray scales representing the acoustic densities in a projected 
two-dimensional plane of the source. Th e perceived two- 
dimensional distribution, however, may not accurately represent 
a true two-dimensional slice within the source. Distortions and 
signal processing will create the best interpretation of the signals 
generated and obtained by the imaging device.

Even our vision is not truly three-dimensional, since we 
cannot look inside an opaque object; however, we can detect the 
phase diff erence in path length traveled by light from a curved 
surface; this way our brain interprets the detection of the relative 
distances of the observed object to each other. Th is in fact also 
uses a reconstruction algorithm.

In imaging, the main concern is when is an image good 
enough, which in most cases translates to “as good as is attain-
able with the current technological means.” In most cases the 
medical image may not be an exact physical likeness image but 
an image portraying the anatomical geometry or biological 
functionality of the object under investigation.

System theory describes the mechanism leading from the 
source to the projection. Th e stages of the image formation use 
data acquisition and signal processing algorithms that are 
described by transfer functions.

In case the input is an impulse or binary situation, the source 
will have an event that is either present or not present at one loca-
tion in space or time, depending on the phenomenon. A spatial 
distribution can be associated with our vision, whereas a tempo-
ral distribution will be associated with our hearing for instance.

Th e impulse response of the signal acquisition system is rep-
resented as a time or point-spread function. Any object can be 
collected by acquiring an infi nite number of spatial or temporal 
events by the imaging mechanism.

22.3.1.1 Time and Point-Spread Function

Th e image formation relies on a transfer mechanism that probes 
the object and relates this through the imaging means into a 
response.

If the input to the imaging system is an all-or-nothing point 
source (impulse) in the origin of the coordinate system, this is 
referred to as a Dirac pulse δ(0). Th e coordinate system in this 
case is time. Th e response by the imaging mechanism creates an 
impulse response, which has both a temporal and a spatial 
spread, h(t) or h(x′, y′), respectively. Any arbitrary input will not 
be an infi nitesimally small source, but a collection of an infi ni-
tesimally large number of Dirac-pulse sources spread out over 
three-dimensional space. Th e reconstructed image is now a con-
volution of the input signal with the impulse response f(t) in the 
time domain expressed as

 g(t) = f(t) ⊗ h(t), (22.1)
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where g(t) is the output of the device, or an intermediate output 
step within the signal processing algorithm. In case multiple 
steps of signal and image processing are involved, the output will 
be the result of all the individual steps.

22.3.1.2 Convolution

Th e process of combining various aspects of the image formation 
by having the operator applied to the source is performed 
 mathematically by convolution. Convolution is similar to cross-
correlation, only applied to the signal by means of detection. 
Convolution combines two phenomena to produce a third, 
that is, the base signal, and the perception function (the sys-
tem  performing the observation) provides the output signal. 
Convolution can be seen as a mathematical means of scanning 
over the base signal with a fi nite window (impulse response) to 
perform the output signal transform at each point in time or 
space; this is  necessary due to spatial and temporal infl uences in 
the system providing the output. Th e concept of convolution is 
described in detail by signal processing textbooks, and the gen-
eral principles will be discussed briefl y. Convolution operation 
between two signals for instance at diff erent time slots g1(t) and 
g2(t) is defi ned as

 
1 2 1 2 1 2( ) ( ) ( ) ( ) d ( ) ( ) d .g t g t g t g t g t g t

+∞ +∞

−∞ −∞

⊗ = − τ τ = − τ τ∫ ∫
 
(22.2)

Calculation of convolution operations is a time-consuming 
process requiring many complicated mathematical computa-
tions. However, the mathematical process can generally be sim-
plifi ed by performing the Fourier transform from time to rate of 
occurrence, the frequency domain.

22.3.1.3 Fourier Transform

In order to proceed with the signal processing leading to the 
image formation, the Fourier principle is briefl y described. Th e 
Fourier transform is a mathematical algorithm that converts a 
spatial or temporal sequence of values into a series of repetitious 
phenomena that can be analyzed mathematically with simpler 
arithmetic functions. Th e Fourier transform highlights the peri-
odicity of a signal event rather than the time distribution. Th e 
Fourier transform thus becomes an arithmetic superposition of 
symmetric functions. On the other hand, a single occurrence of 
an event can be viewed as the superposition of an infi nitesimal 
number of periodic events around one location or time frame. 
Th e mathematical analysis of a single event is rather complex; 
however, the personal interpretation by a physician can be rather 
swift . Th e personal interpretation as a matter of fact uses the brain 
to perform a Fourier transform in the deductive reasoning pro-
cess as well.

Symmetric functions used in Fourier transform are for 
instance trigonometric functions (sin and cosine). Th e super-
position principle again relates to addition of events rather than 
complex algebraic operations.

Th e Fourier transform of the output signal g(t) is defi ned as 
follows:

 
( ) ( ) EXP[ 2 ]d ,G f g t j t t

+∞

−∞

= − πν∫
 

(22.3)

where ν is the frequency of the phenomenon and j is the imagi-
nary number. Note that the integration is taken with respect to 
time. Th e Fourier transform of the time-dependent output signal 
is no longer a function of time. Th e summation or integration can 
be over one single period if the process is repetitive in time.

Consider two processes that are mutually dependent and 
result in a sequential process. Th is is expressed by multiplication 
in the time domain, which transforms into a convolution of the 
two sequential stages in the frequency domain:
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where the Fourier transforms are, respectively, g1(t) ⇔ G1(f ) and 
g2(t) ⇔ G2( f ).

When two events are taking place in independent conditions, 
the events fi(t) will have a signal described by the superposition 
principle as

 g1(t) + g2(t) = [ f1(t) + f2(t)] ⊗ h(t) = f1(t) ⊗ h(t) + f2(t) ⊗ h(t).
 (22.5)

In case the input is a two-dimensional signal from a detector 
with two degrees of freedom, the generalized input becomes δ(0, 0), 
with a response function: h(x′, y′), which is called the point-spread 
function, since the detector has physical limitations imposed mini-
mally by the Heisenberg uncertainty principle, in addition to fur-
ther limitations of the detection device due to the construction 
(e.g., size, response time, defraction limits, and quantum response, 
among others). Again an arbitrary object is a collection of an infi n-
itesimal number of Dirac pulses (Figure 22.1), which makes the 
images formation the convolution of the signal collected from the 
object convolved with the point-spread function as represented by 
Equation 22.6 and illustrated in Figure 22.2

 i(x′, y′) = o(x, y) ⊗ h(x, y) (22.6)

or in the frequency or Fourier domain:

 I(ξ′, η′) = O(ξ, η) × H(ξ, η), (22.7)

where H(ξ, η) is called the modulation transfer function, which 
is the Fourier transform of the point-spread function.11,12

Another more tangible example of the use of Fourier trans-
forms in mental signal processing is the number of dots per unit 
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area in newspaper gray-scale print. Th e eyes and brain will per-
form an inverse Fourier transform of the dot matrix to present a 
gray-scale image, see Figure 22.3, converting the spatial period-
icity ranges at representative gray-scale levels (Figure 22.4).

Mathematically, imaging is most convenient in the Fourier 
domain, since the convolution is then only a multiplication. Th ere 
is only one drawback to operating in the time domain with respect 
to operating in the place domain: namely, time functions are 
causal and they exist only from a certain point in time onward:

 if h(t) = 0 if t < 0. (22.8)

Place functions, however, are universal.
Adding a Dirac-pulse response to the origin δ(x, y) = (0, 0) 

may not be the easiest mechanism to derive a solution. It is usu-
ally not true that

 h(x′, y′) = 0 if x′ < 0 or y′ < 0. (22.9)

Th e point-spread function will spread in both positive and 
negative directions of the coordinate system by equal amounts, 
while the impulse response function only acts in positive time 
(resulting from the initiation onward).

Th is means that in order to provide a proper imaging algo-
rithm, the transformation of a place function to the frequency 
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FIGURE 22.2 Graphic representation of a two-dimensional line 
spread image of the object in Figure 22.1 resulting from the transfer 
function of the imaging system.

FIGURE 22.4 Smooth, continuous gray-scale image of the poppy 
from Figure 22.3. Th e eye, in combination with the brain, performs a 
Fourier transform to provide a visual gray perception of the newspaper 
halft one image.

FIGURE 22.3 Exaggerated newspaper print half-tone gray-scale 
example of a Corn poppy, Papaver rhoeas. Th e standard newspaper 
print generally consists of 85 lines of dots per inch (Note: linear scale) 
using only black ink.
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FIGURE 22.1 Hypothetical sharp delta-line distribution in two 
dimensions representing an infi nitely precisely defi ned object, either in 
the temporal or spatial domain.
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domain needs to result from a Fourier transform. Th is is in con-
trast with the time function transform through a Laplace trans-
form to the momentum or energy domain, which is not allowed 
in place function transforms.

Since the majority of imaging systems are two or more dimen-
sional, the point-spread function needs to be identical in all 
dimensions. If this is the case the system is isotropic. In case the 
system is not providing the same response in all directions it is 
anisotropic. For this reason the line-spread function is intro-
duced for inherently anisotropic imaging systems.

An example of an inherently anisotropic imaging system is the 
cathode ray television display, where there are diff erent ways the 
image is projected in horizontal and vertical directions, and there 
is a diff erent spatial frequency associated with both directions.

22.3.1.4 Temporal Transfer Function

 i(x′, y′, t) = o(x, y, t) ⊗ ⊗ ⊗ h(x, y, t). (22.10)

22.3.1.5 Static Transfer Properties

Th e essential components of image formation that describe the 
offi  cial relationship between the object and the image need to be 
elaborated on. Th e focus of this section is the image transfer of 
still-standing objects alone. Th e reconstruction of the image relies 
on the device used to acquire the information carrier: the signal 
of interest. Additionally, contrast and areal confi nement of the 
signal in a two-dimensional distribution determine the fi nal 
outcome.

One of the most important issues in image formation is noise. 
Other aspects of image formation are resolution, sampling 
rate, artifacts, and distortion. All the parameters and boundary 
conditions infl uencing the projected output of the signal are 
described next. Th e concept of noise can be described with the 
introduction of the following three concepts:

 1. Information carrier
 2. Contrast
 3. Pixel

22.3.1.6 Information Carrier Concept

Every imaging system conveys information. Th e information is 
conveyed from the object to the image. Th e mechanism of con-
veying the information relies on energy transfer. Th e energy 
transfer is the means of imaging: for example, light, x-ray, acous-
tics, or electricity. In most cases the energy is quantifi ed in dis-
creet packages of information. Th e magnitude of the energy 
quanta is directly correlated to the quality of the signal and hence 
the image quality. Th e greater the information carrier energy 
quanta, the fewer the quanta in a stream of information.13 Th e 
statistical variation in the quanta is noise. Noise is a direct threat 
to the image quality. Th e lower the intensity of the energy stream 
of information, the greater the impact of the noise. Th e low inten-
sity carries the same statistical error as a larger intensity;  however, 
there is only a small opportunity for calculation by two opposing 

noise segments. A large energy content per quanta also results in 
a lower stream of quanta, even though the signal intensity will 
be large.

22.3.1.7 Concept of Contrast

“Contrast” means the level of discrimination between individual 
data points. Two data points next to each other can be distin-
guished from each other when a device-specifi c level of contrast 
is exceeded. For instance the human nose can distinguish smell 
intensities that are 1.3 times each other’s value. Th e eye can dis-
criminate brightness (intensity) levels within the same view that 
are approximately 1% apart. Generally the concept of contrast for 
any detection mechanism can be described by Weber’s Law:

     ΔI __ I   = c, (22.11)

where ΔI is the incremental intensity of the phenomenon, I is the 
base line intensity, and c is a constant that is representative of the 
detection mechanism. Th is in turn converts into a logarithmic 
detection function representing the perception of contrast:

 Contrast = k1 ln[  I __ I0
  ], (22.12)

which is oft en referred to as the Weber–Fechner law and k1 is a 
function of the detection/imaging system.

Figure 22.5 illustrates the noise around two discrete levels of 
information, as well as the average value of the signal.

22.3.1.8 Pixel Concept

Th e spatial distribution of information in the display, or the raster 
distribution, is referred to as pixel. Th e pixel is the smallest section 
that has a uniform intensity distribution and cannot be sub-
divided. Th e word “pixel” is a contraction of the words: “picture” 
and “element,” denoting the discrete distribution of information 
elements in the composition of the projection of the output pic-
ture. Th e fi le that contains the axial distribution of the pixel values 
in both horizontal (x axis) and vertical (y axis) directions is called 
a bitmap. Each array data point can hold gray-scale values (inten-
sity) or red, green, and blue information combined.
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FIGURE 22.5 Noisy step function, two discrete levels of information 
(e.g. blue/green or soft /loud). Th e average value at each level and for 
entire signal stream is also illustrated.
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22.3.1.9 Noise

Generally, noise can be distinguished into Gaussian and non-
Gaussian noise. Gaussian noise is an even spread of data points 
around an average value due to random infl uences. Th e noise dis-
tribution around the average value obeys a normal probability 
function and is also referred to as “white noise.” Some infl uences 
aff ecting the magnitude of the generated signal are temperature 
and external radiation. Th e amplitude of the signal drops off  from 
the average with an exponential decaying magnitude. Non-
Gaussian noise on the other hand is noise that has specifi c exter-
nal infl uences that contaminate the Gaussian probability 
distribution to form a skewed distribution of amplitudes. Th e 
non-Gaussian noise is more diffi  cult to fi lter and requires com-
plex signal processing techniques, such as wavelet transform.

Noise is defi ned as the random fl uctuations of a signal due to 
specifi c uncertainty principles. Electrical noise can be generated 
by temperature fl uctuations and electrical interference from nearby 
electronic components and devices. Temperature is defi ned as the 
average kinetic energy of all molecules in motion. Since molecules 
carry electrical charges the electrical fi elds and associated external 
voltage fl uctuations will provide a source for noise, especially when 
measuring extremely small signals, of the order of magnitude of 
the thermal motion.14−16 Th e temperature is derived from the 
Boyle–Gay–Lusac law, as shown in Equation 22.13:

 PV = nRT, (22.13)

where P is the equivalent pressure of a group of molecules in a 
solid, V is the volume containing the molecules, n is the number 
of moles of “gas,” R = 8.314472 J/mol K the universal gas constant, 
and T is the temperature of the molecular gas.

Th is translates into the following expression for the average 
kinetic energy (KEavg):

 
2

avg
3 1 KE
2 2

kT mv= =
 (22.14)

where k = 1.3806503 × 10−23 m2 kg/s2 K is the Boltzmann con-
stant, m is the mass of the molecule(s), and v is the velocity of the 
moving molecules. Note that due to the diverse mix of molecules 
and velocities the average makes perfect sense. As such the tem-
perature can be derived. Th e electrical infl uence of the moving 
charges is explained in Chapter 11 under Gauss’s law.

Optical noise can be the result of deformations in the instru-
mentation, birefringence, imperfections in the lens, and so on. It is 
frequently diffi  cult to discriminate between noise and distortion. 
Distortion is primarily introduced by the device, while noise can 
originate in the sample as well as the device. One major source of 
noise is the mismatch in signal and detection device. When the 
signal is too small to be properly detected by the imaging device, 
the output will be primarily noise. One common noise factor is the 
“snow” on a television screen resulting from climatologic infl u-
ences and for instance passing conduction objects such as a plane, 
or scratches on a CD or album. Noise is oft en relative, for instance 

listening to one person speak in a crowded room may be ham-
pered by the conversations of the crowd, but the information may 
still be useful, but not appropriate for the goal of the listener.

22.3.1.10 Resolution

Resolution describes the ability to distinguish two adjacent points 
with confi dence. For optical imaging this is defi ned by the Abbey 
principle (also the Rayleigh criterion). Th e Rayleigh criterion 
describes the angular separation between two points that can be 
seen as an individual source. Th e optical resolution is a direct 
result of the point-spread function of the optical device (diff rac-
tion, for instance) as well as the imaging device, the eye. Th e eye 
has fi nite detectors: rods and cones, which will be one of the 
 limiting factors on resolution. Th e Rayleigh criterion is given 
without derivation as

 θmin = 1.22   λ __ D   , (22.15)

where θmin is the minimum angle of separation that can be 
observed, λ is the wavelength of the light source, and D is the 
diameter of the opening of the fi nal exit window of the device.

On the other hand, the frequency resolution is limited by the 
Nyquist theorem, which states that the highest frequency resolu-
tion is directly dependent on the sampling frequency of the sig-
nal acquisition device.

22.3.1.11 Sampling Rate

In order to correctly identify a periodic phenomenon, such as a 
wave, the single wave needs to be sampled in at least two loca-
tions per period, thus positively identifying the crest and the 
trough. Th is translates in a sampling frequency fs of minimum 
twice the highest frequency fo in the signal. Th is principle can 
also be applied to spatial frequency

 fo <   
fs __ 2   = fn = Nyquist frequency. (22.16)

In case a signal has bandwidth and this needs to be digitized, 
the following conditions will apply.

Th e bandwidth for speech is approximately 100–3300 Hz, 
yielding a bandwidth of 3200 Hz. Th e bite rate of signal process-
ing is determined by the number of events (#events) per second: 
the baud rate multiplied with the data acquisition-dependent bits 
per event (Be). Th e number of bits per event is expressed in the 
binary mode as

 Be = 2log(#events). (22.17)

Th e 2log is indicative of the digital conversion, illustrating that 
the 8 bit color coding in digital format translates into 28 = 256 
levels of color density, while 24 bits account for three colors (red, 
green, and blue) all at 8 bit density.

When considering a signal with bandwidth H and a fi nite 
number of discrete levels V, the maximum data rate Dr is given 
by the Nyquist theorem as

 Dr = 2H 2 log V bits/s. (22.18)
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Note: the signal will be deteriorated by noise, which needs to 
be included in the determination of the bit rate evaluation as 
described by Shannon’s theorem (also the Shannon–Hartley 
theorem).

22.3.1.12 Artifacts

Artifacts infl uencing the diagnostic values are widespread and 
will need to be evaluated on an individual basis. Artifacts will 
introduce a systematic error that can be fi ltered or removed aft er 
the fact when properly identifi ed. For instance during the electro-
encephalogram (EEG) the brain signal will be mixed with mus-
cle signals such as eye movement. Th e eye movement can be 
removed by deliberate placement of reference electrodes in the 
vicinity of the eyes. Electronic devices can also produce interfer-
ence with medical devices, such as mobile phones in a hospital 
setting. Optical artifacts can be light sources in the periphery of 
an optical device, such as an examination room light during an 
eye exam on pupil constriction (pupil refl ex). Heart rate and 
blood pressure measurements may come out diff erently when 
administered by a male or female nurse.

22.3.1.13 Distortion

Distortions are a primary function of the device used to obtain the 
data and are due to malfunctions or out-of-calibration conditions.

22.3.1.14 Compromises

Th e fi nal item in the discussion of signal analysis is the fact that 
the diagnostic conditions oft en require compromises to be made 
due to the perceived danger to the patient. Th e main issue is 
acquiring the correct and complete information to derive at a clin-
ical decision. Oft en the data acquisition is a compromise between 
accuracy (available state-of-the-art equipment), available time, 
and available equipment (limiting the number of vital signs to be 
measured). Th e medical device design requirements should focus 
on minimizing the equipment compromises and provide the most 
accurate and complete signal under limiting circumstances.

22.4 Summary

Image formation is a function of the source and the imaging 
mechanism; every system introduces a response curve, the point-
spread function. Additional factors impacting the image are 

noise and distortions. Both noise and distortion create an error 
that can have far reaching consequences.

References

 1. Enderle J, Blanchard S, and Bronzino J. Introduction to 
Biomedical Engineering. Burlington, MA: Elsevier Academic 
Press; 2000.

 2. Fleckenstein P and Tranum-Jensen J. Anatomy in Diagnostic 
Imaging. Philadelphia, PA: W.B. Saunders Company; 2001.

 3. Najarian K and Splinter R. Biomedical Signal and Image 
Processing. Boca Raton: CRC Press; 2005.

 4. Wells PNT. Scientifi c Basis of Medical Imaging. New York: 
Churchill Livingstone; 1982.

 5. Kak AC and Slaney M. Principles of Computerized Tomo-
graphic Imaging. Philadelphia, PA: Society of Industrial and 
Applied Mathematics; 2001.

 6. Wandell BA. Foundations of Vision. Sunderland, MA: 
Sinauer Associates; 1995.

 7. Chow P-L, Khasminskii R, and Liptser R. On estimation of 
time dependent spatial signal in Gaussian white noise. 
Stochast. Process. Appl. 2001; 96: 161–175.

 8. Parzen E. On estimation of a probability density function 
and mode. Ann. Math. Statist. 1962; 33(3): 1065–1076.

 9. Barrett HH and Swindell W. Radiological Imaging: Th e 
Th eory of Image Formation, Detection, and Processing. New 
York: Academic Press; 1981.

 10. Shannon CE and Weaver W. Th e Mathematical Th eory of 
Communication. Urbana: University of Illinois Press; 1959.

 11. Ibragimov I and Khasminskii R. Statistical Estimation: 
Asymptotic Th eory. New York: Springer; 1981.

 12. Weir J and Abrahams PH. Imaging Atlas of Human Anatomy. 
Dordrecht: Mosby Inc; 2005.

 13. Sorenson J and Phelps M. Physics in Nuclear Medicine. New 
York: Grune and Stratton; 1980.

 14. Ashcroft  NW and Mermin ND. Solid State Physics. 
Philadelphia: Saunders College Publishing; 1976.

 15. Feynman RP, Leighton RB, and Sands M. Lectures on Physics, 
Vol III: Quantum Mechanics. Reading, MA: Addison-
Wesley; 1965.

 16. Bronzino JD. Biomedical Engineering Handbook, Second 
edition. Boca Raton: CRC Press; 2000.



23-1

Orsolya Kiss

23
Electrocardiogram: Electrical 

Information Retrieval and 
Diagnostics from the 

Beating Heart

23.1 Structure, Electrical Characteristics, and Function of the Heart ..................................23-1
Cardiac Muscle • Electrical Activities of the Heart

23.2 Electrocardiogram: Electrical Signal of the Cardiovascular System .............................23-2
Brief History of the Development of Electrocardiogram Recording •
Origin of the ECG • ECG Electrode Placement • Special Leads Used 
in Specifi c Diagnostic and Th erapeutic Interventions

23.3 Twelve-Lead ECG...................................................................................................................23-3
QRS Axis • Coherent Leads and Represented Cardiac Areas

23.4 Development of the Specifi c Parts of the ECG ..................................................................23-5
Origin of the P-Waves • Origin of the QRS Complex •
Th e ST-Period, the T-Waves, and the U-Waves • Relevant Intervals on the ECG

23.5 Periodicity of the ECG ......................................................................................................... 23-6
Heart Rate • Heart Rate Variability • Changing ECG Morphology, 
Electrical Alternans

23.6 Normal ECG ...........................................................................................................................23-7
Rhythm • Frequency • Th e Frontal Plane QRS Axis • Th e P-Waves
Th e QRS Complex • Th e Q-Waves • Repolarization

23.7 Abnormalities of ECG in Cardiac Diseases .......................................................................23-8
Deviating ECG • Arrhythmias • ECG Manifestations of Relevant 
Cardiovascular Diseases • ECG Manifestations of Noncardiac Diseases

Additional Reading .........................................................................................................................23-20

23.1   Structure, Electrical 
Characteristics, and Function 
of the Heart

23.1.1 Cardiac Muscle

23.1.1.1  Characteristics, Specialties: Excitability, 
Contractility

Cardiac muscle is a tissue specialized for complex periodic electri-
cal activity and repetitive contraction. Certain parts of the myo-
cardium—such as pacemaker cells—perform automatic electrical 
impulse generation. Other parts—the conductive tissues—are 
responsible for aligned impulse conduction towards the working 
muscle, which is the main determinate of cardiac contractility.

23.1.1.2   Cardiomyocytes: Types and Subtypes

23.1.1.2.1 Pacemaker Cells

Th e dominant pacemaker cells of the heart are small cardiac cells 
located in the sino-atrial node (SA-node). Th e main characteristic 
of these pacemaker cells is automatic electrical activity. It should be 
noted that lower levels of the conductive tissues and generally every 
type of myocytes can act as pacemaker cells and take over the role 
of the main pacemaker in special pathophysiologic circumstances.

23.1.1.2.2 Conductive Tissues

Specialized conductive tissues form anatomical structures in the 
heart called the atrio-ventricular (AV)-node, the bundle of His, 
the left  and right bundle branches, and the Purkinje fi bers. Th ese 
cells are responsible for the transmission of the depolarization 
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wave throughout the whole cardiac muscle. Certain parts of this 
system have their own specifi c role in the aligned operation of 
the atria and the ventricles. While the conduction in the AV-node 
is slow, about 0.05 m/s, the bundle of His and the bundle 
branches conduct the impulses at a high velocity of about 2 m/s. 
Th e  conduction velocity is the highest, about 4 m/s in the retic-
ulation of large myocytes having tight cell-to-cell connections in 
the ventricles called the Purkinje fi bers. Certainly, every myo-
cyte has the ability of slow, cell-to-cell impulse conduction, 
which is, for example, the basis for depolarization wave propa-
gation in the atria.

23.1.1.2.3 Working Muscle

Working muscle cells, the archetypal myocardial cells, consti-
tute the main mass of the cardiac muscle. Atrial and ventricular 
working cells are similar in structure, although atrial myocytes 
are longer and thinner. At least three electrophysiologically and 
functionally diff erent cell types compose the ventricular work-
ing muscle: subepicardial, mid-myocardial, and subendocardial 
cells. Th ese histologically similar cells mainly diff er in their elec-
trophysiological, especially repolarization properties, with the 
M-cells having the longest action potentials. Basically, the main 
function of these working muscle cells is to establish myocardial 
contraction throughout a process called excitation–contraction 
coupling as detailed below.

23.1.2 Electrical Activities of the Heart

23.1.2.1 Electrical Impulse Generation

Th e electrical impulses controlling the heart are physiologically 
generated in the SA-node high up in the posterior wall of the 
right atrium near the superior vena cava. Th e basis of automatic 
electrical activity is that the pacemaker cell has negative 
 electrical membrane potential in the resting state, spontane-
ously losing its negativity. Th is process—called spontaneous 
depolarization—starts action potential formation in the myo-
cyte and a cell-to-cell wave of depolarization—a fl ow of elec-
tricity towards the neighboring cells. Aft erwards, the cell 
recovers its negative potential by pumping negative ions into 
and positive ions out of the cells, with a process requiring energy 
and called repolarization. Th e frequency of these automatic 
depolarization–repolarization cycles is determined by the inner 
characteristics of the pacemaker cells and by neural, hormonal, 
and metabolic regulation.

23.1.2.2 Electrical Impulse Conduction

Th e depolarization wave proceeding from the SA-node basically 
spreads over the atria by cell-to-cell conduction with a conduc-
tion velocity of about 0.5 m/s. Following the activation of the 
whole atrial muscle, action potentials enter the AV-node localized 
in the infero-posterior region of the inter-atrial septum, above the 
tricuspid valve. Th is specialized conductive tissue is normally the 
only way for the depolarization wave to enter the ventricles. Th e 
main function of the AV-node is to delay the impulse propagation 

into the ventricles until the atrial contraction is completed. In the 
ventricles, the excitation wave proceeds towards the bundle of His 
running along the posterior border of the interventricular septum 
and propagates over the bundle branches. Right, left  anterior, and 
left  posterior bundle branches are localized in the interventricular 
septum and divide into the Purkinje fi bers branching in the inner 
ventricular walls of the heart beneath the endocardium. Th e rapid 
impulse conduction in these fi bers, mentioned above, is the main 
principle for the synchronous contraction of the ventricles. 
Normally, the activation of the ventricles starts in the septum, 
spreads through the endocardial wall of the myocardium, and 
ends in the epicardial region.

23.1.2.3   Cardiac Excitation Process, Electrical Origin 
of the Cardiac Cycle

Once a cardiac muscle cell is electrically activated, it results in 
the contraction of the cell occurring slightly later. Th is process is 
known as excitation–contraction coupling. During the action 
potential, intracellular Ca2+ concentration increases due to the 
opening of voltage-sensitive L-type Ca2+-channels, Na+–Ca2+ 
exchange, and Ca2+-induced Ca2+ release from the sarcoplasmic 
reticulum (SR). Free Ca2+ is the main substrate of the contractile 
system, the thin and thick fi laments in the myocyte. Free Ca2+ 
binds to troponin C, a protein localized in the thin fi lament, and 
initiates structural changes in the myofi laments. Th is results in 
the interconnection and shift  of the thin and thick fi laments 
causing the contraction of the cell. Th e contraction of the myo-
cyte comes to an end with a process called relaxation. Cardiac 
relaxation mainly starts through the activation of Ca2+-ATPase 
pumps and the Na+–Ca2+ exchanger resulting in the reintroduc-
tion of Ca2+ into the SR and the decrease of cytosolic Ca2+ 
concentration.

23.2   Electrocardiogram: Electrical 
Signal of the Cardiovascular 
System

23.2.1   Brief History of the Development of 
Electrocardiogram Recording

Th e fi rst observations of the electric current accompanying each 
heart beat were made in 1842 by Carlo Matteucci. Marey used a 
capillary electrometer to record the electrical activity of the frog 
heart in 1876. Th e fi rst human electrocardiogram (ECG) was 
recorded with Lippmann’s capillary electrometer in 1887 by 
Augustus D. Waller. Th is simple ECG revealed only two defl ec-
tions indicating the ventricular events. However, the term 
 “electrocardiogram” was established later in 1893 by Willem 
Einthoven as well as the terms P, Q, R, S, and T denoting diff er-
ent defl ections of the ECG. Einthoven invented a new galvanom-
eter for the accurate recording of the ECG and published the fi rst 
ECG recorded with it in 1902. He received the Nobel prize in 
1924 for his life’s work in developing the ECG.
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23.2.2  Origin of the ECG

Th e ECG is a graphic image of the sum of the electric currents 
generated in the heart. Th ese currents spread over the tissues sur-
rounding the heart and reach the surface of the body. Th erefore 
they can be recorded using surface electrodes and visualized aft er 
appropriate amplifying. As the mass of the pacemaker cells and 
the specialized conductive tissues is small, the ECG mainly rep-
resents the electrical activity of the working muscle.

23.2.3 ECG Electrode Placement

Th e standard 12-lead ECG measures the heart from 12 diff erent 
directions throughout the recording of the potential diff erence 
between electrode pairs (Figure 23.1).

Bipolar leads are placed on the limbs: Lead I: positive electrode 
set on the left  arm, negative electrode set on the right arm, Lead 
II: positive electrode set on the left  leg, negative electrode set on 
the right arm, and Lead III: positive electrode set on the left  leg, 
negative electrode set on the left  arm. Einthoven’s triangle is an 
approximate presentation of the three limb lead vectors with the 
heart in the center as shown in Figure 23.1. Unipolar leads  pro-
vide information about the diff erence in potential between posi-
tive limb or chest electrodes and an indiff erent electrode having 
very low (“zero”) potential as the negative electrode. In case of the 
conventional unipolar chest leads, the positive electrodes are 
placed on the chest wall (Figure 23.1): aVR: right arm lead, aVL: 
left  arm lead, aVF: left  leg lead, V1: fourth intercostal space, next 
to the right margin of the sternum, V2: fourth intercostal space, 
next to the left  margin of the sternum, V3: midway between V2 
and V4, V4: fi ft h intercostal space, in the midclavicular line, V5. 
left  anterior axillary line, at the horizontal level of V4 and V6: left  
midaxillary line, at the horizontal level of V4.

23.2.4  Special Leads Used in Specifi c 
Diagnostic and Therapeutic 
Interventions

Holter ECG leads are suitable for long-term—most oft en 
24–48 h—noninvasive monitoring of transitional ECG changes. 
Right thoracic ECG leads (Vr3–Vr6) placed on the right chest as a 
symmetric image of their left  ventricular matches can unequivo-
cally reveal right ventricular myocardial damage. Because of the 
close anatomical location of the heart, as well as low impedance 
and high conductivity, leads placed into the esophagus can provide 
ECG signals more sensitive of low-voltage signs such as early 
atrial activation or local myocardial ischemia. During electro-
physiological testing or therapeutic interventions, special elec-
trodes are inserted into the heart. Right and left  atrial and 
ventricular intracardiac ECG signs can be recorded, as well as His 
bundle electrograms or coronary sinus electrograms. Implanted 
intracardiac electrodes of pacemaker and implantable cardio-
verter-defi brillator devices also provide intracardiac ECG signs 
for arrhythmia analysis and treatment. Recent technological 
advancements led to the development of systems combining 
three-dimensional anatomic imaging and electrical activation or 
voltage mapping (Figure 23.2). Th ese systems have the ability to 
visualize the heart chambers and anatomic landmarks as well as 
diagnostic and mapping catheters without using fl uoroscopy, 
while providing three-dimensional snapshots or continuous 
images of electrical events in the heart.

23.3 Twelve-Lead ECG

Th e 12-lead ECG presents temporospatial details about the 
heart’s electrical activity (Figure 23.3). Limb leads (Lead I, Lead 
II, Lead III, aVR, aVL, aVF) provide information about cardiac 
electrical activity in the frontal plane, while chest leads (V1–V6) 
show views of the horizontal plane of the heart. Arising from the 
polarity arrangement of the electrodes, depolarization waves 
proceeding towards an electrode result in positive defl ections, 
waves moving away from an electrode provide negative defl ec-
tions on the ECG. Certainly, as the electrical events are recipro-
cal, a repolarization wave heading away from an electrode will 
cause positive signs on the ECG lead.

23.3.1 QRS Axis

In general, the QRS axis means the average direction of cardiac 
electrical activity. Th e most commonly applied frontal plane 
QRS axis indicates the average direction of ventricular activation 
wave fronts in the frontal plane (Figure 23.4). Conventionally, an 
axis pointing horizontally to the left  is 0° and an axis pointing 
vertically down is +90°. Th e normal QRS axis is between −30° 
and +90°. If it is more negative than −30°, left  axis deviation 
is present, while right axis deviation means a QRS axis more 
 positive than +90° (Figure 23.5). Certain leads indicate concrete 
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FIGURE 23.1 Th e 12 ECG leads and the Einthoven’s triangle.



23-4 Diagnostic Physics

directions in the frontal plane as seen in Figure 23.1. Generally, 
the QRS axis is near to the lead with the largest positive  defl ection, 
180° away from the lead with the largest negative defl ection and 
perpendicular to the isoelectric lead.

23.3.2  Coherent Leads and Represented 
Cardiac Areas

Certain leads together represent well-defi ned anatomical areas 
of the heart. Th e inferior leads (II, III, aVF) provide the most 
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information about the inferior cardiac areas. Th e lateral leads 
(I, aVL, V5, V6) mainly look at the cardiac electrical activity of 
the lateral wall of the left  ventricle. Th e anterior leads (V1, V2) 
face the anterior surface of the heart, while the septal leads 
(V3, V4) map electrical wave fronts from the direction of the 
interventricular wall. Lead aVR views the endocardial surface 
and the right atrium.

23.4  Development of the Specifi c 
Parts of the ECG

23.4.1 Origin of the P-Waves

Th e P-wave represents the sequential depolarization of the right 
and left  atria (Figure 23.6).

23.4.2 Origin of the QRS Complex

Th e QRS complex is generated by the depolarization of the right 
and left  ventricles (Figure 23.6). Th e Q-wave (if present) is the ini-
tial negative defl ection of the QRS complex, the R-wave is the fi rst 
upward defl ection of the QRS complex, while the S-wave is the fi rst 
negative defl ection aft er the R-wave. If there is an additional posi-
tive defl ection in the QRS complex, it is called R′-wave. Normally, 
the depolarization process of the ventricles goes on simultaneously 
due to the fast impulse conduction through the bundle branches 
and the Purkinje fi bers, resulting in narrow QRS complexes.

23.4.3  The ST-Period, the T-Waves, 
and the U-Waves

Th e ST-segment of the ECG represents a physiologically unevent-
ful period of the cardiac electrical activity between the depolar-
ization and repolarization processes of the ventricles. Th e 
T-waves map the repolarization of the ventricles (Figure 23.6). 
Th e origin of the U-waves sometimes following the T-waves 
on the ECG is not yet clear. Presumably, these small waves indi-
cate the development of aft er depolarizations in the heart.

23.4.4  Relevant Intervals on the ECG

During the assessment of the ECG, there are some time intervals 
that should be analyzed (Figure 23.6). Th e shortening or more 
oft en the extension of these ECG parts may refer to the origin of 
electrical or structural heart diseases.
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23.4.4.1 PQ Interval

Th e PQ interval shows the time interval from the onset of atrial 
depolarization (beginning of the P-waves) to the onset of ven-
tricular depolarization (beginning of the QRS complex). Th e PQ 
interval is physiologically between 0.12 and 0.2 s.

23.4.4.2 QRS Duration

Th e QRS duration is measured between the start of the Q-wave 
and the end of the S-wave. Normally, the length of the QRS com-
plex is between 0.07 and 0.10 s.

23.4.4.3 QT (QTc) Interval, QT Dispersion

Th e QT interval represents the entire duration of ventricular 
depolarization and repolarization. It is measured between the 
onset of the Q-wave and the end of the T-wave. Because its length 
is strongly infl uenced by the heart rate (HR), normal values are 
determined by correcting for it. Th ere are several methods for 
the calculation of this corrected QT interval—the QTc, the best 
known is Bazett’s formula:

 

QtQTc [s].
RR

=
 

(23.1)

Th e QTc interval is normal if <0.44 s. Th e QT dispersion is the 
diff erence between the maximum and minimum values of QT 
time in any two leads of the standard 12-lead ECG. Measurement 
of QT dispersion is a noninvasive method to quantify cardiac 
repolarization inhomogenity and arrhythmia risk. Normal QT 
dispersion is less than 0.05 s.

23.4.4.4 PP Interval

Th e PP interval means the distance between two consecutive 
P-waves on the ECG, representing the duration of atrial cycle, 
and indicating atrial rate.

23.4.4.5 RR Interval

Th e RR interval is the time duration between two consecutive 
R-waves, representing the duration of the cardiac cycle, and 
indicating ventricular rate.

23.5  Periodicity of the ECG

23.5.1 Heart Rate

HR means the number of cardiac cycles taking place in 1 min. 
Th e HR can be calculated from the RR interval if it is  constant: when 
the ECG is recorded at a speed of 25 mm/s, HR = 60/RR (in s). 
Normal resting HR of an adult is between 60 and 100 min−1. HR 
under 60 min−1 is called bradycardia, while HR more than 
100 min−1 is called tachycardia. A clinically signifi cant bradycar-
dia is stated when bradycardia causes symptoms such as fainting 
or dizziness. HR increases during physical or psychological stress, 
the rate of increase mainly depends on the age, sex, and fi tness of 
the individual. In case when the HR increase is reduced or fails 
during exercise, chronotropic incompetence is established. On 
the other hand, when the increase in sinus rate is causeless or 
excessive, inappropriate sinus tachycardia is the diagnosis.

23.5.2 Heart Rate Variability

Heart rate variability (HRV) refers to the beat-to-beat alterations 
in ventricular rate. Th e simplest measures of HRV are the time 
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domain measures: either the momentary HR values or the time 
intervals between consecutive QRS complexes (“normal-to-nor-
mal,” NN intervals) are determined in a chosen time interval. 
From a series of measurements carried out over longer time peri-
ods, complex statistical time domain measures can be calcu-
lated. For example, the mean NN interval, the mean HR, or the 
diff erence between the longest and shortest NN intervals can be 
determined. Th e standard deviation of the NN intervals (SDNN), 
the standard deviation of the average NN intervals (SDANN), 
and the square root of the mean squared diff erences of succes-
sive NN intervals (RMSSD) are commonly used statistical 
parameters. HRV represents one of the quantitative markers of 
autonomic infl uence on the heart: a decrease in HRV indicates 
increased sympathetic and/or reduced vagal eff ect on the heart. 
Th e reduction of HRV has been documented in several cardiac 
and noncardiac diseases. Decreased HRV has been observed in 
acute myocardial infarction (AMI) and in chronic heart failure 
as well as in diabetic neuropathy. Th e assessment of HRV can be 
used for risk stratifi cation aft er AMI.

23.5.3  Changing ECG Morphology, Electrical 
Alternans

Electrical alternans means a repetitive variation in the mor-
phology, amplitude, duration, and/or direction of any com-
ponent of the ECG. Alternant ECG signs can be caused by 
repolarization alternans (affecting the ST-segment, the T- 
and/or the U-waves) or conduction and refractoriness altern-
ans (affecting the P-wave, the PR interval, the QRS complex, 
and/or the RR interval). As an artifact of ECG recording, 
“electrical alternans” can result from the mechanical move-
ment and alteration in the position of the heart. Alternant 
T-waves often accompany QT lengthening, rapid changes in 
HR, electrolyte imbalance, or diseases such as cardiomyopa-
thies or acute  pulmonary embolism. An ST-segment altern-
ans often occurs in acute myocardial ischemia or infarction, 
and usually means alternating measures of ST-elevation. The 
significance of T-wave and ST-alternans lies in the fact that 
both phenomena can be predictors of life-threatening ven-
tricular arrhythmias. Conduction alternans on the ECG is a 
result of the alternation of impulse propagation through one 
or more specialized conductive tissues in the heart. It may 
appear in cases of myocardial ischemia, chronic heart dis-
eases, pulmonary embolism, atrial fibrillation (AF), or Wolff–
Parkinson–White syndrome.

23.6 Normal ECG

Normal ECG is considerably variable due to age, habit, weight, 
and several other known or not defi ned individual features of 
the person (Figure 23.3). All uncommon ECG patterns should be 
denoted on the documentation and should be evaluated consid-
ering the previous ECG recordings and documentation as well as 
the current signs and symptoms of the patient.

23.6.1 Rhythm

Since the physiological pacemaker of the heart is the sinus node, 
sinus rhythm is a crucial component of the normal ECG. Sinus 
rhythm means that the wave front depolarizing the whole heart 
originated from the sinus node.

23.6.2 Frequency

Normal sinus rate of an adult is between 60 and 100 min−1 at 
rest. A few healthy people, especially sportsmen, oft en show a 
resting HR less than 60 min−1 due to the predominance of 
the parasympathetic control of sinus node impulse genera-
tion. On the other hand, sinus tachycardia is oft en observed 
in the normal ECG due to mental stress or physical exercise. 
Th e variability of sinus rate with respiration may exceed 
15% and sometimes can reach 50%. In young healthy individ-
uals, this phenomenon called sinus arrhythmia is usually 
physiological.

23.6.3  The Frontal Plane QRS Axis

Th e average direction of ventricular activation—the frontal plane 
vector of myocardial depolarization—is normally between −30° 
and +90° (Figure 23.4).

23.6.4 The P-Waves

In case of sinus rhythm and normal activation sequence of the 
atria, P-waves are always positive in lead I, and always negative in 
lead aVR. Furthermore, P-waves are oft en positive but sometimes 
are biphasic (positive-negative) in leads II, III, and aVF. In lead 
aVL, P-waves can be positive, negative, or biphasic (negative–
positive). Th e P-wave is usually positive in the horizontal leads 
V5–V6, and positive or biphasic (positive–negative) in lead V1.

23.6.5 The QRS Complex

Th e QRS amplitude shows a remarkable individual variability: not 
only the size of the heart chambers and the muscle mass, but also 
the  distance and tissues between the electrodes and the heart are 
determinates. Th e normal QRS axis is between −30º and +90º, 
which means that the QRS is mostly positive in leads I and II. Most 
oft en, small r- and big S-waves (rS complexes) are present in leads 
V1 and V2. In V3, the r-wave increases, but it is usually still smaller 
than the S-wave. Th e lead where the amplitude of the R-waves 
becomes bigger than the S-waves (usually V3 or V4) is called the 
transition zone. In leads V5 and V6, small q-waves and large 
R-waves (qR complexes) can be observed, oft en without s-waves.

23.6.6 The Q-Waves

For the great signifi cance of pathologic Q-waves on the ECG, the 
knowledge of normal Q-waves is important. Th e normal Q-wave 
is shorter than 0.04 s, and lesser than 2 mm in amplitude. 
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Normally, QS-waves can be present in V1, V2 and sometimes in 
aVR leads. Th e presence of isolated Q-waves in leads II, III, or 
aVF is sometimes a normal variant. Th ese Q-waves are usually 
shorter than 0.03 s, are not accompanied by Q-waves in the other 
inferior leads, and they oft en disappear on deep inspiration. 
Moreover, small, narrow Q-waves oft en appear in some of the 
 lateral leads (I, aVL, V4, V5, or V6) accompanying septal 
 depolarization. Considering the depolarization followed by 
repolarization described in Chapters 4 and 5, the repolarization 
follows next.

23.6.7 Repolarization

23.6.7.1 The ST-Segment

As the elevation or depression of the ST-segment can be the main 
signal of myocardial infarction (MI) or ischemia—as detailed 
below—the recognition of harmless ST changes is important. Th e 
most common normal ST-variant is the elevation of the J-point (the 
point marking the end of the QRS complex and the beginning of the 
ST-segment). Th e 0.5–1.5 mm elevation of the J-point is frequently 
observed in V2 and V3 leads resulting in ST-segment elevation of up 
to 0.3 mV, especially in sinus bradycardia. Th e phenomenon called 
early repolarization—consisting of J-point and ST-segment eleva-
tion of up to 0.4 mV, starting up from the downstroke of the R-wave 
and observable in inferior and  anterior leads—is usually a diffi  cult 
diff erential diagnostic problem. In case of early repolarization, the 
ST-segment usually shows an upward concave confi guration and 
notching of the J-point in one or more leads.

23.6.7.2 The T-Wave

Normal T-waves are generally not taller than 10 mm in chest 
and 5 mm in limb leads. Th e T-waves are normally positive in 

lead I and are commonly positive in lead aVL, in the inferior 
leads and in leads V2–V6. Otherwise, normal T-waves are oft en 
negative in lead III and are highly variable (negative, positive, or 
isoelectric) in lead V1. Isolated T-wave inversion with preceding 
negative QRS complexes, especially in lead aVL, III, or aVF, 
usually does not refer to myocardial ischemia. In respect to the 
morphology, T-waves are normally asymmetric as they show a 
slow upstroke and a faster downstroke. However, as a normal 
variant, tall, positive, and oft en symmetric T-waves may appear 
in the precordial leads due to sinus bradycardia and increased 
vagal tone (Figure 23.7).

23.6.7.3 The U-Wave

As mentioned above, the U-waves are not a regular component of 
the ECG. However, they can appear on the normal ECG as small 
fl at positive waves following the T-waves. Although the absence of 
the U-waves has no signifi cance, their appearance sometimes 
indicates pathologic processes such as low potassium levels.

23.6.7.4 Intervals

As mentioned before, the most important intervals on the nor-
mal ECG are as follows: normal PQ interval is between 0.12 and 
0.2 s, normal QRS duration is between 0.07 and 0.10 s, and the 
normal QTc interval is less than 0.44 s.

23.7   Abnormalities of ECG in Cardiac 
Diseases

23.7.1  Deviating ECG

In general, all changes on the ECG compared to the previous 
recordings should be considered carefully. However, many times 
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FIGURE 23.7 Left  ventricular hypertrophy. R-wave in V5: 3 mV (30 mm), S-wave in V1: 1.8 mV (18 mm). Th e tall, symmetric T-waves in the 
precordial leads refer to increased vagal tone.
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the preceding ECGs are not available or had never been done. 
Some of the changes are unequivocally pathologic, some of them 
need detailed attention.

23.7.1.1 Specifi c Changes of the P-Wave

Th e inversion of the P-waves (which usually means the turn of 
generally positive defl ections to negative ones) indicates that the 
atrial depolarization has an unusual direction. Th is is the situa-
tion when atrial activation starts from an atrial site distinct from 
the SA-node or when the anatomic position of the heart is irreg-
ular (e.g., dextrocardia). Moreover, an increase in the duration 
and/or amplitude of the P-waves together with changes in shape 
can be observed in case of atrial hypertrophy (Figure 23.8a and 
b) Sometimes the P-waves cannot be revealed on the ECG due to 
sino-atrial block or in case of junctional rhythm. Much more 
oft en, P-waves are replaced by F-waves (atrial fl utter) or f-waves 
(AF) as detailed below (Figures 23.9 and 23.10).

23.7.1.2 Specifi c Changes of the PQ Interval

Th e PQ interval is reduced in cases of Wolff –Parkinson–White 
syndrome (Figure 23.11) or junctional rhythm. On the other 
hand, a prolongation of the PQ interval can be observed in some 
types of heart block (Figures 23.12 and 23.13).

23.7.1.3 Specifi c Alterations of the QRS Complex

Except for small Q-waves that can be present on the normal 
ECG, the appearance of wide and deep Q-waves (duration 
≥0.04 s, amplitude: >2 mm or >25% of R-wave amplitude) on 
the ECG generally refer to MI (see below). Th e pathological 
Q-wave does not disappear during deep inspiration—in con-
trast to the normal one. Th e QRS complex may be broad (more 
than 0.10 s in duration) and bizarre in shape either in sinus 
rhythm or during ventricular rhythm. In case of sinus rhythm, 
right or left  ventricular bundle branch block (Figures 23.8c, 
23.13, and 23.14) and intraventricular conduction disorders 

FIGURE 23.8 Some common changes of the ECG. (a) P pulmonale, (b) P mitrale, (c) QRS widening and distortion, (d) delta wave on the QRS 
complex, (e) ST elevation, (f) ST depression, (g) T inversion, and (h) peaked T wave.
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may result in the abnormality of QRS in shape and length due to 
the changes in normal impulse conduction, while ventricular 
hypertrophy may cause QRS broadening due to the increased 
time needed for impulse conduction in the extended muscle 
mass. On the other hand, when pathological electrical impulse 
generation starts from the ventricles, the depolarization wave 
front propagates in the ventricular working muscle instead of 

the specialized conductive tissues. Th is process is much slower 
than the normal course of impulse conduction, causing mal-
formed and widened QRS complexes. Th is is the situation in 
case of ventricular ectopic beats (Figure 23.15a), idiopathic ven-
tricular rhythm, diff erent types of ventricular arrhythmias 
(Figures 23.15 through 23.18), or during ventricular pacemaker 
stimulation.
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FIGURE 23.9 Atrial fl utter. Th e arrows show the fl utter F waves. Every second F-wave is followed by QRS complexes (2:1 block).
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FIGURE 23.10 Atrial fi brillation. Th e arrows show some of the low-amplitude F-waves.



Electrocardiogram 23-11

23.7.1.4 Specifi c Changes of the ST-Interval

Th e changes of the ST-interval are measured 0.04 s (1 mm in 
case of 25 m/s paper speed) aft er the J-point, and are compared 
to the baseline (the line from the end of the T-wave to the start of 
the P-wave). Th e elevation of the ST-segment is considered sig-
nifi cant if it exceeds 1 mm in the limb leads or 2 mm in the pre-
cordial leads. Acute ST-elevation myocardial infarction (STEMI) 
causes ST-elevation in coherent ECG leads facing the infarct 
(Figures 23.8e, 23.19, and 23.20). Typically, this kind of 
ST-elevation shows upward convexity. Acute vasospastic 
(Prinzmetal) angina leads to similar ECG changes. However, 
ST-elevation of any kind from a patient having chest pain must 
be considered as a sign of MI until proven otherwise. It is impor-
tant to emphasize that there are multiple other diseases that 
cause ST-segment elevation. Pericarditis causes diff use moder-
ate ST-elevation (in several or all ECG leads) usually showing an 
upward concave shape. Closer inspection may reveal depressed 
pQ intervals and that the ST is not elevated compared to the T-P 
true isoelectrical line. Myocarditis also can result in extended 

nonspecifi c ST-elevation (or even depression) usually small in 
amplitude (Figure 23.21). Moreover, the causes of QRS widening 
as detailed above also may cause bizarre ST-elevation or depres-
sion in several leads. Usually, an ST-depression is abnormal 
when it is higher in amplitude than 0.5 mm, horizontal or 
descending, and appears in coherent leads (Figures 23.22 and 
23.23). Left  or right ventricular “strain” results in descending 
ST-depression followed by inversed T-waves in leads that look at 
the aff ected hypertrophied ventricle. Ischemic ST-depression is 
usually horizontal or slightly descending and is oft en followed 
by symmetric T-inversion (Figures 23.22 and 23.23). Digitalis 
therapy may cause a typical “sagged” shape ST-depression with-
out T-inversion in several leads that are not defi nitely coherent. 
Th e ascending ST-depression oft en accompanying sinus tachy-
cardia is a harmless phenomenon.

23.7.1.5 Specifi c Changes of the T-Waves

Th e evaluation of T-wave deviations is diffi  cult as there can be 
several reasons for nonspecifi c T-wave changes on the ECG. Th e 
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FIGURE 23.11 Wolff –Parkinson–White syndrome. (a) ECG in sinus rhythm. Th e arrows show the delta waves referring to the early ventricular 
activation. (b) FBI tachycardia developing on the basis of atrial fi brillation in the WPW syndrome.
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alterations of other parts of the ECG, as well as anamnestic data 
and other clinical fi ndings help in fi nding the appropriate 
 diagnosis. Flattened T-waves or slight T-inversion is a common 
and  nonspecifi c fi nding. Hyperventila tion, smoking, or other 
individual features may cause this variation. However, fl attened 
T-waves together with the low voltage of all other ECG  complexes 
may also appear in hypokalemia or myxoedema. Ventricular 

hypertrophy and bundle branch blocks are oft en accompanied 
by T-wave inversion, as well as myocardial ischemia (Figures 
23.8g, 23.13, 23.14, and 23.23). In early MI, tall and peaked 
T-waves appear on the ECG (Figure 23.19) followed by T-inversion 
as the time progresses. Hyperkalemia also results in tall and 
peaked T-waves but without specifi c ST-changes that are usually 
observable in MI (Figure 23.8h).
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FIGURE 23.12 Atrioventricular blocks. (a) A fi rst-degree AV-block (Holter leads I, II, and III); (b) a Wenkebach-type (Mobitz I) second-degree 
AV-block (Holter leads I, II, and III); and (c) a third-degree AV-block (AV-dissociation), junctional rhythm with a rate of 36 min−1.
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FIGURE 23.13 Right bundle branch block with a fi rst-degree AV-block.
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FIGURE 23.14 Left  bundle branch block.

I
(a)

II

III
1 s

41:52(1)
(b)

.90 .88 .88 .86 .42 .38 .43 .39 .39 1.061.44

FIGURE 23.15 (a) Bigeminic monomorphic VES. (b) A polymorphic nsVT of seven beats. Holter recording (Holter leads I, II, and III).
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FIGURE 23.16 Sustained monomorphic VT. Th e arrows show the atrial P waves independent of the broad- and bizarre-shaped QRS complexes 
(AV-dissociation).
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FIGURE 23.17 Torsade de pointes VT. Th e QRS twist around the baseline and the periodic varying of the QRS amplitude is present.

I 

II 

III 
1 s

FIGURE 23.18 A fast polymorphic VT progrediating into ventricular fi brillation.
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23.7.1.6 Specifi c Changes of the U-Waves

Th e U-waves may become prominent in hypokalemia or  during 
digitalis therapy. Th e signifi cance of solitary U-wave abnormali-
ties is not yet ascertained, although may refer to abnormalities of 
repolarization.

23.7.1.7 Specifi c Changes of the QT (QTU) Interval

A long QT interval (>0.44 s), as a congenital or acquired, transient 
phenomenon is a sign of impaired, prolonged repolarization. Its 
main signifi cance is that long QT syndrome is associated with an 
increased risk of ventricular arrhythmia formation (particularly 
torsade de pointes, see below) and sudden death. Short QT syn-
drome, a recently described and rare entity is characterized by a 

QTc interval of <0.30 s. Similarly to long QT syndrome, short QT 
syndrome also has a predisposition for ventricular tachyarrhyth-
mias and sudden death.

23.7.2  Arrhythmias

23.7.2.1 Sinus Node Diseases, SA-Blocks

Sinus arrest (Figure 23.24), the transient loss of the SA-node 
electrical activity, means a pause without a P-wave and a QRS 
complex. SA-block is present when the excitation of the atria 
from the SA-node is delayed or blocked. First-degree SA-block is 
not refl ected on the ECG. Second-degree SA-block means the 
temporary, third-degree SA-block means the complete dropout 
of the SA-node action potential propagation through the atria 
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FIGURE 23.19 Acute extensive anterior myocardial infarction. ST-elevation in leads I, aVL, and leads V1–V6.
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FIGURE 23.20 Acute inferoposterior myocardial infarction. ST-elevation in leads II, III, and aVF, ST-depression in leads V2 and V3.
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FIGURE 23.21 A 12-lead ECG of a patient suff ering from myocarditis. Generalized ST-T abnormalities.
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FIGURE 23.22 ECG signs of myocardial ischemia during exercise testing. ST-depression in leads II, III, aVF, and in leads V3–V6.
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and appear as the occasional or persistent absence of the P-waves, 
similar to the signs of sinus arrest.

23.7.2.2 AV-Blocks

In case of AV-blocks, the impulse propagation from the atria to 
the ventricles slows down or fails. First-degree AV-block means 
a slower but uninterrupted AV conduction (Figures 23.12a and 
23.13), the PQ-interval lengthens and exceeds 0.2 s. Second-
degree AV-block is the case when a transient block of the 
AV  conduction occurs. Type I (Wenckebach or Mobitz I type) 
second-degree AV-block is the diagnosis when the continuous 
prolongation of the PR interval precedes the nonconducted 
P-wave (Figure 23.12b). In case of type II (Mobitz II) second- 
degree AV-block, the PR intervals and the RR intervals before 
and aft er the pause are constant. Second-degree AV-block oft en 
occurs as 2:1, 3:1, and so on. block, which means every second 
or third, and so on. P-wave is blocked (Figure 23.9). In case of 
third- degree AV-block, the AV conduction is completely blocked, 
QRS  complexes appear independently of the atrial P-waves 
(Figure 23.12c).

23.7.2.3 Right Bundle Branch Block

When the conduction in the right bundle branch is blocked, 
the widening and distortion of the QRS complex appears on 
the ECG (Figure 23.13). Terminal R′-waves, usually rSR′ com-
plexes in lead V1, terminal R-waves in lead aVR and terminal 
S-waves in leads I, aVL, and V6 are typical ECG signs. Th e 
ST-T-waves are usually opposite to the terminal part of the 
QRS. Th e QRS duration is ≥ 0.12 s in complete right bundle 
branch block (RBBB), and is between 0.10 and 0.12 s in incom-
plete RBBB.

23.7.2.4 Fascicular Blocks, Left Bundle Branch Block

Left  anterior fascicular block (left  anterior hemiblock) causes 
marked left  axis deviation and slight QRS widening (QRS < 0.12 s) 
(Figure 23.5a) with ECG signs as follows: rS complexes in the 
inferior leads, small preserved septal q-waves, usually qR com-
plexes in the lateral limb leads, poor R progression in leads 
V1–V3, and deep S-waves in leads V5–V6. Left  posterior fascicu-
lar block (left  posterior hemiblock) (Figure 23.5b) results in right 
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FIGURE 23.23 Non-ST-elevation myocardial infarction. Severe ST-T changes: ST-depression and T-wave inversion in almost all ECG leads.
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FIGURE 23.24 Sinus arrest with a signifi cant pause of 3089 ms. Holter recording (Holter leads I, II, and III).
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axis  deviation and a slight QRS widening (QRS < 0.12 s) with the 
next ECG signs: rS pattern in the lateral limb leads and qR com-
plexes in the inferior leads. In case of complete left  bundle branch 
block (LBBB, Figure 23.14), the remarkable widening (QRS dura-
tion > 0.12 s) and the  distortion of the QRS complex can be 
observed. Th e Q-waves in lead V1 and the smaller primal R-waves 
in lead V6 refer to the depolarization of the smaller muscle mass 
of the right ventricle. Otherwise, the terminal S-waves in lead V1 
and the terminal broad, monophasic R-waves usually causing an 
“M” pattern in leads I, aVL, and V6 show the delayed depolariza-
tion of the left  ventricle. A reduced R-wave progression in leads 
V1–V3 may also be observable in LBBB. Th e ST-T-waves are 
opposite to the  terminal waves of the QRS complex in simple 
LBBB. In incomplete LBBB, the QRS duration is between 0.10 and 
0.12 s with similar QRS but less ST-T changes than those observed 
in complete LBBB.

23.7.2.5 Supraventricular Tachycardias

Th ese arrhythmias arise from the atria or the AV junction, usu-
ally appearing with narrow QRS complexes on the ECG. A single 
supraventricular extrasystole means one premature beat, a cou-
plet or a triplet means two or three premature beats following 
each other. A nonsustained supraventricular tachycardia (SVT) 
is a supraventricular rhythm disturbance of more than three 
consecutive beats and less then 30 s duration, while a sustained 
SVT is longer than 30 s. Moreover, the premature beats may 
occur in bigeminic, trigeminic, and so on forms, which means 
that every second, third, and so on beat is premature.

23.7.2.6 Atrial Flutter, AF

Atrial fl utter (Figure 23.9) appears on the ECG with the so-called 
saw-tooth atrial fl utter waves (F-waves) of 250–300 min−1, which 
are best seen in leads II, III, and aVF. A 2:1 AV-block  usually 
appears in atrial fl utter causing a regular ventricular rate of 
about 150 min−1. AF (Figure 23.10) means rapid, chaotic atrial 
activity of >300 min−1, resulting in the absence of the normal 
P-waves and the appearance of small f-waves on the ECG. Th e 
ventricles beat irregularly in AF.

23.7.2.7 AV-Nodal Reentrant Tachycardia

Th is regular supraventricular tachycardia of 150–250 min−1 
starts abruptly, oft en following a premature beat (Figure 23.25). 
Typically, the activation goes towards the ventricles via an 
AV-nodal slow pathway, and returns to the atria through an 
AV-nodal fast pathway [slow–fast AV-nodal reentrant tachy-
cardia (AVNRT)]. In this case, the P-waves are usually obscu red 
by the QRS complexes due to the nearly simultaneous atrial and 
ventricular depolarization. In the atypical form, fast–slow 
AVNRT, inverted P-waves may appear in the ST-segment or the 
T-waves with normal or slightly prolonged PQ interval. Th e 
QRS comp lex can be normal or broadened due to rate-related 
aberrant conduction.

23.7.2.8  AV Reentrant Tachycardia (Wolff–Parkinson–
White Syndrome)

In AV reentrant tachycardia (AVRT) (Figure 23.11), one or more 
accessory electrical pathways somewhere in the AV-junction are 
present. An early ventricular activation through the accessory 
pathway causes a short PR interval (<0.12 s) and an initial wid-
ening of the QRS complex (Figures 23.8d and 23.11a) called delta 
wave on the ECG. Th e onset of the AVRT is usually abrupt and 
initiated by a premature beat. In the orthodromic form, the 
impulse travels through the  normal AV junction to the ventricles 
and goes retrograde on the accessory tract to the atria, causing 
narrow QRS complexes with retrograde P-waves at the end of 
them or at the beginning of the ST-segment (RP < 0.10 s). 
Conversely, an antidrome AVRT is the case when the antero-
grade conduction goes through the accessory path resulting in 
wide QRS complexes and retrograde P-waves with a long RP-time 
(RP > 0.10 s).Th e fast, wide complex tachycardia turning out due 
to the fast conduction of electrical impulses in AF through the 
ventricles by the aberrant pathway is called FBI (fast, broad and 
irregular) tachycardia (Figure 23.11b).

23.7.2.9 Tachyarrhythmias of Ventricular Origin

Th ese rhythm disturbances originate from the ventricles, typically 
appearing with broad QRS complexes on the ECG. Th e terms sin-
gle ventricular premature beats (VES, ventricular extrasystole), 
couplets (coupled VES), triplets, nonsustained (nsVT), and 
 sustained VT, bigeminic and trigeminic VES are used with 
the same naming conventions as mentioned at supraventricular 
tachycardias (Figure 23.15). A ventricular rhythm of 100–120 min−1 
is called accelerated idioventricular rhythm. A ventricular tachy-
cardia (VT) may have a rate of 120–240 min−1. Th e VT is termed 
monomorphic when it consists of identical or very similar QRS 
complexes (Figure 23.16), and typically has a regular rhythm. 
Idiopathic ventricular outfl ow tract tachycardia (Figure 23.2), a 
monomorphic VT, usually arises from the right ventricular out-
fl ow tract and shows LBBB pattern and right axis deviation. Bundle 
branch reentrant ventricular tachycardia usually originates from 
the left  bundle branch causing an RBBB pattern monomorphic 
ventricular tachycardia and relatively short QRS complexes during 
the VT. A polymorphic VT shows beat-to-beat variation in QRS 
complexes and a usually irregular rhythm (Figure 23.15b). Torsade 
de pointes tachycardia (TdP VT) shows a characteristic twist of the 
QRS complexes around the baseline and the periodic varying of 
the QRS amplitude (Figure 23.17). Th e most important direct 
cause of sudden death, ventricular fi brillation (Figure 23.18), is a 
rapid, chaotic ventricular activity causing frequent, irregular, non-
repetitive, slow amplitude waveforms on all leads of the ECG.

23.7.3  ECG Manifestations of Relevant 
Cardiovascular Diseases

23.7.3.1 Atrial Enlargement

Right atrial enlargement causes peaked P-waves (also called 
“P pulmonale”) in leads II, III, and aVF (Figure 23.8a). In case of 
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left  atrial enlargement, a notched, m-shaped P-wave (also called 
“P mitrale”) appears in leads I and II (Figure 23.8b).

23.7.3.2 Ventricular Hypertrophy

Right ventricular hypertrophy (RVH) causes dominant R-waves 
instead of the physiologically dominant S-waves in leads facing 
the right ventricle. On the contrary, deep S-waves develop in the 
left  ventricular leads. A slight increase in QRS duration, right 
axis deviation as well as ST-T changes (directed opposite to QRS 
 duration) may also occur in RVH. Left  ventricular hypertrophy 
(Figure 23.7) causes R-wave amplitude increase, usually 
ST-depression, and T-inversion in the left  ventricular leads with 
S-wave amplitude increase in the right ventricular leads.

23.7.3.3 Myocardial Ischemia, Prinzmetal Angina

Th e most common ischemic ECG sign is signifi cant 
ST-depression (horizontal or descending), oft en accompanied 
by T-wave abnormalities (fl attening, inversion) (Figures 23.8f, g 
and 23.22). Coronary vasospasm causes transitory ST-elevation 
on the ECG.

23.7.3.4 Acute Myocardial Infarction

Generally, the fi rst ECG signs of MI are increased T-wave 
 amplitude and width. In case of transmural injury, ST-elevation 
evolves associated with the T-wave changes mentioned above. 

Later, the myocardial necrosis can be indicated by the develop-
ment of pathologic Q-waves—mainly in cases of STEMI—
together with the decrease of the ST-elevation and the inversion 
of the T-waves. In the chronic stage of MI, ST-T changes usually 
disappear and pathologic Q-waves (if any) may be the only ECG 
sign of previous MI. Newly developed LBBB, although masking 
its typical ECG signs, may also refer to AMI. In STEMI, the sig-
nifi cant ST-elevation appears in coherent leads facing the infarct 
and typically shows upward  convexity (Figures 23.19 and 23.20). 
Th e specifi c ECG changes appear as follows: anterior MI: leads 
V2–V4, anteroseptal MI: leads V1–V4, septal MI: leads V1–V2, 
extensive anterior MI: leads V1–V6 (Figure 23.19), anterolateral 
MI: leads V2–V6, I, aVL, lateral MI: I, aVL, V5–V6, inferior MI: 
II, III, aVF (Figure 23.20), right ventricular MI: right chest lead 
V4R, posterior MI: reciprocal changes in leads V1–V3 (Figure 
23.20). Moreover, reciprocal ST-depression in leads opposite to 
the site of the infarction accompanies the above-mentioned 
ST-elevation in most of the cases. In case of non-ST-elevation 
myocardial infarction (nSTEMI) (Figure 23.23), partial damage 
of the myocardial wall is not accompanied by pathologic 
ST-elevation. Th e usual ST-T changes—ST-depression (com-
monly downward convex or straight), T-inversion (typically 
symmetrical); and other ECG signs (arrhythmias, conduction 
disturbances, etc.)—are not specifi c to MI. In nSTEMI, the 
appearance of ST-T changes  usually does not allow the exact 
localization of the aff ected myocardial region.
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aVF
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FIGURE 23.25 AV nodal re-entry tachycardia. Th e arrows point at atrial P waves located in the ST period close to QRS complexes.
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23.7.3.5 Myocarditis, Pericarditis

Myocarditis causes nonspecifi c and oft en transient ECG changes 
(Figure 23.21). Th e ECG may show sinus tachycardia, AV con-
duction disturbances, or fascicular blocks. Moreover, focal 
or generalized ST-T abnormalities may develop on the ECG. 
ST-segment elevation due to myocarditis can mimic acute 
 transmural MI. Pericarditis may also cause ST-elevation, but the 
generalized, upwards concave ST-elevation and the concomitant 
PR-segment changes (elevation in aVR, depression in all other 
leads) usually facilitate the diff erential diagnosis of pericarditis.

23.7.4  ECG Manifestations of Noncardiac 
Diseases

ECG changes can also provide useful information in a wide 
 variety of noncardiac diseases.

23.7.4.1 Pulmonal Embolism (PE)

Th e classical signs of PE are S-waves in lead I, Q-waves and 
T-inversion in lead III (S1Q3T3 pattern), incomplete or complete 
RBBB and T-wave inversion in leads V1–V4. However, several 
other nonspecifi c ECG changes (such as sinus tachycardia, 

 conduction blocks, etc.) can occur in patients with PE, and the 
ECG may be normal in about 25%.

23.7.4.2 Hypokalemia, Hyperkalemia

Flattened T-waves, ST-segment depression, and prominent 
U-waves are striking but not essential ECG features of 
hypokalemia. Low potassium levels may also cause the forma-
tion of ventricular tachyarrhythmias and cardiac arrest. High 
potassium levels typically cause peaked T-waves (Figure 23.8h) 
but may also induce the decrease or the disappearance of the 
P-waves, the prolongation of the PR interval, the widening of the 
QRS complex, sine wave-shaped QRST, AV dissociation, or asys-
tole. However, the ECG also can be normal in severe potassium 
changes.

Additional Reading

Gertsch, M, Th e ECG: A Two-step Approach to Diagnosis, Springer, 
Berlin, 2004.

Julian, D, Campbell-Cowan, J, and McLenachan, J, Cardiology, 
8th edition, Saunders, Philadelphia, 2004.

Zipes, DP and Jalife, J, Cardiac Electrophysiology: From Cell to 
Bedside, 4th edition, Saunders, Philadelphia, 2004.
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24.1 Overview

Th e objective of this chapter is to provide an overview of electro-
encephalography (EEG) in terms of basic concepts and brain 
applications. Th is represents a general survey of the fi eld, which 
identifi es major areas of interest from a biomedical engineering 
point of view. For more details on either the technical or neuro-
science perspectives, the interested reader should consult spe-
cifi c reviews on these topics.1,2

24.2 Basic Concepts

24.2.1 Brief History of Electroencephalography

Th e brain monitors and controls nearly every human function, 
including sensory, perceptual, and cognitive functions. In 1929, 
Hans Berger recorded the fi rst electrophysiological correlates of 
human brain activity by placing electrodes on the scalp and 
measuring voltage changes over time.3 Th e device was called an 
“elektrenkephalogram,” which translates to electric brain 
recorder or electroencephalogram (EEG). At the time, these 
fi ndings were controversial, but the technique gained acceptance 
as the fi ndings were replicated in subsequent studies.4–6 Soon 
aft er the advent of EEG, evoked potentials (EPs) were reported 
when the brain’s response to a stimulus or event was further iso-
lated as small electrical potentials embedded within the EEG 

signals.7 Th e popularity of EEG increased signifi cantly in the 
early 1960s, with the ability to average large amounts of data 
using computers. Closely following this technological advance, 
the fi rst derivatives of EEG could also be used to study higher 
level cognitive processing (event-related brain potentials or 
ERPs).8 Since then, the use of EEG as a powerful brain imaging 
tool has become increasingly widespread in both the basic and 
clinical neurosciences.

24.2.2  Overview of Human Brain Function

Th e human brain has an average of 85 billion nerve cells (or neu-
rons), each with between 1000 and 10,000 synaptic connections.9 
Neurons have three main component parts: dendrites (input), 
cell bodies, and axons (output). While the brain can be parti-
tioned in many ways, the main structural divisions include the 
brainstem, subcortex, and cortex. Th e cortex has gyral and sul-
cal folds (to allow for increased surface area), and spans over two 
hemispheres (Figure 24.1).

Within the cortex, the primary projection neurons are pyra-
midal cells.10 Pyramidal neurons have an asymmetric shape 
(refl ecting that of a pyramid). It is this asymmetry that forms the 
basis for the open fi eld geometric confi guration necessary to 
generate the volume conducted electrical potentials recorded at 
the scalp (Figure 24.2).
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In order to understand how electrical activity is measured at 
the scalp, it is important to fi rst review how neurons communi-
cate through electrical signals.2 Th e resting potential of a neu-
ron, −70 mV, is created by an ionic gradient between the inner 
membrane and the external cellular environment (largely 
through voltage-gated ion channels and Na+/K− pumps). Th e 
main mode of neural communication occurs through action 
potentials, which represent rapid and supra-threshold depolar-
ization (above −55 mV). Action potentials are “all-or-none” phe-
nomena, whereby spiking waves (peaking at approximately 
+40 mV) are propagated along axonal membranes to presynap-
tic terminals. When action potentials reach the terminals, a 
release of chemical neurotransmitters is triggered into the syn-
apse (the space or gap between neurons). Th e binding of neu-
rotransmitters to postsynaptic membranes leads, in turn, to 
graded postsynaptic potentials, which can be either excitatory or 
inhibitory. Postsynaptic potentials may or may not result in the 
transmission of an action potential, depending entirely on the 
nature of the preceding input.11

When neurotransmitters depolarize a neuron (i.e., excitatory 
input), positive charges fl ow in at the distal sites of the dendrites 
(creating a current “sink”) and negative charges fl ow out at sites 
near the cell body (creating a current “source”).12 Th is creates a 
bioelectric situation in which there exists a dipole with negative 
and positive charges. As pyramidal cells are organized together 
with the same orientation, the open fi eld circuit that arises from 
each cell sums and is volume conducted towards sensors placed 
on the scalp (Figure 24.3).

EEG sensors at the scalp measure changes in voltage over 
time. While the sources of measured signals can theoretically 
arise from both action potentials and postsynaptic potentials, 
there are a number of factors that limit the recording of electri-
cal activity from action potentials.2 First, action potentials occur 
very quickly (1 ms) and therefore are oft en not synchronized in 
time. Postsynaptic potentials, on the other hand, occur over 
10–100 ms and are synchronized. Second, the orientations of 
axons also vary and therefore the signals are oft en not summed 
spatially. In contrast, the dendrites and cell bodies that give rise 

FIGURE 24.1 Magnetic resonance images of the human brain in 
axial (a) and sagittal (b) orientations. Note the two hemispheres and the 
highly convoluted surface.
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FIGURE 24.2 Pyramidal neuron.
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to postsynaptic potentials tend to be uniformly organized, which 
allows for the spatial summation of electric fi elds. And, third, 
action potentials create quadrapolar fi elds (rather than dipolar 
fi elds), which give rise to an additional cancellation component.

If EEG signals arise primarily from the synchronous activa-
tion of postsynaptic potentials in pyramidal neurons, the next 
question is how many cells are involved? Th ere are approximately 
1,000,000 pyramidal neurons in 1 cubic millimeter of cortical 
tissue.13 When many cells are active, the considerable number of 
individual dipoles with the same orientation sum together to 
form a single large dipole. Th is dipole is commonly referred to as 
an equivalent current dipole (ECD).

When ECDs are present in a conductive medium such as the 
brain, volume conduction occurs causing the signal to spread 
out towards the surface following the path of least resistance. In 
this case, a dipole is akin to one individual doing “the wave” at a 
stadium, while the ECD signal spread through volume conduc-
tion is similar to a crowd doing “the wave” around a stadium. 
Consequently, the voltage measured at the scalp is a refl ection of 
the number of dipoles as well as their locations, orientations, 
strengths over time, interactions, and the resistance characteris-
tics of the head. Currently the resolution of localizing individual 
ECD activity is on the level of cms.14

Typically, the voltage being recorded in EEG is quite small 
(μV–mV range) and changes in time occur within milliseconds. 
Th e main frequency range varies depending on the nature of 
the study, with a typical bandpass in EEG being 0.01–100 Hz 
and a typical bandpass in EP/ERPs being 0.1–30 Hz.2 However, 
many applications exist in which other frequency ranges are 
explored (e.g., >30 Hz). Th e traditional strength of EEG resides 
in its temporal resolution, which is limited only by the sam-
pling rate of the analog-to-digital converter and data manage-
ment capabilities (neither of which pose signifi cant barriers at 
the current time). However, a number of signifi cant advances 
have been made in estimating the spatial localization of intrac-
ranial generators, which stem largely from increased number 
of channels (up to 256) and improving the source localization 
methods (e.g., dipole, current source density, and realistic head 
models). Two fundamental challenges that limit the ability to 
resolve spatial ECDs are the inverse problem and the spatial 
blurring of electrical potentials that pass through tissue and 
bone.14

24.3   Nuts and Bolts of Measuring 
Brain Potentials

Measurement of EEG involves basic biomedical and electrical 
engineering concepts. Th e core concepts behind the technology 
are fairly well established and are therefore reviewed briefl y.15

Electrodes in contact with tissue create a standing potential 
diff erence (measured in mV) as well as impedance (measured in 
kΩ). If the standing potential diff erences and impedances are 
constant and approximately equal between electrodes, then 
there is little inherent current fl ow to the input circuits of the 

amplifi ers. Electrodes are typically made out of stainless steel, 
tin, gold, or silver coated with silver chloride.16 Diff erent types of 
electrodes have diff erent standing potential characteristics, and 
therefore diff erent recording characteristics. As a general rule, 
this necessitates that the type of electrodes should be kept con-
stant. Similarly, impedances should be kept constant and as low 
as possible (<5–10 kΩ). Th is will help to avoid a potential-divider 
circuit with the input impedance of the amplifi er. Prior to elec-
trode placement, the site should be cleaned and prepared to 
ensure a good connection. A conductive gel is applied to each 
electrode site and the impedance is verifi ed prior to recording. 
Depending on the purpose of EEG measurement, the electrodes 
may be held in place with a glue like substance (collodion is com-
monly used for long duration clinical recordings) or an elastic 
cap with embedded electrodes (Figure 24.4).16 Electrodes are 
oft en held in place using adhesive collars and tape (e.g., elec-
trodes around the eyes for an electro-oculogram or EOG). A 
variety of diff erent electrodes exist, the selection of which 
depends on the specifi c application.17

To collect usable data, at least three electrodes are needed: one 
for active recording; one as a reference; and one ground elec-
trode.2 However, most manufactured systems include between 
eight and 256 channels. Th e names and locations of electrodes 
are specifi ed by the International 10/20 system (except for high-
density systems).18 Th e International 10/20 system provides a 
consistent convention for 19 electrodes (plus the ground and the 
reference) in which the nasion (landmark at the top of the nose), 
inion (landmark extrusion at the back of the head), and pre-
auricular (in front of the ears) points are used as anatomical 
landmarks. Th e distances between electrodes are either 10% or 
20% of the distances between these anatomical landmarks, 
which accommodates for relative diff erences in head size. 
Electrode locations are specifi ed by the particular combinations 
of letters and numbers. Letters indicate regions (F: frontal, C: 
central, T: temporal, P: parietal, O: occipital), which are then 
specifi ed in terms of hemisphere (z: midline, even number: right, 
odd number: left ) and distance from the midline (Fz: frontal 
midline, C3: central left  medial; T8, temporal right distal; Figure 
24.5). All electrodes are connected via standard leads and an 

FIGURE 24.4  A single electrode.
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electrode interface device (oft en called an electrode board adap-
tor or headbox) to either analog or digital amplifi ers.19

Th e EEG signal is typically amplifi ed by a factor of 1000–
100,000.2 Th is is done using diff erential amplifi ers, in which 
 signals from an active electrode go to one input and signals 
from a reference electrode go to the other input. Diff erential input 
to one is amplifi ed, while common input to both is attenuated 
(common mode rejection).20 Amplifi ers are typically evaluated 
in terms of gain, which is a measurement of the output/input 
magnitude ratio and a useful description of the amplifi ers 
capabilities.16

Th e method (or approach) for connecting active and reference 
electrodes to the diff erential amplifi ers is oft en referred to as a 
recording montage.2 Th ere are three montage types that are com-
monly used: (1) common reference—the reference electrode is 
placed in a relatively neutral area (e.g., the nose) and is referenced 
to all other EEG channels; (2) average reference—activity from 
all EEG electrodes is averaged and used as a reference; and (3) 
bipolar—electrodes are paired and common noise is attenuated 
(e.g., this is commonly used in clinical recordings and EOG). In 
contemporary recordings, even though it is possible to set diff er-
ent montages, data are typically collected with a common refer-
ence so that montages can be selected or changed off -line. A 
person set up for EEG recording is depicted in Figure 24.6.

EEG signals are also bandpass fi ltered, either at the amplifi ca-
tion stage and/or during off -line data processing. High-pass fi l-
ters (low-frequency cutoff ) are used to attenuate low-frequency 
drift s, which can, for instance, arise from changes in the stand-
ing potential diff erences at the skin (e.g., sweat). Common high-
pass fi lter settings range from 0.01 to 0.1 Hz. Low-pass fi lters 
(high-frequency cutoff ) are also used to attenuate frequencies 

outside of the range of interest. Common low-pass fi lter settings 
range from 30 to 100 Hz.16 Oft en, a large source of noise comes 
from AC line current associated with nearby electrical supply 
(60 Hz in North America).2 Accordingly, most EEG systems use 
a selective (or notch) fi lter to attenuate the AC line current arti-
fact. Th e fi lters do not attenuate all frequencies outside the speci-
fi ed range completely. Rather, fi lter characteristics are specifi ed 
in terms of a roll-off  and expressed in terms of dB of attenuation 
per octave (e.g., 24 dB/octave). Th e design of a fi lter attempts to 
achieve a tradeoff  between a narrow roll-off  while avoiding pass-
band or stop band ripple.

EEG signal is measured continuously and exists in analog form 
aft er the amplifi cation process.20 In order to store, display, and 
manipulate data on a computer, signals must be converted from an 
analog to a digital format by defi ning the waveforms with numeri-
cal values. Data are converted at a fi xed rate with a constant inter-
sample interval (ISI) or dwell time (the shorter the ISI, the faster 
the sampling rate).16 Th e sampling rate is a critical factor, which is 
dictated by the requirements of Nyquist theorem. Th e Nyquist–
Shannon sampling theorem states that an analog signal can be 
reconstructed if the sampling rate exceeds two times the highest 
frequency in the original sample.20 Oft en the minimum sampling 
rate used is much greater than twice the highest frequency but is 
limited mainly by hardware and data storage capabilities.

If the sampling rate is set too low, information will be lost and 
artifi cial low frequencies may be introduced to the data (i.e., 
aliasing). Sampling skew can occur when there is a time lag 
between the sampling of each channel; to reduce sampling skew 
many systems sample all channels simultaneously.2

Analysis of EEG data typically focuses on the identifi cation of 
specifi c events (e.g., abnormal spikes) or frequencies. A normal 
EEG recording for an adult in a relaxed state can be viewed in 
Figure 24.7. Although EEG data are most commonly presented 
in the time domain, it is possible to Fourier transform the data 
into the frequency domain. Data can be represented in the fre-
quency domain by plotting the amplitude and phase at each 
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FIGURE 24.5  Diagram of high-density EEG electrode recording 
placement array with International 10-20 labels (where appropriate).

FIGURE 24.6  A subject set up for EEG recording.
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 frequency. Five well-known frequency bands of interest are 
 presented in Table 24.1 and Figure 24.8.

24.4  Evoked Potentials and Event-Related 
Brain Potentials

Th e diff erence between collecting EEG data and EPs/ERPs 
relates primarily to signal averaging. EPs represent the brain’s 
electrical reception of and response to an external stimulus (e.g., 
auditory, visual, and somatosensory). ERPs are acquired in much 
the same way as EPs, but can be diff erentiated conceptually in 
terms of measuring internal mental processes rather than exter-
nal sensory processes (i.e., they are “related” to instead of 
“evoked” by an event). In time, EPs occur early on in basic infor-
mation processing, whereas ERPs refer to later and more com-
plex processing. Both EPs/ERPs are small electrical potentials 
(μV) embedded within background EEG activity. When stimuli 
are presented while EEG data are recorded, it is possible to 
extract the segments (or epochs) surrounding each stimulus pre-
sentation. Averaging the EEG activity in these epochs removes 

random noise while maintaining stimulus-locked activity (i.e., 
increases the signal-to-noise ratio). As a result, signal averaging 
improves the detection of EPs/ERPs as a function of the number 
of trials averaged together. EPs are typically obtained by averag-
ing 100s–1000s of trials because the responses are derived from 
deeper within the brain (i.e., far-fi eld potentials). ERPs tend to 
originate from cortical sources (i.e., near-fi eld potentials), so 
they typically require less averaged trials (approximately 30–100). 
EP/ERP waveform data may also be submitted to a number of 
postprocessing methods to improve data quality (e.g., artifact 
rejection/correction, baseline correction, additional fi ltering, et 
cetera). Th e resultant waveforms are typically analyzed in terms 
of components of interest, with polarity and amplitude on the 

FIGURE 24.7 Normal EEG for an adult in a relaxed state.

TABLE 24.1 Common EEG Frequency Bands

Name Frequency (Hz) Normal Presence

α 8–13 Present when eyes are closed
β >13 Present when eyes are open or closed, 

sensitive to drugs/medications
θ 4–7 Present when drowsy
δ <4 Present when in deep sleep
γ 20–100 Present when engaged in certain types 

of information processing FIGURE 24.8  Examples of common EEG frequency patterns.
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y-axis (in μV) and time on the x-axis (ms) at a given electrode 
location.21,22

Specifi c components within a waveform are oft en identifi ed 
and examined. Components are defi ned in terms of polarity, 
amplitude, latency, and scalp distribution. Experimental eff ects 
on a particular component may be measured in terms of changes 
in amplitude or latency. Amplitude is commonly defi ned as the 
maximum at the peak, the average over a given time range, or 
the area under the curve. Latency is oft en defi ned in terms of 
peak latency, but can also be measured as component onset, off -
set, or time to peak.

24.4.1 Signal Designation Nomenclature

In terms of nomenclature, a component is typically named on the 
basis of its polarity and prototypical latency. For example, the 
N300 denotes a negative-going waveform that peaks at approxi-
mately 300 ms aft er stimulus presentation (Figure 24.9). However, 
not all components follow this convention, with some names refl -
ecting form (ELAN or early left  anterior negativity) and other names 
refl ecting function (MMN or mismatch negativity). Experimental 
component eff ects are typically evaluated using  statistical analy-
ses such as a within-subject repeated-measures analysis of vari-
ance and data are oft en presented as the grand average across 

participants (at a particular electrode site).2 Common EP and ERP 
components are presented in Tables 24.2 and 24.3.

24.4.2  High-Density Electrode Arrays and 
Spatial Source Analysis

Peaks or components in the waveform can also be considered 
in terms of the scalp distribution (i.e., scalp topography) or 
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FIGURE 24.9 N300 waveform.

TABLE 24.2 EP: Sensory Functions

Component Latency Type of Processing Localization

C100 (visual; polarity 
varies)23

Peak = 80–100 ms Visual processing sensitive to contrast and 
spatial frequency

Posterior midline (V1)

P100 (visual)24 Peak = 100–130 ms Visual processing sensitive to stimulus 
contrast and direction of spatial attention

Lateral occipital

N100 (visual)25 Subcomponent 1: 
peak = 100–150 ms

Subcomponent 2: 
peak = 150–200 ms

Present in visual discrimination tasks, 
sensitive to attention

Subcomponent 1: anterior
Subcomponent 2: posterior (parietal/lateral 

occipital)

VEP26,27 Varies as a function of age Processing of visual stimuli Occipital
P100 (auditory)28 Peak = 50 ms Auditory processing, sensitive to attention Medial frontal
N1 (auditory)29 Subcomponent 1: peak = 75 ms

Subcomponent 2: peak = 100 ms
Subcomponent 3: peak = 150 ms

Auditory processing, sensitive to attention Temporal

Mismatch negativity30 Peak = 160–220 ms Auditory processing, sensitive to 
presentation of identical stimuli with 
occasional mismatching stimuli (present 
when subject is passive)

Central midline sites

BAEPs27,31 Peak = 10 ms (fi ve peaks present 
aft er each stimulus 
presentation)

Sensitive to auditory click stimuli 
presented 10–70 times per second over 
thousands of trials (amplitude low)

Wave I: 8th cranial nerve to brain stem
Wave II: not always present
Wave III: lower pons IV and V: upper pons and 

lower midbrain
SEPs32 Varies by type of stimulation Sensitive to peripheral nerve stimulation at 

a frequency of 3–5 Hz
Upper extremity SEPs
N13: activity in cervical cord
P14: activity in caudal medial lemniscus
N18: activity in brainstem or thalamus
N20: activity in primary somatosensory cortex
Lower extremity SEPs
LP: activity in lumbar cord
N34: activity in brainstem and thalamus
P37: activity of primary somatosensory cortex
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 estimated spatial location of the intracranial generators 
(i.e., source analysis). Scalp topography is inferred through 
 interpolation of voltage iso-contour lines between electrode 
sites (with more electrodes providing better spatial maps). Most 
scalp distribution maps use spline interpolation, but it is also 
possible to estimate the current source density maps. Ohm’s law 
(V = IR) dictates that current fl owing between two points is 
directly related to diff erences in potential and inversely related 
to the resistance between the two points. In reference to measur-
ing voltages on the head, this means that current fl owing across 
the skin (the path of lesser resistance relative to the skull) can be 
described as a current density. Assuming that resistance is con-
stant, current densities can be computed using two-dimensional 
spatial derivatives of the voltage map. Th is highlights local details 
of the spatial maps, serving in essence to de-blur the topographic 
data. Although surface (and transformed) maps can be useful in 
highlighting diff erences between components, they should not be 
interpreted as reconstructions of intracranial source activity.

To estimate intracranial sources, a model is needed that 
describes how signals are generated within the brain and subse-
quently conducted to the outside of the head. Th is is commonly 
referred to as source localization.41 To elaborate, if (1) the loca-
tion and orientation of a dipole was known and (2) the manner 
in which the electrical activity was conducted to the scalp was 
known, then it would be possible to determine the voltage 
recorded at a fi xed point on the scalp. Th is is referred to as the 
forward solution.42 However, the reverse situation occurs in 
EEG. Th e voltage distributions at fi xed points on the scalp are 
known, but location and orientation of dipoles must be deter-
mined. Th is is referred to as the inverse problem.43 Th e problem 
is under-defi ned, as there are an infi nite number of possible 
solutions and a fi nite number of electrodes. As a result, a unique 

solution cannot be defi ned and constraints must be applied to 
the model.2

Despite the challenges inherent in the inverse problem, a 
number of advances in technical and mathematical approaches 
have greatly improved the spatial resolution of source analysis. 
Technical advances in localization have resulted largely from 
higher-density EEG systems (128 and 256 channel arrays). 
Mathematical approaches to source analysis are generally 
divided into two methods (both rely on similar assumptions 
related conductivities and head models). Dipole modeling 
approaches estimate the number, location, and orientation of 
ECDs and evaluate the model in terms of goodness-of-fi t with 
the measured data (e.g., Brain Electromagnetic Source Analysis 
or BESA).44,45 Th is approach typically requires constraints based 
on anatomy and/or prior knowledge. Distributed source model-
ing divides the brain into volume elements (or voxels) and esti-
mates the current densities across all voxels (e.g., LOw-Resolution 
Electromagnetic Tomographic Analysis or LORETA; e.g., Figure 
24.8).46–48 Th is approach typically requires mathematical and/or 
anatomical constraints. Th ere are a number of advantages and 
disadvantages to either type of source analysis approach,49 with 
the choice of a particular approach depending on the specifi cs of 
the application.

24.5 Clinical Applications

Th is section describes various clinical applications where EEG 
monitoring can provide assistance in medical decision making.

24.5.1 Electroencephalogram

Th e following are examples of EEG monitoring conditions.

TABLE 24.3 ERPs: Perceptual and Cognitive Functions

Component Latency Type of Processing Localization

P20033 Peak = 130–250 ms Visual processing of simple target 
features

Anterior and central

N17034,35 Peak = 170 Sensitive to face stimuli and inverted 
faces

Lateral occipital (greater on the right)

Vertex positive potential (VPP) VPP
Peak = 150–200 ms

VPP sensitive to highly familiar 
stimuli, including words

VPP: central midline

P30036,37 Peak = 300 ms Subcomponent a: sensitive to 
unpredictable and infrequent changes 
in stimulus presentation; involved in 
context updating

Subcomponent a: frontal
Subcomponent a

Subcomponent b Subcomponent b: present during 
infrequent task relevant stimuli

Subcomponent b: parietal

N40038,39 Processing of language, sensitive to 
volations of semantic expectancies

Central and parietal sites (slightly larger over 
right hemisphere)—Appears to be generated 
by left  temporal lobe (points medially to 
create right focus)

P60039 Peak = 600 ms Processing of language, sensitive to 
syntactic violations

Frontal

Error-related negativity40 (negative 
going wave sometimes followed by 
positivity)

Peak = 50–100 ms aft er 
motor response

Processing which occurs when 
mistakes are recognized in a task or 
when negative feedback is given

Frontal and central sites
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24.5.1.1 Epilepsy

EEG is an invaluable tool in the diagnosis epilepsy, detecting sei-
zure activity, classifying seizure types, and assessing seizure fre-
quency.50 In particular, an important feature of EEG is the ability 
to conduct long-term, noninvasive monitoring for seizure activi-
ty.51 Th e EEG data are oft en used to help localize the focus of 
seizure activity prior to surgical intervention. It is also routinely 
used in the operating room to assess whether the tissue being 
resected is epileptogenic. Typically, seizure activity can be 
detected visually or by soft ware programs, and presents as spikes 
or sharp waves (either during a seizure or between seizures; 
Figure 24.10). Th e standard epilepsy EEG application uses the 
International 10/20 system, with a bipolar montage (longitudi-
nal and transverse chains of linked electrodes).50 Such set ups 
should not include the use of muscle or notch fi lters as these may 
fi lter out low-frequency spikes of interest to the diagnostician. 
For recordings over long durations (sometimes weeks), EEG is 
oft en collected on a telemetry unit that allows for continuous 
video recording of patient’s behavior.50,52 When long-term moni-
toring is performed, it is common to use a portable system that 
allows for mobility.

24.5.1.2 Sleep Assessment

Our knowledge of sleep has expanded greatly as a direct result of 
EEG recordings.53 EEG studies have revealed the diff erent stages 
of sleep. Wakefulness can be recognized by low-voltage waves 
(10–30 μV) with mixed frequency bands. As shown in Table 24.1, 
α, β, θ represent distinct levels of alertness/arousal during wake-
fulness in which the EEG changes from high-frequency low-
amplitude activity (beta) to activity with increasingly lower 
frequencies and larger amplitudes (α and θ; Figure 24.11). Th eta 

is also referred to as Stage 1 sleep, and is characterized by slow 
eye movements with mixed EEG frequencies and amplitudes in 
the 2–7 Hz range. Stage 2 sleep is characterized by sleep spindles 
(12–14 Hz) and K complexes (sharp negative wave followed by a 
slow positive going wave). Stage 3 sleep is characterized by low-
frequency activity (<2 Hz) with amplitudes above 65 μV. Stage 4 
sleep is similar to Stage 3, but has waves with slightly higher 
amplitudes. Perhaps the most well-known stage is rapid eye 
movement (REM) sleep, which is commonly associated with 
dreaming. Similar to awake EEG, EEG during REM sleep is 
characterized by low voltages and mixed frequencies with a saw-
tooth pattern (which is why it is oft en referred to as paradoxical 
sleep). Th ese sleep stages are now known to cycle through the 
night.

Sleep assessments are oft en referred to as polysomnography. 
Polysomnography typically uses an EEG setup similar to that 
used in epilepsy in combination with a variety of other tech-
niques including electromyography, electrocardiography, and 
assessments of oxygen saturation and air fl ow.54 EEG can be used 
to identify dysomnias (disturbances in the regular pattern of 
sleep) or parasomnias (sleep disorders). A single night of poly-
somnography is oft en enough to determine whether an individ-
ual may be experiencing narcolepsy or sleep apnea among other 
disorders.

Th ere are several mechanisms available to provide maximum 
value assessment of brain activity. Th e following sections will 
describe some of the available techniques.

24.5.2 Evoked Potentials

Th e main EP methods are reviewed below. For more details 
on any or all of these methods and the related clinical 

L S R
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[222 old; 570 m/s]

sLORETA
sLORETA Back

0.000 1.250 2.500 3.750 5.000 6.250 7.500 8.750 10.000
(× 10 –3)

μamps/mm2

FIGURE 24.10 Source maps derived from LORETA.
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 applications, the reader is directed towards more compre-
hensive reviews.16,20

24.5.2.1 Brainstem Auditory-Evoked Potentials

Brainstem auditory-evoked potentials (BAEPs) are used com-
monly in the evaluation of both hearing and brain stem function 
(especially useful in infants).27 BAEPs typically involve only one 
active electrode on the vertex of the head (oft en at Cz) to record 
the EP from a series of auditory tones.55 In healthy individuals, 
the resultant waveform has a series of well-characterized com-
ponents that occur within 10 ms from stimulus onset (using 
1000–2000 tones). Th e fi rst three waves (waves I, II, and III) orig-
inate from the auditory nerve, cochlear nuclei, and superior 

olive, respectively. Waves IV and V are thought to originate 
 further along the auditory pathway, in the lateral lemniscus and 
inferior colliculus (respectively).

Extensive normative data have been collected for each of these 
waves, which makes it possible to identify changes in either the 
latencies or amplitudes of BAEP peaks classifi ed as “abnormal.”27 
Given that they refl ect both peripheral (auditory nerve) and cen-
tral (brainstem) function, BAEPs have a wide variety of clinical 
applications. For instance, they are used in the detection of 
 hearing loss, tumors, and central nervous system infl ammation/
insult. Th ey are also used for the assessment of comatose patients, 
with the ability to provide prognostic information about recov-
ery of consciousness and outcome.

FIGURE 24.11 Generalized spike and wave activity seen in a patient with epilepsy.

FIGURE 24.12 EEG data from an adult during sleep.
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24.5.2.2 Somatosensory-Evoked Potentials

During the somatosensory-evoked potentials (SEPs), peripheral 
nerves are stimulated transcutaneously using an electrode placed 
over a nerve (e.g., posterior tibial, medial, and ulnar nerves).56 
Th e typical procedure involves placement of active electrodes 
on sites that are ipsilateral and contralateral to the stimulation 
(usually near C3 and C4), a reference may be placed at Fpz, and 
a ground electrode on the limb being stimulated.56 SEPs are 
recorded over a 50 ms interval (using 100–1000 averages), with 
the peaks being named on the basis of their polarity and timing. 
For example, many labs examine a negative-going peak that 
occurs 20 ms aft er the stimulus (N20).

SEPs are oft en used intraoperatively to monitor for neurologi-
cal dysfunction and localize critical cortical regions in order to 
avoid damage. Similar to BAEPs, SEPs may be used for progno-
sis of patients in a comatose state; the absence of a response is 
indicative of poor outcome. SEPs are also useful for monitoring 
the progression and/or treatment of diseases aff ecting white 
matter, such as multiple sclerosis.32

24.5.2.3 Motor-Evoked Potentials (MEPs)

In contrast to SEPs, motor evoked potentials (MEPs) involve 
recording from muscles during stimulation of motor cortex. 
Stimulation of motor cortex can be done by either directly 
 stimulating exposed cortex or through transcranial stimulation 
(magnetically or electrically).57,58 MEPs are done intraopera-
tively to monitor the functional integrity of key motor systems 
(e.g., the pyramidal tract).59,60 Th ey are also used in transcranial 
magnetic stimulation (TMS) to establish magnetic stimulation 
thresholds.

24.5.2.4 Visual Evoked Potentials

Th ere are a number of diff erent types of visual-evoked potentials 
(VEPs), which typically depend on the specifi c form of visual 
stimulation. Visual stimuli such as light fl ashes or pattern rever-
sal checkerboards are commonly used. Active electrodes are 
typically placed over visual regions (O1, Oz, and O2), with a 
ground at the vertex and a reference at the ears or mastoid pro-
cesses.61 VEPs are recorded over a 250 ms interval (using about 
100 averages), with the peaks being named on the basis of their 
polarity and timing. Th e peaks that are most oft en examined are 
the N75 and P100 (Figure 24.13).

VEPs are oft en used in the evaluation of blindness (especially 
in infants) and the detection of optic nerve damage.27 Also, VEP 
latency delays are characteristic of the changes seen in multiple 
sclerosis, which can even be detected in patients without symp-
toms of visual dysfunction. Additionally, VEPs are oft en used to 
study the basic aspects of visual perception. Figure 24.13 pres-
ents a typical waveform obtained using visual EP methods.

24.5.3 Event-Related Brain Potentials

Given that many of the EP methods rely on subtle changes in 
latency or amplitude characteristics (compared against the 

norm), ERPs have traditionally been considered more of a 
research tool rather than a clinical tool. However, recent advances 
have demonstrated a number of promising clinical applications 
for ERPs.

24.5.3.1 Cognitive Assessment

Cognitive ERP assessment has emerged as an important method 
for evaluating patients who cannot be assessed with traditional 
neuropsychological tests.62–64 Neuropsychological tests rely on 
the ability for the patient to respond behaviorally (either an oral 
or motor response). However, brain damage is oft en associated 
with concomitant impairments in the ability to respond behav-
iorally (e.g., stroke and traumatic brain injury).65

In these situations, intact cognitive functioning can be 
detected through the presence of well-known ERP components. 
For example, the N400 component, which is sensitive to seman-
tic comprehension, may be used to evaluate language function 
following left  hemisphere stroke. Additionally, ERPs can be 
exceptionally useful in the assessment of consciousness.66 
Specifi cally, in cases where the patient is unable to communi-
cate, ERPs can be used to evaluate level of awareness based on 
the presence or absence of cognitive components (e.g., the N400; 
Figure 24.14).
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N400
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Control

Time (ms)
650 900

FIGURE 24.14 ERP data collected from a noncommunicative patient 
and a healthy control during the presentation of semantically incongru-
ent sentences. Th e presence of the N400 response indicates that stimu-
lus processing/comprehension has occurred.

FIGURE 24.13 A typical VEP waveform.
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24.6 Emerging Applications

Despite the fact that EEG has been around for almost a century, 
there is still much to be discovered from passive recordings of 
the brain’s electrical activity. Highlighted below are promising 
applications that demonstrate the richness and complexity 
inherent in the EEG signal as well as the essential requirement to 
integrate EEG data with data from other imaging modalities 
(i.e., multimodal imaging).

24.6.1 Resting State EEG

Th e idea that the brain is never fully at rest is not new. Indeed, 
the previous review of EEG rhythms demonstrates this fact ele-
gantly. However, there has been a recent resurgence of studies in 
this area, particularly with respect to investigating functional 
connectivity. Functional imaging is increasingly playing a more 
important role in determining the relationships between diff er-
ent brain areas.67,68

Functional connectivity can be evaluated either through 
attempts to map connectivity in the whole brain or through the 
use of prior knowledge to analyze a restricted set of regions.69 
Th ese assessments typically rely on correlational or covariance 
analyses. In EEG, the most common method involves  coherence 
analysis of oscillations recorded from diff erent scalp sensors.68 
However, electrophysiological methods have also given rise to 
cortico-cortical EP methods,70 which can be used to demonstrate 
bidirectional connections between diff erent brain regions.

24.6.2 High-Frequency EEG

Until recently, high-frequency EEG oscillations were not well 
studied, generally because the amplitudes of these waves are 
relatively small.71 Nevertheless, fi ndings from emerging studies 
indicate that synchronized activity around 40 Hz, known as 
Gamma activity, can provide valuable insight into brain func-
tion. Gamma band activity (20–100 Hz) is associated connectiv-
ity between the thalamus and the cortex. It has been linked to 
the process of binding features of an object together—a process 
that is regulated by attention72 and memory.73 Furthermore, 
gamma activity has been observed to vary in a number of psy-
chiatric and neurological disorders.71 For instance, individuals 
with positive symptoms of schizophrenia show increased gamma 
activity, and those with negative symptoms show decreased 
gamma activity. An increase in gamma band frequency has also 
been observed in individuals with epilepsy and is thought to be 
associated with the experience of an aura. In addition to gamma 
activity, investigations are also beginning to examine ultra-high-
frequency oscillations (>100 Hz).

24.6.3  Event-Related Desynchronization/
Synchronization

Alpha band EEG activity is considered to be representative 
of  cortical inactivation. However, studies have revealed that 

 short-lasting event-related desynchronization (ERD) of frequen-
cies in the alpha band are indicative of cortical activation. In con-
trast, event-related synchronization (ERS) of frequencies in the 
alpha range have been thought to signify a deactivated area or 
inhibited network.74 Interestingly, ERS can be elicited when sub-
jects withhold the execution of a response, leading to the idea that 
ERS refl ects top-down inhibitory control.75 To date, the majority of 
studies on ERD/ERS have focused on the measurement of cortical 
activation and deactivation using a motor control model. As this area 
expands to include other aspects of cognition, measuring ERD/ERS 
may allow for a better understanding of the complex cortical net-
works that underlie processes such as memory and attention.

24.6.4 Brain Computer Interface

EEG is a major component in the development of brain com-
puter interface devices. Th e central idea is to create neural pros-
thetics to replace lost functions in a damaged brain. For example, 
individuals with locked-in-syndrome are cognitively intact and 
conscious but are unable to communicate due to damage caus-
ing severe paralysis. Research has shown that the presence of a 
P300 ERP component can be used to select letters on a monitor 
in order to relay a message.76 Work in this area has also exam-
ined slow cortical potentials, rhythms (e.g., beta), and other 
ERPs, with the objective of training patients to manipulate these 
EEG features in order to control their environments.

24.6.5 EEG and Advances in Neuroimaging

EEG was among the fi rst physiological measures of brain func-
tion. Since then, a number of other noninvasive methods have 
been developed to study brain function. Th ese can be divided 
into two broad categories: (1) those that take advantage of elec-
trophysiological properties of the brain, such as EEG, magneto-
encephalography (MEG), and TMS; and (2) those that utilize 
hemodynamic/metabolic properties of the brain, such as func-
tional magnetic resonance imaging (fMRI), positron emission 
tomography (PET), single photon emission computed tomography 
(SPECT), and near infrared spectroscopy (NIRS). Hemodynamic 
techniques like fMRI are indirect measures of neural activity, 
which fundamentally limits their temporal resolution.77 
However, they are capable of providing higher spatial resolution, 
and therefore complement the high temporal resolution of EEG. 
Th is approach refl ects a general principle in the fi eld, namely, 
that no one technology is suffi  cient but rather investigations of 
brain function through the integration of information from 
multiple modalities (i.e., multimodal imaging).

In this respect, one of the closest technologies to EEG is MEG. 
EEG and MEG share many, but not all, fundamental character-
istics. Unlike EEG, MEG measures the extremely weak magnetic 
fi elds that are generated from current dipoles (approximately 
10−13/−14 T).13 In order to measure these small magnetic fl uctua-
tions (i.e., increase the signal-to-noise ratio), MEG uses a combi-
nation of super-conducting quantum interference devices to 
improve signal detection along with passive and active noise 
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cancellation.13 Because magnetic fi elds can pass through the 
skull and scalp relatively unaff ected, MEG is able to provide a 
higher spatial and similar temporal resolution relative to EEG. 
Given the close relationship between EEG and MEG, it is likely 
the two technologies will continue to become increasingly inte-
grated as instrumentation and applications develop.

24.7 Summary

EEG represents an established, straightforward method of exam-
ining brain function. Th e fundamentals of EEG are relatively 
well understood from the biomedical engineering and neuro-
science perspectives. Th e technology has given rise to a number 
of derivative methods (e.g., EPs), analyses (e.g., intracranial 
source analysis), and applications (e.g., cognitive ERP assess-
ment). It is relatively inexpensive, practical, and robust, which 
makes it ideal for many applications that would not be otherwise 
possible (e.g., brain computer interface).
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25.1 Introduction

Bioelectric impedance analysis (BIA) is a noninvasive, portable, 
and relatively inexpensive method widely used in health-related 
studies and clinical medicine. When applied to body composi-
tion analysis, BIA provides estimates of morphological and 
physiological parameters such as fat- and fat-free mass (FFM), 
body cell mass,  tissue hydration, basal metabolic rate, and oth-
ers. Th e use of  bioelectrical impedance diagnostics relies on the 
infl uence of certain diseases and homeostatic conditions on the 
local cellular electrical circuitry and the respective changes in 
behavior with respect to the applied current frequency pattern. 
Typically, BIA includes electrodes positioning on the borders of 
body segment under study and measurement of impedance 
parameters at  single or multiple frequencies using a specialized 
measurement device—the bioelectric impedance analyzer. Th e 
most popular areas of BIA application include objective control 
of obesity treatment procedures as well as estimates of patients’ 
hydration status in intensive care units, including hemodialysis. 
Th is chapter will describe the electronic foundation of BIA and 
will provide several clinical applications. Th e technical basis of 
BIA measurements is described followed by examples of specifi c 
diagnostic applications.

25.2 Resistance and Impedance

Th e term “electrical resistance” was suggested by George Ohm. 
In 1825–1827, he had found experimentally the relation between 
electric current I (amps), potential diff erence U (volts), and resis-
tance (ohms), known in its modern form as Ohm’s law:

 
.UI

R
=

 
(25.1)

Th e opposite, or inverse, of resistance, G = 1/R, is called con-
ductance and is measured in siemens (S).

Figure 25.1a shows an electric circuit that consists of a resistor 
and a capacitor in series. In the case of alternative current, it is 
characterized by the complex impedance Z:

 Z = R − jXC, (25.2)

where XC is the reactance—the imaginary part of impedance 
that refl ects capacitive properties of the circuits, and j is the 
imaginary unit defi ned as j2 = −1.

Th e absolute value of reactance XC equals

 
C

1 ,X
C

=
ω  

(25.3)

where ω is the angular frequency (rad/s) that is related to the 
phenomenological frequency f (Hz) as ω = 2πf, and C is the 
capacitance (farad, F).

Th e phase of alternating voltage on the resistance UR matches 
the phase of alternating current I. Th e minus sign in Equation 
25.2 indicates that the voltage to current lag on the capacitance 
UC is 90°. Th e vector diagram of the voltage U in this complex 
plane is shown in Figure 25.1b.

UC

φ

U

I, UR(b)(a)
C

R

FIGURE 25.1  (a) Resistor and capacitor in series and (b) the vector 
diagram of current and voltage on the circuit elements.
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Th e impedance on a complex plane can also be characterized in 
terms of magnitude, or absolute value, Z, and phase angle (PA) φZ:
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(25.4)

In the case of alternating current, Ohm’s law (Equation 25.1) 
has more complicated form: the magnitude of impedance Z is sub-
stituted for R, whereas the values of I and U are replaced by active, 
or root-mean-square, values of current and voltage, respectively.

In electrical engineering, along with capacitive reactance XC, 
an inductive reactance XL is formed. Voltage across a coil 
 preceeds current by 90°. Th e role of the inductive component in 
biological impedance is questionable and usually neglected.

Th e resistance refl ects an ability of the conductive medium to 
allow heat dissipation of electric current energy as expressed by 
the electrical energy dissipation. In biological tissues the medium 
is represented by extracellular and intracellular liquid volumes 
(Figure 25.2).

Th e reactance characterizes dielectric properties of biological 
objects exerted by cell membranes and tissue interfaces and, 
hence, the ability to store energy. Under the infl uence of the elec-
tric fi eld the accumulation of charges occurs on the interface of 
cells and tissues that balance an applied fi eld.

Th e reciprocal of complex impedance, Y = 1/Z, is called 
admittance. Admittance is also expressed in a real and imagi-
nary part (both measured in siemens):

 Y = G + jBC. (25.5)

Tissue as such can be characterized by a representative elec-
tronic circuit. In an equivalent circuit diagram the components 
of complex admittance are combined in parallel. Th e phase of 
alternating current through the capacitor preceeds the voltage 
by 90° since an imaginary part of the admittance is positive.

In order to derive expressions relating the real and imaginary 
parts of Z and Y, the following expression can be formulated:
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Hence,
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Th e inverse transform gives the resistance (R) and imaginary 
admittance reactance (XC)
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From Equations 25.4, 25.5, and 25.7 the magnitude Y and PA 
φY of the admittance can be written as

 
1 , .Y ZY
Z

= ϕ = −ϕ
 

(25.9)

Th e impedance depends on the frequency of alternating cur-
rent. Th e simplifi ed 2R–1C parallel model of biological objects is 
shown in Figure 25.3a, where Re, Ri are the resistances of extracel-
lular water (ECW) and intracellular water (ICW) compartments, 
and Cm is the total capacitance of the cell membrane. If the 
 frequency of electric current grows, then, according to Equation 
25.3, the capacitive reactance XC decreases, and the current passes 
preferentially through the intracellular liquid space. One can 
show in this case that XC and R are frequency dependent:
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Figure 25.3b shows frequency dependencies of R, XC, Z, 
and φ according to Equation 25.10 with the parameters 
Re = Ri = 400 ohm, and Cm = 4 nF in the frequency range 100–
108 Hz. Only the absolute values of XC and φ are shown. At high 
and low frequencies, the values XC and φ approach zero. Th e 
 frequency at which XC is maximal is called the characteristic 
 frequency ( fc). As is seen in Figure 25.3b, essential changes in 
impedance take place at  frequencies 103–106 Hz. Th is range 
forms an impedance dispersion domain. Th e pair Z(f) and φ (f) 
is called a Bode diagram.

Figure 25.3c shows an impedance locus—the frequency 
dependence of impedance in the impedance plain, which is 
also called a hodograph, Nyquist plot, or Wessel diagram. 

High-frequency current Low-frequency current

Intracellular
fluids

Cell
membrane

Extracellular
fluids

FIGURE 25.2  Pathways of electric current fl ow through biological 
tissue: the low-frequency current passes mainly through the ECW 
space; the high-frequency current penetrates the cell membrane and is 
thus conducted through both the ECW and ICW spaces.1
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If the frequency changes from zero to infi nity, then, for the cir-
cuit shown in Figure 25.3a, the impedance locus forms a semi-
circle (Figure 25.3c).

25.3 Impedance of Biological Tissues

To describe electrical properties of the biological objects, spe-
cifi c values are used that are independent of the object’s size and 
shape. One value in particular is the specifi c resistance ρ mea-
sured in ohm m (Ωm). For direct electric current, the specifi c 
resistance of a cylinder with length L and cross-sectional area S 
is determined from the relation

 
.LR

S
= ρ

 
(25.11)

Th e inverse value,

 

1 ,σ =
ρ  

(25.12)

is called specifi c conductance and is measured in Ω−1 m−1 or S/m.

Other critical parameters in tissue impedance imaging are 
the capacitive properties of tissues, characterized by permit-
tivity, or dielectric constant, ε, which is measured in F/m. Th e 
capacity of a plane capacitor consisting of two plates with 
area S and a dielectric layer between them with thickness d is 
equal to

 
.SC

d
= ε

 
(25.13)

Here, ε = εr ε0, where ε0 = 8.85·10−12 F/m is the permittivity of 
free space, and εr is a nondimensional relative permittivity of the 
given dielectric—a measure of molecular polarization under the 
action of an electric fi eld.

To characterize the conductive and capacitive properties of 
materials simultaneously, the complex values of resistivity, con-
ductivity, and permittivity need to be considered2:

 ρ = ρ′− jρ″, (25.14)

 σ = σ′ + jσ″. (25.15)

 ε = ε′ − jε″. (25.16)
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FIGURE 25.3 (a) Th e 2R–1C parallel model; (b) frequency dependencies of impedance, resistance, reactance, and PA; and (c) impedance locus in 
the impedance plane.
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Th e parameter ε′ determines polarization of the dielectric, 
accumulation of energy in it, and ε″ characterizes energy loss in 
the dielectric placed in an alternating electric fi eld. Complex 
resistivity and complex permittivity are linked together as 
follows:

 σ = jωε. (25.17)

It can be shown that the real and imaginary values for con-
ductivity and resistivity as well as permittivity, respectively, are 
interrelated.
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(25.18)

Th us, having frequency dependencies for ε′ and ε″, one can 
obtain real and imaginary parts for complex resistivity and con-
ductivity. Th e respective magnitudes and PA can be calculated 
similarly to Equation 25.4. Equation 25.12 holds true for the 
magnitudes of complex resistivity and conductivity.

Th ere are a lot of reports describing specifi c impedance 
parameters of biological tissues. Th e diff erences between pub-
lished values for the same tissue can be explained by the diff er-
ent frequencies used, diff erent measurement techniques as well 
as a variety of other factors.

Mean values and confi dence intervals of specifi c resistance for 
various tissues are shown in Table 25.1. Th e specifi c resistance is 
proportional to tissue hydration3 since homeostatic mechanisms 
exist that maintain ion concentration in electrolytes.

25.4   Frequency Dependence 
of Impedance

Resistivity, conductivity, and permittivity of biological tissues 
strongly depend on the frequency of the alternating current. An 
example of such dependence for muscle tissue4 is shown in 
Figure 25.4.

TABLE 25.1 Th e Mean Values and Confi dence Intervals (95%) of 
Specifi c Resistance for Various Tissues of the Human Body3

Tissue
Specifi c Resistance 

(Mean Value) (Ωm)
95% Confi dence 
Interval (Ωm)

Cortical 4.64 3.6–5.97
Cancellous 176 123–252
Fat 38.5 30.5–48.7
Skin 3.29 2.55–4.24
Bone 1.24 × 106 (0.91–1.69) × 106

Blood 1.51 1.20–1.91
Lung 1.57 1.22–2.02
Uterus 2.19 1.70–2.82
Breast 3.39 2.49–4.63
Bladder 4.47 2.88–6.93
Muscle (along fi bers) 2.4 1.55–3.72
Muscle (across fi bers) 6.75 4.35–10.5
Liver 3.42 2.96–3.96
Kidney 2.11 1.6–2.78
Spleen 4.05 3.07–5.35
Heart 1.75 1.33–2.31
Th yroid 1.83 1.18–2.83
Tongue 3.33 2.15–5.17
Testis 1.45 0.93–2.24
Ovary 2.24 1.44–3.47
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FIGURE 25.4  Frequency dependence of the specifi c conductance σ′ and the relative permittivity εr′ for muscle tissue. (Reproduced from Gabriel, 
S., Lau, R.W., and Gabriel, C. Phys. Med. Biol., 1996, 1: 2251–2269. With permission.)
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Th e specifi c conductance rises with increasing frequency. At 
relatively low frequencies this pattern can be explained by a 
decrease in reactance and progressive involvement of ICW space. 
At frequencies higher than 1 GHz, an increase in conductance is 
explained by other mechanisms.5

Th e relative permittivity decreases with increasing frequency. 
Herman Schwan distinguished three frequency domains with 
diff erent relaxation mechanisms.5 At frequencies from Hz to 
some kHz the decrease in εr′ occurs due to various eff ects at cell 
surfaces, as well as cell membranes and intracellular organelles. 
Th is frequency range is called α-dispersion.

Another dispersion mechanism, called β-dispersion, takes 
place in the frequency range between 10 kHz and 100 MHz. It is 
explained by the Maxwell–Wagner eff ect—a decrease, with fre-
quency, of eff ective permittivity of a laminated (heterogeneous) 
dielectric. A gradual decrease in polarizability of large protein 
molecules also occurs.

Th e frequency range 100 MHz–100 GHz (γ-dispersion) is 
characterized by the progressive decrease in polarization of all 
protein molecules and, at the upper range limit, of water mole-
cules. At present, the δ-dispersion subdomain is also distin-
guished (frequency range between 100 MHz and 1 GHz), where 
the decrease in permittivity is associated only with the polariza-
tion of protein molecules.6

Th e observed frequency dependencies of biological tissues 
impedance diff er from those shown at Figure 25.3a for a simple 
2R–1C parallel model. Th e studies carried out from 1920 through 
1930 showed the need to match the data and the model by intro-
ducing the special circuit element that produces a phase shift  
that is not depending on frequency—the so-called constant 
phase element (CPE). Th e hodograph of an electrical circuit with 
the CPE represents a circular arc with a center depressed below 
the resistance axis.7

In 1940 Kenneth S. Cole suggested equations that describe the 
frequency dependence of biological impedance according to two 
electrical models.8 One of them is shown in Figure 25.5a, where 
R∞ is the resistance at infi nite frequency (corresponds to parallel 
connection of Re and Ri in Figure 25.3a), ΔR = R0 − R∞, R0 is the 
resistance at zero frequency (corresponds to Re). Th e Cole equa-
tion is written as

 
,

1 ( )Z

RR
j∞ α
Δ= +

+ ωτ
Z

 
(25.19)

where α is a nondimensional parameter, τZ is the time constant 
that determines the characteristic frequency of the circuit: 
fc = 1/2πτZ. Th e constant phase shift  of CPE equals απ/2. Th e 
impedance of CPE is written as

 ZCPE = ΔR(jωτZ)−α. (25.20)

Th e hodograph for R∞ = ΔR = 200 Ohm and α = 0.8 is shown 
in Figure 25.5b. Th e value τZ does not infl uence the form and 

size of the hodograph, but only the location of frequencies on 
the hodograph. If α = 1, then CPE converts to the “ideal” capac-
itor and the hodograph takes the form of a semicircle as in 
Figure 25.3c. If α decreases, then the center of the hodograph 
shift s down. Finally, if α = 0, then CPE converts to the “ideal” 
resistance, and the hodograph collapses into a point on the 
resistance axis.

Another circuit is shown in Figure 25.5c. Here G0 = 1/R0 is the 
conductance at zero frequency, and ΔG, which is the diff erence 
between conductances at infi nite and zero frequencies, is 
expressed as ΔG = G∞ − G0 = 1/R∞ − 1/R0.

Th e Cole equation is written for complex conductivity:
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(25.21)

In this case, the impedance of CPE is calculated as

 
CPE

1 ( ) .Yj
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Δ
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(25.22)

Th e hodograph is shown in Figure 25.5d with the same param-
eter values as before.

When describing the same object by means of these three 
respective circuits, the parameter α in Equations 25.19 and 
25.21 will be the same, but the time constants τY and τZ are 
not equal.

A similar equation to impedance, called the Cole–Cole equa-
tion, exists for complex permittivity9:

 
1

c
,

1 ( )j∞ −α
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(25.23)
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FIGURE 25.5  (a) Series model with CPE and (b) the related imped-
ance locus in the impedance plane; (c) parallel model with CPE and (d) 
the related impedance locus in the conductance plane.
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where ε∞ is the permittivity at infi nite  frequency, Δε = ε∞ − εs, εs 
is the permittivity at zero frequency (the symbol “s” meaning 
“static”).

To describe the electric properties of biological tissues in a 
wide frequency range covering diff erent mechanisms of relax-
ation, the four-component Cole–Cole model was used4:
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(25.24)

Indices 1 and 2 relate to γ- and β-dispersion domains, respec-
tively, 3 and 4 to α-dispersion domain, and fi nally, and σi is the 
frequency-independent ionic conductivity.10

Th e necessity of using CPE in electrical models of biological 
objects could be explained by a number of physical eff ects and 
properties, such as the behavior of a double electric layer at cell 
and tissue interfaces. Th e value of α relates to the distribution 
width of time constants in a heterogeneous system consisting 
of many frequency-dependent components.2 Computer analy-
sis of 3D cell models showed that the distribution of relaxation 
times can be explained by the dispersion of the molecules’ 
orientation.11

Th e link between the parameter α and extracellular space 
morphology was studied.12 Estimation of α using computer 
modeling of hierarchical organization of cells into clusters 
approximated well the experimental data.

25.5  Bioimpedance Measurement 
Mechanisms

Th e conventional descriptions of bioimpedance measurements 
are based on Ohm’s law, from which the magnitude of total 
impedance can be written as

 

m
m

g
,= UZ

I  
(25.25)

where Um is the potential diff erence. Th e current generator (CG) 
(Figure 25.6) maintains a constant current Ig regardless of Zm. 

Voltmeter Vm is calibrated in terms of resistance to exclude the 
necessity of using formula 25.25.

For complex impedance measurements an alternating current 
is used, and the voltmeter has to measure not only potential 
 diff erence, but also phase shift  relative to current. Th e magni-
tude of impedance can be assessed from the potential diff erence, 
and the phase shift  determines the value of PA.

Th is method is widely used in in vivo measurements in the 
frequency range from 1 kHz to 1 MHz. For higher frequen-
cies, other measurement methods exist. Th e studies on pro-
pagation or refl ection of high-frequency electromagnetic 
waves in biological objects are carried out in the frequency 
range up to about 100 GHz. Also, a time domain analysis of 
transient processes is used when the system is aff ected by 
 voltage jump. But these methods are used mainly in in vitro 
measurements.2

Th e bioimpedance measurement device interacts with bio-
logical objects through electrodes. Th e nature of the electric cur-
rent in metal conductors and biological tissues is diff erent. In 
wires and electrodes, the current is carried by electrons, whereas 
in biological tissues the current is carried by ions moving in elec-
trolyte solutions. So, at the electrode–tissue interface various 
physical and chemical processes take place infl uencing the 
results of measurement. Th e equilibrium potential diff erence is 
established at the electrode–electrolyte contact area with the 
formation of a double electric layer on the boundary surface 
(Figure 25.7). At the same time, atoms of electrodes can move 
into the electrolyte, and, in turn, electrolyte ions can deposit on 
the electrode’s surface.

In bioimpedance measurements, the dissolving of the elec-
trode is inadmissible, so electrodes made of silver, platinum, and 
other inert metals are used.

When the current is propagated through the electrode– 
tissue interface, redox reactions occur there that provide a 
replacement of electric current carriers. As a result, the poten-
tial diff erence between the electrode and the electrolyte 
changes. Th is is called electrode polarization—an undesirable 
factor because of requiring compensation by means of an addi-
tional voltage.

Zm
CG Um

Vm

Ig

FIGURE 25.6 Electrical scheme of bioimpedance measurement.

Metal Solution

FIGURE 25.7 Th e double electric layer at the electrode–tissue 
interface.
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Th e electrodes of pure inert metals have signifi cant polariza-
tion voltage since their atoms are not involved in reactions. To 
reduce polarization, the presence of electrode atoms in the 
electrolyte is necessary. Th e widely used Ag/AgCl electrodes 
comply with this requirement. Th e AgCl layer is provided on 
the surface of the silver electrode, and the ions Cl− are present 
in tissue. Th e AgCl layer increases or decreases depending on 
the direction of the current, so the polarization voltage is 
insignifi cant.

Th e magnitude of the electrode’s contact area impedance 
decreases with frequency, so the infl uence of the electrode on the 
impedance of biological objects at frequencies of 5 kHz or higher 
is insignifi cant. But at lower frequencies the polarization and 
impedance of the electrode can substantially contribute to mea-
surement error.

Special problems arise when the electrodes are imposed on 
the skin surface. Th e dry and very thin (10–20 μm) horny layer 
(stratum corneum) has very high specifi c resistance to direct 
current (104−105 Ω m). Th e alternating current-specifi c resis-
tance gradually decreases with frequency growth up to about 
102 Ω m at 1 MHz. Th e resistivity of moistened skin is decreased. 
Th e presence of sweat ducts also reduces resistivity, but their 
infl uence is irregular.

High impedance of the horny layer makes serious complica-
tions for bioimpedance measurements. To overcome them, it is 
necessary to clean the skin before the measurement and to apply 
a special gel or salt solution in order to impregnate the horny 
layer and to reduce its resistivity. Special electrodes with micro-
points are also used, which penetrate the horny layer and contact 
directly with the highly conductive epidermis.

Th e impedance of the electrode–tissue contact area consists of 
electrode-gel connection impedance, gel impedance, and gel–
horny layer impedance taken in series. Th ese components show 
complex frequency dependencies. In general, the magnitude of 
impedance decreases with frequency.

In summary, the impedance of the electrode–tissue contact 
area can substantially infl uence the results of bioimpedance 
measurement. In a bipolar measurement scheme (Figure 25.8a), 
the same pair of electrodes 1 and 2 is used for current and volt-
age. Th e magnitude of total impedance is determined as

 Ztot = Zm + Zc1 + Zc2, (25.26)

where Zc1 and Zc2 are impedances of the respective electrode–
tissue interfaces. Because of the uncertainties related to their 
accurate assessment, the area of bipolar measurement scheme 
application is limited.

In a widely used tetrapolar measurement scheme (Figure 
25.8b), the current is propagated through the current electrodes 
1 and 2, and the voltage is measured between the electrodes 3 
and 4. If the input resistance of voltmeter is signifi cantly higher 
than the magnitude of bioimpedance, then there is no current 
through electrodes 3 and 4, and the voltage drop on impedances 
Zc1 and Zc2 is negligible.

25.6   Whole-Body and Segmental 
Bioimpedance Measurements

One example of diagnostic imaging is the use of segmental bio-
impedance measurement. Segmental bioimpedance measure-
ment can be used for the estimation of body composition in 
specifi c body regions, for the assessment of blood and other 
fl uids redistribution between various body compartments, 
as well as for the development of polysegmental measurement 
schemes.

For segmental measurements of biological impedance, it is 
necessary to select an appropriate scheme of current and 
potential electrodes’ placement. A simplified equivalent 
electrical schematic of the human body is shown in Figure 
25.9. The following notation is used: H—head, R—right arm, 
L—left arm, F—left leg, N—right leg, and T—trunk. For 
example, the measurement scheme with current electrodes 
connected to the left and right arms and the voltage mea-
sured between the left arm and the left leg is denoted as LR/
LF. In this case, the measured voltage is proportional to the 
magnitude of impedance ZL since there is no current across 
the circuit elements ZT and ZF. The impedance value of the 
same body segment can be assessed using HL/LR, LR/LH, 
LF/LR, and other measurement schemes. The trunk imped-
ance can be measured, for instance, using LF/RN, HF/RN, 
and LN/RF schemes. Similarly, the measurement schemes for 
other body segments can be selected.

Polysegmental BIA is based on a successive connection of 
current and voltage electrodes to diff erent pairs of electrodes 
for measuring the impedances of body segments. In practice, 

Zm

ZC2 ZC4

Zm

ZC2

ZC1 ZC3ZC1

CG CG

1
(a) (b)

1 3

42 2

Vm Vm

FIGURE 25.8  Electrical schemes of bipolar (a) and tetrapolar (b) bioimpedance measurements.
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diff erent methods of bioimpedance measurements of the 
same body segment produce diff erent results. For example, the 
 magnitude of trunk impedance is signifi cantly higher when 
using the HF/RN measurement scheme compared to the LF/
RN scheme.

Th e results of modeling electric current fl ow through hypo-
thetical 2D objects are shown in Figure 25.10. Th e current fl ows 
between the electrodes 1 and 2. If the measured object is isotro-
pic, then the vector of current density is determined as

 J = E/ρ, (25.27)

where ρ is the specifi c resistance (generally, a function of coordi-
nates), and E is the vector of the electric fi eld intensity. Th e  spatial 
3D pattern of the electric fi eld can be represented by equipoten-
tial surfaces, or contours of constant potentials. In the 2D case, 
they degenerate into equipotential lines. Th e current fl ows along 
the electric fi eld lines (not shown), which are perpendicular to 
equipotential lines.

Th e measured voltage equals the potential diff erence between 
the equipotential surfaces close to the electrodes 3 and 4, respec-
tively. It is determined as

 
d d ,

L L

U = = ρ∫ ∫E l J l
 

(25.28)

where the integral is taken along the path L of the current and 
dl is an element of the path along the trajectory. Th e observed 
impedance is an averaged value over the measured segment. 
Areas with greatest current density and high specifi c resis-
tance provide the greatest contribution to the impedance value, 
 primarily because the impedance measure provides a weighed 
average.

Figure 25.10a clearly shows that the measured impedance 
value will agree closely with the impedance of body segment 
between the voltage electrodes only if they are positioned suffi  -
ciently far from the current electrodes. Otherwise, if the voltage 
is measured between highly curved equipotential lines, they will 
approximate the boundaries of each segment with a signifi cant 
error. A more thorough analysis must take into account that the 
voltage electrodes distort the fi eld pattern as the potential on 
their surface is constant, meaning that the measurement tech-
nique itself infl uences the outcome.

Figure 25.10b illustrates the case of electrode placement on 
the opposite sides of the object. Moving the voltage electrodes 3 
and 4 away from the current electrodes 1 and 2 enables the deter-
mination of the resistance of deep tissue areas. A suffi  ciently 
large number of electrodes on the body surface and alternating 
use of them as a current and a voltage electrode, respectively, 
provide information about the distribution of specifi c resistance 
within an area/volume. Electrical impedance tomography is 
based on this principle.

Various conventional schemes of bioimpedance measure-
ment are shown in Figure 25.11. Th e most widely used scheme 
in professional equipment for bioimpedance analysis is the 
RN/RN scheme, when the electrodes are placed on the right 
wrist and right ankle (Figure 25.11a). Figure 25.11b shows the 
hand-to-hand measurement scheme (RL/RL), which gives an 
impedance of arms and the upper part of the body. Th e devices 

2 4

31(b)

FIGURE 25.10  Equipotential lines: the current fl ows along (a) and 
across (b) the homogeneous biomaterial.
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FIGURE 25.9 Simplifi ed equivalent electrical scheme of the human 
body.
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that realize the leg-to-leg measurement scheme FN/FN (Figure 
25.11c) give estimates of lower-body impedance and have the 
form of a platform scale with four stainless steel foot pads 
(electrodes) on the top. Th e polysegmental eight-point mea-
surement scheme is shown in Figure 25.11d. Electrodes are 
placed on all the extremities, in which case various sets of seg-
mental impedance  measurements are available: for example, 
the combination of RF/RN, LN/LF, RF/LF, LN/RN, LN/RF, and 
RF/LN measurement schemes. Each determination of the fi rst 
four parameters provides the sum of impedances of one 
extremity and trunk by itself, and the last two provide esti-
mates of trunk impedance. Th e impedance of each respective 
extremity is then determined by subtraction. Other combina-
tions of measurements are also used, which provide an imped-
ance of various body segments.

25.7   Bioelectric Impedance Analysis 
and Body Composition

BIA is the most widely used diagnostic method for the in vivo 
human body composition assessment.13,14 Th e classic body com-
position model subdivides body mass (BM) into the sum of fat 
mass (FM) and FFM. BIA of body composition is based on the 
principle that lean tissue conducts an electric current better than 
fat tissue. According to Equation 25.11, the resistance R of a cylin-
drical homogeneous conducting body of uniform cross-sectional 
area S, length L, and resistivity ρ is equal to

 

2 2

,L L LR
S SL V
ρ ρ ρ= = =

 
(25.29)

where V is the volume of the conducting space, a volume of water 
containing electrolytes that conduct the electric current in the 
body. Hence, this volume can be written as

 

2

.LV
R

ρ=
 

(25.30)

Th e factor L2/R in the right-hand side of Equation 25.30 is 
called impedance index. Th omasset15 and Hoff er16 showed 
that, although human body is not a uniform cylinder, the vol-
ume of total body water (TBW) is indeed proportional to the 
impedance index, and the formula 25.30 can be used as a reli-
able predictor for the assessment of TBW. It has also been 
shown that the  accuracy of TBW estimates can be improved 
by the inclusion of additional predictor variables including 
BM and age. So, the typical predictive equation for TBW has 
the form

 

2

BIA BM Age
HtTBW BM Age ,k k
R

ρ′= + + + …
 

(25.31)

where Ht is the body height. For most studies, the term Ht2/R 
in the right-hand side of Equation 25.31 is the best single pre-
dictor of TBW and FFM, accounting for 59–98% of total vari-
ance.17 Parameters of such prediction equations are obtained 
using multiple regression analysis against TBW estimates in 
the same subjects by an appropriate reference method (isotope 
dilution). Many soft ware packages such as MS Excel®, Statistica, 
and Matlab® off er standard tools that can be used for statistical 
analysis. Th e accuracy of the predictive equation is character-
ized by the value of standard error of estimate (SEE) compared 
to estimates obtained on the same subjects using a reference 
method.

In human subjects estimates of fat-free BM from TBW are 
based on the relatively constant ratio between these values: 
TBW/FFM ≈ 0.737 ± 0.036.4,5 Other diagnostic applications of 
hydration values are observed for most mammal species. FM can 
then be assessed by subtraction:

 FM = BM − FFM. (25.32)

As the impedance of biological objects depends on the fre-
quency of alternating current, the parameters of Equation 25.31 
relate to some constant frequency. In single-frequency BIA, the 
frequency of 50 kHz is generally used.

TBW consists of two distinct compartments: ECW and ICW. 
On the equivalent 2R–1C parallel model shown in Figure 25.3a, 
the “extracellular” path of the electric current is represented 
by the resistor Re. For ECW assessment, it is necessary to mea-
sure the resistance to a direct current, because in this case cell 
membranes are impermeable, and the presence of ICW com-
partment does not infl uence the results of impedance measure-
ment. So, the resistance to a direct current R0 (at zero frequency) 
equals the ECW resistance:

 R0 = Re. (25.33)

On the other hand, if the frequency grows infi nitely, the 
reactance tends to zero; thus the resistance R∞ is determined 

Current electrodes

(a) (b) (c) (d)

Potential electrodes

FIGURE 25.11 Th e conventional schemes of BIA measurements: (a) 
wrist-to-ankle (RN/RN); (b) hand-to-hand (RL/RL); (c) leg-to-leg (FN/
FN); and (d) polysegmental eight-point scheme.
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by the electrical scheme with the resistors Re and Ri only in 
parallel:

 

e i

e i
,R RR

R R∞ =
+  

(25.34)

thus providing a predictor for TBW. But the measurements at 
zero and infi nite frequencies are impossible, so, in dual-frequency 
BIA, suffi  ciently low (5 kHz) and high (500 kHz) frequencies are 
used for estimation of ECW and TBW, respectively. Another 
approach is utilized in multiple-frequency BIA, with approxima-
tion of theoretical values of R0 and R∞ from the reactance-to- 
resistance plot on the impedance plane.

Predictive equations for ECW similar to Equation 25.31 are 
also used, in particular, for the estimation of adequate body 
hydration in pathological conditions.

Th e volume of ICW compartment is then determined as

 ICW = TBW − ECW. (25.35)

In a similar way, prediction equations for other body compo-
sition parameters, such as FFM, body cell mass, and skeletal 
muscle mass, are suggested. Published SEE values for estimation 
of FFM range from 1.8 to 3.6 kg and fall within the “excellent” to 
“good” interval on the suggested accuracy scale for body compo-
sition analysis.18

An equivalent electrical model of the human body was 
 considered19 based on the Hanai mixture theory20 in which bio-
logical tissue is considered as a suspension of spherical cells in 
a conductive medium. Here, tissue resistivity and body geom-
etry alter relationships in basic models shown in Figures 25.3 
and 25.5. But the resulted equations for ECW and ICW showed 
no clear advantage over those obtained using other models.20

Th e most widely used for body composition assessment are 
single-frequency BIA analyzers, which utilize the conventional 
tetrapolar wrist-to-ankle measurement scheme (Figure 25.11a), 
as well as hand-to-hand and leg-to-leg measurement schemes 
(Figures 25.11b,c). Dual-frequency and multifrequency analyzers 
enable additional estimation of ECW and ICW. Segmental BIA is 
another development of bioimpedance analysis. For this, BIA 
analyzers utilizing the eight-point measurement scheme are 
manufactured (Figure 25.11d).

25.8  Bioelectric Impedance Analysis 
Applications

Well before the development of BIA body composition analysis, 
the measurements of impedance were also used in impedance 
cardiography for the assessment of central blood volume and 
degree of lungs hydration. In occlusion impedance plethysmo-
graphy, changes in basic impedance were related to changes in 

blood fi lling of venous bed in extremities as well as to changes in 
interstitial compartment hydration.

Th ere are many reports concerning measurements of bio-
impedance and BIA body composition from a number of coun-
tries and study groups.21–23 Along with indirect estimates of body 
composition relying upon population-specifi c equations, there is 
growing interest in direct use of BIA readings in epidemiological 
and clinical studies. As an example, PA is shown to be a useful 
nutritional indicator and a signifi cant prognostic factor of clini-
cal outcome in various conditions such as liver cirrhosis, AIDS, 
cancer, and critical illness.24 Typical values of resistance, reac-
tance, and PA for various body segments in a healthy man are 
shown in Figure 25.12.

If the conventional wrist-to-ankle measurement scheme of 
single-frequency BIA is used, then the values R and XC in a 
healthy population can vary signifi cantly (250–800 and 20–80 Ω, 
respectively), but the ratio R/XC is less varying (of the order 7–11). 
Figure 25.13 shows typical age dependencies of population refer-
ence values for PA in healthy men and women.

Lower values are not infrequent in chronic catabolic diseases, 
which refl ect cell death or increased permeability of cell mem-
brane. Clinical norms for PA are described.24 Higher values 
(compared to normal) are usually observed in athletes.

Typical values of PA for local body parts are represented in 
Table 25.2.

In sports medicine, BIA estimates of body composition can 
have signifi cant diagnostic value refl ecting the eff ectiveness of 
the training process (Figure 25.14).

Th e specifi c diagnostic value of monitoring changes in elec-
tric parameters of body regions is to identify diff erent physiolog-
ical and pathophysiological processes, such as changes in tissue 
hydration, edema, and so on. Th e rate of changes can be described 
by the characteristic time τ. Most rapid changes occur in the 
redistribution of venous blood between body regions, in response 
to orthostatic exposure (τ = 0.5−1.5 s) (Figure 25.16b). Th e char-
acteristic time for volume changes of interstitial fl uids spans 
normally from tens of minutes to hours. Th e degree of intracel-
lular hydration changes more slowly, except the cases of tissue 
chemical burn; τ values for body fat have the order of days. Th e 
patterns of temporal changes of impedance and water volume in 
the torso and shank during a tilt test are shown in Figures 25.15 
and 25.16.

BIA was used for the evaluation of the severity of illness in 
pediatric patients aft er cardiac surgery.25 Postoperative changes 
in bioelectrical impedance relative to preoperative data (Z/Z0) 
were assessed (Figure 25.17). Th e initial decrease immediately 
aft er surgery (D0) caused by surgical stress itself was not directly 
related to the prognosis. In those patients who survived, the 
impedance index showed signifi cant increase toward preopera-
tive values 16 (D1) and 40 h (D2) aft er surgery. A sustained 
decrease of the impedance index was associated with high mor-
tality risk.
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FIGURE 25.17 Postoperative changes of impedance index (Z/Z0) in sur-
vivors (open circle) and nonsurvivors (closed circle). (Reproduced from 
Shime N. et al. Crit. Care Med., 2002, 30: 518–520. With permission.)

TABLE 25.2 Typical Values of PA for Local Body Parts

Body Parts PA (grad) PA/PAwrist-to-ankle

Th umb 2.2 0.3
Index fi nger 2.5 0.4
Middle fi nger 2.1 0.3
Ring fi nger 2.8 0.4
Little fi nger 2.4 0.4
Palm 3.8 0.6
Foot arch 5.3 0.8



Bioelectric Impedance Analysis 25-13

References

 1. Cornish, B.H., Jacobs, A., Th omas, B.J., and Ward, L.C. 
Optimizing electrode sites for segmental bioimpedance 
measurements. Physiol. Meas., 1999, 20: 241–250.

 2. Grimnes, S. and Martinsen, O.G. Bioimpedance and 
Bioelectricity Basics (2nd edition). London: Academic Press, 
2008.

 3. Faes, T.J.C., van der Meij, H.A., de Munck, J.C., and 
Heethaar, R.M. Th e electric resistivity of human tissues (100 
Hz–10 MHz): A meta-analysis of review studies. Physiol. 
Meas., 1999, 20: R1–R10.

 4. Gabriel, S., Lau, R.W., and Gabriel, C. Th e dielectric proper-
ties of biological tissues: II. Measurements in the frequency 
range 10 Hz to 20 GHz. Phys. Med. Biol., 1996, 41: 
2251–2269.

 5. Schwan, H.P., in: J.H. Lawrence and C.A Tobias (Eds.), 
Advances in Biological and Medical Physics. NY: Academic 
Press, 1957, 5: pp. 147–209.

 6. Feldman, Y. and Hayashi, Y. Proc. XII Int. Conf. on Electrical 
Bioimpedance & V Int. Conf. on Electrical Impedance 
Tomography. Gdansk, Poland, 20–24 June 2004, 1: pp. 
13–16.

 7. Cole, K.S. Electrical phase angle of cell membranes. J. Gen. 
Physiol., 1932, 15: 641–649.

 8. Cole, K.S. Cold Spring Harbor Symp. Quant. Biol., 1940, 8: 
110–122.

 9. Cole, K.S. and Cole, R.H. Dispersion and absorption in 
dielectrics. I. Alternating current characteristics. J. Chem. 
Phys., 1941, 9: 341–351.

 10. Gabriel, C. and Gabriel, S. Compilation of the dielectric 
properties of body tissues at RF and microwave frequencies. 
Available at http://www.emfdosimetry.org/dielectric/Title/
Title.html

 11. Furuya, N., Kawamura, T., Sakamoto, K. et al. Proc. XII Int. 
Conf. on Electrical Bioimpedance & V Int. Conf. on Electrical 
Impedance Tomography. Gdansk, Poland, 20–24 June 2004, 
1: pp. 145–148.

 12. Ivorra, A., Genesca, M., Hotter, G., and Aguilo, J. Proc. XII 
Int. Conf. on Electrical Bioimpedance & V Int. Conf. on 
Electrical Impedance Tomography. Gdansk, Poland, 20–24 
June 2004, 1: pp. 87–90.

 13. Heymsfi eld, S.B., Lohman, T.G., Wang, Z.M., and Going, 
S.B. Human Body Composition (2nd edition). Champaigh, 
IL: Human Kinetics, 2005.

 14. Heyward, V.H. and Wagner, D. Applied Body Composition 
Assessment (2nd edition). Champaigh, IL: Human Kinetics, 
2004.

 15. Th omasset, A. Bio-electrical properties of tissue impedance 
measurements. Lyon Med., 1962, 207: 107–118.

 16. Hoff er, E.D. Correlation of whole-body impedance with 
total body water volume. J. Appl. Physiol., 1969, 27: 
531–534.

 17. Kushner, R.F. Bioelectrical impedance analysis: A review of 
principles and applications. J. Am. Coll. Nutr., 1992, 11: 
199–209.

 18. Lohman, T.G. Advances in Body Composition Assessment. 
Champaign, IL: Human Kinetics, 1992.

 19. De Lorenzo, A., Andreoli, A., Matthie, J., and Withers, P. 
J. Appl. Physiol., 1997, 82: 1542–1558.

 20. Hanai, T. in: P.H. Sherman (Ed.), Emulsion science. London: 
Academic Press, 1968, pp. 354–477.

 21. Bosy-Westphal, A., Danielzik, S., Dorhofer, R.-P. et al. Phase 
angle from bioelectrical impedance analysis: Population 
reference values by age, sex, and body mass index. J. Parenter. 
Enteral Nutr., 2006, 30: 309–316.

 22. Barbosa-Silva, M.C.G., Barros, A.J.D., Wang, J. et al. 
Bioelectrical impedance analysis: Population reference 
 values for phase angle by age and sex. Am. J. Clin. Nutr., 
2005, 82: 49–52.

 23. Nikolaev, D.V., Smirnov, A.V., Bobrinskaya, I.G., and 
Rudnev, S.G. Bioelectric Impedance Analysis of Human Body 
Composition. Moscow: Nauka, 2009 (in Russian).

 24. Selberg, O. and Selberg, D. Norms and correlates of 
 bioimpedance phase angle in healthy human subjects, 
 hospitalized patients, and patients with liver cirrhosis. Eur. 
J. Appl. Physiol., 2002, 86: 509–516.

 25. Martirosov, E.G., Nikolaev, D.V., and Rudnev, S.G., 
Technologies and Methods of Human Body Composition 
Assessment. Moscow: Nauka, 2006 (in Russian).

 26. Shime N., Ashida H., Chihara E. et al. Bioelectrical imped-
ance analysis for assessment of severity of illness in pediat-
ric patients aft er heart surgery. Crit. Care Med., 2002, 30: 
518–520.



26-1

Ravishankar Chityala

26
X-ray and Computed Tomography

26.1 Introduction ...........................................................................................................................26-1
26.2 Radiation .................................................................................................................................26-1
26.3 X-ray Tube Construction ......................................................................................................26-1

X-ray Generation Process • X-ray Attenuation • Th e Lambert–Beer Law for 
Multiple Materials • Factors Determining X-ray Attenuation

26.4 X-ray Detection ..................................................................................................................... 26-4
Ionization Detection • Photonic Energy Conversion Detection (Fluorescence) • 
Image Intensifi er

26.5 Multiple-Field Image Intensifi er ..........................................................................................26-5
26.6 Fluoroscopy.............................................................................................................................26-5
26.7 Angiography .......................................................................................................................... 26-6
26.8 Computed Tomography ....................................................................................................... 26-6

Image Reconstruction • Parallel Beam CT
26.9 Central Slice Th eorem ...........................................................................................................26-7
26.10 Fan-Beam CT ........................................................................................................................ 26-8
26.11 Cone Beam CT ...................................................................................................................... 26-9

Hounsfi eld Unit
26.12 Artifacts .................................................................................................................................26-10

Geometric Misalignment Artifacts • Scatter • Off set and Gain Correction • 
Beam Hardening • Metal Artifacts

26.13 Summary ...............................................................................................................................26-12
References .........................................................................................................................................26-13

26.1 Introduction

X-rays are a form of electromagnetic radiations like light, radio 
waves, and so on. Th ey have a wavelength of 10–0.01 nm. X-rays 
were discovered accidentally by Wilhelm Conrad Roentgen, a 
German physicist, while studying cathode ray tubes.

He found out that most of the materials allowed the new ray to 
pass through and also left  a shadow on a photographic plate. His 
work on the new ray was published as “On a New Kind of Rays” 
and was subsequently awarded the fi rst Nobel Prize in Physics, 
in 1901.

Since Roentgen’s days, x-rays have found very widespread 
uses and are used across diff erent fi elds such as radiology, geol-
ogy, crystallography, astronomy, and so on. In the fi eld of radi-
ology, x-rays are used in fl uoroscopy, angiography, computed 
tomography (CT), and so on. Today, many of the noninvasive 
surgeries are performed under x-ray guidance providing a new 
“eye” to the surgeons.

In this chapter, we will look at methods of generating 
x-rays, x-ray detection, diff erent radiology procedures such as 

fl uoroscopy and angiography. We will work on the details of CT 
including methods for reconstruction and CT artifacts.

26.2 Radiation

An x-ray machine requires an x-ray generator or tube, a material 
through which the x-ray traverses and an x-ray detector to mea-
sure the intensity of the incoming rays. We will begin with the 
discussion of radiation by studying the x-ray generation process 
using an x-ray tube.

26.3 X-ray Tube Construction

An x-ray tube consists of four major parts. Th ey are an anode, a 
cathode, a tungsten target, and an evacuated tube to hold the 
three parts together as shown in Figure 26.1.

Th e cathode is the negative terminal that produces electrons 
that will be accelerated toward the anode. Th e fi lament is 
heated by passing current, which generates electrons by a pro-
cess of thermionic emission, defi ned as emission of electrons 
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by absorption of thermal energy. Th e number of electrons pro-
duced is proportional to the current impressed upon it. Th e 
fi lament is generally made from tungsten to withstand high 
temperatures and also for its malleability. Th e electron pro-
duced is focused by the focusing cup, which is maintained 
at the same negative potential as the cathode. Th e glass enclo-
sure in which the x-ray is generated is evacuated, so that the 
electrons do not interact with other molecules and can also be 
controlled independently and precisely. Th e focusing cup is 
maintained at a very high potential in order to accelerate the 
electrons produced by the fi lament. Th e anode is the positive 
electrode and is bombarded by the fast-moving electron. It 
is generally made from copper, so that the heat produced by 
the bombardment of the electron can be properly dissipated. A 
tungsten target is fi xed on the anode. Th e fast-moving electrons 
knock out the electrons from the inner shells of the tungsten 
target. Th is process results in generation of x-rays.

Th ere are two constructions for the anode, a stationary and 
a rotating type. Th e rotating anode has a longer life than the 

 stationary anode, as the area exposed to the electrons varies 
continuously.

26.3.1 X-ray Generation Process

Th ere are two diff erent types of spectra generated when x-rays 
are produced.1 Th e general radiation or Bremsstrahlung 
“Braking” spectrum is a continuous radiation and the character-
istic radiation is a discrete spectrum as shown in Figure 26.2.

When the fast-moving electron produced by the cathode moves 
very close to the nucleus of the tungsten atom (Figure 26.3), the 
electron decelerates and the loss of energy is emitted as radiation. 
Most of the radiation is at higher wavelengths and hence dissi-
pated as heat. Th e electron is not decelerated completely by one 
tungsten nucleus and, hence, at every stage of deceleration, radia-
tion of lower wavelength or higher energy is emitted. Since the 
electrons are decelerated or “braked” in the process, this spectrum 
is referred as the Bremsstrahlung spectrum.

From the energy equation, we know that Equation 26.1 holds 
true:

 E =   hc __ λ   (26.1)
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FIGURE 26.1  (Top) Th e components of an x-ray tube. (Bottom) X-ray 
tubes. (Reproduced from Siemens AG, Healthcare Sector. With 
permission.)
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FIGURE 26.2 Th e x-ray spectrum illustrating characteristic radia-
tion and the Bremsstrahlung spectrum.

FIGURE 26.3 Production of the Bremsstrahlung or braking spectrum.
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where h is the Planck constant, c the speed of light, and λ the 
wavelength of the x-ray. Th e product of h and c is equal to 12.4 if 
E is measured in keV and λ is measured in armstrong (Å). Th us 
Equation 26.1 becomes Equation 26.2:

 E =   12.4 ____ λ   (26.2)

Th e inverse relationship between E and λ implies that a 
shorter wavelength produces a higher energy x-ray and vice 
versa. For an x-ray tube powered at 112 kVp, the maximum 
energy that can be produced is 112 keV and, hence, the corre-
sponding wavelength is 0.11 Å. Th is is the shortest wavelength 
and also the highest energy that can be achieved during the pro-
duction of the Bremsstrahlung spectrum. Most of the x-rays, 
however, will be produced at much higher wavelength and con-
sequently lower energy.

Th e second type of radiation spectrum (Figure 26.4) results 
from an electron orbit interaction within the tungsten structure, 
called the characteristic radiation. Th e fast-moving electrons 
could also eject the electron from the k-shell (inner shell) of the 
tungsten atom. Since this shell is unstable due to the ejection of 
the electron, the vacancy is fi lled by an electron from the outer 
shell. Th is is accompanied by the release of x-ray energy. Th e 
energy and wavelength of the electron are dependent on the 
binding energy of the electron whose position is fi lled. Depending 
on the shell, these characteristic radiations are referred to as K, 
L, M, and N characteristic radiation and thus the characteristic 
K and L radiation is shown in Figure 26.2. Because of the short 
wavelength of x-ray radiation, x-ray will interact on an atomic 
and a molecular level, thus ionizing any molecules in its path, 
hence requiring a vacuum environment as well.

26.3.2 X-ray Attenuation

Attenuation can be defi ned as the reduction in the intensity of 
the x-ray beam as it traverses matter by either the absorption or 
defl ection of photons in the beam. Th e attenuation is quantifi ed 
by using the linear attenuation coeffi  cient (μ), defi ned as the 
attenuation per centimeter of the object. Th e attenuation is 
directly proportional to the distance traveled and the incident 
intensity. Th e intensity of the x-ray beam aft er attenuation is 
given by the Lambert–Bear law (Figure 26.5) expressed as

 I = I0e−μΔx (26.3)

where I0 is the initial x-ray intensity, I is the exiting x-ray inten-
sity, μ is the linear attenuation coeffi  cient of the material, and Δx 
is the thickness of the material. Th e law also assumes that the 
input x-ray intensity is mono-energetic or monochromatic.

Monochromatic radiation is characterized by photons of single 
intensity, but in reality all radiations have photons of varying 
intensity and, hence, are polychromatic and therefore have spectra 
similar to Figure 26.2. Polychromatic radiation is characterized by 
photons of varying energy (quality and quantity), with the peak 
energy being determined by the peak kilovoltage (kVp). Th e mean 
energy of the polychromatic radiation is between 2/3 and 1/2 of its 
peak energy. When a polychromatic radiation passes through a 
matter, the longer wavelengths with lower energy is preferentially 
absorbed, resulting in the fact that the remaining transmitted 
photons are high-energy photons and hence the beam hardens 
during its passage and is referred to as beam hardening.

In addition to the attenuation coeffi  cient, a material can also 
be defi ned using the half-value layer. It is defi ned as the thick-
ness of material needed to reduce the intensity of the x-ray beam 
by half. Hence, from Equation 26.3 for a thickness Δx = HVL 
(half value layer), Equation 26.4 can be derived:

 I =   I0 __ 2   (26.4)

Hence,

 Ioe−μHVL =   I0 __ 2   (26.5)

 μ × HVL = 0.693 (26.6)

 HVL =   0.693 _____ μ   (26.7)
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FIGURE 26.4 Production of characteristic radiation.
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FIGURE 26.5 Lambert–Beer law for monochromatic radiation and 
for a single material.
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For a material with a linear attenuation coeffi  cient of 0.1/cm, 
the HVL is 6.93 cm. Th is implies that when a monochromatic 
beam of x-rays passes through the material, its intensity drops by 
half aft er passing through 6.93 cm of that material.

26.3.3  The Lambert–Beer Law for Multiple 
Materials

For an object with n elements (Figure 26.6), the Lambert–Beer 
law is applied in cascade,
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When the logarithm of the intensities is taken, we obtain
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(26.9)

in the continuous domain. Using this equation, we see that the 
value p, the projection image expressed in energy intensity, 
corresponding to the digital value at a specifi c location in that 
image, is simply the sum of the product of attenuation coeffi  -
cients and thicknesses of the individual components. Th is is 
the basis of x-ray and CT, both of which will be discussed 
shortly.

26.3.4 Factors Determining X-ray Attenuation

Th e energy of the beam is one of the factors that determine the 
amount of attenuation. As we have seen earlier, lower energy 
beams get preferentially absorbed compared to higher energy 
beams.

Th e density of a substance through which x-rays pass makes a 
signifi cant contribution to the attenuation. Th e higher density 
substance like bone attenuates x-rays more than a lower density 
substance like tissue. Also diff erent types of tissues have diff er-
ent densities and hence diff erent attenuation, resulting in diff er-
ent contrast on the x-ray image.

Th e number of electrons per gram in a material determines its 
x-ray stopping power. A material with higher number has higher 

probability of interacting with the x-rays. Th e number of elec-
trons per gram is given by Equation 26.10

 N =   NoZ ____ A   (26.10)

where N is the number of electrons per gram, No is the Avogadro 
number, Z is the atomic number, and A is the atomic weight of 
the substance. Since the Avogadro number is a constant, the 
number of electrons per gram is dependent only on Z and A.

26.4 X-ray Detection

So far, we have discussed the x-ray generation using an x-ray 
tube, the shape of the x-ray spectrum and also studied 
the change in x-ray intensity as it traverses a material due to 
attenuation. Th ese attenuated x-rays have to be converted 
into a human-viewable form. Th is conversion process can be 
achieved either by exposing them on a photographic plate to 
obtain an x-ray image or viewed using a TV screen or con-
verted into a digital image, all using the process of x-ray detec-
tion, respectively. Th ere are three diff erent types of x-ray 
radiation detectors in practice, namely ionization, fl uores-
cence, and absorption.

26.4.1 Ionization Detection

In the ionization detector, the x-rays ionize the gas molecules in 
the detector and, by measuring the ionization, the intensity of 
x-rays is measured. One example of such a detector is the Geiger–
Muller counter.2

26.4.2  Photonic Energy Conversion Detection 
(Fluorescence)

In image intensifi cation detectors like the image intensifi er, the 
x-rays are converted into electrons that are accelerated to increase 
their energy.1−3 Th e electrons are then converted back into light 
and are viewed on a TV or a computer screen.

One mechanism of absorption relies on the photoelectric 
eff ect. In a semiconductor detector, the x-rays are converted 
directly into electron hole pairs and measured4. Th ese detectors 
occupy lesser space than an image intensifi er and hence are 
gaining popularity in recent years.

Th e other historically important mechanism of absorption 
uses the oxidation of silver on a photographic plate, which is 
exposed aft er fi xation and development using standard photo-
graphic techniques. Th e end result in this case is a hardcopy of 
the image. Because of rapid growth of digital technology and the 
lower overall cost, the photographic system is being replaced at 
most x-ray imaging facilities.

26.4.3 Image Intensifi er

Th e image intensifi er is a photonic energy conversion detector. 
Th e image intensifi er (Figure 26.7) consists of (1) input phosphor 
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FIGURE 26.6 Lambert–Beer law for multiple materials.
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and a photocathode, (2) an electrostatic focusing lens, (3) an 
accelerating anode, and (4) an output fl uorescent screen.

Th e x-ray beam passes through the patient and enters the 
image intensifi er through the input phosphor. Th e phosphor 
generates light photons aft er absorbing the x-ray photons. Th e 
light photons are absorbed by the photocathode and electrons 
are emitted. Th e electrons are then accelerated by a potential dif-
ference toward the anode. Th e anode focuses the electrons on to 
an output fl uorescence screen, which emits the light that will 
then be either displayed using a TV screen or recorded in an 
x-ray fi lm.

Th e input phosphor is made of cesium iodide (CsI) and is 
vapor deposited to form a needle-like structure, which acts like 
a fi ber optic cable and prevents the diff usion of light and thereby 

improves the resolution. Also, it has a greater packing density 
and hence a higher conversion effi  ciency even with smaller 
thickness (needed for a good spatial resolution). Also, it has a 
higher eff ective number and hence can absorb x-rays better in 
the diagnostic radiology range. Th e photocathode emits elec-
trons when light photons are incident on it. Th e anode acceler-
ates the electrons. Th e higher the acceleration, better the 
conversion of electrons to light photons at the output phosphor. 
Th e input phosphor is curved so that electrons travel the same 
length towards the output phosphor. Th e output phosphor is 
silver-activated zinc–cadmium sulfi de. Th e output can be viewed 
using a series of lens on a TV or it can be recorded on a fi lm.

26.5 Multiple-Field Image Intensifi er

Th e fi eld size is changed by changing the position of the focal 
point, the point of intersection for the left  and right electron 
beams. Th is is achieved by increasing the potential in the elec-
trostatic lens. Lower potential results in the focus being close to 
the anode and hence the full view of the anatomy is exposed to 
the output phosphor. At higher potential, the focus moves away 
from the anode and hence only a portion of the input phosphor 
is exposed to the output phosphor. In both cases, the sizes of the 
input and output phosphor remain the same, but in the smaller 
mode, a portion of the image from the input phosphor is removed 
from the view due to a farther focal point.

In a commercial x-ray unit, these sizes are specifi ed in inches. 
A 12-inch mode will cover a larger anatomy while a 6-inch mode 
will cover a smaller anatomy. Exposure factors are automatically 
increased for smaller image intensifi er modes to compensate for 
the decreased brightness as a result of magnifi cation.

Since the electrons travel large distances during their journey 
from the photocathode to the anode, they are aff ected by the 
earth’s magnetic fi eld. Th e earth’s magnetic fi eld changes even 
for small motion of the image intensifi er and, hence, the electron 
path gets distorted. Th e distorted electron path produces dis-
torted images on the output fl uorescent screen. Th e distortion is 
not uniform but increases as we move toward the edge of the 
image intensifi er. Hence the distortion is more signifi cant for a 
large image intensifi er mode than for a smaller image intensifi er 
mode. Th e distortions can be removed by careful design and 
material selection or, more preferably, by using image processing 
algorithms.

Th e image intensifi er can be bundled with an x-ray tube, a 
patient table, and a structure to hold all these parts together, to 
create an imaging system. Such a system could also be designed 
to revolve around the patient table axis and provide images in 
multiple directions to aid diagnosis. Examples of such a system, 
namely fl uoroscopy and angiography, are discussed below.

26.6 Fluoroscopy

Th e fi rst generation fl uoroscope consisted of a fl uoroscopic 
screen (Figure 26.8) made of copper-activated cadmium sulfi de 
that emitted light in the yellow–green spectrum of visible light.1,2 

Output fluorescent screen

Anode

Electrons

Glass envelope

Electrostatic lens

Photocathode

FIGURE 26.7 (Top) Th e components of an image intensifi er. (Bottom) 
Image intensifi er tubes. (Reproduced from Siemens AG, Healthcare 
Sector. With permission.)
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Th e examination was so faint that it was carried out in the dark 
room with the doctor dark-adapting their eyes prior to examina-
tion. Since the intensity of fl uorescence was less, rod vision in the 
eye was used and, hence, the ability to diff erentiate shades of 
grey was also less. Th ese problems were alleviated with the inven-
tion of the image intensifi er discussed earlier. Th e image intensi-
fi er allowed intensifi cation of the light emitted by the input 
phosphor; it could be safely and eff ectively used to produce a sys-
tem that could generate and detect x-rays and also produce 
images fi t enough for human consumption using televisions and 
computers.

26.7 Angiography

A digital angiographic system (Figure 26.9) consists of an x-ray 
tube, an image intensifi er-based detector, a light diaphragm to 
control the light gain, a video camera to record the image, and a 

computer to process the acquired image.1,2 Th e system is  similar 
to fl uoroscopy except that it is primarily used to visualize blood 
vessels opacifi ed using a contrast. Th e x-ray tube must have big 
focal spot to prevent tube loading due to constant generation 
of x-ray. It must also provide a constant output over time. Th e 
image intensifi er must also provide a constant acceleration 
voltage, to prevent variation in gain during acquisition. In gen-
eral, the voltage cannot be controlled accurately and hence a 
diaphragm is used to control the amount of light entering the 
TV camera.

Th e computer controls the whole imaging chain and also 
 performs digital subtraction in the case of digital subtraction 
angiography (DSA) on the images obtained.1 Th e computer con-
trols the x-ray technique so that uniform exposure is obtained 
across all images. Th e computer obtains the fi rst set of images 
without the injection of contrast and stores them as a mask 
image. Subsequent images obtained under the injection of con-
trast are stored and subtracted from the mask image to obtain 
the image with the vessel alone.

26.8 Computed Tomography

Th e fl uoroscopy and angiography discussed so far produce a pla-
nar projection image, which is a shadow of the part of the body 
under x-rays. Th e image may also contain other organs/struc-
tures that impede the ability to make a clear diagnosis. In such 
cases, a slice through the patient would provide an unimpeded 
view of the organ of interest. Th e system that produces this 
 virtual slice is called the CT.

Sir Godfrey N. Hounsfi eld and Dr. Allan McCormack devel-
oped CT independently and later shared the Nobel Prize for 
Physiology in 1979. It is also referred to as Computed Axial 
Tomography or Computer Assisted Tomography or a CAT 
scan although CT has become the most prevalent name in 
recent years.

Th e normal x-ray systems studied so far produce a shadow or 
projection of the object on a 2D plane and, hence, the 3D depth 

FIGURE 26.8 (Top) Th e fl uoroscopy machine (Courtesy of Siemens 
Medical Solutions). (Bottom) Image of a head phantom acquired using 
an image intensifi er system. (Reproduced from Siemens AG, Healthcare 
Sector. With permission.)

FIGURE 26.9 Th e angiography system. (Reproduced from Siemens 
AG, Healthcare Sector. With permission.)
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information is permanently lost. CT solves that problem by 
acquiring x-ray images all around the object. A computer then 
processes these images to produce a map of the original object 
using a process called reconstruction. Th e utility of this tech-
nique became so apparent that an industry quickly developed 
around it and still continues to be an important diagnostic tool 
for physicians and surgeons.

In honor of Sir Hounsfi eld’s eff orts, the unit of measure of the 
attenuation coeffi  cient in CT is Hounsfi eld unit (HU).

26.8.1 Image Reconstruction

Th e basic principle of image reconstruction is that the internal 
structure of an object can be determined from multiple projec-
tions of that object. In the case of CT reconstruction, the inter-
nal structure being reconstructed is the spatial distribution of 
the linear attenuation coeffi  cients (μ) of the imaged object. 
Mathematically, Equation 26.9 can be inverted by the recon-
struction process to obtain the distribution of the attenuation 
coeffi  cients. Ideally, the x-ray beam is mono-energetic, and the 
geometry of the imaging system is well characterized. In current 
clinical CT technology, however, the x-ray beam is not mono-
energetic and the geometry is not well characterized. Th ese 
result in error in the reconstructed image, commonly referred to 
as artifacts and will be discussed later.

In clinical CT, the raw projection data are oft en a series of 1D 
vectors obtained at various angles for which the 2D reconstruc-
tion yields a 2D attenuation coeffi  cient matrix. Th ere are other 
modalities where the raw projection data are acquired as a series 
of 2D matrices obtained at various angles for which the 3D 
reconstruction yields a 3D distribution of the attenuation coef-
fi cient volume. For the sake of simplicity, the reconstructions 
discussed in this chapter will focus on 2D reconstructions and, 
hence, the projection images are 1D vectors unless otherwise 
specifi ed.

We will also describe the central slice theorem, which gives 
the relationship between the raw data aft er logarithmic transfor-
mation and the reconstructed image (Equation 26.9). Th e under-
lying assumption in all these discussions is that the data have 
been preprocessed for any nonidealities and hence has no error 
at the input.

26.8.2 Parallel Beam CT

Th e original method used for acquiring CT data used parallel-
beam geometry such as shown in Figure 26.10. As shown in 
the fi gure, the paths that the x-rays take from the source to the 
detector are parallel to each other. An x-ray source was colli-
mated to yield a single x-ray beam, and the source and detector 
were translated along the axis perpendicular to the beam to 
obtain the projection data (a single 1D vector for a 2D CT 
slice). Aft er the acquisition of one projection, the source– 
detector assembly was rotated and subsequent projections were 
obtained.

An analytical solution was subsequently obtained and forms 
the basis for all the CT reconstruction techniques used. It is based 
on the central slice theorem or the Fourier slice theorem.5

26.9 Central Slice Theorem

Consider the object shown in Figure 26.11 to be reconstructed. 
Th e original coordinate system is x–y and when the detector and 
the x-ray source are rotated by an angle θ, their coordinate 
 system is defi ned by x′–y′. In this fi gure, R is the  distance 
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FIGURE 26.10 Parallel beam geometry.
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FIGURE 26.11 Central slice theorem.
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between the iso-center (i.e., center of rotation) and any ray pass-
ing through the object.

Aft er logarithmic conversion, the x-ray projection at an angle 
(θ) is given by

 gθ(R) = ∫∫ f(x, y)δ(x cosθ + y sinθ−R) dx dy (26.11)

where δ( ) is the Dirac-Delta function.6

Th e Fourier transform of the distribution is given by

 F(u, v) = ∫∫ f(x, y)e−i2π(ux+vy) dx dy (26.12)

where u and v are frequency components in perpendicular direc-
tions. Expressing u and v in the polar coordinate, we obtain 
u = ν cos θ and v = ν sin θ, where ν is the radius and θ is the 
angular position in the Fourier space.

Substituting for u and v and simplifying yield the following 
equation

 F(ν, θ) = ∫∫ f(x, y)e−i2πν(x cosθ+y sinθ) dx dy (26.13)

Th e above equation can be rewritten as

F(ν, θ) = ∫∫∫ f(x, y)e−i2πνR(x cos θ + y sin θ − R) dR dx dy (26.14)

Rearranging the integrals yields

F(ν, θ) = ∫ (∫∫ f(x, y)δ(x cos θ + y sin θ − R) dx dy)ei2πνR dR (26.15)

From Equation 26.11, we can simplify the above equation as

 F(ν, θ) = ∫ gθ(R)e−i2πνR dR = FT(gθ(R)) (26.16)

where FT( ) refers to the Fourier transform of the enclosed 
function. Equation 26.16 shows that the radial line along 
an angle θ in the 2D Fourier transform of the object is the 
1D Fourier transform of the projection data acquired at that 
angle θ.

Th us, by acquiring projections at various angles, the data 
along the radial lines in the 2D Fourier transform can be 
obtained. Note that the data in the Fourier space is obtained 
using polar sampling. Th us, either a polar inverse Fourier trans-
form must be performed or the obtained data must be interpo-
lated onto a rectilinear Cartesian grid so that fast Fourier 
transform (FFT) techniques can be used.

However, another approach can be also taken. Again, f(x, y) is 
related to the inverse Fourier transform, that is,

 F(x, y) = ∫∫ F(u, v)e−i2π(ux+vy)R du dv (26.17)

By using a polar coordinate transformation, u and v can be 
 written as u = ν cos θ and v = ν sin θ.

To eff ect a coordinate transformation, the Jacobian is used 
and is given by Equation 26.18:
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(26.18)

Hence

 du dν = |ν| dν dθ (26.19)

Th us,

 f(x, y) = ∫∫ f(ν, θ)ei2πν(x cosθ+y sinθ)|ν| dν dθ (26.20)

Using Equation 26.16, we can obtain

 f(x, y) = ∫∫ FT(gθ (R))ei2πν(x cosθ + y sinθ)|ν| dν dθ (26.21)

 f(x, y) = ∫∫∫ FT(gθ (R))ei2πνRδ(x cos θ + y sin θ − R)|ν| dν dθ dR
 (26.22)

 f(x, y) = ∫∫(∫ FT(gθ (R))|ν|ei2πνR dν)δ(x cos θ + y sin θ − R) dR
 (26.23)

Th e term in the braces is the fi ltered projection, which can be 
obtained by multiplying the Fourier transform of the projection 
data with ν in the Fourier space or equivalently by performing a 
convolution of the real space projections and the inverse Fourier 
transform of the function ν. Because the function ν looks like a 
ramp, the fi lter generated is commonly called the “ramp fi lter.”

Th us,

 f(x, y) = ∫∫ FP(R, θ) ⋅ δ(x cos θ + y sin θ − R) dR (26.24)

where FP(R, θ) is the fi ltered projection data at location R 
acquired at an angle θ and is given by

 ∫ FP(R, θ) = ∫ FT(gθ(R))|v|i2πvRdv (26.25)

Once the convolution or fi ltering is performed, the resulting 
data are reconstructed using Equation 26.25. Th is process is 
referred to as the fi ltered backprojection (FBP) technique and is 
the most commonly used technique in practice.

26.10 Fan-Beam CT

Th e fan-beam CT scanners (Figure 26.12) have a bank of detec-
tors, with all detectors being illuminated by x-rays simultane-
ously for every projection angle. Since the detector acquired 
images in one x-ray exposure, it eliminated the translation at 
each angle. Since translation was eliminated, the system was 
mechanically stable, and the exposure time of the scanner was 
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much reduced. However, x-ray scatter in the object reduced the 
contrast in the reconstructed images compared with parallel 
beam reconstruction. But these machines are still popular due to 
faster acquisition time, which allows the reconstruction of mov-
ing objects like slices of the heart in one breath hold. Th e images 
acquired using fan-beam scanners can be reconstructed using a 
rebinning method that converts fan-beam data into parallel 
beam data and then uses the central slice theorem for recon-
struction. Currently, this approach is not used and is replaced by 
a direct fan-beam reconstruction method based on FBP.

A fan-beam detector with one row of detecting element pro-
duces one CT slice. Th e current generations of fan-beam CT 
machines have multiple detector rows and can acquire 8, 16, 32 
slices, and so on in one rotation of the object and are referred as 
multislice CT machines. Th e benefi ts are faster acquisition time 
compared with a single slice and covering a larger area in one 
exposure.

With the advent of multislice CT machines, a whole body scan 
of the patient can also be obtained. Figure 26.13 is the axial slice 

of a patient in the region around the kidney. It is one of the many 
slices of the whole body scan shown in the montage in Figure 
26.14. Th ese slices were converted into a 3D object (Figure 26.15) 
using Mimics™.

26.11 Cone Beam CT

Cone beam acquisition or CBCT (Figure 26.16) consists of a 2D 
detector instead of 1D detectors used in the parallel and fan-
beam acquisitions. As with the fan beam, the source and the 
detector rotate relative to the object, and projection images are 
acquired. Th e 2D projection images are then reconstructed to 
obtain 3D volume. Since a 2D region is imaged, cone-beam-
based volume acquisition makes use of x-rays that otherwise 
would have been blocked. Th e other advantages are potentially 
faster acquisition time, better pixel resolution, and isotropic (the 
same voxel size in the x, y, and z directions) voxel resolution. Th e 
most commonly used algorithm for cone-beam reconstruction 

Detector

Object

X-ray source

FIGURE 26.12 (Top) Fan-beam geometry. (Bottom) Th e fan-beam 
CT machine. (Reproduced from Siemens AG, Healthcare Sector. With 
permission.)

FIGURE 26.13 Axial CT slice.

FIGURE 26.14 Montage of all the slices of the patient. One of the 
axial slices in the montage is shown in Figure 26.13.
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is the Feldkamp algorithm,7 which assumes a circular trajectory 
for the source and the fl at detector and is based on FBP.

26.11.1 Hounsfi eld Unit

HU is the system of unit used in CT that represents the linear 
attenuation coeffi  cient of an object. It provides a standard way of 
comparing images acquired using diff erent CT machines. It is 
defi ned as

 

w

w
HU 1000

μ − μ⎛ ⎞
= ×⎜ ⎟μ⎝ ⎠  

(26.26)

where μ is the linear attenuation coeffi  cient of the object and μw 
is the linear attenuation coeffi  cient of water. Th us, water has an 
HU of 0 and air has an HU of −1000.

Th e following are the steps to obtain the HU equivalent of a 
reconstructed image.

A water phantom consisting of a cylinder fi lled with water • 
is reconstructed using the same x-ray technique as the 
reconstructed patient slices.
Th e attenuation coeffi  cients of water and air (present outside • 
the cylinder) are measured from the reconstructed slice.
A linear fi t is established, with the HU of water (0) and air • 
(−1000) being the ordinate and the corresponding linear 
attenuation coeffi  cient measured from the reconstructed 
image being the abscissa.
Any patient data reconstructed are then mapped to HU • 
using the determined linear fi t.

Since the CT data are calibrated to HU, the data in the images 
acquire meaning not only qualitatively but also quantitatively. 
Th us, an HU number of 1000 for a given pixel/voxel represents 
quantitatively a bone in an object.

26.12 Artifacts

The various reconstruction techniques described earlier 
assumed perfect data. But the image acquired from a CT 
machine does not satisfy that condition. When such a data is 
reconstructed using the techniques described earlier, it results 
in artifact. An artifact is defined as any discrepancy between 
the reconstructed value in the image and the true attenuation 
coefficients of the object.8 Since the definition is too broad 
and could encompass many things, the discussions of arti-
facts are generally limited to clinically significant errors. CT 
is more prone to artifacts than conventional radiography, as 
multiple projection images are used. Hence errors in different 
projection images cumulate to produce artifacts in the recon-
structed image. These artifacts could annoy the radiologist or 
in some severe cases hide important details that could lead to 
misdiagnosis.

Th ese artifacts could be eliminated to some extent during 
acquisition. Th ey can also be removed by preprocessing projec-
tion images or postprocessing the reconstructed images. Th ere 
are no generalized techniques for removing artifacts and hence 
new techniques are devised depending on the application, anat-
omy, and so on. Th e artifacts cannot be completely eliminated 
but can be reduced by using correct techniques, proper patient 
positioning, and improved design of the CT scanner or by soft -
ware provided with the CT scanners.

Th ere are many sources of error in the imaging chain, that 
results in artifacts. Th ey can generally be classifi ed into artifacts 
due to the imaging system or artifacts due to the patient. In the 
following discussion, the geometric alignment, off set, and gain 
correction are caused by the imaging system, while the scatter 
and beam hardening artifacts are caused by the nature of the 
object or patient being imaged.

FIGURE 26.15 3D object created using the axial slices shown in the 
montage. Th e 3D object in gray is superimposed on the slice informa-
tion for clarity.

Object

X-ray

Detector

FIGURE 26.16 Cone beam geometry.
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26.12.1 Geometric Misalignment Artifacts

Th e geometry of a CBCT system is specifi ed using six parameters, 
namely the three rotation angles (angle corresponding to the u, v, 
and w axes in Figure 26.17) and three translations along the prin-
cipal axis (u, v, and w in Figure 26.17). Error in these parameters 
results in ring artifact,3,9 double wall artifact, and so on, which are 
visual and hence cannot be misdiagnosed as a pathology. However, 
very small errors in these parameters can result in blurring of 
edges and hence misdiagnosis of the size of pathology or shading 
artifacts that could shift  the HU number. Hence, these parame-
ters have to be determined accurately and corrected prior to 
reconstruction.

26.12.2 Scatter

An incident x-ray photon ejects an electron from the orbit of the 
atom and, consequently, a low-energy x-ray photon is scattered 
from the atom. Th e scatter photon travels at an angle from its 
incident direction (Figure 26.18). Th ese scattered radiations are 
detected but are considered as primary radiation. Th ey reduce 
the contrast of the image and produce blurring.

Th e eff ect of scatter in the fi nal image is diff erent for conven-
tional radiography and CT. In the case of radiography, the 
images have poor contrast but in the case of CT, the logarithmic 
transformation results in a nonlinear eff ect.

Scatter also depends on the type of the image acquisition 
technique. For example, fan-beam CT has less scatter compared 
with a cone-beam CT due to smaller height of the beam.

One of the methods to reduce scatter is the air-gap technique. 
In this technique, a large air gap is maintained between the 
patient and the detector. Since the scattered radiation at a large 
angle from the incident direction cannot reach the detector 
they will not be used in the formation of the image. In general, 
it is not always possible to provide an air gap between the patient 
and the detector. So grids or postcollimators made of lead strips 
are used to reduce scatter.1,8 Th e grids contain space that corre-
sponds to the photodetector being detected. Th e scattered 
 radiation arriving at a large angle will be absorbed by lead and 
only primary radiations arriving at a small angle from the inci-
dent direction are detected. Th e third approach is soft ware 
correction.10,11 Since scatter is a low-frequency structure caus-
ing blurring, it can be approximated by a number estimated 
using the beam-stop technique.8 Th is, however, does not remove 
the noise associated with the scatter.

26.12.3 Offset and Gain Correction

Ideally, the response of a detector must remain constant for a 
constant x-ray input at any time. But due to temperature fl uctua-
tions during acquisition, nonidealities in the production of 
detectors and variations in the electronic readouts result in a 
nonlinear response in some detectors. Th ese nonlinear responses 
result in the output of that detector cell being inconsistent with 
reference to all the neighboring detector pixels. During recon-
struction, they produce ring artifacts with their center being 
located at the iso-center.8 Th ese circles may not be confused with 
a human anatomy, as there are no parts that form a perfect circle, 
but they degrade the quality of the image and hide details and 
hence need to be corrected. Moreover, the detector produces 
some electronic readout, even when the x-ray source is turned 
off . Th is readout is referred to as “Dark Current” and needs to be 
removed prior to reconstruction. Mathematically, the fl at fi eld 
and zero off set corrected image (IC) is given by Equation 26.27:

   

IA ID
IC( , ) ( , ) Average(IF ID)

IF ID
x y x y

−
= × −

−  
(26.27)

where IA is the acquired image, ID is the dark current image, 
and IF is the fl at fi eld image, which is acquired by the same tech-
nique as the acquired image with no object in the beam. Th e 
ratio of the diff erences is multiplied by the average value of 
(IF – ID) for gain normalization. Th is process is repeated for 
every pixel. Th e dark fi eld images are to be acquired before each 
run, as they are sensitive to temperature variations.

Other soft ware-based correction techniques based on image 
processing are also used to remove the ring artifacts. Th ey can be 
classifi ed as pre- and postprocessing techniques. Th e prepro-
cessing techniques are based on the fact that the rings in the 
reconstructed images appear as vertical lines in the sinogram 
space. Since no feature in an object except those at the iso-center 
can appear as vertical lines, the pixels corresponding to vertical 
lines can be replaced using estimated pixel values. Even though 
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FIGURE 26.18 Scatter radiation.

Detector

V

u

Source

Axis of rotation

o
w

FIGURE 26.17 Parameters defi ning a cone beam system.
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the process is simple, the noise and complexity of human anat-
omy present a big challenge in the detection of vertical lines.

Th e other correction scheme is the postprocessing technique.8 
Th e rings in the reconstructed images are identifi ed and removed. 
Since ring detection is primarily an arc detection technique, it 
could result in overcorrecting the reconstructed image for fea-
tures that look like an arc. So the supervised ring removal tech-
nique, where there is consistent presence of inconsistencies 
across all views, is used for ring artifact removal. To determine 
the position of pixel corresponding to a given ring radius, a map-
ping that depends on the locations of the source, the object, and 
the image is used.

26.12.4 Beam Hardening

Th e spectrum (Figure 26.2) does not have a unique energy but 
has a wide range of energies. When such an energy spectrum is 
incident on a material, the lower energy gets attenuated faster as 
they are preferentially absorbed than the higher energy. Hence a 
polychromatic beam becomes harder or richer in higher energy 
photons as it passes through the material. Since the reconstruc-
tion process assumes an “ideal” monochromatic beam, the 
images acquired using a polychromatic beam produce cupping 
artifacts.12

Th e cupping artifact is characterized by a radial increase in 
intensity from the center of the reconstructed image to its periph-
ery. Unlike ring artifacts, this artifact presents a diffi  culty, as it 
can mimic some pathology and hence can lead to misdiagnosis. 
Th ey also shift  the intensity values and hence present diffi  culty in 
quantifi cation of the reconstructed image data. Th ey can be 
reduced by hardening the beam prior to reaching the patient, 
using a fi lter made of aluminum, copper, and so on. Algorithmic 
approaches for reducing these artifacts have also been proposed.

26.12.5 Metal Artifacts

Metal artifacts are caused by the presence of materials that have 
a high attenuation coeffi  cient when compared with pathology in 
the human body. Th ese include surgical clips, biopsy needles, 
teeth fi llings, implants, and so on. Because of their high attenu-
ation coeffi  cient, they produce beam-hardening artifacts (Figure 
26.19) and are characterized by streaks emanating from the 
metal structures. Hence techniques used for removing beam 
hardening can be used to reduce these artifacts.

In Figure 26.19, the top image is a slice taken at a location with-
out any metal in the beam. Th e bottom image contains an applica-
tor. Th e beam hardening causes streaking artifact that not only 
renders the metal to be poorly reconstructed but also adds streaks 
to nearby pixels and hence makes diagnosis diffi  cult.

Algorithmic approaches to reducing these artifacts have been 
proposed.8,13,14 A set of initial reconstructions is performed with-
out any metal artifact correction. From the reconstructed image, 
the location of metal objects is then determined. Th ese objects 
are then removed from the projection image to obtain synthe-
sized projection (Figure 26.20). Th e synthesized projection is 

then reconstructed to obtain a reconstructed image without 
metal artifacts.

26.13 Summary

In this chapter, we discussed the process of generation of x-rays 
and the detection of x-rays using various methods such as the 
image intensifi er. Th ese 2D detection techniques have provided 

FIGURE 26.19 (Top) Slice with no metal in the beam. (Bottom) Beam 
hardening artifact with strong streaks emanating from a metal 
applicator.
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FIGURE 26.20 Illustration of metal artifact removal by using projec-
tion synthesis. Th e fi gure is a plot of the profi le across the projection 
images including pixels containing the projection of the metal.
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a means to see the inside of objects and are more commonly used 
to see the inside of the human body.

CT provided the fi rst real 3D view of the human body. We 
delved into the details of CT, discussing the various schemes 
such as the parallel-, fan-, and cone-beam methods of image 
acquisition. Th e central slice theorem that forms the basis for CT 
reconstruction was also discussed. Th e various artifacts that 
result from the image acquisition and reconstruction in CT were 
also discussed. Although the artifacts like scatter were discussed 
under CT, they aff ect other modalities such as fl uoroscopy, 
angiography, and so on. Th e scatter correction still produces 
blurring in those images, although the eff ect is more pronounced 
in CT due to subsequent processing.

Th is chapter is not an encyclopedic view of the world of x-rays 
and CT but it does provide an overview of the methods and 
materials. Th e author recommends that interested readers 
should read the various books and papers referenced all over this 
chapter.
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27.1 Introduction

Confocal microscopy is an ingenious method for detection of 
fl uorescence. Th is microscope allows a specimen to be optically 
sectioned into many focal planes and this improves the resolu-
tion of the resulting micrograph and aids the researcher in 
determining the spatial localization of a given protein within a 
tissue or cell. Th e confocal microscope utilizes laser technol-
ogy for these scanning and fl uorescence excitation functions. 
In this chapter, the laser technology will be described fi rst 
 followed by the role of lasers in the confocal microscope. Next 
the mechanism of action of this microscope will be outlined, 
followed by a discussion of biological techniques that utilize 
fl uorescent microscopy.

27.2 Laser Technology

Th e acronym laser stands for light amplifi cation by the stimu-
lated emission of radiation. Th ere are six types of lasers, classi-
fi ed by the lasing medium utilized in each. Th e six types of laser 
are: chemical, gas, liquid or dye, semiconductor, solid state, and 
free-electron. Dye lasers use complex organic dyes such as rhod-
amine 6G, which can also be used for their fl uorescent proper-
ties, in a liquid solution or suspension. Th ese lasers are capable of 
a wide variety of wavelengths. Semiconductive lasers, or diode 
lasers, are very small and use a low amount of power. Th ey can 
be found in CD burners and laser printers.

Th ere are three general components to a simple laser setup: 
two mirrors (one partially refl ective and one fully refl ective), an 
energy source for excitation, and the lasing medium. Th e lasing 
material determines the wavelength(s) that will be produced and 
the properties of that specifi c laser type and is generally a mate-
rial of high energy and low density. Th e setup of a simple laser 
can be seen in Figure 27.1.

In order to produce the laser beam, the lasing material must 
be excited by an energy source, generally electricity, which is 
called pumping. Electrons within the atom of the lasing 
medium will move from a low energy level, commonly called 
the ground state, to a higher energy level, which is the excited 
state. Th e amount of electricity applied to the system as well as 
the properties of the atoms themselves determines how high of 
an energy level the electron will “jump” to. Because electrons 
in the higher energy levels are not stable, spontaneous decay 
will cause the electrons to drop down to their original ground 
state, releasing a photon. Photons running parallel within the 
lasing tube will be refl ected off  the fully refl ective mirror and 
go on to stimulate electrons in their higher energy states to 
decay and lose another photon, thus amplifying the signal 
within the tube. At the partially refl ective mirror, only a cer-
tain amount of photons will be refl ected while the rest will pass 
through. Th e photons that pass through this mirror make up 
the visible laser beam.

Photons are little “packets of energy,” which make up the laser 
light. Th e wavelength of the emitted photons is determined by 
the lasing material as well as the amount of energy applied to the 
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FIGURE 27.1  Diagram of a simple laser.
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atoms through the energy supply. All photons released have sev-
eral advantageous properties. Th ey are monochromatic, mean-
ing that they all have the same wavelength and therefore will 
have the same color in the visible spectrum. Because of their 
monochromatic nature, photons from one lasing material are 
also described as coherent and collimated. “Coherent” refers to 
the synchronized phase of the light waves, while “collimated” 
refers to the parallel nature of the laser beam. In comparison, 
white light is made up of many diff erent wavelengths of light and 
will spread out from a given source, such as the light seen com-
ing from a fl ashlight or overhead projector. Because many diff er-
ent wavelengths make up white light, these wavelengths will be 
continuously interfering with each other in both positive and 
negative ways.

27.2.1  Confocal Microscopy’s Mechanism 
of Action

Confocal microscopy utilizes laser technology because of the spe-
cifi c properties of laser light. As described above, ordinary light 
microscopes only utilize white light. Because of this, all the focal 
planes of a specimen are seen at the same time, including planes, 
which are out of focus. Th is causes a loss of detail in the imaging 
process. Th e confocal microscope can be seen in Figure 27.2. A 
typical laser scanning confocal microscopy system consists of the 
conventional microscope and a confocal unit above it, and they are 
both connected to a detector system that collects the signals sent 
from the unit and ultimately reconstructs those images in three 
dimensions. A laser beam is produced from above the specimen 
being examined. Light coming from the laser source, will move 
through an X-Y scanner. Th is scanner will focus the laser light at 
specifi c targets on the viewed specimen. Th e laser light will then 
move from the X-Y scanner onto a dichroic mirror. Dichroic 
 mirrors are designed so that some wavelengths of light can pass, 
while other wavelengths will be refl ected. Each laser source within 
the confocal part will have its own dichroic mirror designed to 
refl ect its specifi c wavelength to the specimen on the stage. Th e 
laser beam passing through the scanning mirrors is turned into a 

scanning beam. Th e scanning beam passes through the objectives, 
which diff ract light, focusing it onto the specimen. Because this is 
a laser light source, the light will not spread and will be focused 
intensely on a single spot on the specimen. Th e real key is in the 
pinhole or confocal aperture. An illustration of the confocal mech-
anism is shown in Figure 27.3. Th e aperture in the confocal micro-
scope is a small hole, which only allows light from a single focal 
plain to be seen by the detector and ultimately taken to the com-
puter for processing and visualization. Both the condenser and 
objective lenses are focused to a common point. All light from 
other unfocused plains are eliminated. Th is process is repeated a 
number of times along the specimen, reading only small fi elds 
within the plane with the laser point in the X–Y direction.

Another advantage of this type of microscopy is that one can 
also cut optical sections in the Z plane from the top of the 3D 
specimen to the bottom. In this way, multiple sections can be 
compiled together in order to reconstruct the original 3D image. 
A representation of this phenomenon can be seen in Figure 27.4. 
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FIGURE 27.3  Cartoon illustrating the 3D slicing mechanism of the 
confocal microscope. Th e focal plane provides the spatial resolution in 
depth, and the scanning of the laser beam yields the 2D resolution 
within the focal plane. Note: only the solid drawn lines are providing 
imaging capability.

FIGURE 27.2  Diagram of a confocal microscope.
FIGURE 27.4 Confocal imaging is scanned horizontally in one imag-
ing plane at-a-time, thus dissecting the biological entity layer-by-layer.
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All optical sections in the Z plane are high resolution and high 
focus. All of these attributes make the confocal microscope a 
very powerful tool to be used in scientifi c research.

27.3 Immunofl uorescence

One of the many bioassays that can be visualized on the confocal 
microscope is immunofl uorescence. Immunofl uorescence is the 
use of antibodies to label a specifi c protein within a sectioned 
tissue or within a population of cells. Before delving into the 
description of how this process, the immunology that led scien-
tists to develop this type of assay needs to be explained.

Th is type of microscopy is also named fl uorescent microscopy 
due to the use of fl uorochromes to label the protein to be local-
ized. Fluorochromes are specialized molecules that absorb cer-
tain wavelengths of light, called excitation, while emitting a 
diff erent wavelength, called emission. Th is process is very similar 
to the excitation involved in producing laser light. Th e atoms of 
the fl uorochrome are excited by a certain wavelength, which 
causes the electrons to move from their ground state orbital rings 
into a higher energy state. Th ese electrons will then decay spon-
taneously, causing the release of a photon of a diff erent wave-
length. Th is wavelength is generally longer and is less intense 
than the excitation wavelength. So laser light hits the specimen, 
causing that particular fl uorochrome to fl uoresce. Th is fl uores-
cent wavelength will be focused onto the dichroic mirror by the 
objective lens and will be able to pass through to the detector and 
ultimately to the computer for processing. Some examples of 
commonly used fl uorochromes can be seen in Table 27.1.

Fluorescein, commonly called FITC, is generally used to tag 
antibodies, which are used to fi nd specifi c localization of pro-
teins in tissues and cells. Th is process will be explained in 
more detail in the following section. As shown in the chart, 
FITC’s atoms will become excited when light in the 490 nm 
wavelength, or blue light, is refl ected onto it. It will then emit 
light of a wavelength of 525 nm, which will be seen as green on 
the computer screen. Propidium iodide (PI) is a DNA stain 
that is most commonly used to visualize the nucleus in normal 
cells, or the fragmented nucleus in apoptotic cells. Calcein is a 
water-soluble dye, which is taken into cells and cleaved by a 
certain enzyme. Th is enzyme ensures that the molecule can-
not leave the cytoplasm and thus can be used as an indicator 
of live versus dead cells in a population. Th is dye can also be 
used for cell swelling assays in live cells where the calcein, and 
the signal, will be more dilute the more water is introduced 
into the cell.

27.3.1  Mechanism of Action for 
Immunofl uorescent Imaging

Inside the body is the immune system. Th e immune system is a 
series of cell types, duct systems (lymphatic duct system), and 
primary and secondary organs, which lead the defense of the 
body against foreign invaders and disease. Th is system can be 
divided into two specifi c systems, which have diff erent jobs in 
defense. Th e fi rst system is cell-mediated immunity. Th is type of 
immunity is generally used for intracellular pathogens, or bacte-
ria and viruses that are found within the cells of any biological 
organism. It is led by the T cell and usually destroys the invaded 
cells to stop the spread of infection. Th e second arm of immunity 
is called humoral immunity. A cell type called the B cell leads 
this type of immunity. Th e B cell is most famous for producing 
soluble proteins that are called antibodies. Antibodies are used 
to tag foreign particles in the body, so the rest of the immune 
system can recognize them and get rid of them in an organized 
fashion. Th e immune system is formed through a complex pro-
cess known as positive and negative selection. During this pro-
cess, immune cells are “taught” to recognize all of the proteins in 
the body as “self,” meaning resident and naturally occurring. 
Th is means that self-proteins are safe. Th e antibodies will tag 
anything not recognized as self. For this job, the antibodies must 
be very specifi c for the protein they are made to recognize. 
Antibodies have a specifi c protein motif, which can be seen in 
Figure 27.5. It is made of two light chains at the top and two 
heavy chains at the bottom, named so aft er the diff erent cen-
trifugation techniques that founded them. Th e Fc region or F 
constant region in the antibody is highly conserved among spe-
cies. Th is means that all rabbits have an immunologically simi-
lar constant region in all of their antibodies. Th e second region 
is the Fab region or fragment antigen binding region. Th is is 
really the business end of the antibody, used for binding to the 
protein that the antibody is against.

Scientists have learned to exploit the specifi city of these anti-
bodies to fi nd proteins of interest. An overview of the process 
can be seen in Figure 27.6. To begin with, the specimen is fi xed. 
Th e fi xative is used to preserve the architecture of the tissue so 
that native localization can be determined. Th e section is then 
placed into paraffi  n to preserve it and sectioned to be put onto 
slides. Once the specimen is affi  xed to the slide a solution of the 
diluted antibody is added on top and allowed to incubate. Th e 

TABLE 27.1 Selected Fluorochromes with Excitation and Emission 
Wavelengths

Fluorochrome Absorbed λ Emitted λ

Fluorescein (FITC) 490 nm 525 nm
Propidium iodide 536 nm 617 nm
Calcein 370 nm 435 nm

Fab
region

Fc
region

Hypervariable
region

FIGURE 27.5  Diagram of fl uorescent tag labeling for protein identifi -
cation by means of specifi c receptor antibody used for attachment.
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fi rst antibody added is called the primary antibody because it is 
specifi c for the protein. Th ese antibodies are made in a  simple 
but ingenious fashion. If one is looking for a mouse protein, such 
as AQP-1, one must simply purify this protein and inject into an 
animal such as a rabbit. Because the rabbit will not recognize the 
mouse protein as part of itself, it will make antibodies against 
this particle. Th e researcher will then bleed the rabbit, and purify 
the antibodies specifi c for AQP-1. Th ese antibodies will now be 
known as rabbit anti-mouse AQP-1 antibodies. Because antibod-
ies are proteins, we cannot necessarily see them, so the next step 
is to add a secondary antibody, which is conjugated with a spe-
cifi c fl uorochrome (which has been discussed earlier). Th e pri-
mary antibody will be washed off  the specimen to eliminate 
nonspecifi c binding. Th e secondary antibody is added and again 
allowed to incubate. Th e secondary is made in much the same 
way as the primary antibody. Take the rabbit’s primary antibody 
and inject it into another animal such as a goat. Th e goat will 
recognize the rabbit antibody as foreign and make antibodies 
against that antibody. Th ese antibodies will be goat anti-rabbit Fc 
antibodies. Th e process of localizing proteins in this way is 
referred to generally as indirect immunodetection because the 
fl uorochrome is indirectly attached to the protein one is looking 
for. Indirect immunodetection’s biggest advantage is the amplifi -
cation that occurs by using a secondary antibody. When these 
antibodies are made, multiple antibodies are generated, which 
are specifi c for diff erent parts of the protein. So when the groups 
of antibodies are applied, multiple antibodies bind to the protein, 
making the signal bigger and easier to visualize.

27.4  Benefi ts of Scanning Confocal 
Microscopy

Laser scanning confocal microscopy off ers several advantages: 
(1) it provides higher resolution of images, (2) it allows the use of 

higher magnifi cations, (3) it produces three-dimensional images, 
and (4) it minimizes stray light because of the small dimension 
of the illuminating light spot in the focal plane. Although this 
system provides higher resolution, it is still limited in resolution 
because this is a limitation in the properties of light itself. An 
example of the level of detail achieved with confocal microscopy 
imaging is provided in Figure 27.7.

To place confocal microscopy in perspective, the following 
is an illustration of the biological aspects involved in the fi eld 
of imaging. Typically, to make a cell culture, osteoblasts are 
isolated from 2-day-old mice. Th ree million cells are cultured 
in 75 cm2 tissue culture fl asks at 37°C. Cells reach confl uence 
in approximately 3 days at which point they are split into two 
new 75 cm2 tissue culture fl asks. Once cells reach approxi-
mately 80% confl uence, they are ready for the next step in the 
experimental procedure. In order to monitor the progress of 
this mechanism, frequent observations are needed. Confocal 
microscopy is one of the tools that can be used to provide the 
feedback needed.

27.5 Summary

Th e confocal microscope uses a scanning laser to probe the 3D 
composition of a sample. Th e use of fl uorescent tags is commonly 
used to selectively probe for specifi c proteins in the sample com-
position. An aperture provides the means of fi ltering for depth 
by eliminating out-of-focus rays to be detected.

Confocal microscopy has attracted considerable interest 
because it achieves up to approximately two fold better lateral 
resolution and better sectioning in the longitudinal axis as 
compared with the conventional light microscope. In principle, 
confocal microscopy should permit the characterization of ion 
concentrations in situations where wide fi eld microscopy can-
not, such as deep within tissues.

Immunofl uorescence can also be applied to confocal micros-
copy. Confocal microscopy is an ingenious method for the 
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antibody
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FIGURE 27.6 Diagram of fl uorescent tag labeling for protein identifi -
cation by means of a specifi c fl uorescent emission based on the 
fl uorochrome.

FIGURE 27.7 Confocal imaging example of tagged staphylococcus 
aureus cell grouping. (Courtesy of Elizabeth Jablonsky.)
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detection of fl uorescence. Th is microscope allows a specimen to 
be optically sectioned into many focal planes, which improves 
the resolution of the resulting micrograph and aids the 
researcher in determining the localization of a given protein 
within a tissue or cell.
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28.1 Introduction

Magnetic resonance imaging (MRI) is a tomographic imaging 
technique that produces images of internal physical and chemi-
cal properties of the body by measuring the emitted nuclear 
magnetic resonance (NMR) signals. In a typical MRI exam, the 
patient lies inside the machine and a radiofrequency (RF) signal 
is emitted into the patient body, which responds by emitting 
another RF signal.1 Th e received signal is recorded and processed 
to yield the MRI image.

Th e NMR phenomenon was reported by Bloch and Purcell in 
1946. In 1973, MR imaging was made possible by Lauterbur and 
Mansfi eld. First clinical scanners appeared in the early 1980s. MRI 
uses electromagnetic waves with frequencies in the RF range, as 
shown in Figure 28.1, which have much lower energies than those 
used in ionizing radiation, like x-rays and computed tomography.2

MRI has many advantages and fl exibilities over other medical 
imaging modalities: no ionizing radiation, no radioactive materials, 

high level of tissue contrast, arbitrary image orientation, high spa-
tial resolution, and various physical parameters to be imaged.

28.2 MRI Scanner

Th ree types of magnetic fi elds are involved in an MRI experi-
ment (Figure 28.2): main static magnetic fi eld, B0, responsible 
for tissue magnetization; RF magnetic fi eld, B1, responsible for 
signal excitation; and gradient magnetic fi eld, G, responsible 
for signal localization.3 Computer units are used for data entry, 
signal processing, and image reconstruction. Th e MRI scanning 
system involves no moving parts. An MRI scanner costs about 
one to two million dollars.

28.2.1 Main Magnet

Th e main magnet generates a strong homogeneous magnetic fi eld 
around the object to be scanned. Higher fi eld strengths enable a 
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high signal-to-noise ratio (SNR), high resolution, and short scan 
time. However, higher fi eld strengths are concomitant with inho-
mogeneity problems and high cost. MRI scanners in clinical use 
have magnetic fi eld strength ranging from 0.5 Tesla (T) to 3 T. It 
should be noted that 1 T = 10,000 Gauss, where the earth’s mag-
netic fi eld is only half a Gauss. Th ere are three types of main 
 magnets: permanent, resistive, and superconducting. Permanent 
magnets are always on. Th ey have low initial and maintenance 
costs. In resistive magnets, electric currents in the wires produce 
the magnetic fi eld. Th is type of magnets can be turned on and off . 
Most scanners in use today have superconducting magnets, 
which operate near absolute zero temperature (−270°C). At this 
temperature, there is no resistance in thesuperconducting wire. 
Cryogens (liquid nitrogen and helium) are required for cooling. 
Superconducting magnets, despite being expensive and having 
large fringe fi elds, have higher fi eld strengths and are more homo-
geneous than other magnet types.

28.2.2 Gradient Coils

Th e gradient system is composed of three orthogonal gradient 
coils, as shown in Figure 28.3. A gradient coil produces a  spatially 
varying linear weak magnetic fi eld in the z-direction, superim-
posed on the main magnetic fi eld. Gradients are used for signal 
localization, which is necessary for image formation.

28.2.3 RF Coils

Th e RF system is composed of transmitter and receiver RF coils. 
A coil is generally composed of multiple loops of conducting 
wire that is used to generate or detect a magnetic fi eld. Th e trans-
mitter coil generates an RF magnetic fi eld required for signal 
excitation. Th e receiver coil detects the NMR signal emitted 
from the body. Some coils are both transmitter and receiver 
(transceiver). Th ere are RF coils designed for almost every part 
of the body (Figure 28.4).

Th e body coil is a fi xed part of the scanner, which is usually 
used for signal transmission. Th e head coil is a helmet-like device 
(bird cage), which generates a homogeneous fi eld around the 
head. Th ere are also breast and extremity coils. Surface coils are 

Radio waves

MRI

106 108 1010 1012 1014 1016 1018

Freq. (Hz)

Microwaves
Infrared Ultraviolet

Visible light X-rays
Gamma rays

FIGURE 28.1 Th e electromagnetic spectrum. Th e waves used in MRI 
are in the RF range, with frequencies (and energy) much less than that 
used in x-rays or nuclear medicine.

FIGURE 28.2 Th e MRI scanner. (a) A picture of an MRI scanner. (b) 
Inside the scanner, the patient is surrounded by the RF body coil (dot-
ted), the gradient coils (dashed), and the main magnet (solid), which all 
lie under the scanner cover.
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FIGURE 28.3 Th e gradient coils. Inside the magnet, the patient is 
surrounded by three orthogonal sets of gradient coils that change the 
magnetic fi led in the x- (dashed), y- (solid), and z- (dotted) directions.

FIGURE 28.4 RF coils: (a) head coil; (b) phased-array surface coil; (c) 
breast coil; and (d) knee coil.
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used for imaging superfi cial parts of the body. Th ey improve 
SNR because the coil picks up noise only from its region of sen-
sitivity, not from the whole object as with the body coil. Phased-
array coils are composed of multielements, which allows for 
parallel imaging with reduced scan time.

28.2.4 MRI Safety

MRI safety is an important issue. All persons in the scanner’s 
surroundings should be aware of the magnetic fi eld eff ects. 
Accidents could happen due to inappropriate actions or misuse 
of the scanner. Th e important thing to remember is that loose 
metallic objects act as projectiles if they are close enough to the 
magnet. Th ey fl y toward the magnet isocenter damaging any-
thing on their path. Magnetic materials, like credit cards, get 
demagnetized. Sensitive devices, like watches, may be messed 
up. Extra precautions should be taken by the scanner operator to 
avoid harmful eff ects on the patient. Th e coil wires should be 
straightened such that no loops are formed. Wire loops may 
cause local burns to the patient. Th e protocol parameters are 
monitored by the scanner soft ware so that the patient is not hurt. 
Specifi c absorption rate is observed to avoid high patient energy 
deposition (heating) from RF pulses with large fl ip angles. 
Furthermore, slew rate is observed to avoid patient nerve stimu-
lation from steep gradient slopes.

28.3 Applications

MRI has successfully been applied for imaging almost all body 
parts. Examples of MRI images are shown in Figure 28.5. Brain 
imaging includes detecting multiple sclerosis, tumor, stroke, 
fi ber tractography, and brain functions. Cardiac imaging 
includes measuring the heart structure, function, and viability. 
Breast imaging includes detecting cancer, cysts, and silicone 
implants. Musculoskeletal applications include imaging bones, 
ligaments, tendons, and cartilage. MR angiography is used for 
imaging blood vessels in all body parts. MR spectroscopy (MRS) 
is used for measuring metabolic components in the prostate, 
heart, brain, and liver.

28.4 NMR Phenomenon

Comprehensive understanding of the NMR phenomenon 
requires one to have a background in quantum physics. 
Fortunately, classical physics can be used to explain NMR, 
which will be adopted in this chapter. Nuclei that possess 
angular momentum (rotation around their axes) are called 
spins.4 Th ese are nuclei with odd number of protons, neutrons, 
or both. Hydrogen is an example of such elements, which is 
usually used in MRI imaging due to its abundance in the 
human body. A spin acts like a tiny magnet because a spinning 
charged particle  creates an electromagnetic fi eld, as explained 
in Figure 28.6.

Without external magnetic fi eld, spins inside the body are 
randomly oriented, as demonstrated in Figure 28.7. Th us, they 
cancel each other out, resulting in zero net magnetization. 
However, in the presence of an external magnetic fi eld (B0), 
the spins align themselves in its direction (Figure 28.7). 
Approximately half the spins point up in the direction of B0 
(z-direction), and half point down in the opposite direction. Th e 
spins pointing up (parallel) are more than those pointing down 
(anti-parallel), with resulting net magnetization (M) pointing 
up in the B0 direction (longitudinal direction).

FIGURE 28.5 Example of MRI images: (a) head; (b) heart; (c) breast; (d) prostate; (e) spine; and (f) vascular.
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FIGURE 28.6 Th e spin concept. (a) Th e proton (spin) rotating around 
its axis (spinning) acts as a tiny magnet (b).
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28.5  Signal Generation: Mode of 
Operation

28.5.1 Faraday’s Law

Faraday’s law of induction4 states that a changing magnetic fi eld 
induces an electric current in a receiver coil oriented perpen-
dicular to the magnetic fi eld (Figure 28.8). (Note that the oppo-
site is also true: an electrical current fl owing in a coil produces a 
magnetic fi eld perpendicular to the coil, which is the concept 
used in superconducting and resistive magnets.)

28.5.2 The Larmor Equation

Th e magnetization vector (M) needs to be oscillating to intercept 
the receiver coil and generate signal. Th is happens when M is 
tipped into the transverse xy plane, where it precesses around 
the z-axis with the Larmor frequency ω1:

 ω = γB. (28.1)

where γ is the gyromagnetic ratio and B is the magnetic fi eld 
strength. Th us, the transverse magnetization component Mxy is 
the part that generates the signal in the receiver coil.

28.5.3 RF Excitation

Th e magnetization M is tipped into the transverse plane by 
applying an RF excitation pulse in the coil, which generates an 
external weak magnetic fi eld (B1) perpendicular to M, for exam-
ple in the x-direction, as shown in Figure 28.9.

It should be noted that the B1 fi eld is not stationary; it is rotat-
ing in the xy plane around the z-axis with the Larmor frequency 
ω0 in the same direction as spin precession, which creates the 
resonance condition. During the period of time when B1 is on, 
M lies under the infl uence of two magnetic fi elds: a strong sta-
tionary fi eld (B0) in the z-direction and a weak rotating fi eld (B1) 
in the xy plane orthogonal to B0. Th is results in that M simulta-
neously precesses quickly around the z-direction with the 
Larmor frequency ω0 and slowly around the x-direction with 
frequency ω1, where

 ω0 = γB0 (28.2)

and

 ω1 = γB1. (28.3)

Th is results in a spiral motion of M from the z-direction 
toward the xy plane, as explained in Figure 28.9. Because 
ω1 << ω0, M ends up tipped toward the xy plane with fl ip angle 
depending on the RF pulse strength and duration. Excitation RF 
pulses are referred to by the angle by which the magnetization 
vector is tipped: for example a 45° RF pulse tips the magnetiza-
tion vector half way into the transverse plane, while a 90° RF 
pulse tips the magnetization vector all the way into the trans-
verse plane, as shown in Figure 28.10.

FIGURE 28.7 Th e eff ect of main magnetic fi eld. (a) In the absence of 
the main magnetic fi eld, the spins are randomly oriented and no net 
magnetization is created. (b) In the presence of the main magnetic fi eld 
(long arrows), the spins align themselves either parallel or anti-parallel 
to it, with net magnetization in the main fi eld direction.
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FIGURE 28.8 Faraday’s law. A changing (moving) magnetic fi eld 
perpendicular to a loop wire induces an electrical current (I) in the 
wire.
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FIGURE 28.9 Th e eff ect of B1 excitation fi eld. (a) In the presence of 
only the main magnetic fi eld B0, the magnetization vector M is (sta-
tionary) oriented in the longitudinal direction, and does not intersect 
the conducting wire loop (gray circle); thus no electrical current is 
induced in the wire. (b) A weak B1 magnetic fi eld is generated orthogo-
nal to B0 by sending an (excitation) RF pulse in the coil, such that B1 
rotates in the xy plane with frequency ω0. Under the combined (B0 and 
B1) magnetic fi eld, the magnetization vector M undergoes a spiral 
motion from position 1 in the longitudinal direction to position 2 in 
the transverse plane.
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28.5.4 The Bloch Equation

Th e Bloch equation describes the magnetization vector behavior 
under the NMR phenomenon1:

 dM/dt = M × γB, (28.4)

where M is the magnetization vector, B the magnetic fi eld, t the 
time, and γ the gyromagnetic ratio. Th e operator × represents 
vector multiplication.

28.5.5 Rotating Frame of Reference

To simplify explaining the eff ect of the RF pulse on M, the rotat-
ing frame of reference is introduced4 to avoid representing M 
precessing around the z-direction in the fi gure. Let x′y′z′ be the 
coordinates of the rotating frame: z′ coincides with z; however, 
the x′y′ plane rotates clockwise around the z-axis with the 
Larmor frequency ω0. From the x′y′z′ point of view, M does not 
precess around the z′-axis when the B1 fi eld is on. Th e only 
observed motion is the rotation of M around the x′-axis from the 
longitudinal z-direction toward the x′y′ plane, as shown in 
Figure 28.11.

28.5.6 Magnetization Relaxation

When the B1 fi eld is switched off , the net magnetic fi eld is again 
B0, and M tries to re-align itself back in the B0 direction through 
relaxation, which has two independent components: longitudi-
nal and transverse,4 as shown in Figure 28.12. It is during the 
relaxation period that the transverse magnetization intersects 
the coil and generates an RF signal.

28.5.7 Spin–Spin Relaxation

Th e transverse magnetization component Mxy decays exponen-
tially with time constant T2 (spin–spin relaxation time) until it 
vanishes aft er about fi ve T2’s:

 Mxy = M0 e−t/T2, (28.5)
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FIGURE 28.10 Magnetization position aft er the RF pulse applica-
tion. Th e magnitude and duration of the B1 excitation RF pulse deter-
mines the fl ip angle by which the magnetization M (thick arrow) is 
tipped into the transverse plane. Two example positions are shown: (1) 
45° and (2) 90°. Aft er the magnetization vector M is tipped into the 
transverse plane, it rotates around the B0 direction with the Larmor 
 frequency ω0, intersecting the loop wire (gray circle) and inducing an 
RF electrical signal in the wire (coil). Note that the magnetization now 
has an oscillating transverse component, which intersects the coil and 
generates a signal.
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FIGURE 28.11 Rotating frame of reference. (a) Th e laboratory 
 (stationary) xyz and rotating x′y′z′ frames of reference coincide in the 
longitudinal direction (z = z′). While the xy plane is stationary, the x′y′ 
plane rotates around the z-axis with ω0 frequency. (b) Th e eff ect of the 
B1 fi eld, as shown on the x′y′z′ frame. Th e spiral motion of the magneti-
zation vector M is not shown on the rotating frame of reference because 
both M and the x′y′z′ frame experience the same rotational motion 
around z-axis. In the x′y′z′ frame, the B1 eff ect is to tip M directly into 
the x′y′ transverse plane.
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FIGURE 28.12 Magnetization relaxation. (a) Aft er the B1 fi eld is 
switched off , the magnetization vector experiences a spiral motion (in 
the xyz laboratory frame of reference) going from position 1 in the 
transverse plane to position 2 in the longitudinal direction. (b) Th e 
magnetization vector is composed of two components: longitudinal Mz 
and transverse Mxy. During this relaxation period, Mz and Mxy experi-
ence diff erent and independent relaxation behaviors. Mz grows expo-
nentially with time constant T1, whereas Mxy decays exponentially with 
time constant T2. Th e rotating transverse component Mxy intersects the 
receiver coil (loop wire) and induces an electrical current signal, which 
is recorded and used to construct the MRI image. (c) Th e relaxation 
curves. T1 is always greater than T2; thus the transverse decaying rate of 
Mxy is always faster than the longitudinal growth rate of Mz.
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where M0 is the magnetization value at equilibrium (at the begin-
ning of the experiment). In this equation, a 90° fl ip angle is 
assumed. Note that T2 relaxation involves interaction between 
neighboring spins.

28.5.8 Spin–Lattice Relaxation

Th e longitudinal magnetization component Mz grows exponen-
tially with time constant T1 (spin–lattice relaxation time) until it 
reaches the equilibrium value M0 aft er about fi ve T1’s:

 Mz = M0 (1 − e−t/T1), (28.6)

where a 90° fl ip angle is assumed. T1 involves energy exchange 
between spins and the surrounding lattice. T1 is always greater 
than T2; thus the transverse decay occurs faster than the longitu-
dinal growth. It should be noted that the length of the magneti-
zation vector does not remain the same during relaxation 
because longitudinal and transverse relaxations are independent 
of each other and occur with diff erent rates. During relaxation, 
M rotates around the B0 direction (in the xyz coordinates) as long 
as the transverse component does not vanish. Actually, this is 
the time period when the NMR signal is recorded as the oscillat-
ing magnetization induces an electrical signal in the receiver 
coil. Th e signal is called free induction decay (FID) (Figure 
28.12). Note that the relaxation or decaying rate, R, is simply the 
inverse of the time constant, that is,

 R1 =   1 ___ T1
   (28.7)

and

 R2 =   1 __ T2
   (28.8)

28.5.9 Spin Dephasing

Beside T2 relaxation, there is another factor that causes addi-
tional Mxy decay, which is magnetic fi eld inhomogeneity. 
Generally, neighboring spins do not have the same exact reso-
nance frequency (off -resonance eff ects) due to main fi eld inho-
mogeneities, material susceptibility, or chemical shift . Th e 
susceptibility eff ect is most severe near boundaries between 
materials with diff erent susceptibilities, like air and tissue. 
Chemical shift  arises due to diff erent electronic shieldings 
among molecules with diff erent molecular structures. As neigh-
boring spins feel slightly diff erent eff ective magnetic fi elds, they 
precess with slightly diff erent frequencies (around ω0) when 
tipped into the transverse plane. With time, phase shift  builds 
up between the spins. Th ey start to dephase and cancel each 
other out, resulting in an additional decay of Mxy, as shown in 
Figure 28.13. Th is decay can be expressed as an exponential 
decay with time constant T2′. Th us, in total, Mxy experiences an 
exponential decay with time constant T2*, such that

   1 ___ 
T2*

   =   1 __ T2
   +   1 ___ T2′

   (28.9)

In other words, each spin experiences decay with time con-
stant T2. However, the whole signal (all spins inside the voxel) 
decays with time constant T2*. Th e smallest rate of Mxy decay 
occurs with time constant T2, when the external magnetic fi eld 
inhomogeneity eff ect is corrected for, as in spin echo (SE) 
imaging.

28.5.10 Signal Contrast

T1, T2, and proton density (PD) are intrinsic properties of tissue.3 
PD represents how many protons exist per unit volume of the 
tissue. Diff erent tissues produce diff erent signal intensities based 
on these properties. It should be mentioned that T1 increases 
with fi eld strength, while T2 is almost invariant under the range 
of fi eld strengths in clinical use.

Several control parameters can be adjusted in the imaging pro-
tocol to change the resulting image contrast. Examples of these 
parameters are: repetition time (TR), echo time (TE), and RF 
pulse fl ip angle (alpha). Th e imaging pulse sequence consists typi-
cally of repeated application of RF pulses, each followed by a 
period of data acquisition [signal readout (RO)], as shown in 
Figure 28.14. TR is the time interval between consecutive RF 
pulses. TE is the time interval from the RF pulse to the center of 
data acquisition. Th e imaging fl ip angle determines the degree by 

z' z'

y' y'

x' x'

B0 B0

M

(a) (b)

(c)
M

Time

T2

T2*

FIGURE 28.13 Spin dephasing. (a) Immediately aft er the RF pulse is 
switched off , the magnetization vector M now lies in the transverse 
plane. All the spins are in phase and point in the same direction (y′ here). 
(b) With time (microseconds), diff erent spins precess with slightly dif-
ferent frequencies and phase diff erence starts to build up between them, 
leading to additional decay of the transverse magnetization component. 
(c) Th e received signal (oscillating with RF frequency) experiences the 
combined T2* decay. T2* relaxation is the combination of T2 relaxation 
and spin dephasing. T2* decaying rate is faster than that of T2.
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which M is tipped into the transverse plane. To obtain a T1-weighted 
image, TR and TE have to be short (Table 28.1). To obtain a 
T2-weighted image, TR and TE have to be long. Finally, to obtain a 
PD-weighted image, TR has to be long and TE has to be short.

28.6 Image Formation

Th e formation of an image relies on a wide range of parameters 
and boundary conditions. All the factors infl uencing the image 
formation in addition to image quality are described next.

28.6.1 Spatial Encoding

Without magnetic gradients, the received signal contains infor-
mation from the whole body. To be able to reconstruct the image, 
the x, y, and z coordinates of the signal have to be specifi ed, 

which is the role of the magnetic fi eld gradients. In an MRI scan, 
the RF pulse is applied multiple times while changing the gradi-
ent values to obtain multiple signals necessary to create the 
image. When a gradient is applied in a certain direction, it pro-
duces a weak linear change in the main magnetic fi eld in that 
direction (Figure 28.15), which allows for deciphering the spatial 
information from the received signal.1 One gradient fi eld is 
applied in each direction: slice selection (SS), phase encoding 
(PE), and frequency encoding (FE) (or RO) in the z-, y-, and 
x-directions of the prescribed slice, respectively. Th e logical slice 
coordinates SS, PE, and RO are related to the magnet physical 
coordinates x, y, and z by a 3×3 rotation matrix, where rotation 
in three dimensions (3D) is determined by the axis of rotation 
and the rotation fl ip angle.

28.6.2 Slice Selection

Th e SS gradient (Gz) is applied in the z-direction of the prescribed 
slice. It causes a linear change in the main magnetic fi eld in this 
direction. Th us, spins with diff erent z-positions have diff erent 
Larmor frequencies. An excitation RF pulse is applied at the 
same time when Gz is on, which is called slice-selective RF pulse. 
Th is RF pulse excites a certain slice of the body, whose location 
and thickness depend on the range of frequencies the RF pulse 
contains (bandwidth, BW), as illustrated in Figure 28.16. Th e 
slice thickness can be changed by adjusting the RF BW or the 
gradient value. Slice position can be changed by adjusting the RF 
center (carrier) frequency or the gradient value. In contrast to 
slice-selective pulses, if the RF pulse is applied without an 
accompanying Gz, it excites the spins in the whole body and is 
called nonselective RF pulse.

28.6.3 In-Plane Localization

With slice-selective excitation, the received signal comes only 
from the prescribed slice. However, the exact location of the 
 signal inside the slice (row and column positions) is not known. 

TR
TE

Readout

FID signal

α

FIGURE 28.14 A simple pulse sequence. Multiple signals are acquired 
to construct the MRI image. Th e excitation RF pulse (with fl ip angle 
alpha) is applied repetitively with the appropriate gradients. An RF sig-
nal is received aft er every RF pulse. Th e time between consecutive RF 
pulses is called TR. Th e time from RF pulse to the center of data acquisi-
tion is called TE.

TABLE 28.1 TR and TE settings for diff erent 
image contrasts

Contrast TR TE

T1 Short Short
T2 Long Long
PD Long Short

Longitudinal
magnetic field

B0 + ΔB
(a)

(b)

B0

B0 – ΔB

Gx

Time

Scanner

Isocenter x

L R

Gx

FIGURE 28.15 Gradient magnetic fi eld. (a) A gradient pulse is applied in the x-direction. (b) As long as the gradient pulse is on, it produces a 
linear change in the longitudinal magnetic fi eld in that direction. Th e scanner (large dotted circle) is shown with a patient lying inside (assume the 
gray circle is the patient head ). Th e right (R) and left  (L) sides of the patient feel diff erent magnetic fi elds due to gradient Gx. At the isocenter of 
the scanner, the magnetic fi eld is the original value B0 due to the main fi eld only.
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In MRI, y- and x-positions are determined with the help of PE 
and FE gradients, respectively, such that the signal from each 
pixel has a unique phase and frequency corresponding to its y- 
and x-positions, respectively. Th is concept is based on the fact 
that any signal can be analyzed into a summation of sinusoidal 
signals with diff erent amplitudes, frequencies, and phases, as 
explained in Figure 28.17. Th is analysis is accomplished using 
Fourier transform (FT).

28.6.4 Phase Encoding

Aft er spins in the selected slice are excited (tipped into the trans-
verse plane) by the slice-selective RF pulse, a PE gradient, Gy, is 
applied in the y-direction for a short period of time before signal 
readout. Gy causes spins to precess with diff erent frequencies 
based on their location in the y-direction. Aft er Gy is switched off , 
spins with diff erent y-positions have diff erent phases, as illustrated 
in Figure 28.18. Later, when the received signal is decomposed 
into its sinusoidal components using FT, each component will 
have a specifi c phase corresponding to its y-position in the image. 
It should be noted that the area under the PE gradient pulse deter-
mines the degree of modulation, which is diff erent for each data 
RO (in each TR). Typically, the gradient amplitude is changed 
with fi xed pulse duration. Alternatively, the gradient amplitude 
could be kept constant while changing the pulse duration.

28.6.5 Frequency Encoding

In order to encode information in the x-direction, a FE gradient, Gx, 
is applied in the x-direction during signal RO. Gx changes the spin 
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FIGURE 28.16 SS gradient. (a) An RF excitation pulse is applied at 
the same time when the SS gradient (Gz) is on. (b) Th e RF pulse 
 contains a range of frequencies (BW), around the Larmor frequency 
ω0, which corresponds to the desired slice thickness Δz. (c) Th e gray 
slice is selected to be imaged. Th e steepness of Gz determines slice 
thickness.
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FIGURE 28.17 Fourier analysis. (a) A sinusoidal signal is determined by three parameters: amplitude, frequency, and phase. (b) Any arbitrary 
signal can be reconstructed as the sum of sinusoidal waves with diff erent amplitudes, frequencies, and phases. FT is used to analyze any signal into 
its sinusoidal components.
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frequency, such that spins with diff erent x-positions have diff erent 
frequencies, as shown in Figure 28.19. Similar to phase encoding, 
when the received signal is analyzed with FT, each component will 
have a specifi c frequency, relating it to the correct x-position in the 
image. Usually, the fast Fourier transform (FFT) algorithm is used 
for signal analysis instead of FT to reduce processing time.

28.6.6 k-Space

Th e signals, s(t), received from the prescribed slice are used to 
fi ll what is called the k-space,4 from which the image m(x, y) is 
reconstructed by applying FT (Figure 28.20):

 
FT

( , ) ( ).m x y s t↔  
(28.10)

Th e k-space variables kx and ky in the x- and y-directions, 
respectively, are given by

 kx(t) =   γ ___ 2π    ∫ 
0
  

t

  Gx(τ) dτ , (28.11)

 ky(t) =   γ ___ 2π    ∫ 
0
  

t

  Gy(τ) dτ , (28.12)

where Gx and Gy are the FE and PE gradients, respectively.
k-space has certain features and properties. Th e important 

point to remember is that each point in k-space gives informa-
tion about the whole image. Th is means that there is no direct 
relationship between the k-space center and the image center, or 
between the k-space periphery and the image periphery. Th e 
value at the k-space center has the highest signal intensity and 
determines the image contrast. It is acquired with zero phase 
accumulation and equals the area under the signal in the object 
domain. Th e peripheries of k-space have the lowest signal inten-
sity and determine the image details.

It should be noted that both k-space and the image space are 
complex, that is, each signal has two components: real and imag-

y y
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Phase shift

Phase shift Time

(a) (b)

FIGURE 28.18 Phase encoding. (a) Th e phase encoding gradient 
introduces phase shift  between spins with diff erent y-positions. (b) Note 
how the position of the signal peak is shift ed in the y-direction (dashed 
line). Th is idea is used to resolve spatial information of the received 
 signal in the y-direction.
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ω0 – 2Δω ω0 – Δω ω0 + Δω ω0 + 2Δωω0

FIGURE 28.19 Frequency encoding. (a) Th e frequency encoding gradient causes diff erent spins to precess with diff erent frequencies based on 
their x-position. (b) Th is idea is used to resolve spatial information of the received signal in the x-direction.

FIGURE 28.20 FT. (a) Th e acquired signals are used to fi ll the k-space. 
(b) FT is applied to k-space to generate the MRI image.
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inary. k-space has the conjugate (Hermitian) symmetry property 
(Figure 28.21), that is, (x + iy)* = x − iy, where * means complex 
conjugate. Four types of images can be reconstructed from the 
k-space data: magnitude, phase, real, and imaginary images, as 
shown in Figure 28.21. Magnitude (modulus) images are the 
most widely used ones.

28.6.7 Signal Sampling

In the simplest way, k-space is fi lled in a rectilinear fashion, such 
that each received signal fi lls one line of k-space during each TR, 
as shown in Figure 28.22. If the image size is 256 × 256 pixels, 
then k-space has 256 lines (rows), each composed of 256 samples. 
Th us, the excitation RF pulse has to be applied 256 times, each 
followed by a diff erent Gy value. Aft er each RF pulse, 256 samples 
of the signal are captured during data RO (while Gx is on) to fi ll 
one line in k-space. Th e sampling time (TS) of each k-space 
line = 256 × ΔT, where ΔT is the sampling period (the time 
interval between consecutive RO samples). Th e sampling rate 
(reading BW) is equal to the inverse of the sampling period:

 BW =   1 ___ ΔT   . (28.13)

Th e Nyquist law states that the reading BW must be at least 
twice the maximum frequency in the signal, which depends on 
the object size. Otherwise, aliasing artifact appears in the image.

28.7 Pulse Sequences

An MRI pulse sequence is a sequence of RF pulses and gradi-
ents applied repeatedly during an MRI scan. Diff erent pulse 

Ky

Kx

Phase image

(b)(a)

X – iY X + iY

X + iY X – iY

FIGURE 28.21 Properties of k-space. (a) Conjugate symmetry of 
k-space. Th eoretically, only a fraction of k-space can be acquired, and 
the rest of k-space can be determined using the conjugate property. (b) 
Because of the complex nature of k-space, four types of images can be 
reconstructed: magnitude, phase, real, and imaginary. Shown is a phase 
image of the head.
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FIGURE 28.22 k-Space. (a) Simple pulse sequence. Signal is sampled during data RO for each TR. (b) Th e received signal is sampled to fi ll one 
line of k-space. (c) k-Space is fi lled in a rectilinear fashion (one line is fi lled for each TR). Th e time lapse between consecutive samples in the FE (Kx) 
and PE (Ky) directions is ΔT and TR (in milliseconds), respectively.
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sequences have diff erent designs and features.5 Examples of 
pulse sequences are: gradient echo (GE), spin echo (SE), and 
inversion recovery (IR).

28.7.1 Gradient Echo

Th e saturation recovery GE pulse sequence (Figure 28.23) con-
sists of a series of excitation RF pulses, each followed by data 
acquisition. Th ree gradient pulses appear in the sequence for 
spatial encoding. One gradient pulse is applied at the same time 
of the RF pulse for slice selection. Another gradient pulse (PE) 
is applied before each data acquisition to resolve spatial infor-
mation in the y-direction. Th e third gradient pulse (RO or FE) is 
applied during data acquisition to resolve spatial information in 
the x-direction. Th e purpose of the negative half lobe gradient 
(RO prephaser) before the RO gradient is to dephase the spins 
in advance, such that at time TE, there is zero accumulated 
phase from the RO gradient, and thus maximum signal is 
obtained. Th e same concept applies to the negative half lobe gra-
dient (SS rephaser) aft er the SS gradient, which cancels the phase 
dispersion caused by the SS gradient pulse. Th e recorded signal 
is maximum at the center of data acquisition, and it determines 
the image contrast. Th e imaging sequence is called full satura-
tion when the fl ip angle equals 90° and partial saturation when 
it is less than 90°.

28.7.2 Spin Echo

Th e SE pulse sequence (Figure 28.24) is similar to GE, except that 
each data acquisition is preceded by a 180° refocusing RF pulse, 

located in the middle between the excitation RF pulse (usually 
90°) and the center of data acquisition. Th e purpose of the 180° 
RF pulse is to cancel the eff ect of fi eld inhomogeneity by revers-
ing the phase shift  accumulated between spins midway before 
data acquisition. Th us, Mxy experiences T2 (not T2*) decay, which 
results in stronger signal. Th is signal is called “echo” in contrast 
to FID. Acquiring the MRI signal from an echo has advantages 
over acquiring the FID because it allows suffi  cient time for gradi-
ent switching and separates signal excitation from the receiving 
part. In SE, TE can be changed without suff ering from T2* decay, 
which is useful for acquiring T2-weighted images. However, the 
added 180° pulse increases scan time and adds to patient power 
deposition.

28.7.3 Inversion Recovery

Th e IR pulse sequence (Figure 28.25) is similar to GE, but each 
excitation RF pulse is preceded by a 180° inversion RF pulse. Th e 
time interval between the inversion pulse and the excitation 
pulse is called the inversion time (TI). IR sequences are T1- 
weighted, and TI determines how heavily the image is T1-weighted. 
Th e eff ect of the inversion pulse is to fl ip the magnetization vec-
tor in the negative longitudinal direction (−z), from where it 
recovers to reach equilibrium back in the positive z-direction. 
When recovering from negative to positive, M crosses zero at 
a certain time point. Tissue suppression can be implemented by 
setting TI as (magnetization recovery is assumed within TR)

 TI = 0.693T1. (28.14)

RF

TE
TR

α α

SS

SS rephaser

Time

RO prephaser
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FE

FIGURE 28.23 GE pulse sequence. Th e RF pulse is applied in the presence of a SS gradient in the z-direction to excite a certain slice of the body. 
Aft er slice excitation, the PE gradient is applied in the y-direction to resolve spatial information in this direction. Th e frequency encoding (FE) 
gradient is then applied in the x-direction during signal RO to resolve spatial information in this direction. Th e SS gradient is followed by a negative 
rephaser gradient lobe with half the area of the SS gradient (shaded parts have equal areas) to cancel spin dephasing caused by the SS gradient. Th e 
RO gradient is preceded by a negative prephaser gradient lobe with half the area of the RO gradient (shaded parts have equal areas) to cancel the 
phase dephasing induced by the RO gradient at the center of data RO (vertical arrow). Th e set of RF pulses and accompanying gradients are 
repeated every TR with increasing PE gradient to acquire the signals needed to reconstruct the MRI image.
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FIGURE 28.24 SE pulse sequence. (a) Pulse sequence diagram. A 90° RF excitation pulse is applied in the presence of an SS gradient in the z-direc-
tion to excite a certain slice of the body. PE gradient is then applied in the y-direction to resolve spatial information in this direction. A 180° refocusing 
RF pulse is applied midway (splitting TE in half) between the 90° RF pulse and the center of data acquisition. FE gradient is applied in the x-direction 
during data RO to resolve spatial information in this direction. Th e SS gradient is followed by a rephaser gradient lobe to cancel spin dephasing intro-
duced by the SS gradient. Th e RO gradient is preceded by a prephaser gradient lobe to cancel spin dephasing caused by the FE gradient at the center 
of data acquisition. Because of the refocusing RF pulse, the recorded signal (echo) experiences T2 (not T 2*) decaying rate resulting in higher signal. (b) 
Immediately aft er the 90° pulse (point 1), the magnetization now lies in the transverse plane with all spins pointing in the same direction. Immediately 
before the 180° pulse (point 2), the spins experienced phase diff erence during TE/2 period of time. Immediately aft er the 180° pulse, the spins are now 
fl ipped 180° with respect to the y′ axis, when they will rephase in the opposite direction for another TE/2 time period. At the center of data acquisition 
(point 4), the spins are again aligned in the same direction. Th e only decay that M experiences between points 1 and 4 is due to T2 relaxation.
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FIGURE 28.25 IR sequence. Th e imaging part is the same as in the GE sequence, but it is preceded by a 180° inversion RF pulse. Th e time between 
the 180° pulse and the fi rst imaging RF pulse is called TI.
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28.7.4 Volumetric Imaging

3D imaging is the direct way to achieve volumetric imaging.4 Th ere 
is no slice selection in 3D imaging. Rather, a thick chunk (or slab) 
is excited, as shown in Figure 28.26. A second PE loop in the 
z- direction is added outside the conventional y-direction PE loop, 
as shown in Figure 28.26. A 3D matrix in k-space is fi lled, and FT 
is applied to transform the matrix into a set of parallel 2D thin 
images. Slice thickness in the z-direction is determined based on 
the slab thickness and number of z phase-encodes. In 3D imaging, 
thin slices are achievable without SNR sacrifi ce because signals in 
k-space arise from the whole excited slab. 3D imaging needs lon-
ger scan time and results in higher SNR than 2D imaging.

28.8 Fast Scans

28.8.1 Segmented Acquisition

Th ere are several techniques to reduce scan time,2 which is neces-
sary for dynamic imaging and breath-hold scans. One approach is 
to acquire more than one k-space line each TR. Th is technique is 
known as segmented k-space acquisition, as shown in Figure 28.27. 
Usually, TR is not long enough for full magnetization recovery. 
Instead, short TRs are used with small fl ip angles. Aft er several 
TRs, a steady-state condition is established, such that the same 
magnetization value is reached at the beginning of each TR.

28.8.2 Echo Planar Imaging

Th e extreme case of segmented k-space acquisition is to acquire 
all k-space lines aft er only one excitation RF pulse (one shot 
acquisition), which is the idea of the echo planar imaging (EPI) 
pulse sequence, shown in Figure 28.28. However, this requires 
signifi cant hardware capabilities besides the pronounced eff ect 
of T2-weighting on k-space data. Alternatively, interleaved acqui-
sition could be implemented with slight increase in scan time, 
but less hardware demands. In EPI, phase encoding is increased 
by Gy blips in between alternating Gx gradients. Th us, k-space is 
swept horizontally from line to line with alternating directions. 
EPI advantages include fast scan time, no motion artifacts, and 
dynamic imaging capabilities. EPI disadvantages include the 
need for fat suppression techniques (to avoid chemical shift  arti-
facts), increased patient power deposition, and potential phase 
errors. EPI has been used in cardiac, abdominal, dynamic, diff u-
sion, and perfusion applications.

28.8.3 k-Space Trajectories

Another approach to reduce scan time is to use faster paths, 
rather than rectilinear acquisition, to fi ll k-space; for example 
radial or spiral trajectories (Figure 28.29). In this case, k-space 
data have to be regridded to a rectangular grid before FT can be 
applied. Each k-space trajectory has its own advantages as well as 
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FIGURE 28.26 3D volumetric imaging. A thick slab is fi rstly excited. Th en, two loops of phase encodes are implemented. Th e outer loop encodes 
consecutive partitions in the z-direction. Th e inner loop is the regular one, which encodes information in the y-direction. Th e RO gradient is 
implemented to acquire the samples in k-space and encode information in the x-direction.

TR

RF
α α

SS

PE
1 2 3

4

Crusher Time

FE

FIGURE 28.27 Segmented k-space acquisition. Multiple lines (three here) are acquired every TR. Note that the PE gradient (gray area) changes 
before each data acquisition to read a new line in k-space. A crusher gradient is added at the end of each TR to destroy the remaining transverse 
magnetization before the next RF pulse, where the next three k-space lines will be acquired.
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artifacts. Diff erent k-space trajectories could also be applied in 
3D imaging.

28.8.4 Parallel Imaging

Scan time could be reduced by applying parallel imaging. In this 
case, a phased-array receiver coil is used, which is composed of 
adjacent small coil elements that cover the body area of interest 
(Figure 28.30). Data are acquired simultaneously from all coil ele-
ments, and the image is constructed by combining the data together. 
Although it reduces scan time, parallel imaging reduces SNR as 

well. SENSE and GRAPPA are famous parallel imaging techniques, 
which are based on the image space and k-space, respectively.

28.9 Magnetic Resonance Spectroscopy

MRS is a valuable tool that can be used to investigate molecular 
structure and metabolic processes of tissues.1 Due to diff erent 
molecular structures, protons in diff erent molecules experience 
slightly diff erent magnetic fi elds, and thus precess with slightly 
diff erent frequencies (around the Larmor frequency). Th e role 
of MRS is to measure signal intensity at diff erent frequencies 
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FIGURE 28.28  EPI pulse sequence. (a) Pulse sequence. Only one RF pulse is required to acquire the whole k-space. Th e FE gradients have alter-
nating polarities to sweep k-space in alternating horizontal directions (from left  to right and right to left ), as shown in (b). PE gradient blips (dashed 
areas) are introduced between the FE gradients to move in k-space upward from line to line, as shown in (b). Th e numbers show the sequence of 
applied gradients and their eff ect on traversing the k-space in (b). (c) Interleaved EPI (two interleaves here). Two RF pulses are required in this case. 
Th e odd (solid trajectory) k-space lines are acquired aft er the fi rst RF pulse. Th en, the even (dashed trajectory) lines are acquired aft er the second 
RF pulses. In this case, the PE gradient blips will have double the areas as those in (b) because they skip every other line.
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FIGURE 28.30 Parallel imaging. A phased-array coil composed of 
four elements. Each coil element captures (sees) part of the object 
(gray circle). Th e four coil elements acquire data simultaneously, and 
the fi nal image is reconstructed by combining the parts acquired by all 
elements.
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FIGURE 28.29 Diff erent trajectories to fi ll k-space. (a) Rectilinear 
trajectory. Th e k-space is fi lled line by line. (b) Radial trajectory: the PE 
and FE gradients are applied simultaneously with diff erent amplitudes 
to change the angle of the radial spoke. (c) Spiral trajectory: sinusoidal 
PE and FE gradients are applied at the same time with varying magni-
tudes. Interleaved spirals could be implemented. Radial and spiral 
acquisitions are faster than rectilinear.
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(spectrum) and thus determine the existence and relative magni-
tude of diff erent metabolites inside the tissue (voxel-wise) (Figure 
28.31).

High fi eld strength results in large separation between diff er-
ent spectral peaks inside the voxel. MRS could be implemented 
on diff erent nuclei: hydrogen (H), phosphorus (P), and sodium 
(Na). MRS of hydrogen is called proton MRS. Hydrogen is an 
ingredient of many molecules and is available in abundance in 
the body. MRS has many applications in the heart, brain, liver, 
breast, and prostate. It helps in staging, screening, and follow-up 
of patients with cancer.

28.10 Image Characteristics

28.10.1 Number of Signal Averages

Th e number of signal averages is the number of times the whole 
k-space is acquired (for the same image). When k-space is 
acquired n times, which increases scan time by a factor of n, SNR 
increases by square root of n. On the other hand, theoretically, 
only one-fourth of k-space is suffi  cient to reconstruct the image 
(Figure 28.32) due to the conjugate symmetry of k-space (second-
ary to the image space being real-valued), which reduces scan 
time at the cost of SNR loss. Th is is called partial k-space acquisi-
tion. However, practically, the image is usually not real-valued 
because of phase shift s from a variety of sources, and thus a little 
more of k-space coverage is needed to resolve the phase data.

28.10.2 Field of View and Resolution

Th e imaging fi eld of view (FOVx and FOVy) and spatial resolution 
(Δx and Δy) depend on how k-space is fi lled.3 FOV is equal to 
the inverse of the sampling period in k-space (Δk) and image 
resolution is equal to the inverse of k-space maximum extent 
(kmax), as shown in Figure 28.33:

 FOVx =   1 __ Δkx
  ,  (28.15)

 FOVy =   1 ___ Δky
  ,  (28.16)

 Δ x =   1 _____ kx,max
  , (28.17)

 Δ y =   1 _____ ky,max
  . (28.18)

Th us, for a large FOV, k-space has to be densely fi lled, and for 
high spatial resolution, the outer peripheries in k-space have to 
be acquired.

28.10.3 Scan Time

Th e total scan time is

 Scan time = NSA Nz Ny TR. (28.19)

where NSA is the number of signal averages, Nz the number of 
phase encodes (partitions) in the z-direction (in 3D imaging), Ny 

FIGURE 28.31 MRS. (a) A certain voxel is localized. (b) Frequency 
spectrum inside the specifi ed voxel. Signal peaks are assigned to diff er-
ent metabolites based on frequency. Th e relative height of diff erent sig-
nal peaks could determine the pathological condition of the tissue, for 
example cancer.
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FIGURE 28.32 Partial k-space acquisition. Due to the conjugate sym-
metry of k-space, only a part of k-space can be acquired and the rest of 
the k-space can be determined based on its conjugate symmetry. 
However, because the image is not usually pure real (phase shift  is 
acquired), a little more of k-space than the theoretical limit is needed 
for correct image reconstruction.
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FIGURE 28.33 Relationship between image space and k-space. (a) 
Image with fi elds-of-view of FOVx and FOVy in the x- and y-directions, 
respectively. Th e image resolution is Δx and Δy in the x- and y-direc-
tions, respectively. (b) k-space extent is Kx,max and Ky,max in the Kx and Ky 
directions, respectively. k-space resolution is ΔKx and ΔKy in the Kx 
and Ky directions, respectively. Th ere is an inverse relationship between 
the parameters in the image space and k-space: Δx = 1/Kx,max;  
FOVx = 1/ΔKx. Similar equations exist for the y-direction.
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the number of phase encodes in the y-direction, and TR the repeti-
tion time. It should be noted that scan time depends on FOV and 
spatial resolution. Th us, scan time could be controlled by adjusting 
the imaging parameters that aff ect FOV and spatial resolution.

28.10.4 Signal-to-Noise Ratio

SNR determines the image quality, and is defi ned as

 SNR ≡ Signal mean/Noise standard deviation. (28.20)

SNR is proportional to the main magnetic fi eld strength (B0):

 SNR ∝ B0. (28.21)

Th us the images from a 3 T scanner have double the SNR of 
those from 1.5 T. SNR is also proportional to voxel size and total 
RO time:

 SNR ∝ Voxel size √Total readout time, (28.22)

where

 Voxel size = Δx Δy Δz, (28.23)

 Total readout time = NSA Nz Ny Nx ΔT, (28.24)

where Δx, Δy, and Δz are the voxel dimensions in the x-, y-, and 
z-directions, respectively, and ΔT is the sampling period. Note 
that the sampling time (TS) is

 TS = Nx ΔT. (28.25)

By manipulating the parameters in the SNR equation, it can 
be shown that:

 SNR ∝ FOV, (28.26)

 SNR ∝ 1/Acceleration factor, (28.27)

where the acceleration factor determines the amount of time 
saving in parallel imaging. Th ere are two sources of noise in 
MRI: body noise and coil noise. At low fi eld strength, coil noise 
dominates, whereas at high fi eld strength, body noise dominates. 
Coils are designed to contribute minimum noise, such that body 
noise dominates. It should be noted that noise is expressed as a 
random variable in image analysis.

28.11 Imaging Artifacts

Image artifacts occur due to the wrong selection of scan param-
eters, patient motion, or malfunctioning scanner hardware.1 
Aliasing, partial volume eff ect, and slice cross-talk are examples 

of artifacts due to inappropriate parameter settings. Motion, 
susceptibility, and chemical shift  artifacts are examples of 
patient-related artifacts. Gibbs, geometric, eddy current, and 
zipper artifacts are examples of system-related artifacts.

28.11.1 Aliasing Artifact

Aliasing is a common artifact that results in wraparound of the 
imaged borders (Figure 28.34), such that the right part of the 
object appears on the left  side and vice versa. Aliasing occurs if 
the reading BW is not high enough (below the Nyquist frequency). 
It can be avoided by increasing FOV to cover the whole object 
being imaged; oversampling to avoid overlap of the image replicas 
in the object domain; localized excitation around the region of 
interest; or saturating the area outside the region of interest.

28.11.2 Partial Volume Effect

Th e partial volume eff ect occurs when the imaging voxel con-
tains signals from more than one tissue (Figure 28.35). It can be 

FIGURE 28.34 Aliasing artifact. (a) FOV (dashed line) is large 
enough, such that there is no aliasing. (b) Th e FOV is reduced in the FE 
direction, which results in image overlap and aliasing.

FIGURE 28.35 Partial volume eff ect. If the voxel size is not small 
enough (small white square), then it could contain more than one tissue 
(white and gray matters in this case), which produces mixed signal 
intensity of the voxel.
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avoided by increasing the matrix size or reducing FOV to 
improve spatial resolution.

28.11.3 Slice Cross-Talk

Slice cross-talk means that the image of one slice contains sig-
nals from the adjacent slice in multi-slice imaging. Th is artifact 
occurs because the excited slice profi le is not perfect, and thus it 
leaks and excites part of the adjacent slice. Solutions to cross-talk 
artifact include leaving gaps between adjacent slices or acquiring 
the odd-indexed slices fi rst before the even-indexed slices.

28.11.4 Motion Artifacts

Patient motion results in ghosting artifacts (Figure 28.36), 
mainly in the PE direction, and it can be divided into random 
and repetitive motion. Motion artifacts are pronounced in the 
PE direction because it takes a whole TR to move one step in the 
PE direction, whereas it takes only ΔT to move one step in the FE 
direction, as shown in Figure 28.22. Random patient motion can 
be minimized by using fast imaging techniques or sedating the 
patient. Furthermore, swapping the PE and FE directions will 
switch the artifact location, which could move the artifacts away 
from the area of interest in the image. Respiratory artifacts can 
be suppressed by breath-holding. Artifacts from heart motion 
can be avoided by cardiac gating.

28.11.5 Susceptibility Artifacts

Susceptibility artifacts (Figure 28.37) result in signal void at 
 certain areas in the image, such as at the tissue–air interface. It 
could also result from metallic implants inside the patient. One 
solution is to minimize the FOV to avoid including the problem-
atic area in the image. Using frequency shimming and SE 
sequences also reduces susceptibility artifacts.

28.11.6 Chemical Shift Artifacts

Chemical shift  artifact occurs because of the slight diff erence in 
the resonance frequency between molecules with diff erent 

chemical structures, like fat and water. Th e eff ect of chemical 
shift  is pronounced at higher magnetic fi elds. Chemical shift  
artifact results in location shift  (spatial displacement) between 
water and fat tissues (Figure 28.38). It can also result in signal 
void at the boundary between fat and water at certain TE values. 
One solution is to use fat suppression techniques. Tissue dis-
placement resulting from chemical shift  eff ects could be reduced 
by increasing the RO gradient. Th e TE could also be adjusted to 
avoid signal void at the tissue boundary.

28.11.7 Gibbs Artifact

Gibbs artifact results in ringing at the image boundaries, as 
shown in Figure 28.39. It results from abrupt truncating the 
high-frequency content of the signal. Solutions include using 
smooth  windows for gradual data cut-off  or reducing pixel size.

28.11.8 Geometric Artifacts

Geometric artifacts distort the shape of the imaged object. Th ey 
result from gradient nonlinearity or gradient power drop-off . 
Th is type of artifacts is usually taken care of by the scanner 
manufacturer.

28.11.9 Eddy Currents

Eddy currents distort the image. Th ey result from small electric 
currents generated when gradients are rapidly switched on and 

FIGURE 28.36 Ghosting artifact. Due to patient head motion, ghosts 
appear in the phase encoding direction (arrows).

FIGURE 28.37 Susceptibility artifact. Note the signal void next to the 
eye ball (arrows).

FIGURE 28.38 Chemical shift  artifacts. (a) Location shift  of the fat 
tissue (circle) from the solid to the dashed position due to chemical shift  
artifact. (b) Th e boundary between water and fat could be nulled 
(appears black) for certain values of TE when the water and fat spins are 
out of phase inside the same voxel due to chemical shift .
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off . One solution is to reduce the gradient slew rate (the steepness 
of the ramp-up and ramp-down parts of the gradient pulse).

28.11.10 Zipper Artifact

Zipper artifact produces zipper lines along the FE direction. It 
results from RF noise in the area around the scanner. Th e fi rst act is 
to ensure that the scanner door is fi rmly closed. Electronic devices 
inside the scanner room could also be the reason for this artifact.
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29.1 Introduction and Overview

Positron emission tomography (PET) is a nuclear imaging tech-
nique that produces images of the metabolic activity of living 
organisms by means of radioactive labeling. Introduction of a 
short-lived positron-emitting radiopharmaceutical is used to tag 
a specifi c metabolic activity that can subsequently be imaged 
noninvasively by specialized equipment. Th e radio-nucleotide 
that is administered contains a specifi ed quantity of short-lived 
radioactively labeled chemical substances that are identical, or 
closely analogous, to naturally occurring substances in the body. 
Radioactive labeling means that one atom in a molecule is replaced 
by a radioactive Trojan horse, a radio-nucleotide. A detailed 
description of the radioisotope phenomenon is presented in 
Chapter 41. Specifi c examples of the radio-nucleotides used in 
PET imaging are the following: 11C, 18F, 13N, and 15O.

All the short-lived radioisotopes used in PET scans decay by 
positron emission. Positrons (β+) are positively charged elec-
trons with the same mass as an electron and hence the same rest 
energy as an electron. Positrons are emitted from the nucleus of 
radioisotopes that are unstable because they have an excessive 
number of protons and a positive charge. A positron is the atomic 
equivalent of a positive electron, both in mass and in charge, 
except that the charge is opposite to that of an electron.

Aft er introduction the isotope circulates through the blood-
stream to reach the organ or tumor of interest.

Once the radioactively labeled substance has been absorbed, the 
location and quantity of uptake can be imaged, and a functional 
analysis of the organ in question can be made. Th e imaging 
is made possible by the positron annihilation with an electron, 

emitting two γ rays. Th e tomograph detects the γ rays and derives 
the isotope’s location and concentration from the magnitude and 
detection sequence of the γ photons.

Th e PET images produced help physicians identify normal and 
abnormal activities in living tissue. Unlike computed tomography 
(CT), which primarily provides anatomical images, PET measures 
chemical changes in the tissue that occur before abnormalities are 
visible on a magnetic resonance imaging (MRI) or CT scan. Th e 
basic principles of CT imaging are outlined in Chapter 26. MRI 
does measure certain specifi c metabolic activities; however, the 
imaging capability is limited mostly to blood oxygenation con-
sumption. PET recognizes these changes based on the cellular 
metabolism of the tissue. PET scans measure the amount of tracers 
distributed throughout the body. Th is information is subsequently 
used to create a three-dimensional image of tissue function from 
the acquired decay matrix.

29.2 Operational Mechanism

Th e radio-nucleotide isotopes will emit a positron aft er a rela-
tively short half-life. Th e positron will virtually immediately 
annihilate with any of the many free electrons in the biological 
medium. Th e annihilation process releases a substantial amount 
of energy: >1 MeV. Th is energy is released as two γ quanta with 
511 keV, emitted in an exactly perpendicular direction to each 
other. Th e energy balance between the positron annihilation 
process and the γ pair production is described in Equation 29.1:

 Epos + Ekinetic + Ee ≥ 2Eγ. (29.1)
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Th e rest energy is determined by the diff erence in energy of 
the isotope and the product. In addition to the rest energy of the 
positron (Epos) and the electron (Ee), respectively, there may be 
additional kinetic energy involved from positron or electron 
motion: Ekinetic. Th e nuclear energy follows from the quantum 
physics theorem that mass and energy are equivalent, providing 
the rest mass energy equivalent as illustrated by Equation 29.2:

 E = mc2, (29.2)

where E represents the rest energy of the element, m the atomic 
mass, and c the speed of light. Substituting Equation 29.2 into 
Equation 29.1 and using the photon energy

 E = hν (29.3)

yield the following equation:

 mpos c2 + mec2 = 2hνγ. (29.4)

Filling in the mass-equivalent energy for each component 
yields the energies in Equation 29.5:

 511 keV +  E pos  Kinetic  + 511 keV ≥ 1.022 MeV. (29.5)

Only concurrent detection of two 511 keV γ quanta is considered 
a recording of an emission, and as such an indication of a positron 
release. Th e positron will, by defi nition, have originated on the 
connecting line between the two detectors that registered the γ 
quanta. Th e concentration of isotopes will result in a cumulative 
recording in various directions of γ pairs from diff erent locations 
within the organ over the half-life of the radio-nucleotide.

29.3 Noise and Contrast Features

Th e fact that two γ quanta need to be detected simultaneously 
and the γ quanta have distinct energy content makes this detec-
tion method very precise. Th ere is no signifi cant noise in this 
energy spectrum, nor will there be any background radiation 
that fi ts the criteria for detection. Emission from outside the slice 
of interest will also be negligible since it will never get registered 
by two detectors in the plane of observation.

Th e positron emission imaging technique has a very high con-
trast and very low noise without the requirement of specifi c 
engineering and design requirements.

29.4  Physical and Physiological 
Principles of PET

Because of the availability of various types of radioactive isotopes, 
the specifi c metabolistic changes resulting from assorted diseases 
make PET imaging particularly useful in the detection of malig-
nancy in tumors.

In order to understand the full use of the radioactive isotopes 
and the incorporation of each species into the cellular metabo-
lism, the production of the isotope will be described fi rst.

29.4.1 Production of Radio-Nucleotides

Th e radio-nucleotide can be produced in many diff erent ways; 
the most prominent method is the use of an on-site cyclotron. 
Particle bombardment will produce the needed radionuclides. 
Fluorodeoxyglucose is the most commonly used radioisotope 
(Figure 29.1). Th e isotope degradation process is described in 
Chapter 41.

29.5 Isotope Detection

All the short-lived radioisotopes used in PET scans decay by 
positron emission. Positrons (β+) are positively charged elec-
trons. Positrons are emitted from the nucleus of radioisotopes 
that are unstable because they have an excessive number of pro-
tons and a positive charge.

Positron emission stabilizes the fl uoride nucleus by removing 
a positive charge through the conversion of a proton and a neu-
tron, as shown in the chemical reaction

 18
9F → +1

0e + 18
8O. (29.6)

In the decay process, the radio-nucleotide is converted into an 
element that has an atomic number that is one less than the 
isotope. For radioisotopes used in PET scans, the element 
formed from positron decay is stable and would not have any 
remaining decay mechanisms. Th e distance a positron travels 
depends on the rest energy of the positron, as can be derived 
from Equation 29.5.1

Usually the distance a positron travels is limited to approxi-
mately 1 mm. Th e positron combines with an ordinary electron 
of a nearby atom in an annihilation reaction, forming positron-
ium as an intermediate reaction product.

When a positron comes in contact with an electron, the anni-
hilation process releases energy greater than 1 MeV. Th is reaction 
is governed by conservation of energy. Th e energy of the electron 
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FIGURE 29.1 Production of fl uorodeoxyglucose by proton impact on 
enriched water, which in turn is bound to 1,3,4,6-tetra-0-acetyl-2-0-
trifl uoromethanesulfonyl-β.
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before interaction with a positron is foremost slightly more than 
the rest energy expressed by Equation 29.2. Th e momentum of 
the electron upon impact can be considered to be zero. Aft er col-
lision and annihilation, the produced γ radiation has an energy 
content given by Equation 29.7

 E = hν′γ (29.7)

and a momentum given by Equation 29.8

 p′ =   h __ λ′   , (29.8)

where λ′ is the γ radiation wavelength.
Th e scattered electron at this point has the energy given by 

Equation 29.9 with the accompanying momentum in Equation 
29.10:

 E e′ = Ekinetic_e′ = me′c2, (29.9)

 Pe′ = c−1  √
__________

  Ee′2 − (mc2)2  . (29.10)

PET scanning is hence an invasive technique since it requires 
injection of radioactive material into the patient. Th e radiation 
exposure is measured in Sievert (Sv) as explained in Chapter 41. 
Th e total radiation dose of a PET scan is generally small, approx-
imately 7 mSv. In comparison, annual background radiation 
amounts to an average of 2.2 mSv; while a chest x-ray provides 
0.02 mSv of exposure, it is up to 8 mSv for a CT scan of the chest. 
γ exposure is even worse at high altitudes; a frequent traveler or 
airplane crew is exposed to approximately 2–6 mSv per year.

29.6 PET Signal Acquisition

Th e radio-nucleotide isotopes will emit a positron aft er a relatively 
short half-life. Th e positron will virtually immediately annihilate 
with any of the many free electrons in the biological medium.

Th e mass of the positron and the electron combined equals 
the energy needed to produce a pair of γ photons. Th e annihila-
tion energy is released as two γ quanta with 511 keV that are 
emitted in opposite directions to each other (180° ± 5°). Th e pos-
itron–electron annihilation process is presented in Figure 29.2. 
Th ese γ photons have enough energy to allow them to travel out 
of the tissue and can be recorded by external detectors. Th e coin-
cidence lines of γ emission provide a unique detection method 
for forming tomographic images with PET.

By time-resolved detection of two simultaneous γ photons, 
the connecting line of coincidence establishes one dimension of 
the location of the concentration of the radioisotopes. Any sub-
sequent emissions from the same location will not necessarily 
follow the exact same path and lines of intersect can be estab-
lished to yield the second dimension of the isotopes (Figure 
29.3). Applying the lines of coincidence for all γ rays emitted can 
be used in standard tomographic techniques to resolve the image 
of the nucleotide concentrations.

Th e PET imaging device has multiple rings with detector 
arrays specifi cally designed to capture simultaneous occurrences 
of γ photon emissions. A diagram of the confi guration of a PET 
imager is shown in Figure 29.4.

29.6.1 γ Radiation Detectors

Certain crystals, such as bismuth germanate (BGO), convert the 
high energy 511 keV γ photons into lower energy light photons.2 
Th e visible light photons are collected by a semiconductor photo-
sensor array, such as a CCD element (Figure 29.5). Th e charge cou-
pled device (CCD) element subsequently converts the photon 
energy into electrical signals that are registered by the tomograph’s 
electronics. Th is conversion and recording process occurs at the 
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speed of light, allowing the scintillation events to be compared 
simultaneously among all opposing detectors. Th e detected spatial 
distribution of the positron-emitting radioisotope is a direct func-
tion of the local biochemical and physiological cellular activity.

A PET detector is divided into sections called gantry buckets. 
Th ese buckets are subdivided into blocks. Each detector block 
consists of an array with an 8 × 8 detector confi guration, called 
bins. Th is confi guration provides each block with 64 detectors. 
Each gantry bucket in turn has four blocks, yielding 256 detectors 
per block. Over the circumference of the detector ring there are 
16 buckets, which adds up to a total of 4096 detectors. Commercial 
PET systems have a minimum of two rings, providing a total of 
8192 detectors. All these 8192+ detectors need to be operational 
at all times during a single scan. Th e detectors generally have 
a relatively wide acceptance angle and are closely spaced for maxi-
mum effi  ciency. Because of these two factors, it is not uncommon 
that the γ rays from one single annihilation process can be detected 

by two off -angle detectors, at less than perfect opposition. Th is 
crossover detection between neighboring detectors introduces a 
source of spatial error in the detection accuracy.

Th ere are two distinct modes of detection: fan-beam and 
coincidence sampling. In fan-beam mode operation, one detec-
tor is paired to multiple detectors at various angles as illustrated 
in Figure 29.5. In the coincidence detection confi guration, the 
detectors collect parallel to each other. Th e parallel mode of 
detection is illustrated in Figure 29.6.

Th e maximum error in location detection will occur under 
fan-beam detection, while the error in crossover detection dif-
ferences under parallel ray detection is relatively limited.3

29.7 Applications of PET Scanning

PET is a valuable technique in the diagnostics of specifi c diseases 
and disorders by means of identifying metabolic deviations. For 
instance in oncology, the tracer (18F) fl uorodeoxyglucose is used 
because it mimics glucose in its metabolic stage and is avidly 
taken up and retained by most tumors. As a result, this tech-
nique can be used for the diagnosis and the planning and moni-
toring of the treatment of various tumors. Because of its specifi c 
sensitivity, PET is mostly used to diagnose brain tumors. Other 
PET applications in cancer diagnosis are for breast tumors, lung 
tumors, and colorectal tumors.

Since, generally, PET scans are more expensive than conven-
tional imaging with CT and MRI, the use of PET for tumor diag-
nosis is not used too oft en.

Other applications of PET imaging are in neurology, based on 
an assumption that areas of high radioactivity are associated with 
brain activity. What is actually measured indirectly is the fl ow of 
blood to diff erent parts of the brain, which is generally believed to 
be correlated and usually measured using the tracer (15O) oxygen.

FIGURE 29.4 Siemens PET imaging equipment.
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For diagnostic applications in cardiology, the use of fl uoro-
deoxyglucose can be used to identify heart tissue aft er a heart 
attack to determine if there is any latent damage in the heart muscle. 
However, frequently, the relatively inexpensive single photon emis-
sion computed tomography (SPECT) is used for this purpose.

In psychology, PET is used to determine the stage of 
Alzheimer’s disease and measure neurological activity in patients 
who suff er from amnesia. Other neurological diagnoses are in 
the study of epilepsy and stroke victims.

29.7.1 Anatomical Applications

PET provides no signifi cant anatomical information primarily due 
to the fact that the uptake of radioisotopes in bone is too slow to get 
recorded. Based on the half-life of the isotopes and the assembly 
time for bone tissue, the radioactivity will have dropped below the 
detection level at the time of incorporation in the skeletal system.

Certain anatomical features that can be recognized are mainly 
due to the a priori metabolic activity that is well known for these 
organs such as in the brain and the heart. A PET image of the 
heart and vasculature is shown in Figure 29.7. Other anatomical 
features will need to be resolved by combining PET with a scan-
ning technique that will provide irrefutable anatomic feedback. 
In this case, external markers will need to be used to register the 
two systems with respect to each other.

29.7.2 Functional Analysis

Th e functional imaging features of PET are most prominent in 
the diagnosis of cancer. Healthy tissue replenishes its cells by 
continuous regeneration, while old cells gradually die off . In 

both malignant and benign cancer, cells divide more rapidly 
than normal healthy cells. Th is process by itself will be identifi ed 
under PET imaging due to the increased cellular metabolic rate. 
A functional image of the brain is illustrated in Figure 29.8.

Th e diff erence, however, between malignant and benign 
tumor growth is the fact that in malignant cancer cells the sur-
rounding tissue is destroyed as well. In malignant tumors the 

FIGURE 29.7 PET image of the kidneys and attached renal vascula-
ture. (From General Electric Healthcare: GEHealthcare.com. With 
permission.)

FIGURE 29.8 Functional PET image of the brain. (Reprinted from Najarian K and Splinter R, Biomedical Signal and Image Processing, Taylor & 
Francis Group, Boca Rotan, FL, 2006. With permission.)
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cancer cell will migrate away from the organ in which the tumor 
growth is formed, and they will start infi ltrating surrounding 
tissues and organs; this process is called metastasis.

In the absorption of radiopharmaceuticals, living tissue is 
generally identifi ed by a homogeneous uptake of any given 
radioisotope, but fl uorodeoxyglucose in particular. Th e high rate 
of metabolic activity in many types of aggressive tumors will 
result in an increased uptake of fl uorodeoxyglucose, and hence 
the isotope 18F will identify glucose metabolism.

29.8 Summary

PET scanners are capable of detecting areas of molecular biology 
detail via the use of radioisotopes that have diff erent rates of 
uptake depending on the type of tissue involved. Th e change in 
regional blood fl ow in various anatomical structures can be 
visualized and relatively quantifi ed with a PET scan.

In many cases the PET features will allow us to identify diseases 
earlier and more specifi cally than ultrasound, x-rays, CT, or MRI.

Some of the useful applications of PET scanning over scintil-
lation imaging are examination of brain blood fl ow and local 
metabolism of specifi c organs.

PET can also help physicians monitor the treatment of dis-
ease. For example, chemotherapy leads to changes in cellular 
activity, and that is observable by PET long before structural 
changes can be measured by ultrasound, x-rays, CT, or MRI. A 
PET scan gives physicians another tool to evaluate treatments, 
perhaps even leading to a modifi cation in treatment, before an 
evaluation could be made using other imaging technologies.
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30.1 Introduction

Fluorescence imaging and spectroscopy is a highly active area of 
biomedical research operating at the interface between physics, 
chemistry, engineering, biology, and medicine. It fundamentally 
investigates the interaction between light and matter and off ers 
several unique advantages, in particular:

High resolution• : approximately 200 nm for a conventional 
fl uorescence microscope [1].
Sensitivity• : single molecule detection is possible [2].
Specifi city• : probes exist that can specifi cally target a wide 
range of biological molecules, ions, and other compounds 
[1]. In addition, it is possible to probe the interaction 
between many compounds, using techniques such as fl uo-
rescence resonance energy transfer (FRET), and pump–
probe spectroscopy [3].
In vivo• : many techniques are applicable to in vivo imaging, 
enabling an unparalleled view into the detailed interwork-
ing of complex biological phenomena.

Th e fl exibility aff orded by fl uorescence techniques has made it 
a ubiquitous component of clinical and laboratory work. For 
example, fl uorescence has become a standard technique in 
pathology, where immunohistochemistry and fl uorescence in 
situ hybridization (FISH) techniques enable the pathologist to 
identify gene expression and customize treatment based on the 
patient’s individual tumor type [4]. Fluorescence-based tech-
niques have fueled a revolution in molecular biology, enabling 

scientists to probe the complex molecular pathways involved in 
many aspects of biological function and disease processes [2]. 
An overview of such techniques could easily fi ll their own vol-
ume (and have many times over), so this chapter will focus on a 
broad overview of the physical processes involved in fl uores-
cence measurements, and a brief introduction into a few of the 
more common or interesting techniques used in the laboratory 
and clinic.

30.2 Nature of Light

Th e nature of light in classical theoretical physics was fi rst eluci-
dated by James Clerk Maxwell when he formulated the four par-
tial diff erential equations governing electric and magnetic fi elds 
in space and time. Maxwell’s equations predicted self-sustaining 
electromagnetic waves of given amplitude and frequency that 
moved in free space at the speed of light in vacuum [5]. Th ese 
electromagnetic waves could explain well-known properties of 
light such as interference and diff raction but subsequently failed 
to explain experimentally observed phenomena of blackbody 
radiation and the photoelectric eff ect. Th eoretical understand-
ing of both these phenomena has shown that light can be thought 
to be composed of a “bunch” of discrete elementary particles—
photons, which only exist at the speed of light and carry discrete 
amounts of energy and momentum [6]. Th e energy of a photon is 
given by the relation given by Equation 30.1:

 E = hν, (30.1)
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where h is Planck’s constant and ν the frequency of radiation. 
By assuming that electrons were localized around the nucleus 
of atoms in atomic orbitals with fi xed energies, simple atomic 
spectra could be well described by considering that light carry-
ing specifi c energies (i.e., at specifi ed wavelengths) could be 
absorbed by electrons to move into higher energy excited states. 
Th ey could then spontaneously decay back to ground state via 
the release of the extra energy in the form of photons of the 
same specifi c frequencies [7]. Th ese insights have paved the way 
to understand the basis of light–matter interactions and gave 
rise to a quantitative theoretical framework to describe discrete 
atomic spectra. Th e same basic physical idea of absorption and 
remission of discrete frequencies of light by isolated atoms can 
be extended to explain the more complex phenomena of molec-
ular fl uorescence.

30.3  Measurement

Figure 30.1 shows a basic schematic of how fl uorescence is mea-
sured. No matter what the technique is, there are a few basic 
principles common to all fl uorescence-based measurements. Th e 
sample is illuminated with excitation light, which can be speci-
fi ed by its wavelength profi le, polarization, temporal dynamics, 
intensity, spatial geometry, and focusing and steering optics. Th e 
common result is that light will reach the sample and be absorbed 
by a fl uorophore, which will then emit fl uorescent light across 
a characteristic wavelength spectrum. A detector will sense and 
quantify the remitted light, which can provide information 
about the concentration and distribution of fl uorophores, as well 
as the presence of mediating agents that may modulate its fl uo-
rescence intensity or other characteristics (polarization, decay 
time profi le, etc.).

30.3.1  Absorption and Scattering

Th e utility of light-based sensing of biological material depends 
on the physical interactions between light and biological matter. 
Here, we will specifi cally focus on the phenomena of light absorp-
tion, scattering, and fl uorescence. Fluorescence is the topic of this 
chapter, but the ability to measure this relies on our ability to 
couple light into and out of cells/tissues. Th us, both light scatter-
ing and nonradiative absorption play signifi cant roles in deter-
mining the penetration depth, signal levels, and spatio-temporal 
resolutions that can be achieved in biological tissue.

Scattering in tissue is mostly elastic in nature (i.e., the incom-
ing and scattered photons carry the same energies) and occurs 
due to microscopic inhomogeneities of the refractive index in tis-
sues/cells. Th is is brought about by morphological features such 
as collagen fi brils, cellular organelles, and cell nuclei. Scattering 
by small particles can be described by the Mie theory, which pro-
vides an analytical solution to Maxwell’s equations for an electro-
magnetic wave incident on a spherical, cylindrical, or ellipsoid 
particle [8]. For particles with scattering cross-sections less than 
~λ/15 (such as macromolecules or striations in collagen fi brils) 
the Mie theory reduces to a simpler form of scattering, known as 
Rayleigh scattering. Rayleigh scattering in contrast to Mie scat-
tering occurs isotropically and has a wavelength dependence 
 proportional to 1/λ4; in other words, Rayleigh scattering increases 
greatly at shorter wavelengths. In general, it is the case that tissue 
scattering decreases toward longer wavelengths throughout the 
ultraviolet (UV)–visible–near-infrared (NIR) spectrum.

If the energy of an incident photon matches the diff erence 
between the excited and ground states of an electron, the photon 
can be absorbed by the molecule. Tissue has relatively high UV 
absorption, resulting in the low penetration depth of UV light in 
biological tissues. Th is, combined with the toxicity associated 
with UV radiation, makes UV wavelengths less than ideal for in 
vivo imaging. Tissue absorption in the visible wavelength range 
is dominated by hemoglobin for most tissue types. Hemoglobin 
absorption is dependent upon whether it is bound to oxygen. It 
peaks in the violet (~415–420 nm wavelength), and falls off  in 
the NIR (>700 nm)—see Figure 30.2 for a plot. Water absorption 
is negligible in the visible, but becomes signifi cant in the NIR 
above around 900 nm. Th is gap in the absorption bands of 
hemoglobin and water from approximately 700 to 900 nm leads 
to a spectral region where tissue is relatively transparent to light 
and has been referred to as the NIR window [9]. Th is “transpar-
ent” spectral region has been widely exploited for a variety of in 
vivo imaging techniques, as described later in the chapter.

30.3.2  Fluorescence/Phosphorescence

Th e fi nal interaction that light can undergo with biological mol-
ecules that will be discussed here is fl uorescence. Th e term fl uo-
rescence represents the phenomena where a particular molecular 
(or atomic) species (instantaneously) absorbs incident light at 
one wavelength and emits it aft er a short interval at a diff erent, 
longer wavelength (or lower frequency). It can more formally be 
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FIGURE 30.1  Schematic of a generalized measurement setup for 
 fl uorescence measurement showing the major instrument-dependent 
parameters. (Adapted from Hof, M., Hutterer, R., and Fidler, V., 
Fluorescence Spectroscopy in Biology: Advanced Methods and Th eir 
Applications to Membranes, Proteins, DNA, and Cells, Springer series 
on fl uorescence 3, Vol. xix, 305pp. Berlin, NY: Springer, 2005.)
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defi ned as a radiative transition between two electronic states 
(typically, between the ground state and the fi rst-excited state) 
possessing the same electronic spin multiplicity [10]. Most bio-
logical entities that exhibit fl uorescence are organic molecules 
and have paired electrons in their ground state. Th ey therefore 
have a total spin quantum number

 
1 1 0,
2 2

S s= = + − =∑  
(30.2a)

and consequently have a spin multiplicity, expressed by 
Equation 30.2:

 Ms = 2S + 1 = 0. (30.2b)

Molecules with Ms = 1 are considered to exist in singlet states; 
molecules with Ms = 2 are in doublet states (these molecules/radi-
cals have S =   1 _ 2   because they typically have one unpaired electron 
in ground state), while molecules with Ms = 3 (these species have 
two unpaired electrons with same spin orientations) are consid-
ered to be in a triplet state [7,11]. Th e most common fl uorescence 
phenomena represent electronic transitions between the singlet 
ground state (S0) and the singlet fi rst-excited (S1) states in the 
fl uorescing species, although it is possible to have fl uorescence 
occurring as a result of electronic transitions between the second 
excited singlet state (S2) and S0 or as doublet–doublet transitions.

Th e principle of absorption of a photon and subsequent remis-
sion along with several important features of fl uorescence can be 
illustrated using the Morse-potential energy diagram that denotes 
both the allowed electronic and vibrational levels. Figure 30.3 
shows the allowed electronic potential energies of the ground 
state (black curve) and the fi rst excited state (gray curve) of a 
typical molecular species capable of exhibiting fl uorescence. Th e 

horizontal lines represent allowed vibrational modes in each 
electronic state (labeled by the quantum numbers ν/ν′) and the 
vertical lines show the radiative absorption/emission processes. 
Upon excitation by a photon of appropriate frequency, the elec-
trons (initially occupying the lowest vibrational level of the 
ground state) absorb the incident radiative energy at a time scale 
of ~10−15 s. Th is time scale is much smaller than the time scale of 
molecular vibrations and thus the absorption is shown as a “ver-
tical” line because the internuclear geometry before and aft er 
absorption will be almost identical as dictated by the Franck–
Condon principle. In the excited state however, the equilibrium 
bond length is increased and the energy levels are therefore 
slightly shift ed to the right (as shown by the blue curve). Th e 
vibrational level that the excited electron moves into corresponds 
to the vibrational mode that overlaps with the vertical transition 
from ground state (ν′ = 3 in Figure 30.3). As expected, in isolated 
molecules (when present as low-pressure gas, for instance) the 
emitted fl uorescence would result from the symmetric, resonant 
transition from ν′ = 3 to ν = 0. As a result of collisional interac-
tions between the excited molecule, its neighbors, and/or solvent 
molecules in liquids and solids, however, the emission occurs 
from the lowest vibrational state (ν′ = 0) of the excited state back 
to one of the vibrational levels of the ground state. Th us, for an 
incident photon of frequency νex, and an emitted photon with fre-
quency νem, the energy balance is given by Equation 30.3:

 hνex = hνem + ΔEIC. (30.3)

Here, ΔEIC is the loss of electronic potential energy to vibra-
tional modes of the neighboring atoms/molecules (which could 
be other fl uorescing molecules or the molecules of the solvent).

Th is transition is again governed by the Franck–Condon prin-
ciple—and thus the transition from the excited state will 
mostly occur where there is a vertical overlap between the ν′ = 0 
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FIGURE 30.3  Representative sketch of the potential energy levels for 
the ground state and the fi rst excited state for a typical fl uorescent mol-
ecule. (Adapted from Redmond, R.W., in Handbook of Biomedical 
Fluorescence, M.-A. Mycek and B.W. Pogue, (Eds). New York: Marcel 
Dekker, 2003.)
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 vibrational state of the excited electronic state to the vibrational 
mode of the ground state (i.e., to ν = 1 in Figure 30.3). As indi-
cated above, the transitions for excitation and emission do not 
carry the same amount of energies and this diff erence between 
the wavelengths of the absorbed and the remitted photon is 
called the Stoke’s shift . Th us, given ΔEIC, and the wavelength of 
the excitation and emission photons, λex and λem, respectively, 
the Stoke’s shift  can be calculated using Equation 30.4:

 
ex em IC

stroke .E
hc

λ λ Δλ =
 

(30.4)

Another important aspect of fl uorescence to be noted here is 
that the vibrational energy level spacing in the ground state 
and the fi rst excited state decreases with increasing energies, and 
these are identically spaced in both these states. Th is gives rise to 
the symmetric mirror image relationship observed between the 
absorption and the emission spectrum, shown in Figure 30.4 for 
Rose Bengal dissolved in ethanol and measured at a basic pH 

[12]. Th e mirror symmetric shapes of the absorption and 
 emission lines are clearly evident. Th e diff erence between the 
peak emission wavelength and the peak absorption wavelength 
is the Stoke’s shift , and is about 12.5 nm for the molecule/ 
solvent shown here (which results in ΔEIC of 4.6 kJ/mol, where 
λex = 559 nm and λem = 571.5 nm). Although most fl uorophores 
exhibit the mirror symmetry rule between their absorption and 
emission spectra, this rule can be violated in some cases wherein 
the absorption and emission occur in diff erent molecular species 
(arising at very low or high pH), or in molecules that are capable 
of forming excited-state dimers (excimers) with themselves [13]. 
Further, it is important to note that there is mirror symmetry 
between the absorption–emission spectra only when one con-
siders the S0–S1 absorption, but not across the entire absorption 
spectrum. Th is occurs due to the fact that most organic (biologi-
cal) fl uorophores when excited to the S2 states nonradiatively 
relax to the lowest vibrational level of the S1 state, from where 
radiative emission takes place. Th is nonradiative relaxation from 
higher level states to S1 is formally governed by Kasha’s rule, 
which translates to a common observation that the emission 
spectra of most fl uorophores are independent of the excitation 
wavelengths.

Besides radiative emission, there are other pathways avail-
able to excited-state molecules to relax back into the ground 
state. Th e classical fi gure used to denote these processes is 
called Jablonski’s diagram and is shown in Figure 30.5 [13]. 
Aft er absorption into the S1, S2, or higher excited states, the 
molecule can lose its energy in a variety of diff erent ways. As 
mentioned before, excitation into energy levels higher than S1 
causes the molecule to quickly relax into the lowest vibrational 
state of S1 by nonradiative transitions labeled internal conver-
sion (as they occur between states with the same multiplicity). 
Th e probability of internal conversion is inversely proportional 
to the energy diff erence between the states and thus is least 
probable for the S1–S0 transition (as these states have the largest 
energy diff erence) [14,15].

As indicated in Figure 30.5, these nonradiative internal con-
version processes occur on the time scale of a few picoseconds. 
From the lowest vibrational level of S1, the excited state can 
decay back to the ground state via the radiative processes as 
 discussed above. Th ese radiative decay pathways contribute to 
the molecule’s fl uorescence and occur on the time scale of a 
few hundreds of picoseconds to nanoseconds. Besides these 
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radiative pathways, the excited-state molecule can give up 
energy to the solvent or other molecules through molecular 
collisions and thereby relax to S0 via nonradiative pathways. 
Th e other pathway shown in Figure 30.5 that serves to depop-
ulate S1 is the nonradiative intersystem crossing, which trans-
fers the singlet S1 state to a triplet T1 state. Although selection 
rules in simple atomic models forbid transitions between 
states with diff erent spin multiplicities, there exist mecha-
nisms (such as spin–orbit coupling) in more complex molecu-
lar systems that allow these transitions [10]. Th e T1 triplet state 
eventually relaxes back to the S0 state through the radiative 
process of phosphorescence. Given that these transitions have 
much lower probabilities of occurring relative to fl uorescence, 
the time scales of phosphorescence range from tens to thou-
sands of microseconds.

30.3.3  Quantum Dots

Advances over the past few decades in manufacturing and 
engineering, specifi cally the widespread applications of inte-
grated electronics to small-scale semiconductor crystals, have 
enabled the production of layered semiconductor materials 
whose spatial dimensions are controllable at nanometer scales. 
Th is has led to the development of quantum wells, quantum 
rods, and quantum dots. At these spatial scales, these materials 
have physical properties uniquely diff erent from the bulk coun-
terparts. Th e key property of quantum dots arises from the 
quantum confi nement property—when the length of one 
dimension of the object becomes comparable with the radius of 
the Bohr exciton for that material, the nanostructure exhibits 
discrete energy levels which are excitable optically [16,17]. Th e 
energy band gap of the quantum dots is dictated by their geom-
etry, thereby allowing “tuning” of the optical absorption and 
emission properties. Th e absorption profi le of quantum dots is 
broad and composed of a series of overlapping bands that 
become weaker with increasing wavelengths. Th e emission 
spectrum is usually bell-shaped with an FWHM of ~30–40 nm 
and is independent of the excitation wavelength. Figure 30.6 

shows representative absorption and emission spectra of com-
mercially available quantum dots. Clearly, these fl uorescent 
entities lack the mirror symmetry rules that govern molecular 
fl uorophores since the exact electronic and vibrational level 
spacings are diff erent in these cases.

30.3.4   Fluorescence Lifetimes and Quantum 
Yields

A typical pulse of light at 400 nm (assuming 20 μW of incident 
power) used to excite fl uorescence in biological specimen has a 
mean photon fl ux of approximately 4 × 1013/s incident on the 
sample. Assuming that there are more fl uorophores than the 
average photon fl ux in the sample, we can postulate that this 
pulse excites a large number of fl uorophores (N(t)) into the 
excited state. Th e excited state is depopulated stochastically 
and in the case of a simple two-level system can be written as 
Equation 30.5:

 
= − Γ + nr

d ( ) ( ) ( ).
d
N t k N t

t  
(30.5)

Here, Γ is called the radiative decay rate (governing the rate of 
radiative transitions from S1 to S0, see Figure 30.5) and knr is the 
nonradiative decay rate [13]. Th e excited state therefore depopu-
lates exponentially with a characteristic lifetime τ0 and quantum 
yield Q, where τ0 and Q are given by Equation 30.6:

 

Γτ = =
Γ + Γ +0

nr

1 and .
nr

Q
k k  

(30.6)

We can therefore interpret τ0 as the average time spent by the 
fl uorophores in the excited state, while Q represents the effi  -
ciency of fl uorescence for the molecule. As knr → 0, Q approaches 
unity, indicating that there is one photon emitted for every pho-
ton absorbed; thus, the quantum yield can be defi ned as the 
number of photons emitted to those absorbed. Quantum dots 
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FIGURE 30.6  Sample absorption and fl uorescence spectra from CdSe/ZnS quantum dots in H2O in 50 mM borate buff er solution at pH 8.5. 
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and a few brightly fl uorescing molecules (such as rhodamine) 
have very high quantum yields.

Measurements of the quantum yield of unknown fl uorophores 
can be quite a tedious task and are usually achieved by compara-
tive absorption and emission measurements against reference 
fl uorophores whose quantum yield is known [13]. Measurement 
of the fl uorescence lifetime is achieved by measuring the fl uores-
cence intensity [which is usually proportional to N(t)] over time. 
Th is can be done either directly in the time-domain using photon 
counting methods, a high-frequency oscilloscope, or time-gating 
techniques; or indirectly in the frequency domain by using 
intensity modulated excitation sources and measuring the phase 
diff erence between the incident source and remitted fl uores-
cence [10,13]. Since both the fl uorophore lifetime and quantum 
yield are closely related to the microscopic interactions taking 
place at the molecular scale, measurements of these parameters 
can provide a very sensitive means to detect changes in the fl uo-
rophores microenvironments. Th ese parameters have been used 
to detect changes in fl uorophore binding, pH, solvent viscosity, 
and resonant energy transfers [13].

Increases in the nonradiative rates have been studied both as 
fundamental fl uorescent phenomenon and to extract informa-
tion regarding the biochemical environment of fl uorophores. Th e 
phenomenon of quenching causes a reduction in fl uorescence 
intensity and can occur through a variety of reasons including 
excited-state reactions, ground-state complex formations, molec-
ular transformations, and/or energy transfer. Fluorescence 
quenching has also widely been used as an indicator of the pres-
ence of molecular oxygen since oxygen is one of the most effi  cient 
quenchers of fl uorescence [18]. Th ere are two distinct classes of 
quenching processes that occur: collisional or dynamic quench-
ing, and static quenching. In collisional quenching, there are 
molecular collisions between the excited-state fl uorophore and 
the quencher, which causes the fl uorophore to relax to the ground 
state in a nonradiative fashion. In static quenching however, a 
nonfl uorescent complex is formed between the fl uorophore and 
the quencher, which reduces the number of molecules capable of 
exhibiting fl uorescence. Both cases of quenching require interac-
tions at the molecular scale between the quencher and fl uoro-
phore and can therefore be used to study a variety of diff erent 
phenomena [13]. Th e magnitude of fl uorescence quenching is 
related to the amount (concentration) of quencher available—
thus, quantifying the fl uorescence quenching provides a way to 
measure the concentration of the quencher. Th e relationship 
between the observed fl uorescence and the quencher concentra-
tion is given by the Stern–Volmer equation, Equation 30.7:

 
0

q1 [ ].F K Q
F

= +
 

(30.7)

Here, F0 is the fl uorescence intensity measured without the 
quencher present and F is the fl uorescence intensity at quencher 
concentration [Q]. Th e constant Kq is given by Kq = kqτo in 
the case of dynamic quenching. In this case, the quencher acts 
by increasing the nonradiative decay rate by kq[Q], thereby 

reducing both the quantum yield (hence fl uorescence intensity) 
as well as the measured excited-state lifetime. In the case of static 
quenching, the quencher merely renders the ground-state fl uo-
rophores to become nonfl uorescent entities causing a reduction 
in the fl uorescence intensity while leaving the fl uorescence life-
times unchanged.

30.3.5  Anisotropy

Absorption of excitation energy involves an energy transfer 
between the vector electric fi eld component of light and the 
 electrical dipole moment of the molecule. Th e effi  ciency of this 
energy transfer depends on the alignment of these vectors; 
 specifi cally the absorption is proportional to the cosine of the 
angle between them. Th us, excitation of a sample with linearly 
polarized light (light whose electric fi eld component is fi xed 
along a given arbitrary axis on a given plane) results in a prefer-
ential spatial orientation of the excited fl uorescent molecules. 
Th ose fl uorophores whose electrical dipole is aligned with the 
electric fi eld of the incident light are most effi  ciently excited, while 
those in a perpendicular orientation are not; this is referred to 
as photoselection [2]. Th e emitted fl uorescence can thus exhibit 
anisotropy. Th is anisotropy is typically characterized by making 
two measurements: one having an emission polarizer parallel to 
the excitation light, and one perpendicular. Th e anisotropy can 
then be quantifi ed by Equation 30.8:

 
,

2
F F

r
F F

|| ⊥

|| ⊥

−
=

+  
(30.8)

where r is the anisotropy, F|| is the fl uorescence intensity emitted 
parallel to the excitation polarization, and F⊥ is that perpendicu-
lar to the excitation.

Once excited, the molecules will remain in the excited state for 
some period of time, during which they may tumble and change 
their orientation (and thus their anisotropy) prior to emitting a 
fl uorescent photon. Th ere is hence decay in the anisotropy over 
time depending on the rate kinetics with which the molecule 
tumbles. For a spherical particle in homogeneous medium, the 
anisotropy will decay according to a single exponential:

 
0

p
exp .tr r

⎛ ⎞−= ⎜ ⎟τ⎝ ⎠  
(30.9)

Here, r0 is the anisotropy at t = 0, t is the time, and τp is the 
rotational correlation time of the sphere [2]. Th e value of r0 
depends on the angle between the ground- and excited-state 
dipole moments. In the case where these dipole moments are 
perfectly aligned, the theoretical maximum initial anisotropy 
is 0.4 [2]. Nonspherical fl uorophores, such as proteins or other 
 biological materials, exhibit more complex kinetics and are 
described by multiexponential decays.

Th e value of fl uorescence anisotropy is that this is a measure-
ment that is dependent on the ability of the molecule to tumble in 
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space, so it depends on the size and shape of the fl uorophore, its 
excited-state lifetime, and the viscosity of the surrounding medium. 
Th is enables probing of phenomena such as protein or antibody 
binding (which eff ectively increases the size of the fl uorescence 
compound and thus decreases the anisotropy decay rate), mem-
brane kinetics, and investigations into the spatial coordination 
between proteins or diff erent regions on the same protein [2].

30.4  Fluorescence Resonance Energy 
Transfer

FRET involves the nonradiative transfer of energy between a 
donor and acceptor fl uorophore (and may be considered as a 
 specifi c case of quenching of the donor fl uorescence by the 
acceptor). Th is is a near-fi eld resonant energy transfer mecha-
nism that is linked to the coupling between the excited-state 
dipole of a donor fl uorophore and the ground-state dipole of an 
acceptor fl uorophore. Eff ective coupling is dependent on the 
degree of overlap between the donor emission spectrum and the 
acceptor excitation spectrum, the quantum yield of the donor 
fl uorophore, the relative orientation of the donor and acceptor 
dipoles, and their distance from one another. Based on this dis-
tance dependence, FRET effi  ciency can serve as an eff ective 
molecular ruler on a typical scale of approximately 1–10 nm 
[19–21].

FRET is a competing pathway from the donor excited state to 
the ground state. Th e rate constant can be characterized by 
Equation 30.10 [20]:

 

6
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T
D

1 ,Rk
R

⎛ ⎞= ⎜ ⎟⎝ ⎠τ  
(30.10)

where kT is the rate constant of FRET, τD is the donor fl uores-
cence lifetime in the absence of an acceptor, R is the distance 
between the donor and acceptor, and R0 is the distance at which 
50% FRET effi  ciency is achieved, which typically ranges from 2 
to 9 nm [2]. FRET effi  ciency is defi ned as the probability that a 
photon absorbed by a donor fl uorophore will subsequently be 
transferred to the acceptor fl uorophore. Th ere are a variety of 
techniques for measuring this [21], but one relatively simple 
approach is to measure the donor fl uorescence intensity of a 
sample containing the donor only (FD), and again with both the 
donor and acceptor present (FDA). Donor fl uorescence and accep-
tor fl uorescence can typically be separated by wavelength, with 
the acceptor emitting at longer wavelengths. In this case the effi  -
ciency is given by Equation 30.11 [20]:
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(30.11)

Th e extremely short separations at which this phenomenon 
occurs make FRET improbable for unconstrained fl uorophores. 

In typical applications, donor and acceptor compounds will be 
bound to two separate entities that undergo some interaction or 
binding that will bring the donor and acceptor into close prox-
imity. Alternatively, the donor and acceptor fl uorophores may 
be localized on the same compound that undergoes conforma-
tional changes in response to some event to alter the distance 
between the two fl uorophores. To provide a few examples of 
applications, membrane fusion has been characterized by load-
ing to diff erent membranes with donor or acceptor molecules. 
When these membranes subsequently fuse, the fl uorophores can 
intermix and FRET can occur [22]. FRET has also been used to 
elucidate the dynamics of protein folding [23–25]. Other exam-
ples include the chameleon calcium probe described in the 
molecular imaging section to follow.

30.5 Photobleaching

All fl uorophores undergo a process of photo-inactivation upon 
exposure to high intensities of excitation light, when they lose 
the ability to exhibit fl uorescence. Th is loss of fl uorescence is 
termed photobleaching and is thought to occur due to a transi-
tion from the excited singlet state into the triplet state, wherein 
the molecule undergoes permanent covalent modifi cations that 
render it nonfl uorescent. Each fl uorophore has a number of 
characteristic excitation–emission cycles it can undergo before it 
photobleaches and this is dependent on the molecular structure, 
concentration, and the environment of the fl uorophores. 
Occurrence of photobleaching in samples may be reduced by 
lowering the intensity of incident excitation, using a higher con-
centration of fl uorophores and/or limiting the interval of expo-
sure to the incident excitation.

Th e mechanism of photobleaching has been exploited in 
experiments that measure the fl uorescence recovery aft er photo-
bleaching (FRAP) to study the mobility and diff usion rates of 
fl uorophores through membranes [26]. In these experiments, 
high-intensity excitation light (from either an arc lamp or a laser) 
is focused on a small diff raction limited spot (with radius of a 
few microns) on the sample to photobleach the fl uorophores in 
the fi eld of view. Th e light intensity is subsequently decreased 
and the spot is continually monitored in time to sense fl uores-
cence emission. Th e fl uorescence intensity increases with the 
diff usion of unbleached fl uorophores into the fi eld of view and 
eventually reaches steady-state equilibrium. By observing the 
time constants needed for the fl uorescence to reach equili-
brium values aft er photobleaching, it is possible to estimate the 
diff usion coeffi  cients for the fl uorophores in the measured 
 environments [27].

30.6  Molecular Imaging/Biological 
Details Revealed

Th e principal theme of molecular imaging encompasses meth-
ods that allow the visualization and detection of biological pro-
cesses as they occur within living cells at the molecular level. 
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Techniques implementing molecular imaging through appro-
priately labeled radiobiological, magnetically active, or ultra-
sound contrast agents for use with PET, SPECT, MRI, and 
ultrasound are being explored for clinical applications [28–30]. 
Optical techniques, however, off er several unique advantages, 
including (1) the use of nonionizing radiation and thus the abil-
ity to repeatedly scan tissues/cells without infl icting damage, (2) 
the typical costs of setting up, maintaining, and operating opti-
cal systems are far less in comparison with the more expensive 
MRI/PET/SPECT systems, (3) subcellular resolution is possible, 
(4) multichannel/multiplexing capability, (5) rapid acquisition 
times, and (6) a wide range of specifi c probes are available [30]. 
A number of excellent reviews and books expound on these 
techniques in detail [1,2,30–35] and only a few brief examples of 
which are provided here for the sake of brevity.

Early studies have investigated the use of nonspecifi c contrast 
agents such as fl uorescein, indocyanine green (ICG), cresyl vio-
let acetate, and toluidine blue and provided enhanced sensing of 
particular tissue structures such as vasculature, but suff er from 
issues of having high levels of nonspecifi c background signals 
that obscure signals from the site of interest. Recently, exogenous 
contrast agents have been engineered to provide highly targeted 
and specifi c labeling of molecular markers to reduce nonspecifi c 
background signals and act as signaling beacons marking dis-
ease at the cellular/subcellular levels.

Th e most direct and simple approach for improving the accu-
mulation of contrast agents at a specifi c target site is to conjugate 
the fl uorophore to a ligand (which can be peptides, proteins, or 
antibodies) that enables it to bind to a molecular target [36]. Such 
site-directed targeting is particularly eff ective in detecting small 
levels of tumorigenic cells as these cells oft en express specifi c 
surface receptors. Site-directed probes have been developed 
using both traditional organic fl uorophores (such as ICG, Alexa 
Fluor 660, Cy5.5) and quantum dots [37–40]. Th e use of quan-
tum dots is motivated by several desirable properties, including 
their characteristic broad excitation spectrum and narrow, tun-
able emission spectra and their relative resistance to photo-
bleaching. Further, since these nanoparticles have large surface 
area, they can be modifi ed to accommodate several probe mole-
cules, thus enabling them to target more than one biomarker. 
However, the use of quantum dot-based molecular imaging 
techniques is still being actively researched given the potentially 
toxic nature of these entities.

Another signifi cant development in the methods of molecular 
imaging involves the use of the green fl uorescent protein (GFP) 
[41]. Th e use of this molecular marker has allowed labeling of 
specifi c proteins and ushered in a new era in fl uorescence imag-
ing of the function and structure of biological systems. Wild 
type GFP protein emits bright green fl uorescence (centered at 
509 nm) when excited in the blue at 495 nm. Th e fl uorescence 
from wild type GFP has broad excitation and relatively weak 
fl uorescence but it has subsequently been modifi ed to have 35× 
brighter fl uorescence in its enhanced GFP (EGFP) form. Th e 
 discovery of GFP and engineering of EGFP and other mutants 
has allowed researchers to use it to label cells and proteins to 

specifi cally express fl uorescence and therefore use it as a genetic 
beacon in a variety of diff erent applications. Given its small 
molecular weight (~27 kDa) and relatively stable fl uorescence 
properties under typical physiological conditions, GFP-based 
luminescence has found widespread application in our under-
standing of cellular structures and signaling pathways.

On a more fundamental level, perhaps the earliest and most 
widely utilized application of fl uorescence detection of bio-
chemistry is pH-sensitive fl uorescence. Many of the most widely 
used fl uorophores in biology, including fl uorescein and GFP, are 
intrinsically pH sensitive over a physiologically relevant range. 
Th is is an artifact in many applications, but can be exploited to 
provide a sensitive indicator of pH. In the case of fl uorescein, 
it is a weak acid, with protonated and deprotonated forms 
 exhibiting diff erent fl uorescence properties [42]. GFP has been 
shown to exhibit similar properties due to simple protonation/
deprotonation as well as conformational changes [43]. Other 
probes developed specifi cally for pH sensing include ratiometric 
sensors, where the ratio of fl uorescence intensities at two diff er-
ent excitation or emission wavelengths can be calibrated to pro-
vide an absolute measurement of pH [44].

Another notable example of a chemical sensing probe that 
elegantly combines several of the techniques described above is 
that of the chameleon [Ca2+] sensor [45]. Th is works using a 
FRET mechanism, where two GFP mutants (one that emits blue 
and one that emits green) are fused to either terminus of a calm-
odulin/M13 fusion protein. Calmodulin is a protein that acts as 
a calcium signal transducer. It binds calcium and in so doing 
changes its conformation, allowing it to interact with a wide 
range of targets. In the case of the chameleon probe, this causes 
a shift  from an extended conformation to a compact globular 
form, which brings the two fl uorescent proteins into close prox-
imity. Th is is a reversible process, so determination of the dis-
sociation constants of this process enables a quantitative means 
of assessing calcium concentration in a living cell. Because this 
probe is genetically encoded, it can be targeted to specifi c sites 
within the cell, enabling exquisite control over monitoring of 
calcium signaling in living cells and tissues [46].

30.7 In Vivo Imaging

Th e ultimate goal of all of the techniques described here is to 
deploy them in living cells and tissues to open a window into 
dynamic biochemical, morphological, and physiological pro-
cesses. In so doing, one must recognize a number of potential 
pitfalls and limitations inherent to in vivo fl uorescence imaging. 
First, tissue turbidity plays a signifi cant role and is highly 
 attenuating. Th is causes problems on two levels: (1) it aff ects the 
fl uorescence intensity that is collected, making quantitative 
assessment of fl uorophore concentration a challenge [47], and (2) 
it limits the penetration depth and resolution at which fl uores-
cence can be probed in deep tissue. Second, fl uorophores are 
typically distributed throughout the tissue in some manner; illu-
minating the tissue with light will excite fl uorophores present 
anywhere within the tissue where the source light can reach, 
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making localization of the source of fl uorescence problematic. 
Th is second problem is compounded by tissue turbidity, since 
scattered light could have originated from distant locations. 
Th ird, a number of biological compounds are themselves fl uo-
rescent [48], which can oft en be a signifi cant confounding factor. 
Fourth, phototoxicity must be considered, particularly for fl uo-
rophores excited in the UV. At longer wavelengths, heating can 
occur when using high-power illumination.

Confocal imaging is one widely employed technique that 
can overcome some of these limitations. Confocal imaging dif-
fers from standard fl uorescence microscopy in that a laser 
point source is used to illuminate the sample. Passing through 
the objective, this is focused down to a point in the image 
plane. On the collection end, the light passes through a pinhole 
positioned at the conjugate image plane. Th us, any scattered 
light or fl uorescence originating out of the focal plane is 
rejected (Figure 30.7). By controlling the size of the pinhole, 
the lateral resolution of a confocal microscope can somewhat 
exceed the typical Rayleigh resolution limit of 1.22λ/(2NA). 
Here, λ is the wavelength, and NA = n sinθ denotes the numer-
ical aperture and characterizes the acceptance angle of an 
objective, where n is the refractive index of the medium and θ 
is the maximum axial angle that can be accepted by the objec-
tive. Th e axial resolution is somewhat worse than this, typically 
>0.4 μm in practice [1].

A confocal imaging system thus allows for depth sectioning 
capability. A 3D image can then be constructed by raster-scanning 

in the lateral x–y plane using motorized mirrors, and stepping 
through the z plane, commonly using a motorized stage focus. 
Th is allows for detailed images of fl uorescence to be acquired in 
vivo. As an example, Figure 30.8 shows a confocal image of the 
chemotherapy agent doxorubicin being taken up into muscle tis-
sue. Th is image was acquired from an implantable window cham-
ber in a mouse [49]. It can be seen that the drug is present in the 
blood vessels, and is accumulating in the cell nuclei.

30.8  Multiphoton Imaging

Another technique that is commonly employed for in vivo 
 imaging is that of multiphoton fl uorescence imaging [50,51]. In 
this technique, a nonlinear absorption process is utilized, where 
two or more photons are simultaneously absorbed to excite a 
fl uorophore. So, for two-photon excitation, light of twice the sin-
gle-photon wavelength (half the energy) is used to excite a given 
fl uorophore, which allows for red or NIR wavelength excitation.

Multiphoton absorption is an extremely unlikely event (in 
comparison with the normal single-photon fl uorescence described 
thus far) and therefore requires a high power density for excita-
tion [51]. In order to achieve this, pulsed lasers with picosecond to 
femtosecond pulse widths are typically used to keep average power 
low and prevent tissue damage [51].

Multiphoton techniques off er several advantages: fi rst, mul-
tiphoton excitation is effi  cient only for very high power densities, 
with a quadratic dependence on the intensity for two-photon 
excitation, so fl uorescence is generated only within the focal 
point and thus retains spatial resolutions that are comparable Detector

Pinhole aperture

Dichroic beam splitter

Objective

Focal plane

Sample

Light
source

FIGURE 30.7  A simplifi ed representation of a confocal imaging 
setup. Th e pinhole will allow unscattered fl uorescent photons originat-
ing from the focal point to pass but will reject the majority of the out of 
plane or scattered photons since their conjugate image will not be 
formed at the pinhole aperture.

FIGURE 30.8 Confocal fl uorescence image acquired from muscle tis-
sue in an implantable dorsal skin fold window chamber aft er treatment 
with doxorubicin, a fl uorescent chemotherapy agent. A large blood ves-
sel contains the drug, which can also be seen accumulating in the cell 
nuclei outside the vessel. Also seen are the red blood cells, which appear 
dark. (Image courtesy of Ashley Manzoor and Mark Dewhirst.)
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with that of laser scanning confocal imaging despite using lon-
ger excitation wavelengths [50]. Th is is in contrast with confocal 
imaging where fl uorescence is generated throughout the sample 
and helps to minimize phototoxicity and photobleaching [51]. 
Second, longer wavelengths are typically less harmful to biologi-
cal tissues [52], and can penetrate deeper (on the order of several 
hundreds of microns in tissue [53]).

30.9  Diffuse Fluorescence Imaging and 
Tomography

Th e high turbidity of tissue prevents deep penetration of ballistic 
photons, so probing deep tissue (>1 mm) requires illumination 
and collection using diff usely scattered photons. One application 
of growing interest is that of NIR fl uorescence imaging [54]. Th e 
principles and advantages of NIR fl uorescence imaging are the 
same as described above, with the main advantages being the low 
scattering and absorption properties of tissue in the NIR allow 
deeper light penetration and low background tissue autofl uores-
cence [54]. Th e main diff erence in this technique is that there is 
no inherent depth sectioning capability built in. Tissue is illumi-
nated at the excitation wavelength, and the emission light is col-
lected using either a wide-fi eld imaging technique, or using one 
or more point collectors such as optical fi bers. Th ese measure-
ments can then be used as raw intensity data or further processed 
using inverse image reconstruction methods via the use of theo-
retical models of photon propagation in turbid media (such as the 
diff usion equation). Such techniques have been used in a wide 
variety of applications, ranging from small animal imaging to 
cancer detection and characterization in clinical trials [54]. Th e 
resolution of such techniques is necessarily much larger (mm to 
cm) relative to confocal or multiphoton microscopy, but off ers 
the possibility of image reconstruction from signifi cantly deeper 
tissue regions [55].
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31.1 Introduction

Optical coherence tomography (OCT) has come as a promising 
optical technique for imaging live tissues with cellular and sub-
cellular resolutions. Th e technique, based on low-coherence 
interferometry, is noninvasive and can operate in approximately 
real time while providing detailed information on tissue micro-
structure, and has proven successful in a variety of clinical appli-
cations. A detailed description of OCT systems and corresponding 
theory is presented. Applications are discussed, and derivatives 
of OCT that introduce polarization, phase, and spectral sensitiv-
ity are also described.

OCT has been developed initially at the Massachusetts 
Institute of Technology (MIT) that is capable of providing such 
resolution. OCT is based on the principle of low-coherence inter-
ferometry.1 Th e technique will be described in detail next. 
Conventional OCT measures the amplitude of the light refl ected 
from a biological sample and determines the longitudinal posi-
tion of the refl ection sites through low-coherence interferome-
try.2 Light for performing OCT is typically delivered 
noninvasively by simple fi ber optic and objective lens compo-
nents, although invasive techniques using hypodermic needles 
and catheters have been developed. By scanning the sample or 
the delivery apparatus, two- and three-dimensional imaging is 
possible. Th is is analogous to ultrasound imaging. However, 
because OCT is an optical method, the resolution that can be 
obtained is orders of magnitude greater than that of even ultra-
high-frequency ultrasound. OCT thus represents an interesting 
and important advance in the science of clinical imaging.

Clinical applications of OCT include early diagnosis of macu-
lar edema, a disease that aff ects the human retina and can lead to 
blindness. OCT is particularly applicable in this case because 

the disease causes small holes to form in the retinal layer that 
cannot be detected by high-frequency ultrasound or other 
 ocular diagnosis techniques.

In this chapter, the theoretical and practical considerations 
for performing optical coherence tomographic imaging will be 
presented and discussed. Section 31.2 introduces a conventional 
OCT system and provides information on coherence, interferom-
etry, system operation (image acquisition process and detection 
methods), and general system properties and limitations. Section 
31.3 describes the applications of four types of OCT imaging to 
physical problems: conventional (amplitude) OCT, phase- and 
polarization-sensitive OCT, and spectroscopic OCT.

31.2 The Conventional OCT System

In order to understand the operation of the optical coherence 
mechanism of action, the conventional OCT system will be dis-
cussed fi rst to provide the theoretical basis. Th e conventional 
OCT uses the rudimentary principle of examining only the 
amplitude of the refl ected signal.

OCT is based on the same principles as coherence domain 
refl ectometry (CDR).1 Th e operating principle relies on measur-
ing the amplitude of the refl ected light signal in a biological 
sample as a function of depth. Probing as a function of depth 
provides merely one-dimensional image formation. Combining 
this with a scanning probe, a three-dimensional image can be 
reconstructed. Th is mechanism is in principle similar to the way 
ultrasound imaging acquires an image (Chapter 32). Th e origi-
nal OCT system, developed at MIT by Fujimoto and Company, 
is depicted graphically in Figure 31.1.

Th e basic system consists of a fi ber optic Michelson interfer-
ometer with a low-coherence (broadband) light source. Optical 
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power from the light source, shown here as a superluminescent 
diode (SLD), is split approximately 50/50 between the two arms 
using a 2 × 2 fi ber optic demultiplexer. In the sample arm, col-
limating and focusing optics direct light onto the biological 
sample to be imaged. Light is refl ected from the sample at dif-
ferent depths and is allowed to pass unidirectionally through 
the fi ber optic splitter, so that it reaches the detector but does 
not result in optical feedback to the light source, which could 
result in narrowing of the emission spectrum. Note that light 
refl ected from varying depths within the sample will travel dif-
ferent distances, or equivalently, the light will have a variation 
in the optical path length. Th e reference arm contains a mirror, 
which refl ects most of the light transmitted down the reference 
arm back to the detector. Th e position of the mirror is modulated 
in order to vary the optical path length along the reference arm. 
As will be shown below, the only time an interference signal 
is generated at the detector is when the optical path length of 
the reference arm matches that of the sample arm to within 
the coherence length of the source (i.e., resonance will occur). 
Scanning the reference mirror thus allows measurement of the 
amplitude of the signal generated from sample refl ection as a 
function of depth within the sample. Th e remaining elements, 
which are the detection circuitry and the piezoelectric trans-
ducer (PZT), will be discussed later.

Because of the use of a broadband source, interference of all 
wavelengths is achieved at only one location. Under monochro-
matic single wavelength interferometry, the conditions for inter-
ference are satisfi ed every whole wavelength distance, providing 
no single location identifi cation.

31.2.1 OCT Theory of Operation

Th e basic principles that should be explained are (1) coherence 
length and the generation of low-coherence light and (2) the 
operation of a low-coherence Michelson interferometer.

31.2.2 Light Sources and Coherence Length

In order to obtain the high resolution that is achieved using 
OCT, it is necessary to employ a light source that has a very short 
coherence length. Th e axial resolution in OCT is then limited to 
this length.

Th e coherence length of a source can be defi ned as the physi-
cal length in space over which one part of the electromagnetic 
(EM) wavetrain bears a constant phase relationship to another 
part. For practical measurements, the coherence length of a 
source is defi ned as the optical path diff erence (OPD) (between 
two EM waves) over which interference eff ects can be observed. 
Th e coherence length is thus the net delay that can be inserted 
between two identical waves that still allow observation of con-
structive and destructive interferences.

Th ere are two important points to make in an elementary dis-
cussion of coherence length. Th e fi rst concerns the relationship 
between the length of an EM wavetrain, which cannot be infi -
nite, and the spectral content of the radiation. Th e second is the 
relationship between this spectral content and coherence length 
of the radiation.

All EM radiation must originate from an accelerating electric 
charge (Figure 31.2). Th e source depicted in Figure 31.2 is analo-
gous to an electron that undergoes an atomic transition from an 
excited state to a lower state, as occurs in a laser or SLD.3 Note 
that the duration of the wave packet is fi nite, as required by the 
fi nite time period of the electronic transition. Th is places a 
requirement on the spectral content of the wave packet that is 
best understood through an application of Fourier analysis. Th e 
Fourier series allows the construction of any periodic function 
through an (infi nite) summation of sine and cosine functions 
with diff erent amplitudes and frequencies. Th e number of com-
ponent functions with nonzero amplitude depends on the length 
and structure of the original waveform. Using the Fourier 
integral,4 the explicit relationship between the length of the pulse 

Demodulator

SLD

PZT
Sample

Reference

AD Computer

FIGURE 31.1 Original OCT design aft er Fujimoto. AD: analog-to-
digital converter and SLD: superluminescent diode.

FIGURE 31.2  An electron that oscillates for a fi nite time period pro-
duces a wave packet that travels away from the source.
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and its spectral content in frequency units can be obtained as 
described by Equation 31.1:

 
1 .

4
tΔ Δυ ≥

π  
(31.1)

Th e product of the pulse duration, Δt, and its spectral width, 
Δυ, has a minimum requirement, meaning that for a short pulse 
such as in Figure 31.2 there will be a large number of component 
frequencies present. Th e case above describes the minimum 
constant value that can be obtained as predicted by either Fourier 
analysis or quantum mechanics and occurs for a Gaussian dis-
tribution of the amplitudes of the component sine and cosine 
functions. It is important to note the consequences of this rela-
tionship for optical sources.

To obtain the relationship between spectral width and coher-
ence length, we consider the eff ects of introducing a delay 
between two identical wave packets. Suppose that a single wave 
packet, such as in Figure 31.2, is partially refl ected off  two mir-
rors separated by a distance d. Each returning pulse will have 
traveled a diff erent distance upon reaching a detector. Obviously, 
if the mirror separation d is greater than the length of the wave 
packet, no interference eff ects can occur as the two pulses will be 
detected at diff erent times. Each component frequency of the 
two pulses produces an interference pattern at the detector, 
resulting in the superposition of a large number of such patterns. 
However, if the delay between the two pulses is long enough, one 
extreme frequency will exhibit an interference maximum at the 
same point that the other extreme frequency exhibits a mini-
mum, resulting in constant intensity. For values of d greater than 
this, no interference can occur, either because the pulses will 
arrive separated by a time delay greater than the duration of the 
pulse or because the next, unrelated pulse will have arrived. Th is 
allows us to defi ne the coherence length of the light as equal to 
the length of the wave packet.5

If a series of wave packets are generated, the coherence 
length depends on whether or not there is a constant phase 
relationship between the individual wave packets. In the case 
of a thermal source, atoms emit at random and with random 
frequency, so there is no relationship between pulses emitted 
from a single atom, and obviously not between diff erent atoms. 
In the case of a continuous wave laser, however, the process of 
stimulated emission requires subsequent photons (or wave 
packets) to be emitted with the same frequency, phase, and 
polarization as the stimulating photon. Th e coherence length 
of a CW laser is then limited too by cavity instabilities that 
allow the laser center frequency or primary mode of oscilla-
tion to change.

Analysis of the location of interference maxima and minima 
as related to source spectral width in units of wavelength gives 
the approximate relationship in Equation 31.25:

 

2

c .L λ=
Δλ  

(31.2)

Th e coherence length (Lc) is proportional to the square of the 
source center wavelength (λ) and inversely proportional to the 
spectral width (Δλ). Th e coherence length is the limit of the sys-
tem’s longitudinal resolution.

SLDs and mode-locked lasers have become the standard and 
high-resolution light sources of choice owing to their broad spec-
tral bandwidth.6 Th e two devices achieve broad spectral widths 
using diff erent principles. A typical SLD can have a spectral width 
[full width half maximum (FWHM)] as large as 32 nm.2 Th is 
leads to a coherence length in air of approximately 10–15 μm, 
with the resolution in tissue being the free-space resolution 
divided by the tissue’s refractive index (n). Th is resolution is 
 generally insuffi  cient for imaging individual cells or intracellular 
structure. Mode-locked lasers, however, are capable of producing 
extremely short pulses. From Equation 31.1, it is obvious that this 
will result in a broad spectrum. Pulses as short as two optical 
cycles have been produced, with spectral widths of 350 nm 
 corresponding to a free-space resolution of 1.5 μm, and less than 
1 μ in tissue.2 Figure 31.3 compares the interference patterns and 
coherence envelopes for each of the two sources, namely a SLD 
and a pulse titanium Sapphire laser.

31.2.3  Operation of the Fiber Optic 
Michelson Interferometer

Th e fi ber optic system detection mechanism of action is analo-
gous to a Michelson interferometer. We will make the initial 
theoretical approximations here that (1) the source is monochro-
matic and (2) dispersion eff ects are thus eliminated in analyzing 
the detected intensity as a function of reference mirror position. 
Th ese approximations will be modifi ed qualitatively in later 
 sections to describe the operation of OCT. Th e additional 
approximation that the source emits plane waves, which is not 
truly a good approximation of the Gaussian single mode beam 
profi le, will not be revised for the sake of simplicity.
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FIGURE 31.3 SLD and mode-locked laser interference patterns (left ) and 
coherence envelopes. (Aft er Drexler W, et al., Opt. Lett. 24, 1221–1223, 1999.)



31-4 Diagnostic Physics

To begin, we consider the fi ber optic interferometer shown in 
Figure 31.4.

Th e incident EM wave can be written for the electrical por-
tion as

 Esource = Eo ei (k z−Ω t), (31.3)

where Ω is the angular frequency of the electric fi eld and Eo is 
the real amplitude of the wave traveling in the z-direction in a 
nondispersive, dielectric material. Th e quantity k is the (pure 
real) wave number, which is related to the wavelength of the 
source as provided by Equation 31.4:

 o

2 .k nπ=
λ  

(31.4)

Th e amplitude of the source electric fi eld is split approximately 
50/50 at the fi ber optic coupler. To obtain the intensity transfer 
function of the interferometer, we will simply write expressions 
for the returning signals as

 Er = Ero ei(kzr−Ω t), (31.5)

 ES = Eso ei(kzs−Ω t), (31.6)

where r-terms are the returning reference signal and s-terms are 
the returning sample signal. Th e terms zr and zs are the distances 
to and from the reference mirror and a specifi c refl ection site 
within the sample, respectively. Th e amplitudes of the returning 
signals are no longer the same, as the total amount of light 
refl ected from the sample will be very small, while nearly all of 
the light incident upon the reference mirror will be collected. 
Th e expression for the total electric fi eld at the detector is given 
by the superposition of these two returning waves:

 Etotal = Ero ei(kzr−Ω t) + Eso ei(kzs−Ω t). (31.7)

For the electric waves described above, the detected intensity 
can be calculated as

 
total total

o
,

2
nI E E

c
=

μ  
(31.8)

where n is the material refractive index (n = 1.5 for glass), μo is 
the magnetic permeability, c is the speed of light in vacuum, and 
the bar denotes complex conjugation of the electric fi eld expres-
sion. Th e result aft er carrying out the complex conjugation and 
transferring the expression to trigonometric notation for clarity 
is given by Equation 31.9:

  

2 2
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o
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c
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μ  
(31.9)

Th e time dependence vanishes and the resulting expression 
contains an interference term, proportional to the cosine of the 
wave number k times the path length diff erence, zr – zs. By sub-
stituting for k and noting that

 

2 2
so ro so ro

o
, , ,

2
nI I E E

c
=

μ  
(31.10)

the detected intensity can be written as follows:

   
so ro so ro r s

o

2
2 cos ( ) .I I I I I n z z

π⎡ ⎤
= + + + −⎢ ⎥λ⎣ ⎦  

(31.11)

Th e detected intensity depends on the relative distance trav-
eled by each of the electric waves, as captured by the interference 
(cosine) term. For an ideal case in which the returning electric 
fi eld amplitudes are exactly equal, Equation 31.11 predicts the 
peak intensity to be four times the intensity of either wave, while 
the minimum is zero for perfectly destructive interference. In 
the case of OCT, the interference term is relatively small com-
pared with the background due to the relative amplitudes of the 
refl ected reference and sample signals.

Th e quantity in brackets under the cosine is the OPD, which 
denotes the phase delay between the returned respective signals. 
Interference eff ects are the direct result of adding waves that 
have a diff erent phase at the detector. For values of the OPD less 
than the source coherence length, the two returning electric 
waves will still have a constant phase relationship, and interfer-
ence eff ects can be observed. For larger values of OPD, the two 
waves will have a random phase relationship so that interference 
eff ects will be random, resulting in a constant intensity at the 
detector. In this case, Equation 31.11 does not apply. Th e period 
(in distance) over which the intensity varies from maximum to 
minimum, a variation known as a fringe shift , is of the order of 
half the source’s center wavelength.7,8

Es

Er

Esource

FIGURE 31.4  A fi ber optic Michelson interferometer. Electric fi elds 
are defi ned in the text. Th e sample has been replaced with a single 
refl ecting surface.
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Equation 31.11 was developed assuming a monochromatic 
wave. Th e eff ect of using a broadband source is to decrease the 
OPD over which Equation 31.11 applies. Interference eff ects are 
still observed within the coherence envelope, but they are blurred 
as the OPD exceeds the coherence length. Because interference 
eff ects will occur over a fi nite distance defi ned by the coherence 
length, the absolute axial position of the refl ection site in the 
sample cannot be known with greater precision than the source 
coherence length. It can, however, be located repeatedly with 
much higher precision.1

As the thickness of the sample increases, if light is continu-
ously refl ected from diff erent depths throughout the feature, the 
interference pattern will be broadened. Th is gives information 
about the thickness of the refl ecting feature, but also requires 
that individual features be spaced further than one coherence 
length apart to be clearly resolved.

An important feature of OCT is the fact that the axial resolu-
tion is limited only by the source coherence length. Th is is in con-
trast to confocal microscopy, in which the axial resolution is 
determined by the numerical aperture of the lens. Th is allows the 
use of both large numerical aperture optics and fi ber optic micro-
lenses, so that highly adaptive imaging devices can be designed.

31.2.4 Image Acquisition Process

We have established that OCT measures the amplitude of the 
light signal refl ected from the sample and determines the 
 distance to the refl ection point in order to construct two- or three-
dimensional images. In this section, we will look in more detail at 
how the image is actually constructed and some of the issues that 
arise because of the nature of the measurement process.

Th e basic method for constructing an image can be described 
using Figure 31.1 as an example. Later systems introduce varia-
tions to the signal modulation and detection process that will be 
described throughout this chapter.2,3

When the OPD is greater than the coherence length of the 
source, no interference eff ects can occur. With both arms of the 
interferometer illuminated, the intensity at the detector is, in 
this situation, given by

 I = Iso + Iro, (31.12)

which is Equation 31.11 without the interference term. Th e two 
terms in the equation are the intensity of the light refl ected from 
the sample (that which can be collected, at any rate) and the light 
refl ected from the reference mirror.9

Light exits the fi ber optic cable and is then focused onto the 
sample. For the fi ber, the numerical aperture denotes the sine of 
the maximum angle at which light may enter the fi ber and still 
meet the conditions for total internal refl ection at the core– 
cladding interface. For the objective lens, it is the sine of the angle 
that the aperture subtends when viewed from an object at the focal 
point. In either case, the expression is given as Equation 31.13

 NA = n sin(θi). (31.13)

Light that returns to the objective lens at an angle greater than 
the acceptance angle (θi) will not be collimated, and will thus fall 
outside the acceptance angle for the optical fi ber.

Because of the law of refl ection, all of the light that is refl ected 
from the fi rst layer, which is at the focal point, is refl ected back to 
the objective lens and is collected by the fi ber. Light rays back-
scattering from within the tissue that are not purely axial but fall 
within the acceptance angle of the imaging device at the distal 
tip of the fi ber optic device are collected for imaging. At deeper 
layers, only the light incident normally will be collected by the 
fi ber. Even in this simplifi ed case, it can be seen that an explicit 
expression for the amount of light returned to the detector would 
be diffi  cult to obtain. Variables for this case would include the 
depth of the refl ecting layer, the refl ection and transmission 
coeffi  cients for each layer, the divergence angle of the beam, and 
so forth. In practical systems, eff ects such as absorption and the 
scattering coeffi  cient of the sample material would have to be 
accounted for, further complicating the analysis. Nevertheless, it 
is clear that only a small amount of light refl ected from each 
plane will be collected by the fi ber and detected. It is also clear 
that the light refl ected from each depth within the tissue travels 
a diff erent distance. Th e fact that the matching optical path 
length of the reference arm will determine the collection depth 
allows the use of the reference signal to determine the longitudi-
nal position of the refl ected site.

Continuous scanning of the reference mirror modulates the 
length of the reference arm, performing a fi ltering mechanism 
(i.e., heterodyning). Th e positions of the backscattering sites are 
mapped by recording the interference envelope with respect to 
the position of the reference mirror. A single longitudinal scan 
thus generates a “one-dimensional” image of the refl ection sites 
within the sample. Th e transverse dimension is equivalent to the 
spot size of the beam at the refl ection site, which prescribes the 
lateral resolution.

Th e rate at which an OCT image can be obtained depends on 
the required resolution. OCT is capable of providing imaging on 
a time scale faster than the typical dynamics of the sample under 
observation.

Th e fi ber optic compatibility of OCT makes the technique 
suitable for a wide variety of such implementations, including 
orthopedics, prostate, and cervical imaging.10,11

31.2.5 Detection Systems

Optical heterodyne detection and balanced detection are used to 
achieve the high sensitivity required for OCT imaging. Th e two 
are typically combined.2,3 Consider the detected intensity as 
given by Equation 31.12. Th e equation shows two steady state 
(DC) components, due to refl ection from the reference mirror 
and the total amount of light that is collected from the sample 
backscattering sites. For a given longitudinal scan of the refer-
ence mirror,  corresponding to a single lateral and vertical posi-
tion, we can consider at fi rst approximation these two terms to 
be constant. As the beam is translated laterally, the magnitude of 
the refl ected signal is subject to change in a random manner.
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31.2.6 Optical Heterodyning

Both signals carry noise, primarily due to the amplitude noise of 
the source, which can be signifi cant in the case of the mode-
locked laser.2

Translation of the reference mirror causes a change in 
 frequency of the refl ected light, proportional to the mirror 
velocity. Th e modulated light returning from the mirror is 
combined with light returned from the sample, which does 
not undergo a frequency shift . Th e detection signal will dis-
play a photocurrent term proportional to the frequency diff er-
ence between the two waves. Th is term is obviously periodic 
and is said to occur at the beat frequency between the two 
detected signals. Th e PZT in the sample arm is modulated at a 
high frequency, and stretches the fi ber to change the path 
length of the sample arm. When the PZT is modulated at a 
frequency higher than the Doppler frequency generated by 
the mirror, this has the eff ect of amplitude modulating the 
interferometric signal. Th e system is thus analogous to any 
optical communication system, with the beat frequency serv-
ing as the carrier frequency and the PZT generating the trans-
mission signal.6,8

Th e signal is demodulated at the summation of the frequency 
of the PZT and Doppler modulation. Th is isolates the amplitude 
modulated interferometric signal from noise outside a small 
bandwidth, which is determined by the detection electronics. 
Th e demodulator is followed by an envelope detector, which con-
sists of an intermediate frequency (IF) fi lter, a squarer, a low-pass 
fi lter, and a threshold detector. Th e IF fi lter isolates the frequency 
diff erence term that is generated by the demodulator. Since this 
term is sinusoidal, a squarer is used to rectify the signal. Th e low-
pass fi lter further reduces any high-frequency noise that might 
be on the signal, and the threshold detector measures the IF 
 signal amplitude.

Using this technique, it is possible to detect a returning signal 
that is 5 × 10−10 of the incident signal, which enables an impres-
sive 110 dB sensitivity or better.

Combining balanced detection with optical heterodyne detec-
tion is a powerful method for reducing the noise that is gener-
ated along with the interferometric signal.

Figure 31.5 illustrates the use of the heterodyning mecha-
nism. Th e Doppler modulated interferometric signal, along 
with the dc components that are the reference signal and the 
normal refl ection signal from the sample, is sent to two detec-
tors D1 and D2. If we introduce amplitude noise associated with 
the SLD or laser source, the power spectrum can be represented 
by Equation 31.14:

 Pt = Ps(Ω, t) + Pr(Ω′) + fn(t), (31.14)

where Ps and Pr are the optical power refl ected from the sample 
and mirror, respectively, and fn(t) is the random noise source asso-
ciated with the laser or SLD. Th e Doppler shift ed reference signal 
occurs at optical frequency Ω′. Th is signal is incident on the two 

identical detectors D1 and D2. Th e two photocurrents exhibit the 
beating term that is necessary for optical heterodyning, which, in 
the case of the system in Figure 31.5, occurs at 50 kHz due to the 
reference mirror velocity of 20 mm s−1. Th e two respective photo-
currents are sent to a subtracter. Th e subtracter introduces a phase 
shift  of 180° for the beatnote on one of the signals, so that when the 
two are subtracted the resulting signal is approximated by 
Equation 31.15:

 Pt = 2Ps(t)Pr cos(Ω − Ω′). (31.15)

Th is eff ectively eliminates dc terms and the amplitude noise 
associated with the laser or SLD source. Th e remainder of the 
detection system provides frequency fi ltering and envelope 
detection. Such systems have been successful in producing a 
93 dB dynamic range in an OCT device that was not optimized 
for the source spectral width.3 A later system achieved 110 dB of 
sensitivity by combing optimization of the optics with polariza-
tion control and dispersion compensation.2

31.3 Other OCT Techniques

Aft er the initial concept of refl ectometry was applied to optical 
imaging, other optical properties such as polarization, spectral 
content, and phase shift  under the infl uence of motion lead to 
the refi nement of OCT for specifi c imaging applications. Every 
technique can highlight specifi c optical characteristics that can 
be associated with certain tissue properties, or can be used to 
enhance contrast and sensitivity.

31.3.1 Polarization-Sensitive OCT

Several classifi cations of biological tissues, such as muscles, ten-
dons, and cartilage, have organized fi brous structures that lead 
to birefringence, or an anisotropy in refractive index that can be 
resolved using light of diff erent polarizations to measure tissue 

Mode locked
laser

Balanced
detection

Demodulation, frequency
filtering, envelope detection

FIGURE 31.5  OCT system that combines optical heterodyne detec-
tion with balanced detection (similar to [3]).
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properties. Partial loss of birefringence in biological tissues is 
known to be an indicator of tissue thermal damage. One specifi c 
application of such an imaging system would include in situ 
measurement of burn depths to aid in treatment or removal of 

burned tissue. A variation of conventional OCT has been devel-
oped that shows promise in this capacity.12

When circularly polarized light is incident upon the sample, 
it will be returned to the detector in an elliptical polarization 

FIGURE 31.7  Ultra-high-resolution OCT image of the retina. (Courtesy of Bioptigen, Inc.) Images were acquired using Bioptigen’s SDOCT 
ophthalmic imaging system. An ultra-high-resolution SDOCT image of wild-type C57BL/6 mouse retina is shown.

FIGURE 31.6  OCT images of the retina. (Courtesy of Bioptigen, Inc.) Images acquired using Bioptigen’s SDOCT ophthalmic imaging system. 
(a) “OCT Fundus Image” constructed entirely from OCT volumetric data obtained in a single eye blink interval of over 5.7 s, consisting of 100 later-
ally displaced B-scans; the data were summed over an axial section of ~100 μm thickness; (b) averaged B-scan consisting of 1000 A-scans, 50 ms 
A-scan integration time, 17 images/s live display rate, broadband (170 nm) source, average of 80 frames, the inset showing capillaries in the inner 
nuclear layer; (c) Doppler image of the human retina; (d) volumetric rendering of three-dimensional retinal SDOCT dataset; and (e) cornea cross 
section of a contact lens wearer.
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state aff ected by sample birefringence. When combined with 
 linearly polarized light in the reference arm, the resultant 
 projected polarization state can be resolved into horizontal and 
vertical components through phase-sensitive detection and OCT 
imaging can be performed on each state. Th e resulting interfer-
ence patterns for each polarization depend on the product of 
imaging depth and refractive index.

31.3.2 Phase Resolved OCT

A technique called optical Doppler tomography or Doppler 
optical coherence tomography (DOCT) has been developed that 
allows simultaneous tomographic imaging and measurement of 
blood fl ow velocity.13 Measurements of blood fl ow velocity are 
important for treating burns and determining burn depth, 
 evaluating eff ectiveness of laser therapy and photodynamic 
therapy, and evaluation of brain injuries. Flow velocity can be 
calculated by measuring the Doppler shift  in the fringe fre-
quency of the interference pattern. Th e Fourier transform of the 
frequency shift  gives information on the velocity. However, 
the minimum velocity sensitivity is inversely proportional to 
the Fourier transform window size, so that for high velocity 
sensitivity the scan rate must be slow or, equivalently, the spa-
tial resolution must be poor. However, it is possible to decouple 
the position from the spectral analysis, hence maintaining high 
resolution on both aspects. It is currently possible to detect 
blood fl ow velocities as low as 10 μm/s with a spatial resolution 
of 10 μm in this manner.

31.3.3 Spectroscopic OCT

Perhaps the most valuable extension of conventional OCT is the 
development of spectroscopic OCT.10,11,14 Generally, diff erent 
tissues have diff erent pigmentation or basically absorb diff erent 
spectra. Optical spectroscopy can provide detailed information 
on the biological and chemical structures of tissues and cellular 
microstructure by examining frequency shift s in the refl ected 
light as well as the intensity of preferentially absorbed and 
refl ected wavelengths. Spectroscopic measurements can be used 
to obtain information about water absorption bands within 
a sample and, for example, hemoglobin oxygen saturation. 
Broadband emission generated by mode locking of solid-state 
lasers overlaps several important biological absorption bands, 
including water at 1450 nm, oxy- and deoxyhemoglobin between 
650 and 1000 nm, and others at 1.3 and 1.5 μm. Th e availability 
of broadband sources centered at 800 nm permits imaging in 
highly vitreous samples, because of the low absorption of water 
in this wavelength range.

Combining spectroscopy with OCT imaging allows two- or 
three-dimensional spectroscopic imaging of live biological sam-
ples in a natural environment at extremely high resolution (see 
Figures 31.6 and 31.7). Rather than collecting the spectral enve-
lope as in conventional OCT, collecting the full spectral interfer-
ence pattern will be required.

31.4  Clinical Applications of OCT 
Imaging

Th e clinical applications of OCT are relatively limited but are 
very detailed and support noninvasive biopsy development.

31.5 Summary

In summary, we have analyzed OCT, an imaging technique 
that makes use of low-coherence interferometry. Conventional 
OCT, which measures the refl ected signal amplitude, has 
already been demonstrated to be a viable diagnostic tool for 
several ocular diseases and has been shown to be eff ective in 
imaging both surface and deep tissues with subcellular resolu-
tion. Th e development of noninvasive, hand-held, and semiin-
vasive delivery devices has enabled entirely new regimes of 
imaging with this resolution, including in orthopedics, open 
surgery, guidance of laser therapy, and internal organs. Th e 
use of mode-locked lasers with ultra-broad bandwidths has 
enabled this resolution, and producing broader bandwidth 
sources using this method is a currently widely studied area of 
OCT research. Extensions of OCT to phase and polarization 
resolved imaging have been proven successful for measuring 
blood fl ow velocity and tissue birefringence, respectively, 
although the sensitivity of these systems can be somewhat less 
than that of conventional OCT. Spectroscopic OCT is a cur-
rent area of active research in which the wealth of information 
generated through both interferometry and optical spectros-
copy is used to obtain detailed biochemical and structural 
information from biological samples.
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32.1 Introduction and Overview

Ultrasound imaging uses sound waves to determine the mechan-
ical characteristics of tissue. Sound waves are longitudinal waves 
that travel through matter using the medium as a carrier for the 
wave energy. Th is means that sound cannot travel in a vacuum. 
In longitudinal waves, the direction of wave propagation is 
 parallel to the motion of the mechanism that forms the wave: 
particles, molecules, and so on. In contrast, electromagnetic 
waves (e.g., light, x-ray, and radiowaves) are transverse waves 
where the electric fi eld and the magnetic fi eld are perpendicular 
to each other, and the direction of propagation is perpendicular 
to the wave mechanism itself. Ultrasound waves are represented 
by medium compression and expansion, which form the crests 
and valleys, respectively, in the wave description, that is, pres-
sure waves. Figure 32.1 illustrates the compression at the crest of 
the wave and the expansion at the valley.

Sound waves are generally classifi ed based on the frequency of 
the waves. Infrasound waves are less than 20 Hz and cannot be 
heard by humans. Audible sound falls in the range between 
20 Hz and 20,000 Hz. Any sound wave frequency above the limit 
of human hearing is technically considered ultrasound. However, 
diagnostic ultrasound generally uses frequencies ranging from 
1 MHz up to 100 MHz.

32.2 Advantages of Ultrasonic Imaging

One of the advantages of ultrasound imaging is that it is rela-
tively inexpensive, mainly due to the relatively basic technologi-
cal basis of this imaging modality. Ultrasound imaging produces 
high-resolution images that rival another relatively common 
imaging modality: x-ray imaging, plus it can produce real-time 
images. Th e axial resolution is on the order of a fraction of 
 millimeters, while the radial resolution depends on the beam 

Direction of propagation

λ

FIGURE 32.1  Wave form: the bottom represents the mathematical 
expression of a wave as a sine expression and the top represents the lon-
gitudinal compression and expansion illustrated by the separation of 
the vertical lines.
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diameter. Additionally, ultrasound imaging can provide physi-
ological data by applying the Doppler principle. A qualitative 
and quantitative description of blood fl ow can be derived to form 
physiological feedback. Because of its simple technology, porta-
ble units can easily be manufactured for universal applications.

Ultrasound is a very valuable diagnostic tool in medical disci-
plines such as cardiology, obstetrics, gynecology, surgery, pedi-
atrics, radiology, and neurology.

32.2.1 Properties of Ultrasound Waves

As mentioned before, ultrasound imaging has reasonable simi-
larities to x-ray imaging. Both rely on the assumption of rectilin-
ear propagation for the purpose of image formation.

Even though ultrasonic waves undergo considerably more dif-
fraction than x-ray, for imaging purposes the waves are assumed 
to travel along a straight line in fi rst-order approximation.

On the other hand, also, there are considerable diff erences 
between ultrasound imaging and with x-ray imaging. Ultrasound 
has no reported side eff ects for biological imaging applications, 
whereas x-ray ionizes molecules and atoms since its energy 
approaches the atomic binding energies. Th e speed of an ultra-
sound wave is diff erent in diff erent tissues, whereas electromag-
netic waves only have a relatively slight diff erence in speed of 
propagation between most biological tissues. Informally speak-
ing, the wave spends more time passing through one type of tis-
sue than another one. For instance, the speed of ultrasonic waves 
in soft  tissue is much less than the speed of electromagnetic 
waves (including x-ray and light): for example, vsound = 1540 m/s 
versus cElectromagnetic = 2.9979 × 108 m/s; however, a small but 
detectable variations in the speed of sound is capable of provid-
ing detailed structural information. Th e reason why the changes 
in speed of sound propagation are detected is the refl ection from 
boundaries with diff erent densities on either side. Th e density 
diff erence provides a means of refl ection similar to a tennis ball 
bouncing off  a wall. Th e material density will be described later 
as being related to the phenomenon of acoustic impedance.

In the ideal case, one can measure end-to-end delays and use 
tomographic techniques to calculate the delays in each point of 
the tissue structure. Once the delay for each tissue is computed, 
a very informative tomographic imaging technique can be 
applied that may reveal greater details about the physical prop-
erties of the tissues in the line of sight than x-ray can provide.

32.3  Physical Aspects of Image 
Formation

Th e mechanism of image formation is as follows. Th e ultrasound 
transducer is addressed by a steady stream of pulse trains that are 
originating from an electrical pulse generator. Th e expansion and 
contraction translate into a pressure wave train sequence that is 
coupled into an object that transmits, attenuates, refl ects, and dis-
perses these pressure waves. Any discrepancies in the acoustic 
impedance within the tissue will imply that there is a discontinuity 

or gradient in the structure (i.e., density) of the medium. Th is dis-
continuity or gradient will cause a mismatch in the wave equation 
and part of the wave will, as a result, be refl ected, while the remain-
ing part is transmitted and attenuated.

Th e refl ected acoustic wave will return at the transducer site 
and will rely on conservation of energy to convert the mechani-
cal energy back into electrical energy. Th e transducer thus 
records the electric signal belonging to a specularly refl ected 
sound wave front. Refl ections at an angle will propagate through 
the tissue to a location that will not correspond to a transducer 
site and thus will not get detected. Th e time delay between the 
generation and detection of the sound wave will indicate the dis-
tance traveled by the wave train, while attenuation of the magni-
tude of the pressure wave train will result from the acoustic 
gradients encountered and from conversion of mechanical 
energy into heat energy along the traversed path length.

32.3.1 Attenuation, Refl ection, and Scattering

As waves travel through a medium that contains molecules 
packed in various densities, the molecules will be brought into 
oscillation and, hence, energy is depleted from the wave propa-
gation. Attenuation of waves in biological tissues can occur by 
absorption, refraction, diff raction, scattering, interference, or 
refl ection.

Since the ultrasound transducer can only detect sound waves 
that are returned to the crystal, the absorption of sound in the 
body tissue decreases the intensity of sound waves that can be 
detected.

Since most soft  tissues transmit ultrasound at nearly the same 
velocities, refraction of ultrasound is usually a minor problem, 
although sometimes organs can appear to be displaced or have 
an incorrect shape due to the refraction of the ultrasound waves 
coming from or going to the transducer.

32.3.2 Generation of Ultrasound Waves

Ultrasound waves can be produced in two distinctly diff erent 
modes of operation. Th e fi rst and most oft en used mechanism is 
piezoelectrically. In piezoelectric ultrasound generation, a class 
of molecules with an unequal distribution of electric charges can 
be driven to oscillation by applying an external alternating elec-
tric fi eld. As a result, the medium made up of these molecules 
changes shape in unison at the rhythm of the alternating current 
through the medium. Th e second technique used for ultrasound 
generation is magnetorestrictive based. A magnetic material can 
be made to change its shape under the infl uence of an external 
magnetic fi eld. When this magnetic fi eld is a periodically chang-
ing fi eld with a constant period, the medium oscillates with the 
same identical frequency as the driving magnetic fi eld.

Common transducer materials are, for instance, ceramic, 
barium titanate, lead–zirconate–titanate, quartz, and polyviny-
lidine difl uoride (PVDF). Th e most commonly used ceramic 
material is a lead zirconate–titanate crystal. Th is crystal is sand-
wiched between two electrodes that provide a voltage across the 
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thickness of the crystal. Th e crystal will hence change shape 
when a voltage is applied to it. Conversely, any ultrasonic trans-
ducer material will also produce a voltage when it changes shape. 
Th ese crystals have this property because the dipole moments of 
all of the molecules are lined up such that any voltage applied in 
the direction of the dipole will either expand or compress the 
molecules. When the applied current is alternating at a fi xed fre-
quency, the crystal will expand and contract in a sinusoidal fash-
ion with the same base frequency. When the electric pulse sent 
to the electrodes increases in magnitude, the intensity of sound 
output by the crystal increases.

Th e piezoelectric crystals produce sound waves with only 
 milliwatts of power, which is still appropriate for diagnostic use. 
Since the emitted and received levels of acoustic power are very 
small, the intensity of the sound waves oft en provides a better 
mechanism to describe the magnitude of the sound. Intensity is 
defi ned as the power per unit area (mW/cm2).

32.3.3 Detection of Ultrasound Waves

Conversely, as an acoustic pressure wave reaches the same piezo-
electric crystal, the change in shape of the crystal causes a volt-
age to be produced across that crystal, which is detected by the 
electrodes surrounding the crystal. At this point, the pressure 
signal is converted into a voltage spike of appropriate amplitude. 
Th is analog signal is then converted to a digital signal by a com-
puter that analyzes the information by using algorithms to sort 
out the intensities, times, and directions of the echoes to esti-
mate the location and characteristics of the interface that caused 
the echo. Th is digital signal is then sorted into the appropriate 
location within a matrix in the digital scan converter and even-
tually converted back to analog and shows up as a pixel of appro-
priate brightness on the monitor. Each beam, or pulse, of 
ultrasound generates pixels that correspond to the echoes and 
silences received by the transducer.

32.4  Defi nitions in Acoustic Wave 
Transfer

Acoustic waves share some of the descriptions that apply to all 
wave forms, only with the specifi c material properties for pres-
sure, shear stress and strain, and kinetic energy associated with 
the respective media inserted.

32.4.1 Speed of Sound

Th e speed of sound propagation, v, is linked to the elastic modu-
lus, K, of the material in question and the respective local density 
of the medium ρ as

 
.Kv =

ρ  
(32.1)

In wave theory, the period of a wave, T, describes how much 
time there is between repetitions of an identical pattern in the 

time domain. Th e wavelength of the sound wave describes the 
spatial repetition pattern sequence. In general, the velocity of 
sound in any given tissue does not depend signifi cantly on the 
frequency of that wave. Fascinatingly however, the higher the 
frequency, the greater the attenuation. Accordingly, lower fre-
quencies of ultrasound penetrate deeper into the body. Th e 
wavelength is coupled to the period of the wave as

 λ = cT. (32.2)

Th e frequency describes how many times per second a pattern 
repeats itself, which is the reciprocal of the period:

 f =   1 __ T  . (32.3)

Th e frequency and wavelength of the wave are linked together 
by the speed of sound:

 v = f λ, (32.4)

where v is the velocity of the wave in the medium (m/s), f is the 
frequency of the wave (Hz or s−1), and λ is the wavelength of the 
wave (m).

32.4.2 Wave Equation

Acoustic wave propagation in an infi nite medium is governed by 
the wave equation. Assuming that the direction of wave propa-
gation is in the z-direction, the wave equation of displacement as 
a function of time and place can be written as

 

2 2

2 2 2
1 ,u u

z v t
∂ ∂=
∂ ∂  

(32.5)

where u describes the medium displacement in the z-direction and 
t denotes the time. A longitudinal or compressional wave propa-
gating in the z-direction describes a displacement in the same 
direction as the direction of the wave propagation. Th e solution to 
Equation 32.5 can have many diff erent forms, for instance,

 u = u0ei(ωt−kz) (32.6)

or

 
0 0 0

2sin( ) sin sin(2 ),tu u t kz u kz u ft kzπ⎛ ⎞= ω − = − = π −⎜ ⎟⎝ ⎠λ

 (32.7)

where ω = 2πf is the angular frequency and k = ω/c is the wave 
number.

Another way of defi ning the speed of sound based on the 
compressibility of the medium in contrast to the elastic modulus 
is given by

 

1 ,v
G

=
ρ  

(32.8)
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where ρ represents density in kg/cm3 and G is compressibility 
defi ned as the reciprocal of the change in pressure per unit 
change in volume with units cm2/dyn or m2/N.

 
.VG

P
Δ=
Δ  

(32.9)

Equation 32.9 shows the importance of the speed of propaga-
tion in ultrasonic imaging, considering that the compressibility 
between fat and bone is signifi cantly diff erent.

For ultrasound wave propagation, the displacement itself does 
not carry the information that is needed to form a useful indica-
tor of the tissue properties to generate an image that can be ana-
lyzed. Instead the pressure as a function of location is chosen as 
the primary attribute of interest. Th e wave equation can thus be 
rewritten as

 

2 2

2 2 2
1P P

z v t
∂ ∂=
∂ ∂  

(32.10)

with solutions

 
0 0 0
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(32.11)

In three-dimensional space, this transforms into

 

2 2 2 2
2
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x y z v t
∂ ∂ ∂ ∂∇ = + + =
∂ ∂ ∂ ∂  

(32.12)

with solutions
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(32.13)

where the phase of the wave is given by

 ϕ = k ∙ r (32.14)

Th e pressure is recorded by the transducer and translated into 
an electrical signal for signal processing and image formation.

32.4.3 Intensity

Th e intensity I, the power carried by the wave per unit area propa-
gating in a medium, is the square of the complex amplitude of the 
wave. Th e amplitude of the wave is the pressure amplitude, with 
the maximum compression P0and time- and place-dependent 

pressure P = P0 sin[2π(ωt − kz), yielding the intensity expressed 
by Equation 32.15:

 

2( , )( , ) ( , ) ( ) .P z tI z t P z t v t
Z

= =
 

(32.15)

For a sinusoidal wave, the average intensity 〈I(Z, t)〉 is

 
0 0

0 0( , ) sin( ) ( ) ,
2

P vI z t P t kz v t= ω − =
 

(32.16)

where P0 and v0 are the peak pressure and average velocity, 
respectively. Th e units for the intensity are W/m2 or W/cm2. Th e 
average intensity of ultrasound can also be expressed in terms of 
material properties as Equation 32.17:

 

2 2
0 01 1 .

2 2
p pI
Z v

= =
ρ  

(32.17)

32.4.4 Frequency Content

Th e ultrasonic image is formed by launching an ultrasonic pulse 
into the body and then detecting and displaying either the echoes 
that are refl ected or scattered from the tissues the wave encoun-
ters or how the pulse is transmitted and attenuated through the 
tissues. Basically, the instantaneous intensity and pressure when 
the pulse is on can be very high, while the time-average intensity 
is low; this is because the pulse duration τ is very short but the 
pulse repetition period (PRP) is relatively long (Figure 32.2). Th e 
frequency used for ultrasonic imaging is defi ned as the base fre-
quency of each pulse train.

Th e energy carried by the ultrasound wave is

 
21 1(2 ) ,

2
PvE r

v v
′= π ξ =

 
(32.18)

where v′ equals the displacement velocity of the acoustic vibra-
tions, ξ is the particle displacement (which is a function of the 

Pulse
duration

Repetition
period

Time

FIGURE 32.2 Ultrasound bursts emitted at intervals representing 
the pulse period, which is inversely proportional to the sound  frequency. 
Th e pulses each have an identical frequency spectrum.
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frequency), v is the speed of sound, p is the acoustic pressure 
amplitude, and r is the radius of the transducer.

Th e acoustic power can also be expressed as a function of the 
frequency of the expansions and contractions f, the changes in 
volume ΔV, and the pressure amplitude ΔP:

 Power = fΔVΔP (32.19)

Because of the fi nite short lifetime of the acoustic wave pulse, 
the frequency content of those pulses will be relatively broad. In 
contrast, an infi nitely long wave can easily be of single wave-
length, but the shorter the pulse train, the greater the number of 
higher harmonics needed to be involved to generate this short 
wave pulse. Everywhere before and aft er the pulse, all the har-
monics cancel each other out by defi nition; it is only this way 
that the pulse can be short with respect to the period of the wave 
itself (only a length of several periods is usually needed to justify 
the fact that the pulse is a stand-alone pulse).

32.4.5 Acoustic Impedance

Similar to the charge motion, in acoustic wave propagation the 
limiting factor is the general ability of motion. Th is ability of 
motion depends on the density and ease with which one second-
ary source of motion can transfer this motion to a neighboring 
secondary source. Th e characteristic acoustic impedance Z of a 
medium is the ratio of the pressure to the characteristic speed of 
propagation in the medium. Th e acoustic impedance is defi ned 
in Equation 32.20 as

 
.PZ

v
=

 
(32.20)

Th e units for the acoustic impedance are kg/(m2s) or Rayl 
(kg/m2s × 10−6). Th e compressibility can now also be expressed as

 
1 .G
Z

=
 

(32.21)

Th e other primary factor in the amount of sound refl ected is 
the diff erence in the sound-transmitting properties of the two 
tissues. Th e density of the tissue in kg/m3 (ρ) and the velocity of 
sound in that tissue in m/s (v) also determine the acoustic imped-
ance of the tissue. Th e acoustic impedance of a tissue can be 
expressed by Equation 32.22:

 Z = ρv (32.22)

With Equation 32.1, this can also be written as

 .Z K= ρ  
(32.23)

32.4.5.1 Beer–Lambert–Bouguer Law of Attenuation

Attenuation or the decline in the amount of pressure by dP, as with 
any other streams of energy or particles, is directly proportional 

to the incident quantity I, the distance over which the absorption 
takes place dx, with a proportionality factor α.

 dP = αP dz. (32.24)

Th e proportionality factor α equals the absorption coeffi  cient.
Solving this equation for a plane wave, the sound pressure 

decreases as a function of the propagation distance z, giving 
Beer’s Law, the Beer–Lambert Law, or the Beer–Lambert–
Bouguer Law of attenuation given by Equation 32.25:

 0( ) exp[ ].P z P z= −α  (32.25)

Th is is an empirical equation derived independently (in vari-
ous forms) by Pierre Bouguer in 1729, Johann Heinrich Lambert 
in 1760, and August Beer in 1852.

Here, α is the attenuation coeffi  cient (expressed in [dB/cm] or 
[neper/m] or [neper/cm]) and P0 is the pressure at z = 0. Th e 
attenuation coeffi  cients of diff erent tissues and materials are 
listed in Table 32.1, as well as the speed of sound and the acoustic 
impedance. For n layers of tissues with thickness zi and attenua-
tion coeffi  cient αi, where i spans from 1 to n, the exponential 
factor in the above equation can be written as

 �1 1 2 2( ).n nz z z− α + α + + α  (32.26)

32.4.6 Refl ection

Th e next issue in echo formation is the phenomenon of refl ection 
itself. During its propagation, a sound wave will move through 
diff erent media. At the interface between two acoustically diff er-
ent media the sound wave can be signifi cantly aff ected. Th e 
acoustic density of the local medium or acoustic impedance will 
be discussed later in this chapter. Many secondary waves will be 
generated one of which is the refl ected wave. Th e angle of refl ec-
tion is equal to the angle of incidence (Figure 32.3). Th e portion 
of the sound wave that will go through the interface is called the 
refracted wave. When the interface is smaller than the wave-
length, the molecules composing the interface act as point 
sources and will radiate spherical waves.

TABLE 32.1  Selected Acoustic Tissue Parameters

Tissue
v at 20–25°C 

(m/s)

Z (kg/
m2 × 10–6) 
(mRayl)

α at 1 MHz 
Attenuation 

Coeffi  cient (dB/cm)

Water 1540 1.53 0.002
Blood 1570 1.61 0.2
Fat 1460 1.37 0.6
Muscle 1575 1.68 3.3
Liver 1550 1.65 0.7
Bone 4000 6 12
Air 343 0.0004 13.8
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Two diff erent kinds or refl ection can be identifi ed: specular 
refl ection and diff use refl ection. Th e principles of specular refl ec-
tion and diff use refl ection will be described in the following sec-
tions and their implications on image formation are addressed.

32.4.6.1 Specular Refl ection

Specular refl ection is caused by an instantaneous, stepwise 
change in acoustic impedance. In this case the acoustic wave will 
refl ect according to the principle that the angle of incidence 
equals the angle of refl ection. When sound travels from one 
medium (medium 1) into the next medium (medium 2) the 
speed of propagation of the sound waves will most likely be dif-
ferent. As a result the wave front will change its course and pro-
duce an angle with the normal (right angle locally to the interface 
of the two media) to the boundary that is diff erent from the inci-
dent angle with the normal. Th is phenomenon was described by 
Willibrord Von Roijen Snell (1591–1626), who made his observa-
tions on the diff raction of light beams at larger angles and pro-
posed his empirical Law of Refraction in 1621.

Refraction of sound waves occurs at the interface between two 
tissues, and this refraction obeys the optic principle Snell’s Law 
shown in Equation 32.27.

 
1 1

2 2

sin( ) ,
sin( )

v
v

θ =
θ  

(32.27)

where θ1 is the incident angle with respect to Normal, θ2 the 
transmitted angle with respect to Normal, v1 the velocity of 
sound in the fi rst medium, and v2 the velocity of sound in the 
second medium. Since most soft  tissues transmit ultrasound at 
nearly the same velocities, refraction of ultrasound is usually a 
minor problem, although sometimes organs can appear to be 
displaced or have an incorrect shape due to the refraction of the 
ultrasound waves coming from or going to the transducer. Th ese 
are called refraction artifacts.

For an incident angle of θi with respect to the normal of the 
interface and a plane wave, the pressure refl ection coeffi  cient r 
and transmission coeffi  cient t at a fl at boundary between two 
media of diff erent acoustic impedances Z1 and Z2 are given by 

the ratio of the refl ected pressure Pr to the incident pressure Pi or 
the transmitted pressure Pt versus the incident pressure, 
respectively:
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(32.28)

 

2 1t

i 2 1 1 2

2 cos
,

cos cos
ZPt

P Z Z
θ

=
θ + θ  

(32.29)

where Pr, Pt, and Pi are the refl ected, transmitted, and incident 
pressures, respectively

For normal incidence, Equation 32.28 reduces to
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So, the refl ection at the interface of two media of very diff erent 
acoustic impedances can be severe.

Since the diff erence in the acoustic impedances of the tissues 
is eventually squared, which tissue has the higher acoustic 
impedance does not make a diff erence in the amount of sound 
refl ected. Th e ultrasound that is not refl ected is transmitted 
through the interface and can penetrate deeper into the body.

However, considering a sharp discontinuity in acoustic 
impedance with fi nite dimensions, each point in the line con-
necting the edges of the opening is a secondary source that will 
re-emit the wave front that enters this region. Since each adja-
cent point is a source, interference will occur as the fi nite width 
beam emerges. In a broad beam plane wave, the interference will 
in fact maintain the plane wave itself. However, with the fi nite 
dimensions, the edge eff ects will play a signifi cant role. Th is is 
diff erent from a small discontinuity in speed of propagation at 
the interface of two media; in this case the light will refract while 
entering into the second medium.

32.4.6.2 Diffuse Refl ection

Diff use refl ection results from a combination of changes in 
acoustic impedance, usually smaller in size or in the order of the 
size of the wavelength due to Equation 32.23. Oft en this will fall 
under the principle of scattering in ultrasound imaging. Th e 
ratio of refl ected to refracted sound waves is dependent on the 
acoustic properties of both media. Th ese properties are charac-
terized by the acoustic impedance.

Th e intensity refl ection coeffi  cient is the square of the 
 amplitude refl ection coeffi  cient. Amplitude can normally not be 
measured directly; however, intensity can be quantifi ed instan-
taneously with most calibrated detectors. Since the diff erence in 
the acoustic impedances of the tissues is eventually squared, 
which tissue has the higher acoustic impedance does not make a 
diff erence in the amount of sound refl ected. Th e ultrasound that 
is not refl ected is transmitted through the interface and can pen-
etrate deeper into the body.

θi θr

θt

FIGURE 32.3  Refl ection and refraction of a wave at an interface 
between two media with diff erent densities. Th e refl ected wave leaves 
the surface with the same angle to the normal as the incoming beam; 
the refracted beam exiting on the opposite side of the interface departs 
at an angle to the normal obeying Snell’s law.
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A large diff erence in acoustic impedance between two body 
tissues will result in a relatively large echo. In fact, if the incident 
ultrasound is normal to the interface between medium 1 with 
impedance Z1 and medium 2 with impedance Z2, the percent of 
the ultrasound intensity refl ected (%R) is determined by the fol-
lowing equation:

 

2
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2 1
%  100%.

Z Z
R

Z Z
⎛ ⎞−

= ×⎜ ⎟+⎝ ⎠  
(32.31)

Because most soft  tissues have comparable acoustic imped-
ance, only a small amount of the ultrasound is refl ected, and 
most of the sound is transmitted. Th erefore, structures that are 
deeper than the initial interface can also serve as a refl ector and 
produce echoes. Because of this, ultrasound can penetrate deep 
into the body and provide information on interfaces beyond the 
fi rst refl ective surface. In fact, ultrasound can “bounce” between 
interfaces and the refl ections from one surface can reach the 
transducer multiple times. Obviously, these multiple echoes can 
complicate the production of an image.

In order to sort out the series of echoes that a transducer 
receives, most diagnostic ultrasound devices operate in the 
pulse-echo mode. In this method, the piezoelectric crystal will 
emit an ultrasound beam subsequent to an electric impulse from 
a power source, called a pulser. Th e pulser will then wait until all 
of the echoes from that burst of ultrasound are collected before 
fi ring another beam. In this way, the device has a greater chance 
of sorting out the chain of echoes while reducing the buildup of 
echoes on top of each other.

Frequently, only the ratio of a refl ected signal with respect to 
the source signal is of importance. Since practical signal ratios 
oft en cover a wide range, it is convenient to express ratios in 
decibel form. Th e intensity ratio of the detected signal I2 mea-
sured with respect to the input signal I1 yields an expression for 
the decibel formulated as equation 32.32 [decibels (dB)]:
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Almost 99% of the energy incident upon the interface between 
the lung, which consists of air and soft  tissue, is refl ected. Th us 
ultrasound cannot be used for imaging anatomical structures 
that contain air, such as lung and bone. If the dimensions of a 
refl ector are smaller than the wavelength of the sound wave, the 
refl ector acts as a scatterer or as a secondary source. Th is second-
ary source is now a point source, radiating spherical waves, in 
contrast with the incident plane wave front.

Although all of these sources of attenuation need to be under-
stood in order to estimate the location of structures inside the 
body, the creation of echoes in the body by refl ection of the 
ultrasound beam is the basis for all ultrasound imaging. Sound 
waves are refl ected at any interface between two tissues with 
 diff erent properties. Defl ections from greater depths will have 
an increasingly higher probability of missing the transducer 

 partially or entirely when the acoustic wave is redirected during 
transmission or refl ection at any angles deviating from the nor-
mal incidence. Th erefore, the angle of incidence must be kept 
low (θi < 3°) in order for the transducer to receive the informa-
tion needed to form an image.

Th e time delay measured between the transmitted pulse and 
the received pulse represents the depth where the refl ection came 
from and is based on the fact that distance traveled equals speed 
of propagation times time:

 z = 2vt, (32.33)

keeping in mind that the acoustic wave travels the same distance 
in two directions: fi rst in the inward direction and subsequently 
in the backward direction to the detector aft er refl ection.

Th e probe–biological medium interface can also cause refl ec-
tion. In order to minimize this, a gel layer with closely matching 
acoustic impedance is usually placed on the face of the probe 
between the crystal and the body. Th is matching layer reduces 
the diff erence in acoustic impedance between the probe and the 
skin. In addition, a copious amount of gel or oil must be used on 
the skin, not only to allow the probe to glide smoothly over the 
skin but also to exclude any air (which has a very high acoustic 
impedance) from the probe–skin interface.

32.4.6.3 Coupling Agents

To avoid loss of signal and maximum coupling effi  ciency of the 
ultrasound energy into the biological medium, acoustic imped-
ance matching is implemented by applying a coupling agent. 
Several coupling agents are currently available for impedance 
matching: agar gel, water immersion, and a so-called bladder 
method, where a water-fi lled balloon is placed between the ultra-
sound probe and the surface of the biological medium. Th is bal-
loon is pliable and conforms to the surface contour.

Additionally, a mismatch in acoustical impedance will cause 
heating at the interface due to vibrational absorption at the 
surface.

32.4.7 Dispersion

Diff raction of ultrasound is the spreading of the sound beam as 
it travels away from the transducer. Diff raction occurs at open-
ings, ridges, or grooves and the eff ect is a function of both the 
dimensions of the irregularity and the wavelength of the sound. 
Th ese openings, ridges, and grooves can be purely discontinui-
ties in the acoustic impedance, while a physical opening has the 
visible attributes of the discontinuity in impedance (optical as 
well as mechanical).

Th e ultrasound beam formed by the transducer propagating 
into the tissue will have two zones: near fi eld (the Fresnel region) 
and the far fi eld (the Frauhofer region). While the near fi eld is 
mostly composed of waves traveling in parallel, waves traveling 
in the far fi eld are divergent. It is possible to use the diff raction 
properties of sound waves to focus the wave front into a smaller 
area. An acoustic lens is generally used for focusing, making the 
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near fi eld a little convergent. Th is will lead to an increase in the 
distance that the front wave will travel before becoming diver-
gent and losing its resolution.

32.4.7.1 Scattering

As an ultrasonic wave penetrates a tissue, the ultrasonic energy 
is absorbed by the tissue and scattered from the primary direc-
tion whenever the wave encounters a discontinuity in acoustic 
properties.

Whereas diff raction is the gradual spreading of a beam of 
sound, scattering is a form of attenuation in which the sound is 
sent in all directions. Scattering occurs when the incident sound 
beam encounters small particles within the tissues. Th e sound 
waves interact with these particles and the waves are dispersed 
in every direction.

Th e ultrasonic scattering process in biological tissues is very 
complicated. Tissues have been treated both as dense distribu-
tions of discrete scatterers by some investigators and as continua 
with variations in density and compressibility by others.

32.4.8 Interference

Sound is also subject to the wave phenomenon of interference. 
Th is is where diff erent waves are superimposed upon each other 
and the resulting wave is the sum of the individual waves. With 
respect to interference, the addition of waves that are in phase 
with each other produces a resultant wave with a greater inten-
sity than either of the initial waves. Conversely, waves that are 
out of phase can “cancel” each other and diminish the intensity 
of the consequent wave.

Th e principles of interference are described by the mathe-
matical addition of the wave equations of the wave phenomena 
 merging in one single plane. Th e summation of acoustic waves is 
derived under the theory of superposition of waves.

32.5  Operational Modes of Image 
Formation

Th e pressure waves collected by the piezoelectric detector fol-
lowed by conversion into an electronic signal can subsequently 
be recorded on an oscilloscope. Th e oscilloscope can represent 
the received signal in two main modes of operation: A-mode or 
B-mode. A-mode stands for amplitude mode, and B-mode rep-
resents brightness mode.

Additional operational modes are M-mode or TM-mode 
(memory-mode) and compound B-scan.

32.5.1 A-Mode Imaging

In A-mode the oscilloscope is triggered on the electronic excita-
tion pulse that motivates the piezoelectric transducer to produce 
the mechanical action that produces the pressure wave; the 
received electronic signal in the delay period before the subse-
quent pulse represents the incoming amplitude of the conver-
sion from mechanical to electronic signal.

Th e height of the pulse corresponds to the magnitude of the 
electric signal aft er passing through amplifi ers.

32.5.1.1 Applications of A-Mode Imaging

A-mode is used when distances need to be calculated in relative 
accuracy.

Examples of A-mode imaging are found in neurology and in 
ophthalmology. In neurology the mid-line echo of the separa-
tion between the left  and the right side of the brain oft en needs 
to be determined. Th e mid-line echo needs to be exactly in 
between both the sides of the scull; any deviation is an indication 
of brain hemorrhage (accident survivors). Th is method is fast 
and relatively inexpensive and accurate enough for a fi rst diag-
nosis. In ophthalmology, the measurement of eye dimensions: 
length of the eye, position of the lens, and the location of foreign 
objects, can be measured in A-mode imaging. However, most of 
these diagnoses can also be done with greater precision and not 
much more expensively by laser interferometry measurement.

32.5.2 B-Mode Imaging

In B-mode imaging the amplitude of the collected electronic sig-
nal is represented by a relative brightness of the tracking dot on 
the screen. Initially this does not seem the most appealing man-
ner of representing the data; however, this method of graphical 
presentation has been used to develop the way current ultrasound 
machines work by combining the single brightness display with 
additional time and place confi gurations of displaying.

32.5.3 M-Mode or TM-Mode Imaging

In M-mode the display keeps track of each scan by the trans-
ducer, while adding subsequent scans as a function of time to the 
same display. When an artifact that provides a refl ection remains 
in one place, the brightness spot does not move in each subse-
quent scan line; however, when there is movement, the data cre-
ated by the moving refl ection will change position on the screen 
as well. An example of the bicuspid valves at the ventricular exit 
of the heart is shown in Figure 32.4.

32.5.4 Compound B-Scan Imaging

Similarly, if the transducer probe is moved and the interface at a 
given depth increases or decreases in depth with respect to the 
location of the probe on the outer surface, the inner topography 
can be revealed. Th e imaging system will record the position or 
direction of the probe and store this together with the brightness 
data in a memory bank. With this technique the adjacent bright-
ness points can be seen as if they are connected and contour 
images can be revealed from various depths.

32.6 Real-Time Scanners

In modern ultrasound devices, transducers can “sweep” across 
an area of tissue without moving the probe at all. Th is allows 
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technicians to get a real-time look at the body without moving 
the probe to every possible angle by hand. In order to accom-
plish this, either more than one transducing crystal is used in 
the probe, or the ultrasound produced from one crystal is 
“swept” across by mechanically moving the crystal itself by 
rocking it or by linear or rotational translation. Another 
method uses refl ection of the ultrasound inside the transducer 
by means of a moveable defl ector. By having an array of crys-
tals (up to 256 separate piezoelectric transducers), ultrasound 
can be pulsed from one crystal at a time (sequential linear 
array) or from small groups of crystals at once (segmental lin-
ear array). Pivoting a single crystal inside the probe or using a 
pivoting acoustic mirror with a stationary crystal can produce 
a similar “sweeping” result.

Regardless of the type of probe used, more ultrasound beams 
per unit area (line density) translate into better lateral resolu-
tion. Th e information obtained from each beam is sent to a com-
puter, which will smooth out the spaces between the lines by 
interpolation. Another factor that will infl uence the quality of 
an ultrasound image is how many scans of the tissue are made 
per second, or frame rate. Frame rates of greater than 20 frames 
per second allow the image to be displayed without a visible 
fl icker on the monitor. As the line densities and frame rates 
increase, the images appear clearer.

Various diff erent types of mechanical scanners have been 
developed, some with moving parts and a single ultrasound 
transducer, other with no moving parts and an array of trans-
ducers that can be triggered in a sequence. Both provide com-
posite images that show the refl ections in a single plane 
perpendicular to the surface of the compound probe. Additional 
rows of transducers or motions in two perpendicular directions 
provide the ability to reconstruct a three-dimensional image of 
refl ections in brightness mode.

32.6.1 Resolution

Two distinct modes of resolution can be distinguished depend-
ing on the direction of the scan. Th e axial resolution is the level 
of distinction between subsequent layers in the direction of 
propagation of the sound wave. Lateral resolution is the discrim-
ination between two points resulting from the motion of the 
transducer signal, perpendicular to the wave propagation.

32.6.1.1 Axial Resolution

Th e axial resolution is a direct function of the wavelength of the 
sound wave. A wave has a crest and a valley. Th e crest is maximal 
pressure and the valley represents minimal pressure. Th us the 
refl ection can be maximal or minimal; everything in between 
will not be resolved. Th e axial resolution can thus never exceed 
the distance spanned by half a wavelength. Th e line-spread func-
tion in axial resolution is the half-wavelength.

Th e axial resolution can be maximized by mechanical fi lter-
ing, thus reducing reverberations from the excitation by the 
incoming sound wave.

32.6.1.2 Lateral Resolution

One of the limiting factors in the sweeping scan is the physical 
dimension of the beam traveling into the biological medium. In 
general the transducer sends out a plane wave that starts out 
with the dimensions of the transducer itself. Th e recorder refl ec-
tion is also acquired by the transducer with the same cross-sec-
tional area. It will be virtually impossible to make any distinction 
between refl ections that return with diff erent intensities to a 
single transducer, which eff ectively takes the average intensity as 
the signal strength. Th e line-spread function in lateral resolution 
is the width of the sound beam.

It may not be possible to distinguish two adjacent transducers 
when they are separated by less than the beam diameter, since 
they will overlap suffi  ciently to avoid any place discrimination. 
Th e smaller the bundle of sound waves, the higher the lateral 
resolution.

An overview of the axial and lateral resolutions for various 
imaging frequency ranges is presented in Table 32.2.

32.6.2 Image Quality

Th e reconstruction of the image will rely on the details that can 
be distinguished between points at diff erent depths or between 
points recorded adjacent to each other. Additional image quality 

FIGURE 32.4  M-mode image of the heart, showing the bicuspid valve 
opening up.

TABLE 32.2  Range of Penetration Depths and Resolutions for 
Bone Tissue

Frequency 
(MHz)

Range of 
Penetration 
Depths (cm)

Axial 
Resolution 

(mm)
Lateral 

Resolution

1 2–3 1.75 Depends on 
beam diameter

2 1–2 0.87
3 0–1 0.58
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will depend on the discrimination of the magnitudes of refl ec-
tion, since these provide material information and can add an 
additional dimension to the anatomical image.

As with any diagnostic tool, there are limitations to the accu-
racy of images that are produced. Many of the artifacts seen in 
ultrasound images are due to the refl ective properties of the tis-
sues being analyzed. One artifact arises when two refl ective sur-
faces are near each other and the sound bounces, or reverberates, 
between them. In this case, each time the sound reverberates, 
some of the sound will transmit through the proximal interface 
and an echo will reach the transducer. Consequently, apparent 
structures are seen in the image at regular intervals descending 
down into the tissue although there may be no structures there 
at all, causing a “comet tail” eff ect in the image. Another artifact 
can be seen behind any highly refl ective interface that only 
transmits a small amount of ultrasound. Oft entimes in this case, 
there is not enough sound energy to reach deeper tissues to pro-
duce echoes that are received by the transducer. Consequently, 
there is tissue beyond the highly refl ective surface that the device 
cannot “see.” Th e resulting areas appear dark on the image and 
are called refl ective shadows. Echoes reaching the transducer 
that do not come from the opposite direction of the incident 
ultrasound beam cause another artifact, called displacement. 
Th is can occur when a beam of ultrasound is refl ected off  two or 
more refl ective surfaces at angles that cause the echo to return to 
the transducer. In this case, an apparent structure will appear to 
be in a place where, perhaps, no structure exists.

32.6.2.1 Image Artifacts

Th ere are several other image distorting phenomena that will 
aff ect the fi nal image quality. Some of the image artifacts that 
will blur or add nonexistent features to the display are reverbera-
tion, shadowing, and displacement.

Reverberation describes the eff ects caused by two refl ective 
surfaces near each other. As a result the sound bounces back 
and forth between them resulting in a “comet tail” eff ect in the 
displayed image. Th e sound appears to return from a sequence 
of layers, resulting from the multiple refl ections occurring at 
delayed time intervals.

Shadowing is the eff ects caused by a highly refl ective surface 
that refl ects most of the sound, preventing observation of the 
volume behind this dense structure.

Last but not least, motion artifacts result in signifi cant loss of 
information. Displacement results in objects appearing where 
they are not as a result of diff raction. Another displacement arti-
fact is multipath displacement: (multiple-) refl ection(s), diff rac-
tion, and refraction distort the image formation of a single article 
multiple times before being captured by the transducer.

32.7 Frequency Content

Several frequency aspects are used to retrieve information about 
the medium and its anatomical and physiological characteris-
tics. Th e frequency content of ultrasound imaging has more than 

one application. Primarily, the source frequency needs to be 
 recognized by the detector for image formation by refl ection; the 
secondary information embedded in the frequency is the fre-
quency shift  resulting from motion, which is described in the 
section on the Doppler eff ect. Th e third frequency component is 
the generation of second and third harmonics by resonance 
eff ects caused by particular tissue components. Harmonic fre-
quency detection can reveal details on tissue structure and point 
out the presence of anatomical features. Harmonic imaging will 
be discussed in Section 32.7.2.

32.7.1 Doppler Effect

As part of refl ection tomography, the refl ection of moving par-
ticles in the plane of view will cause a change in wavelength 
resulting from the motion of the refl ector during the time the 
wave is refl ected. If the motion is slower than the period of the 
wave, the motion can be dissected based on the phase informa-
tion received at each position of the object in motion.

When a wave is refl ected/scattered from a moving object, its 
apparent frequency is changed: Th is is the Doppler eff ect. Th e 
Doppler eff ect is a phenomenon in which an observer perceives a 
change in the frequency of the sound emitted by a source when 
the source or the observer is moving or both are moving. Th e 
Doppler frequency shift , fd, is related to the moving velocity v 
and the angle relative to the sound propagation direction.

An object (e.g., blood cell) that is capable of scattering the 
sound wave back in the direction it came from is moving 
at  presumably constant velocity, or at least with an average veloc-
ity v, while the speed of sound through the surrounding tissue is 
vs. Th e motion of the object is at an angle θ with the normal to the 
surface of the ultrasound probe, at a distance z (Figure 32.5).

Over a given time frame τ, the object moves towards the 
detector; thus each part of the wave refl ected at any successive 
time interval will be released closer to the detector . Th e com-
pound eff ect is that the wave is detected in a compressed form, 
shorter wavelength. Th e refl ective object has become a second-
ary source. Th e distance traveled by the sound is now given by 
Equation 32.34:

 z′ = (vs − v)τ (32.34)

v

z

vs

θ

FIGURE 32.5  Illustration of a reverberating object emitting a mecha-
nical (acoustic) wave as it travels from the left  to right. Th e observer 
receives the emitted sound at an angle θ. Th is situation resembles stand-
ing at the edge of the railway while listening to a train approach.



Ultrasonic Imaging 32-11

instead of

 z = vsτ. (32.35)

Comparing Equations 32.34 with 32.35 gives a time compres-
sion of the time required for the wave to travel the distance z′ 
from the source to red blood cells as

 s
1 .v

v
⎛ ⎞τ′= − τ⎜ ⎟⎝ ⎠  

(32.36)

Note: Th e sound wave travels with respect to the moving 
object twice the distance, fi rst from the probe to the blood cell, 
and then from the blood cell to the detector aft er refl ection. 
Alternatively, the frequency observed by the red blood cell has 
decreased by the fractional time compression. While traveling 
towards the blood cell it encounters the cell at increasingly closer 
proximity as well, before the sounds are returned. Th e time com-
pression will thus satisfy Equation 32.37:
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(32.37)

Taking the component of the sound wave velocity only in the 
direction of motion of the red blood cell gives
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(32.38)

Th e frequency detected by the red blood cell is now
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Th e wave refl ected from the object has the following format 
when collected by the detector:
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Th e frequency f of the refl ected signal with reference to the 
original source frequency f0 for both the situation where the 
red blood cell is moving towards the emitter/detector and, 

respectively, moving away from the detector/receiver once it 
has passed it is now
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where the cosine turns negative once it has passed the probe.
So the Doppler shift  from the transmitted frequency is
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For scattering material velocities in the 0–1 ms−1 range, at 
ultrasound frequencies of 1 and 6 MHz the Doppler shift  fre-
quencies are in the 0–1.3 and 0–8 kHz ranges.

Imaging of Doppler frequency versus position can give useful 
indications of arterial blood fl ow in tissue regions and major 
organs. Th e Doppler principle is used for measuring blood fl ow 
velocity in blood vessels.

Th e Doppler eff ect states that changes in the beam–receptor 
distance will aff ect the frequency of the wave perceived by the 
receptor.
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Th e frequency f is perceived by the receptor, f0 is the frequency 
of the source, vs is the velocity of sound, and v is the velocity of 
the moving beam or receptor. Th is eff ect can be used to image 
movements of acoustic scatters within the human body. Doppler 
imaging is widely used to visualize the movement of blood. It is 
used both for peripheral arteries and veins but also for cardio-
pathologies. Doppler imaging measures blood velocity, and 
detects blood fl ow direction. An example of a Doppler image 
illustrating ventricular fl ow is presented in Figure 32.6.

32.7.2 Harmonic Imaging

Harmonic imaging has been proven to increase resolution and 
to enable more enhanced diagnostic capabilities.

32.7.2.1 The Concept of the Use of Higher Harmonics

Superfi cial tissue structure, for example, skin, fat, and muscle, 
produces pulse distortion and aberration (Figure 32.7), similar 
to an ocean wave breaking near the beach. Th e breaking wave at 
the beach is a direct result of the fact that the speed of the 
mechanical wave is a function of the depth of the water and the 
frequency; the velocity of propagation increases more rapidly for 
higher frequencies as the water becomes shallower, causing the 
crest to outrun the base frequency and topple over. Th e sound 
wave emitted by the transducer is almost a perfect sine wave; 
however, the refl ected wave that will be detected by the trans-
ducer is a much distorted wave. Th is wave includes not only the 
fundamental wave but also many other waves, one of which is 
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the second harmonic wave, whose frequency is twice the fre-
quency of the emitted wave. It has been known that the conven-
tional imaging array produces signifi cant nonlinear eff ects.

Acoustic nonlinearity is due to the pressure density (constitu-
tive) behavior, meaning that high pressures are correlated with 
higher densities and lead to higher sound propagation velocities. 
In contrast low pressures are correlated with lower densities and 
lead to lower propagation velocities.

Most of the nonlinear characteristics of ultrasounds have 
been studied through computer simulations and based on math-
ematical modeling. One of the most recent mathematical models 
is the quasilinear model. A nonlinear equation that describes the 
propagation of sounds in soft  tissues is
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where c is the speed of sound, L is a linear operator that accounts 
for loss, and ε is a small parameter and is very small in soft  tissue 
(10−3). Th e quasilinear solution is based on a perturbation of 
Equation 32.45, yielding Equation 32.46:
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where P1 is the fundamental fi eld and P2 is the second harmonic 
wave. Assuming that
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32.7.2.2 Generation of Harmonics

In addition to the natural by-product of excited oscillation, second 
harmonic waves can be generated by the use of contrast agents.

Contrast agents will lead to a much more homogeneous sec-
ond harmonic wave with a higher intensity. Th e generation of 
higher harmonics is illustrated in Figure 32.8, resulting from 
reverberations.

Contrast agents are still under extensive research. Th e proper-
ties of an ideal contrast agent are as follows:

Nontoxic, easily eliminated• 
Administered intravenously• 
Passes easily through microcirculation• 
Physically stable• 
Acoustically responsive: stable harmonics• 

32.7.2.3 Advantages of Second Harmonics

Th e frequency content of the harmonic signal is narrower and has 
lower intensity side lobes. Th is narrow bandwidth signifi cantly 

FIGURE 32.6  Doppler image of ventricular fl ow combined with a 
standard M-mode image of the heart.

Compression

Expansion
Pressure high,
high velocity

Pressure low,
low velocity

v0 + dv

v0 – dv
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FIGURE 32.7 Illustration of the dispersion of a wave traveling through 
a medium with velocity of propagation dependent on the frequency of 
the wave.

FIGURE 32.8  Cartoon mimicking the reverberation of an incident 
mechanical wave on an object embedded in a compliant medium. 
Every higher harmonic is a multiple of the base frequency of the 
 incident wave.
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increases the spatial resolution (Figure 32.9). In addition, the 
 second harmonics are generated inside the tissue and thus suff er 
less from attenuation and dispersion. As a result the second 
 harmonic signal is less deformed; yielding additional informa-
tion about the tissues it passed through.

32.8 Bioeffects of Ultrasounds

Because of the mechanical nature and high-energy wave inter-
action, certain biological eff ects can be experienced: thermal 
eff ects, biochemical eff ects, and mechanical and cavitational 
eff ects. Th ese eff ects take place on various levels in the organism: 
cellular and subcellular eff ects such as macromolecular, and 
membrane and organelles. Th e vibrational energy will by defi ni-
tion raise the tissue temperature locally as a result of the defi ni-
tion of temperature as the average kinetic energy. Th e temperature 
eff ect is frequently desired for destruction of kidney and gall 
stones. For imaging purposes any harmful temperature increase 
is avoided.

Two diff erent types of mechanical and cavitational eff ects can 
be identifi ed. Th e fi rst order mechanical eff ect is accomplished 
by localized strain and shear stress, resulting from out-of-phase 
acceleration of components of the same biological structure. Th e 
local cellular acceleration can exceed 25,000 times the gravita-
tional acceleration. When the focal point is relatively small com-
pared to the local structural size, this may cause tear and twist 
eff ects. Examples are cellular membrane fatigue observed in red 
blood cells resulting in autolysis of the erythrocytes. Additionally 
ultrasound can also liquefy thixotropic structures, including 
mitotic and meiotic spindles. Th e secondary eff ect, cavitation, is 
the oscillatory motion of highly compressible volumes such as 
gas bubbles or “cavities.” Th is feature is a direct function of the 
acoustic pulse duration and can disrupt red and white blood 
cells as well as epithelial cells.

On the cellular and subcellular levels, the cavitation process 
produces shear stress, which causes cellular disruption. For 
instance, the mitochondria have shown increased membrane 
permeability to water; however, no direct eff ect on the function-
ality of the mitochondria has been observed. Th e relatively long 
wavelength has not shown any infl uence on the atomic or molec-
ular (DNA) level.

Th e biochemical impact is recognized in the infl uence of 
ultrasound to increase AST and ALT levels and decrease gluta-
thione levels in blood. An increase in collagen synthesis has also 
been observed.

On the biological level there is no conclusive evidence on any 
eff ects on fetal growth. On another note, wound healing seems 
to be accelerated. In the eye, ultrasound can be used to treat mild 
cases of myopias, but has also shown to produce retinal damage 
and aff ect the cornea. Another biological eff ect from ultrasound 
exposure is damage to the inner ear.

Despite various reported potential eff ects of ultrasound under 
laboratory conditions, no epidemiological data can support any 
harmful side eff ects. Ultrasound imaging is still the most fre-
quently used diagnostic technique.

32.9  Summarizing the Physical Aspects 
of Image Formation

Th e six main characteristics of ultrasonic image formation are 
the following: absorption, refraction, diff raction, scattering, inter-
ference, and most importantly, refl ection. Absorption signifi es the 
conversion of ultrasound energy into heat by friction. Refraction 
indicates the change of direction at the interface between media 
with diff erent acoustic impedances according to Snell’s law. 
Diff raction is an indication of the spreading of a beam of sound 
waves. Scattering describes the interaction with objects generally 
smaller than the wavelength of the sound. Interference explains 
the wave eff ect interaction due to superposition and results in 
constructive or destructive interaction on the wave level, which is 
correlated to amplifi cation or destruction of intensity. Th e pri-
mary principle of ultrasonic imaging is caused by refl ection, 
which sends echoes back to the transducer and supplies the signal 
for the derivation of an image based on discontinuities.
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33.1 Introduction

One of the most common imaging applications in medical 
diagnostics is the optical microscope. Optical imaging in gen-
eral is one of the more accessible techniques compared to mag-
netic or electric imaging. Other optical imaging techniques 
besides the microscope include some specialized devices with 
near molecular resolution, whereas the light microscope is lim-
ited to cellular resolution. Before describing one of the high-
resolution near-fi eld imaging methods, namely, near-fi eld 
optical microscopy, the operation and limitations of the optical 
microscope will be discussed below.

33.2 Optical Microscopy

Th e light microscope can be seen in most histology and scientifi c 
research labs.1,2 Th e basic setup of a compound light microscope 
can be seen in Figure 33.1. Th e specimen is put onto a stage and 
white light (λ = 400–700 nm) is focused on the sample by a con-
denser. Th e compound microscope is so named because it  utilizes 
two lenses to magnify the specimen as shown in Figure 33.2.

33.2.1 History

Th e now ubiquitous optical microscope has had an indelible 
impact on the fi eld of biological imaging since its invention more 
than 400 years ago. Th is instrument allowed early researchers and 
scientists to examine objects that were otherwise invisible to the 
naked eye. However, the optical microscope like most instruments 
is not without its limitations. Th ese limitations are due primarily 
to aberrations and diff raction. Optical aberrations refer to several 

types of image distortions that result from imperfections in lens 
design and the spectrum and wave nature of light.

Any instrument forming an image using some form of lens 
is bound by the laws of optics. Th e principles of lens image for-
mation rely on the fact that a lens has a focal point where an 
infi nitely far object will form an image. Th e distance from the 

FIGURE 33.1 Th e optical compound microscope.
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central plane of the lens to this image is the focal length of the 
lens f. Th e power (P) of the lens is the inverse of the focal length 
as expressed by Equation 33.1.2,3

 
= 1 .P

f  
(33.1)

Th e basic principles of image formation by an optical micro-
scope are illustrated in Figure 33.2.

For a single lens, the magnifi cation is defi ned either as the 
ratio of the image height (hi) to the object height (ho) or as the 
ratio of the distance of the image to the lens (di) to the distance 
of the image to the object (do), as expressed in
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(33.2)

For the eye, with focal length fe, another approach is used to 
calculate the magnifi cation. Th e eye uses angular magnifi cation 
Me, expressed in Equation 33.3

 
e

e
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(33.3)

where N is the near point of the normal eye.
Th e total magnifi cation for the microscope is given by multi-

plying the magnifi cation of the objective with that of the ocular. 

For example, if the objective magnifi es 40 times and the ocular 
has a 10 times magnifi cation, the total magnifi cation will be 400 
times.

In case the microscope is viewed by the eye, the magnifi cation 
becomes
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(33.4)

Th e compound microscope allows biologists to examine 
 specimens that are microns in size. Th e specimen sizes in this 
range include cells and some of their organelles.

33.2.2 Diffraction Limit

Th e wave nature of light leads to a phenomenon known as dif-
fraction. Diff raction can be simplistically described as the devia-
tion of light from rectilinear propagation, which occurs when 
light is partially obstructed. Th is eff ect results in point sources 
appearing as airy disks rather than as distinct points.2−4 Consider 
two such points in Figure 33.3a separated by a distance do. Th e 
airy disk patterns overlap but are clearly distinguishable. One can 
therefore logically ask: What is the minimum separation between 
the two points such that the airy disks are individually identifi -
able? Th is is defi ned as the resolution or diff raction limit of the 
system and a criterion was suggested by Lord Rayleigh. If the cen-
tral maximum of one of the disks coincides with the fi rst minima 

l

Object O

Intermediate
image: I1

Final image: I2
Lens1
= objective

Lens2
= ocular or eyepiece

Eye

2

f1 = fo

f2 = fe

1
ho

do

di

hi

FIGURE 33.2 Diagram of the optical confi guration for a compound microscope. Th e microscope uses a beam of visible light to illuminate the 
specimen. Th e object O is placed just beyond the focal length of the objective lens fo. Light rays travel from the illumination source to the object and 
then to the objective lens. Th e rays are diff racted by the lens and an image I1 is formed by the objective lens just past the focal length of the eyepiece 
fe. Th e fi rst image is real and inverted and is larger than the original object being examined. Th e image I1 is magnifi ed by the eyepiece into a very 
large virtual image I2 and remains inverted. Th at second image is then seen with the observer’s eye as if it were in the near point of the eye. Since 
the total length of the microscope is generally less than 25 cm, the ultimate image is perceived as if it were beyond the dimensions of the 
microscope.
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of the other, as shown in Figure 33.3b, then the separation between 
the points corresponds to the minimum resolvable  distance dmin. 
Diff raction eff ects reduce the theoretical maximum resolution of 
an optical system from 200 nm to about 500 nm.

33.3  Image Formation 
and Magnifi cation

In any optical system, refl ected or transmitted light from an 
object is altered by at least one optical element resulting in an 
image. To understand the process of image formation, it is 
instructive to consider the object as being composed of a large 
number of individual point sources. Th e path of light from each 
point source through the optical elements of the system onto 
an image plane determines the nature, size, and position of the 
fi nal image. As an example, let us consider the simple case of the 
image formed by a convex lens. In Figure 33.4a, a beam of light 
parallel to the central axis converges to a focus at the focal plane. 

If we apply this principle to the infi nite points that make up an 
object, the result is an image of the object. Th is idea is illustrated 
in Figure 33.4b for two points on the object ox, at the tip and just 
below the midpoint. Th e image ox ́ is inverted but, more impor-
tantly, is larger than ox. Th e object is said to have undergone a 
magnifi cation. Th e magnitude of the magnifi cation is given by 
the ratio of the heights of the image and the object.

Electromagnetic radiation has both a particle and a wave 
characteristic. Th e limiting factor of optical microscopy is 
derived from the wave phenomenon. When a plain wave is inci-
dent on an aperture the Huygens–Fresnel principle suggests that 
each portion of the aperture’s surface area will provide a second-
ary point source that emits individual spherical waves. Th e 
spherical waves released from the edge of the aperture will travel 
with the same characteristics as the incoming wave.

Th e wave pattern emitted from all the points on the edge of the 
aperture creates an interference eff ect resulting in a radially peri-
odic intensity function with maxima and minima. Th is interfer-
ence pattern is called an airy disk (Figure 33.3). In case the aperture 
represents the diameter of a lens, the same holds true. For a lens 
with a diameter D, the angle in the radial direction with respect to 
the fi rst-order minimum can be written as shown below2,4

 
1.22sin( ) ,

D
λθ =

 
(33.5)

which is oft en referred to as the Abbe condition. Th is condition 
describes the angular separation between the central fi rst maxi-
mum and the adjacent fi rst intensity minimum in the light 
transmitted from the aperture. In case two objects are imaged 
through this lens, they will be just resolvable when the intensity 
maximum of the fi rst object coincides with the intensity mini-
mum of the second image. Th is statement is also called the 
Rayleigh criterion.2

Th e resolving power of the lens now refers to the minimum 
lateral distance between two adjacent points that can be dis-
criminated when observed through a lens. Th e defi nition of the 
resolving power is given by Equation 33.6
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FIGURE 33.3 (a) Th e airy disk pattern for two clearly resolved points 
with separation do. If the points are gradually moved closer together, 
we arrive at the situation in (b) where the fi rst minimum of the left  airy 
disk coincides with the maximum of the disk on the right. Th is condi-
tion is referred to as the Rayleigh criterion.
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FIGURE 33.4 (a) A parallel ray converging to a focus by a convex 
lens. In (b), a convex lens is shown to form a magnifi ed image ox′ of the 
object ox. Th e image is formed by tracing out the path of light from 
individual points on the object. Th e paths of two such points are shown 
in the fi gure.

FIGURE 33.5 (a) An NSOM probe formed aft er etching. Th e tapered 
region is short, which allows for better throughput. (b) An NSOM probe 
formed aft er heating and pulling. In both images, light from an He–Ne 
laser launched into the single-mode fi bers is seen to be emitted from the 
aperture.
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where n is the index of refraction of the medium in which the 
images are observed and α is half the acceptance angle of the 
aperture. In theory the limit of the resolving power for the micro-
scope is λ/2.2

In eff orts driven by the desire to overcome this diff raction 
limit of optical imaging, one of the devices that was developed is 
the near-fi eld scanning optical microscope (NSOM).

33.4 Near-Field Microscopy

Th e near-fi eld scanning optical microscope (NSOM) is an opti-
cal imaging system that circumvents the previously mentioned 
diff raction limit.3−7 Th e main idea involves imaging a sample 
probe with a subwavelength size in such close proximity, that the 
lateral extent of the emitted light is confi ned to the aperture’s 
dimensions. Th e sample–probe separation for which this is true 
is referred to as the near-fi eld. Diff raction is eff ectively elimi-
nated from such a system over this region and the resolution is 
primarily limited by the aperture size.

33.4.1 History

Optical near-fi eld imaging was realized through the pioneering 
research on the scanning tunneling microscope (STM) by the 
1986 Nobel Prize winners Binning and Rohrer. In the NSOM, 
image acquisition is achieved point by point, while the sample is 
raster scanned in the near-fi eld. A typical NSOM probe has an 
aperture size of about 50 nm and the probe–sample separation 
throughout a scan is typically 10 nm.9

33.4.2 NSOM Probe

Perhaps the most important component of the NSOM is the 
 illumination aperture or probe. Th e resolution of the NSOM is 
directly related to the size and quality of the probe. It is fabri-
cated from a single-mode optical fi ber by etching in hydrofl uoric 
acid (Figure 33.5a) or by heating the mid-region of a length of 
fi ber with a carbon dioxide laser, followed by pulling until break-
age (Figure 33.5b).

In both methods, the tip of the probe is coated with a thin 
layer of aluminum, which serves to further confi ne the size of 
the aperture. An optical image is built up by moving the probe 
from point to point in a raster scan and detecting an optical sig-
nal at each point while in the near-fi eld. Maintaining the probe 
in the near-fi eld is achieved using a feedback system. Th e feed-
back signal can be used to build up a simultaneous topography 
image.6–8

33.4.3 Instrumentation

In a typical near-fi eld scanning optical microscope, the sample 
sits on an x, y, z precision stage while the probe is fi xed. 
Alternatively, the sample can be fi xed with the probe moving 
relative to the sample. Th e x and y movement is controlled by a 
computer. To avoid catastrophic tip–sample collision while 

scanning in the near-fi eld region, the tip–sample separation is 
kept constant via a feedback signal sent to the z-axis control. Th e 
schematic of such a system is shown in Figure 33.6. Th e lock-in 
amplifi er aids in signal detection.

33.4.4 Feedback Systems

Th ere are two main approaches for maintaining the probe in the 
near-fi eld during a scan. Th e fi rst is via shear-force feedback and 
the second is via optical feedback. In the former, the probe is 
attached to a quartz tuning fork as shown in Figure 33.7a.

Th is fork is electrically dithered at its resonant frequency by a 
piezoelectric transducer (PZT) element. A typical arrangement 
is shown in Figure 33.7b. As the probe is moved closer to the 
sample and into the near-fi eld region, the oscillating probe expe-
riences a damping eff ect. Th e nature of this eff ect is not well 
understood but the feedback system sends an error signal to the 
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Lock-in amplifier
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Precision stage
with sample

Photo-detector

Computer controls stage
and builds images z axis voltage acquisition
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x y

FIGURE 33.6  Schematic diagram showing the main components in a 
typical NSOM setup. Th e x and y axes of the stage are controlled by 
computer soft ware. Th e z axis is controlled by an error shear-force feed-
back signal.

Probe
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Tuning fork
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Probe

Objective
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FIGURE 33.7 (a) Optical image of the probe-tuning fork assembly. 
(b) Schematic of the sensing element of the feedback circuit.
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z-axis control of the stage to maintain the damping at a constant 
value while in the near-fi eld. Since the damping is a function of 
separation, this ensures that the separation is kept constant.

Another method for feedback relies on light refl ected from the 
tip of a dithered probe. Th is is the feedback mechanism employed 
in an atomic force microscope (AFM) and a schematic is shown 
in Figure 33.8. Th is is further discussed in Chapter 34.

33.4.5  The Optical Image and 
the Topography Image

Two diff erent images are simultaneously obtained during a single 
NSOM scan as shown in Figure 33.9. Th e fi rst is an optical image 
and the second is a topography image. Th e optical image is 
obtained by monitoring the intensity of light transmitted through 
or refl ected from the sample at each point in the scan. Th e fi nal 
optical image is thus a two-dimensional array of intensity values. 

Th e topography data are obtained from the feedback signal 
employed to maintain the tip in the near-fi eld. For example, a 
large positive voltage to the stage will cause it to move upwards a 
large distance implying a low feature. A small voltage would 
cause a smaller shift  upwards implying a tall feature. Th e feed-
back voltage at each point in the scan forms a two-dimensional 
array, which is used to reconstruct the surface morphology of the 
sample with very high resolution. During a scan, the sample 
moves in the x direction, followed by a small y increment and 
then back in the x direction (Figure 33.9). Th is continues until the 
scan is completed.

33.4.6 Illumination Modes

Th ere are four main modes of operation of a conventional NSOM 
as illustrated in Figure 33.10. Th e most common operation is in 
the transmission mode. Opaque samples require operation in 
the refl ection mode.

33.5  Imaging in a Liquid/Biological 
Imaging

Th e noninvasive imaging capability of the NSOM is a signifi cant 
advantage over other high-resolution imaging devices such as the 
scanning electron microscope. Th e growing popularity of this 
instrument as an imaging tool in the biological science is due in 
part to this important utility. However, to truly understand the 
physiological processes of living cells, they have to be imaged 
in vivo. Live cells are typically found in an aqueous environment, 

Probe

Lens

Laser

Detector

Lens

Sample

FIGURE 33.8 Schematic diagram showing all the main components 
in a near-fi eld microscope setup.

Intensity line scan Topography line scan

Feedback signal
used for topography line scan

Intensity signal
used for intensity 
line scan Raster

scan
pattern

Probe height is
fixed but
feedback signal
moves stage in z
direction

(b)(a) (c)

FIGURE 33.9 In an NSOM scan, intensity and voltage values are used to build up the optical and topography images. Each scan in x produces a 
line scan with the subsequent line scan produced for each step jump in y. Th e result is a two-dimensional array of intensity and feedback voltages. 
In images (a), (b), and (c), the position of the stage relative to the probe is indicated for three points along the x-axis. Th e horizontal line indicates 
the fi xed position of the probe. Any voltage applied to the stage to maintain a constant tip-sample separation from the begining to the end of the 
scan is converted to a topography height.
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which is problematic in near-fi eld microscopy. A few of the con-
cerns include damaging or movement of the sample by the probe 
and liquid-evaporation-induced artifacts. Th e latter occurs when 
probe damping becomes a function of both tip–sample separation 
and liquid level. A novel solution to the evaporation problem has 
been proposed by a group from Johns Hopkins University using a 
“liquid cell” replenished by siphon action.11 Today, liquid cells can 
be obtained commercially from companies such as Nanonics 
Imaging Ltd. Th e presence of artifacts in the fi nal images due to the 
aforementioned factors is still a problem but very promising results 
have been obtained in the last few years.12,13

A novel solution to near-fi eld imaging in a liquid environment 
can be found in the scanning ion conductance microscope 
(SICM), which will be discussed in Chapter 35. Th is instrument 
employs a micropipette in an electrolytic solution as the sensing 
element as shown in Figure 33.11. An ion current is generated by 
the electrode in the pipette and it is strongly dependent on the 
pipette–sample separation. Th is current provides the signal for 
height regulation in a similar manner to the feedback signal in 
the NSOM. Th e relatively blunt tip of the pipette means that 

there is little damage to the sample. In addition, liquid height 
regulation is not an issue.

33.5.1 Quantitative Phase NSOM

Biological cells are translucent, rendering them diffi  cult to image 
without the use of an exogenous contrast agent. Th e contrast 
agent typically kills the cell and precludes the possibility of in vivo 
imaging. In 1993, two researchers at the Rochester Institute of 
Technology (Iravani and Crow) proposed a technique for incor-
porating phase imaging into an NSOM.14 Th is technique was the 
inspiration for a novel procedure for quantitative phase imaging 
using an NSOM setup at the University of North Carolina at 
Charlotte (UNCC). In Figure 33.12, light transmitted through 
the sample under investigation is combined with a reference 
beam at the beam splitter and the output detected.

Th e transmitted light has a change in phase relative to the ref-
erence beam due to either changes in refractive index or the 
sample thickness. For homogeneous samples, the phase change, 
which is a function of thickness, is measured at each point in the 
NSOM scan and converted to a height value. Th e images in 
Figure 33.13 are typical of some of the results obtained by the 
UNCC researchers.

33.5.1.1 Fluorescence Microscopy

Some materials fl uoresce or emit light at a lower frequency when 
irradiated by light of a specifi c frequency. In NSOM fl uorescence 
microscopy, a fl uorescent dye or tag called a fl uorophore is intro-
duced into the specimen. Th ese fl uorphores are targeted at spe-
cifi c structures or molecules within the specimen sample which 
are subsequently excited with light of an appropriate frequency 
resulting in fl ourescence. Th is allows for detection and localiza-
tion of the targeted protein or molecule in question. Th e proce-
dure provides excellent contrast while providing information on 
chemical composition and molecular structure. Fluorescence 
microscopy has found great utility in the fi eld of biological 

(a) (b) (c) (d)

FIGURE 33.10  Illumination modes of NSOM (a) transmission, (b) 
collection and (c) illumination, and (d) illumination/collection modes.
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FIGURE 33.11 Schematic diagram of the sensing element and the 
basic setup of the SICM. A voltage (V) is applied to the electrodes; the 
ion current (I) is recorded as a function of tip–sample separation.
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FIGURE 33.12 Th e diagram depicts a schematic of the phase NSOM.10 
Th e phase diff erence between light traversing the sample and  reference 
arm is determined from the output signal.
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 imaging because of the high resolution and specifi city in the 
identifi cation of single molecules.

Near-fi eld fl uorescence microscopy allows for the study of the 
lateral organization of membrane domains, protein clusters, and 
complexes by greatly improving the resolution of the original 
procedure. Th is imaging technique is not without its challenges, 
which include imaging of soft  tissue and the interpretation of 
thick sample imaging. Th e fl uorescent dyes may also have a 
 deleterious eff ect on the chemical processes of the biological 
sample under investigation.

33.5.2 Near-Field Acoustic Microscopy

Th e imaging of subsurface features plays a critical role in the 
investigation of both biological and nonbiological samples. 
High-resolution subsurface imaging is especially important in 
intra cellular cell studies. Th is information is substantially 
excluded in the typical topography and optical data of a conven-
tional NSOM. A novel technique that allows access to this infor-
mation is scanning near-fi eld ultrasound holography.15 In this 
procedure, acoustic waves are simultaneously launched onto the 
probe tip and sample at slightly diff erent frequencies. Th e inter-
ference of these two waves forms a standing acoustic surface 
wave, which is modifi ed by subsurface features. Changes in the 
frequency of the wave are monitored by an AFM cantilever and 
are used to build up a subsurface image. Research is currently 
being pursued to establish the relationship between feature 
depth and system response, which will eventually allow for 
three-dimensional subsurface imaging.

33.6 Summary

Th e inherent diff raction limited resolution of optical micro-
scopes has motivated the pursuit of higher resolution optical 
imaging methods. Th e NSOM is an excellent candidate instru-
ment with nanometer cellular resolution. Recent developments 
allow for in vivo imaging using the NSOM technique. Th e 
NSOM has  similarities with the atomic force microscope and 
the ion- conductance microscope that will be discussed in the 
next chapter.
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34.1 Introduction and Overview

Microscopy usually comprises generation of images from objects 
using specialized instrumentation. In the fi eld of atomic- 
molecular-optical (AMO) physics, the application of optical, 
electron, and scanning probe microscopy is common. Th e atomic 
force microscope (AFM) allows one to investigate objects at high 
resolution, typically 1000 times better than the optical diff rac-
tion limit. Th e AFM is a tool for measuring nano-scale materials 
by moving piezoelectrically controlled elements across a surface 
while mapping mechanical defl ections with the aid of a laser 
beam. In this chapter, we present some historical background on 
scanning probe microscopy (SPM), address the basic principles 
of AFM, debate the driven harmonic oscillator, summarize 
operational details, mention examples of bioengineering appli-
cations, and conclude with a brief summary including sugges-
tions for further reading.

34.2 Historical Background

Th e fundamental work that have led to the AFM is closely related 
to the scanning tunneling microscope (STM). Th e 1986 Nobel 
Prize in Physics honors the development of the STM at the IBM 
Research Laboratories in Zürich by both G. Binnig and H. Rohrer.

Th e STM uses a mechanical device to sense the structure of a 
surface. To this extent, the principle is the same as that of braille 
reading. In braille, it is the reader’s fi ngers that detect the 
impressed characters, but a much more detailed picture of the 
topography of a surface can be obtained if the surface is tra-
versed by a fi ne stylus, the vertical movement of which is 
recorded. What determines the amount of detail in the image—
the resolution—is the sharpness of stylus and how well it can 
follow the structure of the surface. Horizontal resolution is 
approximately 2 Å and vertical resolution is approximately 

0.1 Å. Th is makes it possible to depict individual atoms, that is, 
to study in the greatest possible detail the atomic structure of the 
surface being examined.

In 1986 it was evident that the STM is a technique of excep-
tional promise, and in 1986 it was evident that we have seen only 
the beginning of its development. In comparison, the AFM com-
bines the use of a laser beam refl ecting off  a cantilever for the 
purpose of recording its mechanical motion during a scan of the 
surface. Th e initially reported AFM resolution1 was 30 Å lateral 
and less than 1 Å vertical resolution. Th e lateral and vertical 
resolutions diff er due to the use of piezodrives laterally and the 
use of springs vertically. Th e AFM resolution is typically one 
order of magnitude poorer than the one for the STM. Yet the 
AFM is much more fl exible than the STM and can be used on 
both conducting and insulating samples.

34.3 Basic Principles

In the AFM, one measures the force between the tip and the 
sample, rather than the tunneling current in the STM. A sharp 
tip is mounted on a millimeter-sized cantilever. Th e displace-
ment of the cantilever is measured typically by the refl ection of 
radiation from a laser beam. A photodiode array records the 
defl ection. With this confi guration, picometer-scale displace-
ments of the dip can easily be measured. Forces of typically 1 fN 
can be measured under special circumstances.

Th e simplest mode of operation is the contact mode. Here, the 
dip is dragged along the contact and the cantilever defl ection is 
measured. Th e topology of the surface can be reconstructed from 
the recorded laser-beam defl ections. However, the “tap-mode” or 
“drag-mode” can damage both the tip and the sample. In the non-
contact or intermittent contact mode, the cantilever oscillates 
due to an applied driving force. Th e model of this AFM mode is a 
driven, damped harmonic oscillator discussed in the next section. 
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Th e change of resonance quality and shift  of resonance are used to 
construct an image. In so-called tapping mode imaging, the tip 
“taps” the surface during the closest approach of the oscillation 
cycle, causing both a frequency shift  and additional dissipation.

Traditionally, the AFM could not scan images as fast as a scan-
ning electron microscope (SEM) that is capable of scanning at 
nearly real time. Th e relatively slow rate of scanning during AFM 
imaging oft en leads to thermal drift  in the image, making the AFM 
microscope less suited for measuring accurate distances between 
artifacts on the image. AFM images can also be aff ected by hyster-
esis of the piezoelectric material and cross-talk between the (x, y, z) 
axes. However, newer AFM uses real-time correction soft ware, for 
example, feature-oriented scanning or closed-loop scanners, which 
practically eliminate these problems. Some AFM also use sepa-
rated orthogonal scanners (as opposed to a single tube), which also 
serve to eliminate cross-talk problems. Due to the nature of AFM 
probes, they cannot normally measure steep walls or overhangs 
(Figure 34.1). Specially made cantilevers can be modulated side-
ways as well as up and down (as with dynamic contact and non-
contact modes) to measure the side walls, at the cost of more 
expensive cantilevers and additional artifacts. Resolution at the 
single-atom or single-molecule level becomes possible with AFM. 
One example is a biomedical application: Figure 34.2 presents 
images of the human cataract lens membrane in obtained samples.

FIGURE 34.1 Th e PointProbe® Plus (PPP) combines the well-known 
features of the proven PointProbe series such as high application versa-
tility and compatibility with most commercial SPMs with a further 
reduced and more reproducible tip radius as well as a more defi ned tip 
shape. Th e typical tip radius of less than 7 nm and the minimized varia-
tion in tip shape provide more reproducible images and enhanced reso-
lution. [Aft er Nanonsenors: http://www.nanosensors.com/PointProbe_
plus.pdf (2008).]
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FIGURE 34.2 Overview defl ection AFM images of cataract lens membranes: (a) large smooth lipid domains containing corrugated regions; 
(b) corrugated protein layers; (c) edge region of a membrane adsorbed to the mica showing the smooth lipid bilayer surface containing the 
 square-patterned protein patches. Both intracellular and extracellular surfaces of the cell junction are present. (Reproduced from Buzhynskyy, N. 
et al. J. Mol. Biol. 374, 162–169, 2007. With permission; Courtesy of Simon Scheuring.)
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34.3.1 Driven Harmonic Oscillator

In a typical AFM mode of operation, an oscillatory force is 
applied to the cantilever. Th e oscillatory motion of the cantilever 
will be sensitive to forces that occur between the tip and the 
sample. For example, forces can be electrostatic, magnetic, 
Casimir type, or van der Waals type, to name a few. Critical in 
the response will be the location of the resonance and the quality 
factor of the resonance. Recorded (i) resonance frequency change 
and (ii) quality of oscillation allow one to generate a surface-
plot-type representation of the surface.

A driven, damped harmonic oscillator can be represented by 
the ordinary diff erential equation for the angle of rotation, φ,

 
2
0 02 cos .f tϕ + γϕ + ω ϕ = α

 


 (34.1)

Here, γ describes dissipation or damping of the oscillator, 
ω0 is the natural frequency, f0 is the driving amplitude at a fre-
quency of α. Th e amplitude of oscillation is usually small, that is, 
φ < sin φ. In other words, the cantilever can be described by the 
driven harmonic oscillator, see Equation 34.1.

Th e driven, damped harmonic oscillator involves both homo-
geneous and particular solutions; for nonvanishing damping, 
γ > 0, only the particular solution of the diff erential equation for 
φ(t) survives. Th e homogeneous solution will depend on the ini-
tial conditions, for example, at time t = 0: φ. (0) = v0 with initial 
velocity v0, and φ(0) = 0 or initially at rest.

Th e transient phenomena will vanish for times t >> 1/γ. We 
expect that the oscillator will move at an excitation frequency α, 
with amplitude z(t) = zα exp{i(αt − θ)}, and with a phase shift  θ. 
Consequently, as one uses the ansatz for the complex variable 
z(t) = zα exp{i(αt − θ)} with the oscillatory force f0 exp{i(αt)}, one 
fi nds for the amplitude |zα|:

 

0
á 2 2 2 2 2

.
( ) 4

fz =
α − ω + γ α

 
(34.2)

It is customary to introduce scaled variables η = α/ω0 and 
d = γ /ω0 and also the oscillator quality, Q = 1/(2d). Furthermore, 
one defi nes the response function, V(η, Q), as a function of η 
and the quality factor Q,
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Figure 34.3 illustrates the driven, damped harmonic oscilla-
tor response. A maximum elongation of the oscillator is reached 
for the driving frequency η =  √

________
 1 − (2/Q)2  , that is, near the eigen-

frequency ω0. Th e maximum amplitude equals the quality Q of 
the oscillator. Figure 34.3 also shows that higher quality oscilla-
tors show narrower resonances. For oscillators of quality Q ≈ 108, 
the V-function is typically replaced by a Lorentzian curve shape, 
for example, for single atoms, and the quality factor Q is a 
 measure of the natural lifetime. AFM oscillators are typically of 
quality Q ≈ 100.1 Recent developments indicate a quality of 

Q ≈ 30,000 for ultrahigh vacuum applications.2 Th e Q-factor 
equals the full resonance width at half-maximum. For AFM 
applications both the location and width of the resonance is of 
interest for image generation.

34.3.2 Operational Details

Th e early results on AFM1 showed an in-air lateral resolution of 
30 Å and a vertical resolution of less than 1 Å. Signifi cant prog-
ress in imaging allows one to obtain images at a rate of 20 ms,3 or 
at nominal standard video rates. Resolving features today are on 
the order of a few nanometers with scan ranges of up to hun-
dreds of microns.4 Th e AFM’s role in nanotechnology and bio-
logical imaging is to create highly magnifi ed three-dimensional 
images of a surface. In this section, details of the forces and full 
mechanism of operation are summarized, as well as brief 
descriptions of typical resolutions.

Th e fundamental component in the AFM is a spring that is as 
soft  as possible to obtain maximum defl ection for a given force, 
but also the spring has to be stiff  enough to minimize sensitivity 
from building near 100 Hz.1 Th e resonant frequency, v0, of the 
spring system is given by v0 = (1/2π) √

____
 k/m0  , where k is the spring 

constant and m0 is the eff ective mass that loads the spring. 
Springs with a mass less than 10−10 kg and a resonant frequency 
greater than 2 kHz can be fabricated. For displacements of 
10−14 Å, a force of 2 × 10−16 N is required; this force can be reduced 
by two orders of magnitude when a cantilever with a Q of 100 
(see the next section) is driven at its resonance frequency. AFM 
images are obtained by measuring the force on a sharp tip cre-
ated by the proximity to the surface of the sample.

Th e AFM has been operated initially in four diff erent modes 
relating to the specifi c feedback mechanism employed.1 Feedback 
mechanisms serve to maintain constant force between the 
 sample and the stylus. In the fi rst mode, the sample is modu-
lated; in the second and third modes the lever carrying the stylus 
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FIGURE 34.3 Th e driven, damped harmonic oscillator response.
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is driven at resonant frequency, and both the amplitude and 
phase of the modulation can be used to drive the feedback cir-
cuits. In the fourth mode, the AFM sample and tip are driven in 
the opposite direction. Th e force sensitivity at room temperature 
is limited to 10−15 N. Cooled systems, down to 300 mK, show a 
possible sensitivity of 10−18 N.

Measurement of AFM images can be accomplished at high 
speed using a passive mechanical feedback loop with a band-
width of 2 MHz.3 Th is would allow recording of images at a 
nominal video rate of 50 Hz. Th e sample is mounted on a crystal 
resonator, and an optical lever is used to measure defl ections in 
response to piezoactuators. By tuning the magnitude of the 
“driver force” and the degree of damping, a high bandwidth 
feedback loop is created.

In standard AFM applications, however, it takes a few minutes 
to measure a sample, if the sample is properly prepared for AFM 
scanning.4 Th e proper preparation includes that the sample adheres 
to the surface, the sample is clean, the sample dimensions are real-
istic in view of the range of the piezoactuators, and the sample 
must be rigidly mounted in the AFM stage. Basic elements of an 
AFM include (i) piezoelectric materials; (ii) force transducers that 
measure forces as low as 10−11 N between the probe and the surface; 
and (iii) feedback control to monitor a fi xed relationship/force 
between the probe and surface. Th e most widely used force sensor 
for AFMs is a light lever sensor, where laser radiation is refl ected off  
the cantilever to monitor the force variation. Practical application 
details are extensively elaborated in Reference [4]. Primary applica-
tions of AFMs include visualization, spatial metrology, and physi-
cal property maps. Also, AFM is used to measure a  material’s 
surface structure, including measurement of phase transitions, 
defects, nano-particles, coatings, carbon nanotubes, and of course 
cells and/or biomolecules, to name but a few examples.

34.4 Bioengineering Applications

In this section, an application of AFM is discussed in the study 
of the human cataract lens membrane at subnanometer scale 
resolution.5 Human pathologies oft en originate from molecular 
disorders that can be investigated with views of single molecules. 
Membrane proteins aquaporin-0 (AQP0) and connexons form 
junctional microdomains between healthy lens core cells in 
which AQP0 form square arrays surrounded by connexons. 
Figure 34.4 illustrates high-resolution AFM images of healthy 
and cataract lenses.

Th e images illustrated in Figure 34.4 were collected by operat-
ing the AFM in contact mode at ambient temperature and pres-
sure. Imaging was performed with a commercial Nanoscope-E 
AFM (Veeco, Santa Barbara, CA, USA) equipped with a 160 μm 
scanner (J-scanner) and oxide-sharpened Si3N4 cantilevers 
(length 100 μm; k = 0.09 N/m; Olympus Ltd, Tokyo, Japan). For 
imaging, minimal loading forces of ~100 pN were applied, at 
scan frequencies of 4–7 Hz using optimized feedback parame-
ters and manually accounting for force drift .

In general, applications of the AFM in Life Sciences have great 
promise for measuring the surface structure of biological mate-
rial.4 Th e AFM is the only microscopy technique that allows one 
to collect nanometer scale images with the sample submerged in 
a liquid. With the AFM it is possible to measure the mechanical 
activity of a cell by simply placing the probe on the surface of 
the cell and monitoring the motion of the AFM cantilever. For 
AFM imaging the cell does not have to be coated, and in fact can 
still be alive when imaged. AFM imaging includes visualization 
of breast cancer cells, or as another example, imaging of bio-
molecules such as DNA as long as the bio-molecules are directly 
attached to a surface.

FIGURE 34.4 Images of membranes of a healthy (left , square AQP0 array with connexon channels at the edges) and cataract (right, square AQP0 
array, connexons absent) lenses. (Reproduced from Buzhynskyy, N., et al., J. Mol. Biol. 374, 162–169, 2007. With permission; Courtesy of Simon 
Scheuring.)
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34.5 Summary

Th e AFM1 and its precursor the STM6 have become essential 
instruments for generating images by scanning a nanometer-
sized tip across a surface, thereby obtaining nanometer 
resolution.7,3 Important in the application of AFM is, however, 
sustenance of both the cantilever and the probe: basic principles 
of physics include the requirement of minimally, if any, destroy-
ing the instrument or the probe during the measurement. Use of 
the AFM tapping mode can certainly endanger and most likely 
destroy the cantilever; moreover, it can also scratch the surface. 
Th e choice of an appropriate cantilever is essential. Th e results in 
1986 of the AFM capabilities showed 30 Å lateral and less than 
1 Å vertical resolution without damage to the surface.1 A mini-
mally invasive or noncontact mode can be understood by using 
the driven, damped harmonic oscillator model. Th e speed of 
image acquisition for the AFM has been increased recently to 
0.2 m/s while maintaining nanometer resolution, viz. 
0.2 × 109 nm/s allows one to generate images of crystalline and 
molten polymer surfaces at rates of 50 Hz.4 Th is will even fur-
ther enhance the use of AFM as the most widely used form of 
SPM with applications on surface, materials, and biological 
sciences.2,4,5
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35.1  Introduction

Scanning ion conductance microscopy (SICM) is a form of scan-
ning probe microscopy (SPM). SICM was developed by Hansma 
and coworkers1 in 1989 and is a method for high-resolution non-
contact imaging of living cells in physiological conditions.2 Since 
its invention, SICM has been used to study a wide range of small 
living cells including contracting cardiac myocytes, kidney A6 
epithelial cells, and neuronal synapses. With SICM, the scan-
ning probe is a micropipette fi lled with electrolyte solution that 
is scanned over the surface of a sample immersed in electrolyte. 
Th e pipette–sample separation is maintained at a constant value 
by controlling the ion current that fl ows via the pipette aperture. 
Th is technique off ers major advantages over other SPM 
 techniques for investigating living cells. For example, SICM is a 
noncontact way of imaging with the probe maintained suffi  -
ciently far away from the surface so as not to make unintentional 
 contact. Th e probe is hollow so it can be used to deliver mole-
cules or ions to the surface. Furthermore, positive and negative 
pressure applied through the pipette can be exploited for non-
contact mechanical stimulation of the sample.

35.2  Fundamental Principles of SICM

SICM is used to acquire topographical images of living cells 
immersed in electrolyte solution, oft en a physiological buff er. A 
schematic representation of SICM is shown in Figure 35.1. Th e 
scanning probe is a hollow glass or quartz nanopipette fi lled 
with electrolyte, which measures the ionic current passing 
through its tip aperture. Th e potential diff erence that drives the 
current through the pipette aperture is applied through revers-
ible silver chloride electrodes, one inside the pipette and one in 
the sample’s bathing solution. Th is fl ow of ions is sensitive to the 

distance between the tip and the sample, which decreases as the 
probe approaches the surface due to partial blockage of the 
pipette aperture. Th e sample, under the pipette, is raster scanned, 
while the probe–sample distance is controlled to maintain a 
constant ion current.

Th e nanopipette probes are easily produced from capillaries 
made either of fused silica or borosilicate glass. Th e glass cap-
illary is symmetrically clamped into two pulling bars of a 
pipette puller and moderate force is applied on the pulling 
bars in parallel. Light from a CO2 laser melts the glass as the 
pulling bars draw out the capillary. A hard pull leads to the 
formation of two pipettes whose inner tip diameter and taper 
length depend on the setting of the parameters of the pulling 
program. A typical nanopipette has an inner diameter of 
 100–150 nm and a small half cone angle of 3–6°. Fused silica 
off ers the possibility of making pipettes with opening diame-
ters below 15 nm.

Th e ion current is measured for DC voltages of up to 200 mV 
applied between the electrode in the nanopipette and that in the 
solution as a function of the sample–tip separation. It is ampli-
fi ed by means of a high-impedance operational amplifi er and 
converted to a voltage signal over a resistance of approximately 
108 Ω. Th is signal is then inputted into the control electronics 
where it is used for feedback control.

Th ere can be some problems working in this constant current 
DC mode. Complex and unpredictable processes occurring 
at the electrodes induce drift s and fl uctuations in the current 
 circuits, leading to spurious changes in the control signal. 
Such fl uctuations can lead to diffi  culties in maintaining the 
 pipette–sample distance and may result in the tip crashing into 
the surface, damaging the specimen and breaking the probe. To 
avoid this occurrence, the distance of the probe from the surface 
has conventionally been kept purposefully large.1,3 Th is, however, 
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results in reduced sensitivity and resolution since the effi  ciency 
of the size of the probe is related to the probe–sample distance.

To address this issue, a distance modulation control mechanism 
has been developed that uses a distance modulation to signifi cantly 
increase the sensitivity and resolution of SICM.4 With distance 
modulation feedback, it is possible to scan living cells continuously 
for more than 24 h without loss of control. During the pipette’s 
approach to the sample, the pipette–sample distance is modulated, 
which introduces an AC component to the ionic current. In prin-
ciple, this AC component can be detected and the amplitude used 
to control the pipette distance from the surface, but the SICM setup 
generates a substantial amount of electronic noise, which makes 
detection diffi  cult. A lock-in amplifi er solves this problem.

Lock-in amplifi ers are used to measure the amplitude and 
phase of signals buried in noise down to a few nanovolts. Th e 
essential idea in signal recovery is that noise tends to be spread 
over a wider spectrum than the signal. By acting as a narrow 

band-pass fi lter, lock-in amplifi ers remove much of the unwanted 
noise while allowing through the signal that is to be measured. 
Lock-in measurements require a reference signal. A block dia-
gram of a typical lock-in amplifi er is shown in Figure 35.2.

Lock-in amplifi ers consist of a phase-sensitive detector (PSD), 
which invariably consists of a mixer followed by a low-pass fi lter. 
In the mixer, a sinusoidal function of frequency fsig, amplitude Vsig, 
and phase φsig is multiplied by a reference sinusoidal function of 
frequency fL, amplitude VL, and phase φref. Th e value of the signals  
as a function of time t is given by Equations 35.1 and 35.2:

 1 sig sig sigsin(2 ),V V f t= π +ϕ  (35.1)

2 L L refsin(2 ).V V f t= π +ϕ  (35.2)

Th e output VPSD of the mixer is simply the product of two sine 
waves:

 PSD 1 2 sig L sig sig L refsin(2 ) sin(2 ),V V V V V f t f t= = π + ϕ π + ϕ  (35.3)
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When integrated over a time much longer than the period of 
the two functions, the result is zero. If the PSD output is passed 
through a low-pass fi lter, the AC signals are removed. However, 
in the case where fsig is equal to fL, and the two functions are in 
phase, the average value is equal to half of the product of the 
amplitudes, which is a DC signal. In this case, the fi ltered PSD 
output will be represented as in Equation 35.5:
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In SICM, Vsig is amplifi ed and used to drive the axial oscilla-
tion of the pipette. VL is generated locally and is controllable in 
amplitude and phase. Th e output of the lock-in amplifi er is 
essentially a DC signal, where the contribution from any signal 
that is not at the same frequency as the reference signal is 
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FIGURE 35.1  Schematic representation of the principles of scanning 
ion conductance microscopy (SICM).
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FIGURE 35.2 A typical lock-in amplifi er.
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 attenuated to zero, as well as the 90° out of phase component of 
the signal that has the same frequency as the reference signal 
(because sine functions are orthogonal to the cosine functions of 
the same frequency). In practice there are other considerations, 
such as the input dynamic reserve and dynamic range of the 
input amplifi er and mixer stage, which must be addressed by 
measures such as the use of a switching amplifi er, heterodyning, 
various fi lter modes, and digital processing.

Sample preparation is a straightforward process for SICM. 
Th e cells to be imaged are simply grown in or transferred to a 
Petri dish fi lled with physiological buff er. Th e instrument can-
not image fl oating cells or particles, so it is important that the 
cells adhere to or remain at the bottom of the dish through grav-
ity or adhesion. Th e nanopipette is fi lled with electrolyte solu-
tion using a syringe and an electrode is inserted into the top of 
the pipette and lowered into the solution. A second electrode is 
placed in the Petri dish, as shown in Figure 35.1.

A three-dimensional piezotranslation stage produces highly 
precise movement of the probe in the XYZ directions (with Z 
being vertical) relative to the sample and vice versa. Th e z-sep-
aration of the sample–probe distance is kept at the inner pipette 
radius using the distance-modulated control. Th e modulation 
of the axial position of the nanopipette can be achieved either 
by modulation of the z-driver of the piezoelectric block to 
which the pipette is attached or by a separate piezodrive. Th is 
distance modulation provides a more stable distance control 
and off ers a more sensitive method than measuring direct ionic 
current,1,3 and allows the scanning probe to be operated only a 
few nanometers from the sample surface. A typical pipette 
approach curve showing modulated ion current with distance 
between the pipette tip and the sample surface is shown in 
Figure 35.3.

35.3  Applications of SICM

35.3.1  Ion Channel Studies in Live Cells

Technological advances in SICM and its compatibility with cur-
rent methods for culturing and handling cells have rendered 
the technique ideal for noninvasive imaging of live cells.3,5–8 
Since 1997, the technique has been widely applied to a range of 
diff erent cell types. Continuous high-resolution imaging of liv-
ing cells can advance our understanding of the correlation 
between the outer cell membrane and its internal function. 
Furthermore, it facilitates the study of major physiological pro-
cesses at a fundamental level that are still not understood.

More reliable and robust innovations in the technology4 have 
enabled continuous high-resolution imaging of living cells left  
unattended for up to 24 h. Figure 35.4 shows an SICM image of 
live kidney epithelial cells where the movement of the microvilli 
can be monitored by continuous scanning. It can also respond to 
large motions of, for example, a contracting myocyte suffi  ciently 
fast so that the pipette never touches the surface of the moving 
cell. Th e typical resolution of SICM is 20 nm laterally and 5 nm 
vertically and is dependent on the internal diameter of the 
pipette. Pulling fi ner pipettes and improvements in the mechan-
ical stability have enhanced the resolution down to 10 nm, 
enabling proteins to be imaged directly on both a fl at surface and 
the surface of a live sperm cell.9 Th e capability of resolving indi-
vidual proteins directly embedded in a living cell membrane is a 
signifi cant advancement. Th is level of resolution off ers huge 
potential in studying dynamic molecular processes such as 
structural rearrangements, endocytosis, and spatial distribu-
tions of fi xed or slowly diff using proteins such as ion channels in 
the cell membrane. Figure 35.5 shows an image of live inner ear 
hair cell demonstrating the resolution capability of SICM.

Ion current

Distance from surface

FIGURE 35.3  Modulated mode approach curve for SICM.

FIGURE 35.4  Modulated mode SICM image of live epithelial kidney 
cells showing microvilli. Scan area: 40 × 40 μm2. (From Wilkins, S.J., 
et al. Microscopy and Analysis. 22 (2): 511–513. With permission.)
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Th e function and distribution of ion channel proteins inside a 
cell membrane are commonly studied by conventional patch 
clamp techniques. Patch clamp recording takes place with a glass 
micropipette that has an open tip diameter of about 1 μm, a size 
enclosing a membrane surface area or “patch” that oft en contains 
just one or a few ion channel molecules. Th is is sealed onto the 
surface of the cell membrane rather than inserted through it. Th e 
interior of the pipette is fi lled with a solution matching the ionic 
composition of the bath solution, as in the case of cell-attached 
recording, or the cytoplasm for whole-cell recording. A silver/sil-
ver chloride electrode is placed in contact with this solution and 
conducts electrical current to the amplifi er. In this technology, a 
micropipette guided by light microscopy is placed on a cell sur-
face. Th e micropipette is pressed against a cell membrane and 
suction is applied to assist in the formation of a high resistance 
seal between the glass and the cell membrane. Th e high resistance 
of this seal makes it possible to electrically isolate the currents 
measured across the membrane patch from the surrounding 
solution. It then becomes possible to “clamp” the voltage and fol-
low the changes in the current through the micropipette as a 
function of the variation of parameters such as solution concen-
trations and ion content.

Th e term “clamping” refers to the circuitry, which maintains a 
constant voltage to an electrode and monitors the current that 
fl ows as the electrode environment is varied. Commercial instru-
ments can be found that can computer-automate the process and 
remove eff ects such as instability and long-term drift s from an 
essentially simple computational process.

In conventional patch clamping, correlating ion channel loca-
tion with cell membrane morphology is nearly impossible. 
Consequently, the exact distribution of certain ion channels on 
diff erent functional areas of a cell is unknown. SICM can improve 
this correlation by using the combined scanning capabilities 
of SICM to locate and identify small cellular or subcellular 

 membrane structures with subsequent patch clamp record-
ing.6,10–13 In this technique, the SICM probe is also used for the 
patch clamp, thus ensuring precise positioning of the electrode 
relative to the cell topography. Th e functional location of active 
single ion channels can be compared with the spatial structure 
of the membrane, giving further insight into the working mech-
anisms of the cell. Th is permits recording of single ion channel 
activity in obscure regions conventionally diffi  cult to patch 
clamp, such as the synapse of dendritic neurons, regions of a 
sperm, and the t-tubule of cardiac myocytes.

Th is so-called Smart patch clamp off ers many advantages over 
conventional patch clamping. SICM pipettes are much smaller 
than those used for conventional patch clamping so they can be 
more precise. Structures do not need to be visible since the spe-
cifi c patch location can be selected from the topographical image 
using computer control. Th e pipette is always normal to the cell 
surface, leading to a high success rate in forming seals (>90%). 
Moreover, the nanopipette can be used to deliver defi ned chemi-
cal, electrical, and mechanical stimuli permitting investigations 
into mechano-gated ion channels14 and the eff ects of localized 
drug application.15

35.3.2   SICM Plus Optical Microscopy Cell 
Surface Studies

Although SICM has the potential to resolve processes on a near 
molecular scale, chemical identifi cation of individual molecules 
is impossible. Combinations of SICM with optical methods 
allow direct correlation of topographical and spatial informa-
tion. An extension of SICM combined with scanning confocal 
microscopy enables simultaneous mapping of topography and 
quantitative fl uorescence images of the cell surface.10 Th is tech-
nique can be used, for example, to follow the interaction of single 
virus-like particles with the cell surface and to demonstrate that 
single particles sink into the membrane in invaginations similar 
to caveolae or pinocytic vesicles. Th is shows the powerful poten-
tial that a combination of SICM with fl uorescence can off er as an 
insight into explaining the interaction of individual viruses and 
other nanoparticles such as gene therapy vectors.

SICM can readily be combined with laser confocal micros-
copy. In this confi guration, the confocal volume of the micro-
scope is focused at the tip of the nanopipette in a fi xed position. 
Th e sample is moved underneath the nanopipette and moved in 
the z direction to maintain a constant distance between the tip 
and cell surface. Th e z movement and fl uorescence intensity can 
be recorded simultaneously. In this way, the confocal measure-
ment can be performed consistently just below the cell surface 
even with large height changes in the range of several microme-
ters. Examples of this SICM combination include studying the 
relationship between intracellular calcium concentration and 
the contraction of cardiac myocytes over extended periods, 
eliminating the problems that occur due to photobleaching with 
calcium monitored by fl uorescence.11

Scanning near-fi eld optical microscopy (SNOM or NSOM) has 
the capability to obtain simultaneous high- resolution topography 

FIGURE 35.5 Modulated mode SICM image of live inner ear hair 
cell. Scan area: 8 × 8 μm. (From Wilkins, S.J., et al. Microscopy and 
Analysis. 22 (2): 511–513. With permission.)
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and fl uorescence images of the cell surface. However, few studies 
have evolved due to the diffi  culties in reliable regulation of the 
distance control. By using the SICM ion current to control the 
pipette–sample distance, simultaneous optical and SICM images 
can be used to correlate optical and spatial information.

35.3.3  Controlled Delivery of Molecules

Molecules in aqueous solution can easily be fi lled into the SICM 
probe. If the molecules are electrically charged, the electric fi eld 
built up by the SICM bias electrodes makes appropriately charged 
molecules follow the electrophoretic forces. Since this force 
depends on the magnitude of the fi eld and on the sign of the 
molecule’s charge, controlled delivery of the molecule through 
the tip aperture is possible.

An example of this work demonstrated a combination of 
SICM with fl uorescence detection to study the delivery of fl uoro-
phore-labeled DNA.16 In this study, the application of a voltage 
pulse generated controlled pulses of DNA from the pipette 
down to just 20 molecules per pulse. Th e DNA was found to have 
a 100-fold increase in concentration at the tip of the pipette. In 
this experimental confi guration, the electrode in the nanopi-
pette was grounded with the voltage applied to the electrode in 
the bath. Negatively charged DNA fl owed out of the pipette due 
to electrophoresis when a positive charge was applied. High elec-
tric fi elds were found to form at the tip, which were large enough 
to induce dipoles that acted to pull the molecule in the direction 
of the tip due to dielectrophoresis. When a negative voltage was 
applied, the electrophoretic force was opposed by the dielectric 
force at a certain distance from the pipette tip, resulting in a 
large increase in DNA concentration. Changing the potential 
resulted in a pulsed delivery of this high concentration of DNA 
from the pipette. Th e results suggest that this is a simple way to 
perform dielectrophoresis studies on biological molecules and to 
apply high electric fi elds without using metal electrodes that 
carry the complications of electrolysis.

35.3.4  Mechanical Sensitivity

Mechanosensitivity of cells is of huge importance in biomedi-
cine and is essential for a number of physiological processes 
including touch, pain, hearing, growth, and osmoregulation. 
Mechanosensitive ion channels convert external mechanical 
force into electrical and chemical signals in the cell. By combin-
ing pneumatic and hydraulic pressure systems with SICM 
(Figure 35.6), highly localized pressure can be applied to the cell 
membrane. Atomic force microscopy (AFM) is another tool that 
has been used to map the local mechanical properties on a range 
of cells at the nanoscale. With AFM, however, the probe used to 
investigate the surface makes physical contact with the cell 
 during scanning and force measurements. Th is contact oft en 
leads to contamination of the probe and damage to the soft  cell 
surface. Moreover, it is diffi  cult to establish the point at which 
contact between the probe and soft  willowy cell surface has been 
made; hence, it is diffi  cult to determine how much the cell has 

been deformed during the measurement and to measure cell 
topography without deformation.

Th ere are several advantages of using SICM for mechanical 
stimulation over conventional methods, such as noncontact, 
minimal or no damage to the cell, and no production of arti-
facts.17 SICM also permits application of pressure to a highly 
localized area, thus permitting the study of mechanoelectric 
transduction within small regions or structures (e.g., dendrites 
and synapses), which are conventionally diffi  cult to stimulate 
independently. Th e mechanical stimulus can be applied repeti-
tively with reliable results, producing accurate gradual responses 
in single cells, which permits before and aft er comparisons for 
studies such as drug dosing. Subsequent studies have quantifi ed 
SICM mechanosensitive stimulation and recorded the mechani-
cal response of a variety of cells including red blood cells, car-
diac myocytes, neurons, and epithelial cells showing that the 
method can exert suffi  ciently small forces to resolve diff erent 
mechanical elements of the cell. Since the cell can be imaged fi rst 
at no pressure, measured mechanical properties can be related to 
topography. A typical SICM image of live neurons is shown in 
Figure 35.7. Utilizing hydraulic and pneumatic pressure in con-
junction with patch clamping to measure the eff ect on ion chan-
nel function makes SICM the ideal vehicle for minimally invasive 
investigation of mechanosensitive ion channels.
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FIGURE 35.6 Noncontact mechanical stimulation of cells using 
SICM.
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35.4    Summary

Th e examples presented here illustrate a method to address the 
need for nanoscale mapping of living cells in an aqueous envi-
ronment. Th e unique feature that diff erentiates SICM from other 
nanoscale imaging modalities is its ability to produce high-reso-
lution images by sensing ion currents, thus not requiring any 
physical contact with the surface during scanning. Th e nanopi-
pette, with its capability for high-resolution imaging, can also be 
combined with optical and fl uorescence imaging methods. It has 
the ability to allow the controlled deposition of molecules, which 
can be applied to enable drug and toxin delivery at target sites in 
living cells, but also DNA and protein delivery to any surface. 
All of these attributes make SICM a highly attractive method for 
functional imaging of cell dynamics.
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Th e internal thermal energy of all objects at temperatures above 
0 K results in emitted electromagnetic radiation from the surface. 
Tissues are very effi  cient radiators, nearly as effi  cient as an ideal, or 
“black body,” radiator. We can estimate tissue temperatures from 
measurements of the thermal radiation; and, clinically, skin sur-
face measurements can reveal anomalies in subsurface vascula-
ture. Th is chapter summarizes the physical origins of thermal 
radiation and methods for estimating tissue temperatures from 
these measurements. Th e emphasis is placed on minimizing the 
error sources and calibration of the measurements.

36.1  Introduction to Thermal 
Radiation Physics

All electromagnetic radiation originates in the acceleration of 
charge. In antennas at radio frequencies, the charges are electrons 
pumped back and forth by the transmitter resulting in a radiated 
electromagnetic wave as a solution of the Helmholtz vector wave 
equations. In optical emission, the light photons are emitted 
as charge carriers relax (decelerate) from an excited energy state 
to a lower energy state (Figure 36.1). In thermal imaging, the 
emission comes from photons emitted by the relaxation of ther-
mally excited atoms and molecules—that is, from internal thermal 
energy modes in the material under observation.

Electromagnetic radiation has both a wave nature (wave prop-
agation and absorption) and a particle nature (photon emission 
and absorption). Th e two can be used nearly interchangeably, as 

above, to explain the diff erent aspects of thermal optics. In free 
space the propagation velocity of light is c = 3 × 108 (m/s). Th e 
lowest energy photons (photon energy Up = hf, where h is Planck’s 
constant and f is the frequency) have the longest wavelength 
(λ0 = c/f where λ0 is the free space wavelength), and the highest 
energy photons have the shortest wavelength.

36.1.1 Electromagnetic Radiation Spectrum

Th e electromagnetic (EM) spectrum describes radiated E-M energy 
in terms of frequency or wavelength, assuming propagation in free 
space. As can be seen in Table 36.1, the wavelengths associated 
with thermal imaging are approximately 10 times those of the 

FIGURE 36.1 Energy state transition from higher energy U1 to lower 
energy U2 resulting in an emitted photon. Photon energy hf = U1 – U2, 
where h is Planck’s constant and is equal to 6.627 × 10−34 (J s).
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 visible spectrum. Th e longer wavelengths make thermal image 
 formation and collection much more diffi  cult and expensive.

36.1.2  Planck–Einstein Radiation Law 
and Wien’s Displacement Law

Near the end of the nineteenth century, there was some contro-
versy on the relationship between the temperature of an ideal 
radiating body (a “black” body) and the measured radiant fl ux. 
Th e Stefan–Boltzmann relation had been derived from classical 
thermodynamics and successfully compared to experiment:

 Eb(T) = σBT 4, (36.1)

where Eb is the black body surface radiation (W/m2), σB is 
the Stefan–Boltzmann constant (5.67 × 10−8 W m−2 K−4), and T is 
the absolute temperature (K). Th is relation was derived from the 
Carnot cycle consideration of a closed cavity with refl ecting 
walls and moving piston.1 Treating the enclosed photons as a 
gas, the work done in compression and expansion was related to 
the cavity wall temperature.1,2

Based on an analysis of the Doppler shift  of photons refl ected 
from a piston in motion, Wien proposed a wavelength relation-
ship with an unspecifi ed distribution function, f:

 
b 5

( , )( , ) .f TE T λλ =
λ  

(36.2)

Th at is, the energy radiated from a black body at fi nite tem-
perature should approach infi nity as the wavelength approaches 
zero. Th is is the so-called ultraviolet catastrophe, which, of course, 
is aphysical: it is not possible to have infi nite radiative energy at 
any wavelength. In the classical mechanics approach, energy can 
be exchanged in infi nitesimally small amounts. Plainly, it cannot; 
therefore, classical mechanics is in error. Th is is one of the obser-
vations that Planck made in formulating quantum mechanics: 
there is a fi nite minimum energy that can be transferred from one 
particle to another, namely a quantum of energy.

Planck’s Law describes the monochromatic (single wavelength) 
emissive power from an ideal black radiator, Wb(λ, T), as a func-
tion of the body temperature as expressed by Equation 36.3:
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Th e denominator originates in the distribution function miss-
ing the classical mechanics formulation, and it limits the radiative 
energy to short wavelengths. In essence, Planck fi nalized the dis-
tribution function, f(λ, T), by enforcing the constraint that energy 
could only be emitted in quanta. Figure 36.2 plots Equation 36.3 
for an ideal radiator at representative temperatures. Th e radiation 
temperature of the sun (daylight) is around 5780 K (5500°C), 
while incandescent light is about 3200 K (2927°C).

As the temperature increases, the total area under the mono-
chromatic emissive power curve increases, the maximum emis-
sion increases, and the wavelength at which the maximum 
emission occurs decreases. Th e product of the wavelength at 
which peak emission occurs, λmax, and the surface temperature 
is a constant. Th is is Wien’s Displacement Law:

 λmax T = 2898 μm K, λmax T = 5216 μm R. (36.4)

Note that the peak wavelength of sunlight, 500 nm, corresponds 
to the center of the visible spectrum—certainly not coincidental—
whereas incandescent lighting has its peak at 906 nm, in the near-
infrared (IR) band. At body temperature (37°C), λmax = 9.34 μm, 
whereas at 100°C, λmax = 7.77 μm, both in the far IR band.

36.1.3    Wide-Band Radiation Power

For a black surface radiating into free space, all wavelengths are 
emitted from the surface. So, to calculate the total emitted sur-
face fl ux, Eb(T), one integrates Wb(λ, T) over all wavelengths1:
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where σB is the Stefan–Boltzmann constant:
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TABLE 36.1 Summary of the Electromagnetic Spectrum

Signal Frequency Range Wavelength in Air Photon Energy

A-M radio 500–1600 kHz 188–600 m 3.3–10.6 × 10−28 J
F-M radio 88–108 MHz 2.8–3.4 m 0.58–0.72 × 10−25 J
Microwave oven 2.45 GHz 12.2 cm 16.2 × 10−25 J
HF radar 40 GHz 7.5  mm 265 × 10−25 J
Th ermography 25–37.5 × 1012 Hz 8–12 μm 0.17–0.25 × 10−19 J

60–100 × 1012 Hz 3–5 μm 0.40–0.66 × 10−19 J
Nd:YAG laser 283 × 1012 Hz 1.06 μm 1.9 × 10−19 J
Visible light 0.43–1 × 1015 Hz 300–700 nm 2.8–6.6 × 10−19 J
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36.1.4  Band-Limited Thermal 
Radiation Power

Th e two thermal imaging wavelength bands that are used at present 
are 3–5 μm and 8–12 μm. Th ermographic imaging is limited to 
these two bands by photo-detector spectral response limitations 
and by atmospheric pass-band windows. Th e emissive power 
received is less than the wide-band power since only a portion of 
the spectrum is measured. To obtain the expected received 
power, the integral in Equation 36.5a is computed over the spectral 
band of the imaging device from λmin to λmax. In Figure 36.3 the two 

imaging bands have been computed over the range of temperatures 
in Figure 36.2a. Note that the 8–12 μm band emissive power is 
much closer to a linear relationship than the 3–5 μm band. Th is is 
the reason that 3–5 μm band images appear more “contrasty” than 
8–12 μm images for the same thermal scene. Th at is, in the 3–5 μm 
band, the lower  temperature range occupies a smaller fraction of 
the total available video signal than the upper temperature range 
because (referring to Figure 36.2) the 3–5 μm band is on the steep 
part of the curve near room temperature and body temperature.

Th e monochromatic emissive power of a black body radiator, 
Wb(λ, T), at typical room temperatures (296 K) has an emission 
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peak at 9.8 μm, close to the center of the 8–12 μm imaging band. 
Consequently, there is much more power in the 8–12 μm band 
than in the 3–5 μm band, at ordinary temperatures. However, it 
turns out that the signal-to-noise ratio for the 3–5 μm band is 
about the same as that in the 8–12 μm band, for typical imaging 
devices, owing to stronger thermal noise components in the nar-
row band gap of 8–12 μm detectors. Table 36.2 compares the 
wide band, 3–5 μm band and 8–12 μm band emissive powers. 
For the 3–5 μm band (Eb in W/m2 and T in °C):

 Eb(T) = 5.675 ×10−8 T 4 + 3.06 × 10−5 T3 − 5.702 × 10−4T 2
 + 0.1829T + 1.054; r2 = 1.000. (36.6a)

For the 8–12 μm band (Eb in W/m2 and T in °C):

 Eb(T) = −9.466 × 10−10 T 4 − 3.669 × 10−6 T3 − 1.10 × 10−2T 2
 + 1.373T + 75.1; r2 = 1.000. (36.6b)

36.1.5  Thermal Radiative Heat Exchange 
between Bodies

Th ermal radiation heat transfer is an important component of 
engineering practice. Th ere are many excellent texts and refer-
ence works on the topic. Several that come to mind are those by 
Siegel and Howell,3 Gebhart,4 and Incropera and DeWitt.5 Th ere 
are many others, of course. Th is section presents a few introduc-
tory comments on this complex issue to assist in understanding 
thermal imaging phenomena.

36.1.5.1 Surface Properties and Radiant Flux

Surfaces emit thermal radiative fl ux in proportion to their tem-
perature and radiation properties. Th e ideal “black body” radia-
tor emits a total “hemispherical” fl ux according to Equations 
36.6. Th is is the net surface radiation into a hemispherical  surface 
(2π steradians) above an infi nite plane at constant temperature in 
W/m2. A black surface may be considered to be 100% effi  cient as 
a radiator. No real surface material is “black” in the thermal sense 
at ordinary temperatures; however, refractory materials at extre-
mely elevated temperatures are very close to black. Other surfaces 
have an eff ective radiation effi  ciency described by their “emissiv-
ity,” ε, where 0 ≤ ε ≤ 1. In general, ε is a function of wavelength 
λ and is defi ned by ε = ε(λ). A surface for which ε is constant 
is a so-called gray body. Most surfaces are adequately described 
by assuming gray body behavior: in the thermal imaging sense 

the surface need only be gray over the imaging wavelength 
band. Th e eff ective emissivities of several common surfaces for 
temperatures near room temperature are listed in Table 36.3.

36.1.5.2 Emission, Irradiance, and Radiosity

Surfaces may absorb, refl ect or transmit incident radiation, the 
“irradiance,” G (W/m2). Kirchoff ’s Law (conservation principle) 
states: α + ρ + τ = 1, where α is the surface absorbance (i.e., the 
absorbed fraction of G), ρ is the surface refl ectance, and τ is the 
surface transmittance. Ideal emitting black surfaces are also ideal 
absorbers, and α = ε = 1. Th is is also true for gray surfaces, α = ε. 
Consequently, an opaque surface must have ρ = 1 − α = 1 − ε. 
Th e equivalence between α and ε may be demonstrated by a sim-
ple “gedanken” experiment, wherein two opaque gray surfaces at 
temperatures T1 and T2, respectively, completely enclose each 
other* and are in steady-state heat exchange. In order to keep the 

* At fi rst glance one might wonder whether the imagined surfaces need to be 
some topologic anomaly, such as Klein’s bottles or the like, to enclose each 
other. In fact, they can be two infi nite planes separated by a small fi xed dis-
tance to satisfy this constraint.

TABLE 36.2 Band-Limited Emissive Power versus Surface Temperature for a Black Body Radiator

Surface Temperature Wide-Band Flux (W/m2) 3–5 mm 8–12 mm

280 K = 6.8°C 349 2.7 (0.8%) 85.3 (24%)
290 K = 16.8°C 401 4.03 (1%) 102 (25%)
300 K = 26.8°C 459 5.86 (1.3%) 121 (26%)
310 K = 36.8°C 523 8.34 (1.6%) 142 (27%)
320 K = 46.8°C 595 11.6 (2%) 164 (28%)
330 K = 56.8°C 672 15.9 (2.4%) 189 (28%)

TABLE 36.3 Emissivities of Common (Flat) Surfaces

Surface Emissivity

Aluminum, polished 0.04
Aluminum, anodized 0.82
Stainless steels, polished 0.17–0.22
Platinum, polished 0.04
Cloth 0.75–0.90
Snow 0.82–0.90
Tefl on 0.85
Pigment: cobalt blue (CO2O3) 0.87
Pigment: white acrylic paint 0.90
Pigment: zinc white 0.92
Pigment: green (Cr2O3) 0.95
Pigment: red (Fe2O3) 0.96
Pigment: white (Al2O3) 0.98
Glass, window 0.90–0.95
Skin 0.95
Water 0.96
Acetylene soot (or as a pigment) 0.99

Source: Incropera, F.P. and Dewitt, D.P., Fundamentals of Heat and Mass 
Transfer, 4th Edition, Wiley, New York, 1996; Fraas, A.P. and Ozisik, M.N., 
Heat Exchanger Design, Wiley, New York, 1965.
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net heat fl ux between the surfaces constant, α = ε must apply for 
each surface individually.

Th e “radiosity,” J (W/m2), is the total radiation leaving a sur-
face. It consists of emitted, refl ected, and transmitted thermal 
radiation. A thermal imaging device absorbs its fraction of the 
total surface radiosity. One advantage of cooled detectors—many 
imaging detectors are cooled to liquid nitrogen temperatures, 
77 K—is that the cooling makes them excellent absorbers with 
negligibly small radiosity of their own. Note that each component 
of surface radiosity has its origins in the temperatures of the 
source surface, as in Figure 36.4. In the fi gure, the enclosure is 
assumed to be complete and isothermal at Tenv, so its irradiance is 
that of a black body (all complete enclosures have ε = 1). A frac-
tion of the irradiance on the rear side of the surface, Gr, is trans-
mitted, and the surface, at Ts, emits E(Ts) = εσB Ts

4 if gray. In 
thermal imaging, the problem will consist of a complex radiation 
heat transfer calculation. For simplicity, we may assume that the 
rear side irradiance is from the enclosure; thus there are three sur-
faces interacting in this example.

36.1.5.3  Some Comments Regarding Heat Exchange 
by Thermal Radiation

Th ermal imaging is essentially a thermal radiation heat exchange 
problem. A formal description of this three-body problem 
requires substantial analysis to include all of the embedded inter-
relationships, and is beyond the scope of this discussion. In prac-
tice, we make use of several simplifying assumptions to reduce the 
complexity of the problem. However, we must always be prepared 
to critically inspect the framework of the assumptions under 
which we are working. Th e possible number of interactions among 
the  constituents of an imaging geometry is large and should not 
be underestimated. Th e simple example of Figure 36.4 illustrates 
the complexity of a typical imaging situation.

Typical thermal radiation heat exchange calculations account for 
all of the exchange mechanisms. Each of the surfaces only absorbs 
a fraction of the total energy leaving each of the other surfaces in 
the radiation exchange system. Th ermal imaging is considerably 
simplifi ed because the photo-detectors have a very narrow fi eld of 
view and are cooled to low temperatures for noise management 

reasons. Th is makes the imaging device an excellent absorber and 
very low power thermal radiation source. So, the complex formal-
ism regarding the “absorption factors” between surfaces—Bij = the 
fraction of radiation emitted by  surface “i” and absorbed by surface 
“j,” where 0 ≤ Bij ≤ 1—is not strictly necessary. Also, we can reason-
ably make the considerable simplifying assumption that all of the 
surfaces in the enclosure are opaque, so that α = (1 − ρ).

In Figure 36.4, defi ne surface 1 to be the thermal camera 
 photo-detector itself and surface 2 to be the surface under obser-
vation by the camera. Th e enclosure is then surface 3. For “good” 
thermal imaging we want to maximize B21 and minimize the 
other absorption factors. We can drive B31 to zero by using an 
instantaneous fi eld of view (IFOV) that views surface 2 only. Th e 
surface under observation may refl ect such things as people 
moving about in the enclosure and even the cold void created by 
the photo-detectors themselves.

36.1.6  Tissues as Gray Bodies and the Origin 
of Their Emitted Radiation

Many real bodies can be considered gray, at least over the imag-
ing wavelengths. Th is is certainly true for tissues since their 
water content typically dominates their thermal radiation prop-
erties. Th e radiosity of an opaque gray body at temperature Tw 
will consist of the emitted radiation, εEb(Tw), and refl ected radia-
tion, ρG(Ts) = (1 − ε)G(Ts), where Tw is the tissue temperature 
and Ts is the temperature of the surroundings.

36.1.6.1  Estimating Tissue Temperature from Surface 
Radiosity Measurements

We can make estimates of the tissue temperature from the mea-
sured radiosity if we are able to make a substantial number of 
simplifying assumptions, namely, that the enclosure is complete 
and isothermal and consists of only one surface at temperature 
Ts, then it is a relatively simple matter to correct the measured 
surface radiosity, Jm, to estimate the emitted thermal radiation 
for a black surface at Tw, Eb(Tw):

 m b w s b w b s( ) ( ) ( ) (1 ) ( ),J E T G T E T E T= ε +ρ ≅ ε + − ε  
(36.7a)
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From the (band-limited) estimate of Eb(Tw), it is a simple mat-
ter to calculate an estimate of the surface temperature. Calibration 
curve polynomials can be constructed from integration of 
Planck’s Law, Equation 36.5a, as was done to obtain the curve 
fi ts in Equations 36.6. Note that the compensation mechanism in 
Equations 36.7 is not very eff ective for low emissivity surfaces 
since the subtraction of large numbers in the numerator and 
division by a small number enhances the uncertainty due to 
noise processes in the IR detector.

In practice, if reference black bodies are included in the scene 
at known temperatures, the video levels corresponding to the 

Enclosure, Tenv

Thermal
camera

Eb(Tenv)

ρ Eb(Tenv)

E(TS)TS
Gr

ρ Gr

τ Gr

FIGURE 36.4 Surface radiosity, J, imaged by a thermal camera poten-
tially consists of many components. Refl ections from the enclosure at 
Tenv, transmission of the rear side irradiance, Gr, and surface emission, 
E(Ts) = εσB Ts

4, all contribute to the thermal image.
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band-limited radiosity measurements are established. Including 
reference black bodies in the scene compensates for all the losses 
due to optical pathway attenuation, such as the eff ect of various 
lenses and mirrors used to collect the image. Th is is the best 
experimental practice.

36.1.6.2 The Origin of the Emitted Radiant Flux

Perfectly absorbing/emitting surfaces, ε = 1, where the absorp-
tion can truly be considered as a purely surface phenomenon, do 
not exist in a microscopic sense. In practical thermal imaging of 
tissues, the emitted signal may be considered to originate in the 
tissues closest to the surface, but over some fi nite depth. Th at is to 
say, tissues deep below the surface emit thermal radiation just as 
does the surface tissue. As the emitted fl ux propagates toward the 
surface it is absorbed by interaction with the surrounding tissues, 
the “lattice” as it were. Th e total emission from the surface con-
sists of all the volumetrically emitted thermal fl ux that is not 
absorbed. To describe this, we may imagine a thermally black 
substance and defi ne a uniform temperature-dependent volumet-
ric emitted fl ux P(T) (W/m3) that is absorbed by an  optical 
absorption coeffi  cient, μa, as it propagates to the surface. Th e total 
surface-emitted fl ux is then the following:
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(36.8)

Th at is, the nonabsorbed portion fi nally gets  emitted into the 
surroundings. Note that P(T) = μa E(T), whether it is a black sub-
stance or not.

As an example, the absorption coeffi  cient for the CO2 laser 
(λ0 = 10.6 μm) in water is approximately μa = 7.92 × 104 (m−1). 
Consequently, we would expect that 63.2% of the observed 
emitted thermal radiation originates within the fi rst 12.6 μm 
of the surface of the water. Tissue-emitted thermal fl ux is 
determined by its water content, and so is its eff ective “ther-
mal emission depth” when viewed with a thermal camera. For 
a tissue water fraction of 55% by volume, we would expect that 
the penetration depth at that wavelength be approximately 
23 μm. Consequently, an 8–12 μm thermal camera would get 
something like 86% of its signal from the 46 μm of tissue near-
est the surface.

36.1.6.3  Correcting for Nonuniform Temperature 
Profi les

Now suppose that the temperature-dependent volume emis-
sion is a function of z—such a condition occurs when tissue is 
heated by high-absorption-coeffi  cient lasers, such as at excimer 
laser wavelengths where the absorption coeffi  cient may be an 
order of magnitude higher than over the thermal imaging 
band. As an example, suppose that the tissue temperature 
decreases along a strong exponential: P (T, z) = P (Tw, 0)e−γz, 
where γ, the temperature profi le decay constant, is larger than 
μa. Th e total radiated surface thermal IR fl ux will be much 
lower than if the temperature were constant at the surface tem-
perature Tw along the z-axis. Th e temperature indicated by a 
thermal camera measurement will be much lower than the true 
surface temperature, Tw.
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(36.9a)

 P(Tw, 0)=( γ + μa)Emeas(T). (36.9b)

Consequently, an estimate of the emitted thermal fl ux that 
would have been measured if the temperature profi le was a con-
stant at Tw, Emeas(Tw), can be obtained from
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(36.10)

Th e actual emitted fl ux at Tw can be obtained by applying the 
correction factor (γ + μa)/μa to the measured emitted fl ux. Note 
that for the example, where γ = 10 μa, the correction factor is 
quite signifi cant, that is, a factor of 11. A gross underestimation 
of the actual surface temperature would be obtained from an 
uncorrected thermogram.

36.1.6.4 Specular and Lambertian Surfaces

Th ere are two general types of refl ecting surfaces: specular and dif-
fuse. Specular surfaces have an angle of refl ection equal to their 
angle of incidence (Figure 36.5a) and make good mirrors. 
Interestingly, surfaces that appear scratched and diff use at visible 
wavelengths may be excellent specular mirror surfaces in an IR 

θi θr

(a)

 

θi

(b)

FIGURE 36.5 (a) Specular surface (mirror) for which the angle of incidence, θi, (with respect to the surface normal) equals the angle of refl ection, 
θr. (b) A Lambertian surface has diff use refl ectance.
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image because the longer wavelength makes the scratches invisible 
in the thermal image. Specular refl ection is generated by electric 
fi eld boundary conditions in plane wave propagation. For exam-
ple, a plane wave normally incident on a surface has an electric 
fi eld refl ection coeffi  cient, ΓE, and transmission coeffi  cient, TE, of
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E E

1 2 1 2

2
 ,T

ηη − ηΓ = =
η + η η + η  

(36.11)

where η is the characteristic impedance of the medium (Ω), 
and the wave in medium 1 is incident on the surface of medium 
2 (that is, ρ = |ΓE|2 and τ = |TE|2 for the surface). Th e refl ection of 
a plane wave at oblique incidence is a classic problem in 
electromagnetics.

Diff use refl ection is actually back-scattered incident radiant 
fl ux. A Lambertian surface (Figure 36.5b) has refl ected intensity 
distributed in a cosine fashion: I(θ) = I0 cos(θ) (W/radian). Most 
diff use surfaces are Lambertian, or approximately so. Note, how-
ever, that the observed refl ected radiation fl ux for a Lambertian 
surface is independent of viewing angle, θ, because the area of the 
surface in the IFOV of the IR detector, A, increases with increas-
ing θ: A = IFOV/cos(θ). As a consequence, diff use surfaces will 
appear isothermal, essentially independent of the viewing angle, 
until θ approaches quite close to 90°.

36.2 Thermal Image Formation

Perhaps one of the most thorough treatments of the fundamentals 
of image acquisition and processing for biomedical engineers is 
that by Rosenfeld and Kak6—in particular, the chapter on Computed 
Tomography. Th e reader is referred to that reference for more com-
plete discussions of these topics. A thermal image is a two-dimen-
sional (2-D) measure of the surface radiosity, J(x, y). Th e components 
of an imaging system include a photo-sensitive detector and some 
means of creating a 2-D plot of the received radiosity. Th e two 
dominant imaging strategies for image formation are: (1) a single 
photo-sensitive detector scanned over the scene to create a function 
of position—a  fl ying spot scanner and (2) a focal plane array of 
staring IR sensors—a charge-coupled device (CCD) imaging 
device. Th e thermal camera output signal, g(x, y), is a modifi ed ver-
sion of J(x, y)—modifi ed by the spatial response characteristics of 
the camera, indicated by its point spread function, h(x, y), as 
depicted in Figure 36.6. For a linear imaging device:
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(36.12b)

where S(λ) is the spectral response of the photo-detector, f(x, y) 
is the input image signal that results from S(λ), h(x, y) is the 

point spread function of the detector(s) and image processors, 
and the dummy variables of integration, ξ and η, are used to 
compute the required convolution.

Each of the two image scanning strategies, the fl ying spot 
scanner and the 2-D staring CCD array, has its advantages and 
disadvantages; however, the image quality (spatial resolution) 
currently available from CCD cameras is unmatched by fl ying 
spot technology and has essentially displaced it. In both cases 
the critical element is the photo-detector, which must respond to 
the low-energy photons typical of thermal images. We begin 
with a survey of IR photo-detector technology and develop 2-D 
image formation and image processing strategies.

36.2.1 IR Photo-Detectors

Th e heart of the thermal imaging system is the IR photo-detector. 
Th e basic physical principles are not trivial, and are well treated in 
many texts on semiconductor physics, for example.7,8 Th is chapter 
introduces a few of the important results. Typical photo-detectors 
convert incoming photons into electrical  signals—either photo-
voltaic, photo-diode, or photo-resistive detectors may be used. 
Photo-voltaic cells, for example, solar cells, generate a voltage and 
can put out limited power for charging batteries and similar energy 
storage applications. Typical conversion effi  ciencies are around 
15% for very good solar cells. Photo-diodes convert incoming 
photons into reverse-bias current. Th at is, the diode current under 
reverse bias conditions is proportional to incoming radiant power. 
Photo-resistive elements convert the incoming photon power into 
a linear change in the resistance of the semiconductor by increas-
ing the number density of charge carriers in the semiconductor. 
Th e operating principle of a charge-coupled device (CCD) staring 
sensor array is similar to the photo-diode, except that rather than 
generating a current, the photo-generated static (minority carrier) 
charge occurs in the depletion region of a MOSFET channel, is 
moved by a clock signal to the end of the line of detection MOSFET 
regions (i.e., “pixels”), and counted by a charge amplifi er.

In all of the above devices, the incoming photon causes a charge 
carrier (“n” or “p” material—i.e., an electron or a hole) to jump 
from a nonconducting band energy level, for example, the valence 
band, Uv, to a (mobile) conducting energy level, Uc, as indicated in 
Figure 36.7a, in the photo-generation process. Th e inverse  process, 
recombination, is the annihilation of the mobile carrier. Both 

FIGURE 36.6 Surface radiosity, J(x, y), imaged by a thermal camera 
with output g(x, y). Th e output is determined by both the spectral response 
of the photo-detectors and their point spread function, h(x, y).
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 processes can either be direct (between Uv and Uc) or depend on 
“trap” levels between the conduction and valence bands, UT (Figure 
36.7b). If the charge jumps directly from the valence band, Uv, it is 
“intrinsic” photo-generation (Figure 36.7a); if the jump is from a 
trap level, UT, it is “extrinsic” photo-generation (Figure 36.7b). In 
order for the energy transition to take place in a direct process, the 
energy of the photon, hf, must be more than the valence to con-
duction band gap energy, Uc − Uv. Consequently, the particular 
semiconductor materials used in a photo-detector are selected 
based on the wavelength (frequency, f = c/λ) of the desired pho-
tons. Th is is fairly easy to do for visible light detectors since 
the required band gap energies—around 3–7 × 10−19 J or 1.9–
4.4 eV—are typical of many semiconducting materials. At the long 
IR wavelengths of thermal imaging, the band gap energies cannot 
be made narrow enough, and intrinsic transition is not observed.

Traps (G–R centers, or Shockley–Read–Hall centers) are usu-
ally impurity atoms—gold (Au) is a typical example—but they 
can also be lattice defects, or impurity atoms caught in lattice 
defects. Th ermal generation and recombination is dominated 
by the trap level mechanism. At IR wavelengths, the list of 
appropriate materials is quite short since for the longer wave-
lengths involved, the band gap must be narrow to respond to 
the low-energy photons—typically about 0.25–0.66 × 10−19 J or 
0.16–0.41 eV. Th e low photon energy of thermal IR wavelengths 
essentially precludes the use of photo-diode confi gurations.

Band gaps appropriate for the 3–5 μm band (0.4–0.66 × 10−19 J) 
may be obtained in either Indium–Antimonide (InSb) or 
Mercury–Cadmium–Telluride (Hg1−xCdxTe, i.e., MCT) tri-metal 
detectors, where x is selected as appropriate for the band gap: x is 
typically 0.25–0.3 for the 3–5 μm band. Only MCT detectors are 
eff ective in the 8–12 μm band—x is approximately 0.2 or a little 
less. In the 8–12 μm band, the incoming photon  generates a 
mobile charge carrier in the trap level (Figure 36.7b). IR photo-
detectors may be constructed in photo-diode or photo-resistor 
confi gurations. Single photo-resistive elements are usually used 
for fl ying spot scanners, while 2-D CCD MOSFET photo-diode 
arrays make up staring (i.e., focal plane) sensors.

36.2.1.1 Photo-Resistive IR Detectors

In the 8–12 μm band, only MCT (Hg0.8Cd0.2Te) detectors are 
 feasible since it is not possible to get narrow enough band gaps 

in other materials. Th ese detectors are usually used in the 
 photo- resistive mode to get as fast a slew rate as is feasible for use in 
fl ying spot scanners. Th e photo-resistive detector slew rate is 
determined by the mobility of the charge carrier in the semicon-
ductor lattice, μn or μp (m2V−1s−1), and the width of the detector, 
w(m) (Figure 36.8), since the (vector) drift  velocity of the charge 
carrier is vd = μE (m/s)—”p” charge carriers (holes) move parallel 
to E and “n” charge carriers (electrons) move anti-parallel to 
E—and the carrier transit time to the Ohmic contacts is then 
determined by E and w.

In the photo-resistive mode, incoming photons photo-gener-
ate carriers and the electrical conductivity of the material is 
increased, according to Equation 36.13:

 σ = μn qn + μp|q|p, (36.13)

where μ is the charge carrier mobility (m2 V−1 s−1), q is the elec-
tron charge (−1.602 × 10−19 C), n, p are the charge carrier number 
densities (number m−3), and both contributions to conductivity 
are positive numbers since the mobility of an electron is negative. 
Th e increase in electrical conductivity due to mobile charge 
 carrier generation results in a decrease in the electrical resistance 
of the semiconductor that is proportional to the incoming 
 radiation power. Th e detectors are usually operated in a standard 
Wheatstone bridge circuit that is biased so that the detector is 
operated at an average current that gives the fastest response and 
greatest photo-sensitivity (Figure 36.9). Th e operating point bias 
current is determined experimentally by the manufacturer and 
must be individually set for each detector.

 

FIGURE 36.7 Photo-generation of charge carriers in an appropriate band gap detector. UF is the “Fermi level.” (a) Th e incoming photon, hf, 
generates a mobile carrier from the one in the valence band, Uv, intrinsic photo-generation. (b) Trap-level extrinsic photo-generation typical of a 
trimetal detector: the incoming photon (at much lower energy) interacts with a charge carrier in the trap level, UT.
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FIGURE 36.8 Photo-resistive detector. Vector electric fi eld, E, 
between Ohmic contacts, (+) and (−), sweeps the generated charge car-
rier at drift  velocity, vd, across average distance w/2 to register as a 
change in electrical resistance. Th e Figure illustrates p-type charge car-
rier generation.
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36.2.1.2 Charge-Coupled Device (CCD) IR Detectors

CCDs are members of the larger class of charge transfer devices 
(CTDs). Charge-coupled imaging devices consist of a 2-D array 
of channels of MOSFET diodes, in the case of a surface channel 
device (SCCCD, Figure 36.10a), and transistors, in the case of 
the buried channel device (BCCCD, Figure 36.10b), held in deep 
depletion by gate bias voltages (i.e., bias with respect to the 
“backplane”). Discrete “potential wells” are depleted of majority 
carriers (electrons in n-type material and holes in p-type mate-
rial) by the electric fi eld under the gate (Figure 36.11). Impinging 
photons generate mobile minority carriers in the depletion 
region under the gates. Th e MOSFET gates are located in a line, 
and the respective gate bias voltages are “clocked” to move the 
photo-generated minority charge carriers from the generation 
region to a sensing amplifi er located at the terminus of the line.

For the case of a surface channel CCD, as in Figure 36.11, photo-
generated minority carrier charge (electrons in this example) reside 
in their deep-depleted potential well until a transient potential 
under adjacent gates moves them along. In the example, the “clock” 
sequence V3 > V2 > V1 moves the  electrons toward the end of the 
line of pixels where a charge amplifi er is located. Th e recombina-
tion rate is indicated by the “minority carrier lifetime,” τn0 and τp0. 
Consequently, it is essential to achieve adequately long minority 
carrier lifetimes in the semiconductor to preserve the photo- 
generated charge until it arrives at the sense amplifi er. Th e limit on 
the number of pixels in a CCD line is essentially determined by the 
G–R (generation–recombination) noise process, which is in turn 
established by the minority carrier lifetime. Th e typical “dynamic 
range” of a CCD imaging device—the ratio of the saturation signal 
to the noise fl oor—is about 102. Th is is in contrast to the human 
eye, which has a dynamic range of about 107.

36.2.1.3 Photo-Detector Response Characteristics

Both types of photo-detectors are cooled, typically to liquid nitro-
gen, LN2, temperatures (77 K) either by immersion in LN2 or by a 
thermo-electric cooler (i.e., a Peltier junction), or by a Joule–
Th ompson cooling device (i.e., by isentropic expansion of a high-
pressure gas, similar to a standard refrigeration device). Th e 

purpose of the cooling is to reduce the thermal noise process in 
the detector substantially below the band gap energy—and it also 
makes the detector a more eff ective thermal radiation absorber by 
reducing the detector emittance. Noise processes are an impor-
tant consideration in thermal imaging and will be discussed in 
some detail in a following section.

Th e most oft en used fi gure of merit for photo-detector response 
is the “Detectivity” D* expressed as
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where A is the detector area (m2), B is the bandwidth (Hz), and 
NEP is the noise equivalent power (i.e., the root mean square 
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FIGURE 36.9 Wheatstone Bridge circuit for a photo-resistive detec-
tor typical in fl ying-spot thermal cameras. Photo-resistive detector, RT, 
is in balanced bridge. A current-to-voltage amplifi er confi guration is 
used rather than a diff erential amplifi er to preserve bandwidth and 
compensate thermocouple voltages at ohmic contacts.
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FIGURE 36.10 Structure of typical 2-D CCD imaging arrays. (a) A 
surface channel CCD is a line of closely spaced metal oxide semicon-
ductor (MOS) capacitors (shown in cross-section, typical gate lengths 
are 30–150 μm)—charge transfer occurs in the p-region at the SiO2 
interface. (b) A buried channel CCD has a thin epi-layer of opposite 
doping—charge transfer takes place at the epi-layer p–n junction, away 
from the SiO2 interface.
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FIGURE 36.11 Charge transfer in a surface channel CCD. Th e deep 
depletion region boundary (solid line) is moved from left  to right by 
 successively biasing adjacent gates to shift  the deep “potential wells”: 
V4 = V1 and V3 > V2 > V1 to move the photo-generated electrons to the 
end element, a charge amplifi er that senses the magnitude of the charge.
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(rms) sinusoidal power of a modulated irradiance signal that is 
equivalent to the rms noise power in the detector). Whether the 
modulated source is a monochromatic or black body must 
be specifi ed, and the modulation frequency as well. It is recom-
mended that D* be expressed as D*(λ, f, 1) or D*(T, f, 1), where 
λ is the wavelength (μm), f is the frequency of modulation 
(Hz), and T is the black body temperature (K), and the reference 
bandwidth is always 1 Hz. Th is fi gure of merit alone, however, is 
only part of the story. Equally important—and especially so for a 
fl ying spot imaging device—is the temporal response, because it 
determines the maximum slew rate possible. Consequently, a 
high D* detector may not prove eff ective in practice, so some care 
with this fi gure of merit is advised.

Similarly, photo-conductive detectors are oft en characterized 
by their gain, given by Equation 36.15:
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where τ is the carrier lifetime, tr is the transit time (s), μ is the 
mobility (m2 V−1 s−1), V is the applied voltage (V), and w is the 
distance between electrodes (m). Similarly to the case of D*, a 
high gain alone does not always indicate an acceptable imaging 
device. For example, a long carrier lifetime gives a high gain; but 
the transit time in a detector may still be too long to give ade-
quate bandwidth in a particular application.

36.2.2 Detector IFOV

Th e photo-detector has a characteristic “IFOV,” β, which deter-
mines how much of the surface is in the acceptance angle of the 
detector at each instant of time (Figure 36.12a).
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Wide acceptance angles equate to a high numerical aper ture 
(as in microscope objectives), and indicate a large IFOV, which is 
not a desirable feature in a thermal imaging device. In general, a 
narrow IFOV is much preferred for reasons  previously outlined.

Th e IFOV for a thermal imaging photo-detector is purposely 
restricted to a very small acceptance angle to provide high  spatial 
resolution. At thermal IR wavelengths the only practical optical 
material is solid germanium. Th e absorbance of germanium 
decreases markedly above a wavelength of 1.6 μm, whereas glass 
increases markedly above λ = 1 μm. Focusing optics are extrem-
ely expensive in the thermal wavelength range.

Th e IFOV can be measured using a rectangular “square wave” 
image source; for example, a regular slot pattern mask can be 
placed over a warm black body source (e.g., a water bath). For a 
uniform bar size and spacing, b, and uniform sensitivity over the 
IFOV, d, the output line scan signal will be a maximum amplitude 
triangular pattern when b = d (Figure 36.12). If 2b = d a single 
trapezoid output line scan will result (no individual bars will 
appear). When measuring the IFOV it is important to ensure that 
the fi rst trapezoidal maximum is determined by increasing D 
gradually until the trapezoidal pattern disappears into a triangle. 
Th is is because “pseudo-resolution” maxima (triangles) also occur 
when 3b = d. Th e clues that this is happening are: (1) when 3b = d 
the output response is between 1/3 and 2/3 of the diff erence 
between the “light and dark” gray levels, as it were, and (2) the 
number of bars resolvable in the output image is reduced by 1; 
that is, for K bars in the original image plane, K − 1 bars will 
appear in the output line scan.

At least as important as the IFOV is the “point spread func-
tion,” psf = h(x, y), as in Equation 36.12. Th e two are related, of 
course, but in an indirect fashion. Th e psf can be used to calculate 
the output of a linear imaging system, g(x, y), by convolution with 
the image plane signal, f(x, y). Th e point spread function is defi ned 
as the output of the imaging device when the input is a Dirac delta 
function, δ(x, y):

 
( , ) ( , ) ( , )d d .h x y x y h

∞ ∞

−∞ −∞

= δ − ξ − η ξ η ξ η∫ ∫
 

(36.17)

We cannot implement a Dirac delta experimentally, but we 
can create an edge. Th e analogous “edge spread function,” 
esf = e(x, y), can be measured with a sharp-edged mask over a 
thermally black source at elevated temperature. For example, if 
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FIGURE 36.12 Photo-detector IFOV. (a) Defi nition. (b) Mask for its measurement.
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the edge is along the y-axis, Figure 36.13a, the input image is 
f(x, y) = u(x) where “u” is a step function.

Note that the spatial derivative of the “step” output in the 
direction normal to the edge orientation, ∂g/∂n is the x-direction 
derivative, and ∂g/∂x is the “line spread function” l(x, y) at an 
angle with respect to the x-axis of θ = 0. Th e integral along the 
line spread function (i.e., the “s” axis in Figure 36.13b) consti-
tutes a “projection” of the 2-D point spread function at angle θ, 
Pθ(t), in the sense of a projection in computed tomography—that 
is, the Radon transform of h(x,y)6:
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where Pθ(t) is the projection integral at angle θ with respect to the x 
axis, and t is the coordinate normal to the integration direction, s. 
An ensemble of these projections at many diff erent angles with 
respect to the x-axis (from 0 to 2π) constitutes an ensemble of 
parallel beam projections, Pθ(t), that can be inverse Radon trans-
formed (say, for example, by a standard fi ltered back projection 
algorithm) to estimate h(x, y). Th e example x-axis line spread 
function would be the projection for θ = 0. Integrating the line 
spread function along the t-axis reduces the noise in the estimate 
of the projection.

36.2.3 Photo-Detector Noise Processes

Th e noise processes that limit the sensitivity of photo-detectors 
are: (1) thermal (or Johnson) noise, (2) G–R noise, (3) shot noise, 
and (4) 1/f or fl icker noise. Th e dominant noise process at high 
frequencies is thermal noise, at mid-frequencies it is G–R noise 
in the detector, while at very low frequencies 1/f noise dominates, 
but this process is only measurable in DC-coupled systems and 
not important in thermal imaging devices. Both thermal noise 
and G–R noise are temperature dependent, increasing with 
detector operating temperature, which is why most practical 

thermographic devices cool the detectors to 77 K using liquid 
nitrogen (LN2). Noise sources are usually characterized by a 
description of their power spectral density, S(f). Power spectral 
density is essentially the expected frequency distribution of the 
energy in a random signal. Th e power spectral density may be 
determined for either the voltage signal, Sv( f) (V2/Hz), or the 
current signal, Si(f) (A2/Hz), and the noise signal square-voltages 
and square-currents are represented in the following equation
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White noise has S( f ) = S0, a constant for all frequencies; which 
obviously cannot be true since the noise voltage or current are not 
infi nite. In fact those processes are white only over the imaging 
bandwidth.

Th e noise process power spectral density can be measured for 
a particular imaging system, but some care is warranted. Th e 
defi nition of power spectral density is given by
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where E{} is the expectation operator, V(ω) is the Fourier trans-
form of the time domain v(t), and the “tilde” notation is used to 
denote a random variable. It looks from the defi nition that one 
should take the expectation over a very long data sequence to cal-
culate S(ω). However, lengthening the data sequence only increases 
the frequency resolution of the transform; it does not improve the 
uncertainty in the estimate. Consequently, a much better estimate 
of S(ω) is obtained when the long noise data sequence is broken up 
into many shorter epochs, the discrete Fourier transform (DFT) of 
each data epoch is calculated individually, and those power spectra 
are averaged at each frequency to fi nd the required expectation. 
Th e expectation is taken over the ensemble of Fourier transformed 
epochs (the square of the magnitude—i.e., the power  spectrum). 

 

y

t

xθ

S

(b)

Pθ(t)

FIGURE 36.13 Edge spread function measurement. (a) Edge located on the y-axis, θ = 0. (b) Th e derivative of the edge spread function in the 
normal direction at angle θ is a “projection” of h(x, y) at that angle.



36-12 Diagnostic Physics

Th e epochs need only be long enough to ensure that the desired 
frequency resolution is maintained. In the DFT of an N-long 
epoch, remember that the fi rst component is the DC value (which 
must be zero for all noise processes due to physics), the second has 
the signifi cance of “one cycle per sequence length,” and the maxi-
mum frequency is the N/2 component.

36.2.3.1 Thermal or Johnson Noise

Th ermal noise is inherent in all signal sources and arises because 
of random carrier excitation due to thermal energy modes in the 
semiconductor material. Th ermal noise is white at low frequency 
(i.e., for hf/kT < <1):

 Sv(f) = 4kTR, Si(f ) = 4kTG, (36.21)

where R is the photo-detector resistance (Ω) and G = 1/R (S). 
Notice that for both formulations, the total noise power is 4 kTB 
(W), where B is the bandwidth of the measurement. At room 
temperature, hf = kT at approximately 1012 Hz—far above practi-
cal imaging bandwidths. For completeness, the actual broad-
band thermal noise spectrum is represented by
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36.2.3.2 G–R Noise

G–R noise arises from spurious generation of carriers not due to 
thermal agitation or photo-generation. G–R noise is not white 
and has a power spectral density that depends on f−2 above the 
roll off  corner frequency, ωc = 1/τ:
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where τ is approximately the minority carrier lifetime. G–R noise 
usually dominates the measured power spectrum at lower frequen-
cies in IR photo-detectors, while thermal noise dominates at high 
frequencies. G–R noise is oft en impulse-like in the time domain.

36.2.3.3 Shot Noise

Shot noise arises from current in semiconductor ohmic contacts 
and is of some importance in photo-resistive detectors. Because 
the bias currents of photo-resistive detectors are usually quite 
low, the shot noise process is typically less important than the 
other processes at high frequency; however, the overall noise 
process is impulse-like, so shot noise cannot be ignored. In any 
event, shot noise is approximately white with power spectral 
density given by Equation 36.24:

 Si = 2|q|I, (36.24)

where q is the charge of an electron and I is the device current 
(A). It is important to note that shot noise is impulsive, or 
impulse-like, and also multiplicative, rather than additive, and 
so is a nonlinear noise process.

In summary, for frequencies above about 1 kHz G–R noise 
usually dominates the noise power spectrum. Th e overall noise 
is strongly infl uenced by the required imaging bandwidth—and 
this in turn is very diff erent for fl ying spot and staring focal 
plane array sensors.

36.2.4 Flying Spot Scanners

Flying spot scanners move a single photo-sensor over a scene in 
two dimensions to form an image. Th is is typical of useful ther-
mographic devices and warrants some discussion. Th e typical 
strategy is to scan a horizontal row, move the sensor back to its 
horizontal origin, shift  down one row, and repeat the horizontal 
scan. Th is scan is a “raster” scan and is typical of video imaging 
devices and thermal cameras, as in Figure 36.14a. Th e fl ying spot 

 

FIGURE 36.14 Typical raster scans. (a) Standard video raster: U.S. National Television System Committee (NTSC) standard line rate 15.75 kHz, 
fi eld rate = 60 Hz, frame rate = 30 Hz, interlaced. (b) Inframetrics Model 525 raster scanned by oscillating mirrors: line rate = 7.875 kHz, fi eld 
rate = 60 Hz, frame rate = 30 Hz, interlaced. Th e alternating line scan directions are compensated for by using a fi rst-in fi rst-out (FIFO) memory 
for the right-going scan line and a last-in fi rst-out (LIFO) memory for the left -going scan. Each line is read out twice to achieve a standard video 
line rate for recording. Th e “fl y-back” interval between fi elds is longer because the vertical scanning mirror must be physically moved back to the 
top of the image.
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imager is scanned by oscillating fi rst-surface mirrors, and its 
raster is shown in Figure 36.14b.

To get high-quality images and resolve small features in a 
scene using a fl ying spot scanner, the imager needs to have a 
large number of independently measurable samples in each ras-
ter line. Th e individually resolvable samples are called “pixels” 
or picture elements. Th e wider the acceptance angle (IFOV) of 
the detector, the fewer independent pixels in a line scan. Having 
a large number of samples in a line is equivalent to having a 
high-bandwidth, B, (i.e., high-resolution) imaging device:

 B = (lines/second) . (pixels/line). (36.25)

In the example Inframetrics Model 525 device of Figure 
36.14b, the bandwidth of the detector was measured to be about 
1.23 MHz. So, by Equation 36.25, there are about 156 indepen-
dently resolvable thermal pixels in a line. A typical thermal video 
line is digitized to 256 samples, and approximately 40–50 of 
those are consumed by the horizontal sync pulse, so the 200+ 
remaining thermal pixels represent a slight overscanning of the 
line. Additionally, this is a very high bandwidth for an LN2 
cooled photo-resistive detector: the low temperatures signifi -
cantly reduce the carrier mobility, μ, increasing the transit time 
of photo-generated carriers. Th e wide bandwidth required in 
these devices also increases their NEP, as in Equations 36.19.

36.2.4.1 Detector Slew Rate Limitations

Detector bandwidth and slew rate are two quite diff erent specifi -
cations. Th e bandwidth characterizes the device’s small signal 
response. Th e slew rate is the large signal rate at which the detec-
tor will respond to a step change in temperature. For the 
Inframetrics Model 525 8–12 μm example system, it takes about 
3 pixels (744 ns) to slew 20°C—a slew rate of about 27 × 106°C/s. 
Th e thermal lag due to slew rate limitations may be signifi cant 
when very small spots are imaged. Th e user should be sure that 
the measurement is not slew limited at the peak of such a spot. In 
the example fl ying spot system, the eff ect of slew rate limitations 
is moderated somewhat by adjusting the phase diff erence 
between the right- and left -going scans. Such an adjustment is 
always some sort of compromise, however.

36.2.4.2  Linear and Nonlinear Image Processing 
Strategies

Th e fl ying spot scanner is an interesting study in image process-
ing. Th e standard approach in image processing is to use the 
“optimal” Wiener fi lter. Th is fi lter is optimal in the mean-square 
sense: that is, it minimizes the mean-square error (MMSE) in 
the image due to the noise process. Th e Wiener fi lter transfer 
function, M(u, v), is6
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where (u, v) are spatial frequencies associated with the image 
plane (x, y), H is the optical transfer function (OTF) of the imag-
ing system—that is, the 2-D Fourier transform of the point 
spread function, h(x, y)—Sff  is the power spectral density of the 
(random) image ensemble, f(x, y), and Snn is the noise power 
spectral density, and fi nally, SNR is the signal-to-noise ratio, 
which can be used as a weak approximation to the required 
power spectra. Whether or not the MMSE fi lter turns out not to 
be very eff ective depends on the error criterion used. An MMSE 
criterion favors the MMSE fi lter, of course.

If the criterion is the maximum absolute error, however, another 
fi lter strategy is at least as eff ective, and in some ways superior. We 
fi rst recognize that the noise process in a fl ying spot scanner is 
time-based, and only spatially distributed by the raster scan. Th e 
noise process is also impulse-like, and an order-statistic fi lter—
specifi cally, the median fi lter—is more eff ective against impulse 
noise. Th e median fi lter replaces the pixel in the center of a sliding 
window with the median of the rank-ordered pixels in the window 
(i.e., the value in the center of the rank- ordered sequence). No cal-
culations are performed; existing data are simply shift ed around. 
Th e median fi lter has several distinguishing characteristics: (1) it 
eliminates impulses rather than preserving their energy, as all lin-
ear fi lters do, (2) a monotonic sequence of points is unchanged by a 
median fi lter. Th e fi rst characteristic makes this fi lter very eff ective 
against the impulsive nature of the detector noise. Th e second 
characteristic is important in slew-limited data, since no additional 
distortion is introduced by the fi lter (because the noise process is 
inactive when the detector is slew limited, i.e., monotonic). Th e 
caution here is that the only parameter that can be set is the width 
of the rank order window, and the window width defi nes “impulse” 
for the fi lter. For a window (2n + 1) pixels wide, an impulse is n or 
fewer pixels that are diff erent from the surrounding windows, both 
of which are “constant neighborhoods” (i.e., either constant over at 
least n + 1 points, or monotonic).

Nonrecursive fi lters do not update the image data points as 
new calculations are made—recursive implementations update 
the image data points as they are calculated while the fi lter win-
dow is moving. Th e fi ltering strategy that has proven eff ective on 
fl ying spot thermal images is to use a 1-D nonrecursive median 
fi lter on the row data (n = 2 has proven useful) and a triangular-
weighted nonrecursive window on column data (n = 1 has proven 
useful) to help smooth out phase errors between adjacent rows.

36.2.5 2-D Focal Plane Arrays: CCD Cameras

2-D focal plane CCD arrays comprise a very eff ective IR imaging 
strategy because many of the limitations of fl ying spot scanners 
are eliminated. Th e staring sensors do not need to have nearly as 
wide a bandwidth to provide the required spatial resolution. Th e 
eff ective “shutter time” may be relatively long compared to a fl y-
ing spot system, giving a long time for both photon collection and 
signal averaging, reducing the overall noise envelope. Alternately, 
the image frame rate may be substantially higher with a CCD 
array, since it is limited only by the time required to clock out the 
rows of potential wells. In fact, the spatial resolution of the CCD 
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array is limited only by the G–R noise process: the line of detec-
tors may be as long as the SNR will permit. It is also reasonable to 
apply an MMSE fi lter on CCD array image data.

Th e downsides are two: (1) it is not feasible, at present, to con-
struct a CCD array sensitive in the 8–12 μm band and (2) the 
individual pixel potential wells all have slightly diff erent sensi-
tivities, making calibration of the pixels more diffi  cult. Th e fi rst 
limitation means that the nonlinear nature of the signal is an 
important consideration. Th e second limitation is typically man-
aged by periodically exposing the array to an internal constant 
temperature black source; and this also eliminates the eff ects 
of 1/f noise. Both limitations are very eff ectively addressed by 
modern embedded microprocessor systems and digital image 
processing methodology.

36.3 Clinical Applications

Th e most eff ective clinical application of thermographic imaging 
is for the visualization of vascular function, particularly in 
the extremeties. An excellent, thorough description of standard 
clinical methods may be found in Woodrough.1 Resting skin 
 temperature typically ranges between about 30 and 34°C depend-
ing on seasonal and room conditions. Women usually have a 
slightly higher skin surface temperature than men. Th e key ele-
ment in clinical thermography is a carefully prepared patient in a 
well-controlled environment: no detectable air movement and an 
environmental temperature and humidity low enough to prevent 
sweating and other thermoregulatory responses. Th e patient must 
be completely relaxed and composed in a low-anxiety state. 
Patient education is central to obtaining reliable results: the gen-
eral public does not always understand the completely passive 
nature of the measurement and the zero-health risk involved.

Vascular function in the extremities can be studied by the 
response to a warm challenge or a cold challenge, as refl ected in 
the transient skin surface temperature distribution. Immersing 
the hands or feet in temperature-controlled liquids can be used 
to study peripheral vascular disorders. Figure 36.15 is a pseudo 
color version of the response to a warm challenge.9 In a warm 
challenge the fi ngers rapidly warm the venous blood because the 

sphincters of the artero-venous shunts are not active and there is 
no peripheral vasoconstriction. Delayed or asymmetric  warming 
is an indication of anatomical vascular damage. A cold stress 
test challenges the sympathetic nervous response and is used to 
detect peripheral artery disorders. Th e normal sympathetic 
response is to close the artero-venous shunts; a delayed bilateral, 
or asymmetric, rewarming response is indicative of sympathetic 
nerve pathology, such as Raynaud’s phenomenon.10 Th is test has 
also been used to confi rm the carpal tunnel syndrome.

Growing tumors have a hyper-perfused outer shell leading to 
temperatures slightly elevated with respect to the surrounding 
normal tissue. Tumor detection with thermal imaging is somewhat 
hampered by the shallow eff ective depth of the measured signal. 
Tumors close enough to the surface to exhibit identifi able thermal 
signatures can generally be detected in other ways. However, 
 asymmetric skin surface thermal patterns can identify a relatively 
shallow lesion in early stage development, and thermography has 
proven useful in identifying breast cancers, parti cularly in younger 
women where mammography is less eff ective. Th is modality does 
suff er from low specifi city; however, thermal asymmetries also 
arise from vascular anomalies and additional diff erential diagnos-
tic techniques are required to resolve vascular discrepancies.

36.4 Summary

IR thermal imaging is an eff ective method for estimating tran-
sient 2-D surface temperature fi elds. Careful planning of the 
 calibration procedures is perhaps the most important exercise in 
designing these experiments. It must be properly appreciated 
that thermal imaging is, at heart, a radiation heat transfer prob-
lem. Th e nonlinear nature of the imaging band-limited emittance 
as a function of surface temperature must be included in the cal-
culations. Almost all of the error sources result in underestima-
tion of the actual surface temperature. Surface emissivity must be 
known and incorporated into the calculations. Th e optical path-
way attenuation eff ects of mirrors and lenses can be compensated 
for by including black body reference sources in the image plane. 
Variations in the tissue temperature over the eff ective viewing 
depth of the imaging wavelengths used must be compensated for 
if signifi cant. Additionally, the noise in the thermal images 
should be addressed with an appropriate post-acquisition fi lter 
strategy.

An example laser spot experiment is shown in Figure 36.16. 
Th e spot was generated in aorta, in vitro, with an argon laser 
(λ = 514 nm) at a power of 1 W with a beam diameter of 2 mm, 
Gaussian profi le. Th e image shown was collected at 4.6 s into the 
5 s activation. Th e image in Figure 36.16a is from an Inframetrics 
Model 525, 8–12 μm fl ying spot thermal camera. Th e laser spot 
thermal pattern is in the center of the image. Calibration black 
bodies fl ank the laser spot and are at 44.2 and 109.3°C as noted. 
Th e color scale of Figure 36.16b is in 5°C increments, calibrated 
with the nonlinear polynomial of Equation 35.6b. A 5-wide 
median fi lter has been applied to the row data, and a 3-wide trian-
gular smoothing window has been applied to the columns. Th e 
maximum temperature is 100°C at the center of the spot.

FIGURE 36.15 Venous thermogram 2 min aft er a 66°C warm chal-
lenge created by immersing the fi ngers in paraffi  n. Symmetric heat dis-
tribution by the veins is clearly identifi ed. Lower arm and hand dark 
gray = 35–36°C, light gray surrounding fringe = 33–34°C, medium 
gray in hands = 31–32°C, light gray upper arm = 29–30°C. (From Chan, 
E.K.Y., Vessel extraction, visualization and tracing in thermographic 
venography, PhD Dissertation, Biomedical Engineering Program, Th e 
University of Texas at Austin, 1991. With permission.)
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As a fi nal note, “colorization” of thermal images, as in Figure 
36.16b, can conveniently be used to display desired features. 
Consequently, most thermal cameras have a colorization feature 
built-in. It must be borne in mind that colorization introduces 
additional uncertainty, however. Colorization is equivalent to a 
quantization process, just as when an analog image gray scale is 
digitized. In a constant step-size quantizer, it can be shown9 that 
the mean square quantization error, MSQE, is given by
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where Δ is the quantization step size. Colorized data have gener-
ally been quantized to a very few steps and thus have a high-root-
mean-square quantization error, RMSQE. It is the best 
experimental practice to record gray level (black and white) ther-
mal data and colorize on analysis, rather than to record  colorized 
data in real time, because the original gray levels are lost on 
 colorization and cannot be reconstructed for fi ltering or other 
post-processing. Notice, for example, that colorization in Figure 
36.15 has obscured the venous track, and if only this image were 
available reconstruction of the vein would not be possible.

Nomenclature

c Velocity of light propagation (3 × 108 m/s)
E Surface emitted fl ux (W/m2)

E Vector electric fi eld (V/m)
D* Detectivity of a photo-detector (m sqrt{Hz} W−1)
f Frequency, or input image f(x, y)
G Impinging surface irradiance (W/m2)
g Output image, g(x, y)
h  Planck’s constant (6.627 × 10−34 J s)
h(x, y) Th e point spread function
H Optical transfer function, H(u, v)
I Light beam fl uence density (W/m2)
J Surface radiosity = ρG + E opaque surface (W/m2)
k Boltzmann constant (1.381 × 10−23 J/K)
n, p Charge carrier concentration (number m−3)
P Volumetric radiation power density (W/m3)
q  Charge of an electron (−1.602 × 10−19 C) or net thermal 

radiation heat (W)
r Radial coordinate (m)
S(λ) Spectral sensitivity for a detector
S(f) Power spectral density of a random process
T Temperature (K or °C)
U Energy (J)
vd Vector drift  velocity (m/s)
W Surface monochromatic emissive power (W m−2 μm−1)
z Coordinate in the direction of the beam (m)
α Surface absorbance
β  Instantaneous fi eld of view of a photo-detector 

(steradians)
ε Surface emissivity
η Characteristic impedance of a medium (complex) (Ω)
λ Wavelength (m)
μa Optical absorption coeffi  cient (m−1)
μn μp Charge carrier mobility (m2 V−1 s−1)
ρ Surface refl ectance
σB Stefan–Boltzmann constant (5.6697 × 10−8 W m−2 K−4)
τ Surface transmittance
ω Angular frequency (radians/s) ω = 2πf

Subscripts

b Black body variable
c Constant temperature conditions
m Measured variable
0 Free space parameter
× Ambient quantity
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37.1 Introduction

Atherosclerosis is the most frequent cause of heart disease,1 and 
it can be subdivided into a number of developmental stages: one 
of the important ones involving the vulnerable plaque. Plaque 
rupture is the main cause of events such as the acute coronary 
syndromes of unstable angina, myocardial infarction, and sud-
den death.1 Th e thin-cap fi broatheroma (TCFA) can be described 
as a vulnerable plaque, since its structure resembles that of rup-
tured plaques.2 Th e major components of a TCFA are a lipid-rich, 
atheromatous core and a thin fi brous cap with macrophage infi l-
tration.2 It is suggested that the infl amed TCFA in coronary 
arteries show an increased temperature. Th e underlying heat 
production might be due to increased metabolic activity of the 
macrophages or due to enzymatic extracellular matrix break-
down. Detection of heat could possibly lead to detection of vul-
nerable plaques. Since the original studies by Cascells3 on hot 
plaques, many clinical trials on intravascular coronary ther-
mography were carried out to detect vulnerable plaque. Based 
on the reported temperature diff erences in these studies, it is 
important to study the origin and the clinical consequences of 
this thermal heterogeneity. Production, transfer, and detection 
of heat are the central topics that we will discuss from a physical, 
modeling, and clinical perspective.

37.2  Physical Background of 
Intracoronary Thermography

37.2.1 Production of Heat

High metabolism of macrophages or other exothermal processes 
related to macrophages, such as matrix breakdown by matrix 

metalloproteinases (MMP), are the most likely sources of heat 
production in diseased coronary arteries.

Macrophage heat generation can be measured in vitro using 
microcalorimetry. Heat production values of mouse macrophages 
were shown to be 0.8–6.5 pW per cell, its value decreasing upon 
increasing cell density.4 Heat production values of alveolar rab-
bit macrophages grown in a monolayer were 19 pW per cell.5 
Adding 20% rabbit serum to the growth medium increased the 
heat production to 27 pW per cell. Heat production values of 
phagocytosing mouse macrophages were measured at approxi-
mately 20 pW per cell. When, for example, lipopolysaccharide-
bounded high-density polyethylene particles were phagocytosed, 
these values could increase up to 92 pW per cell, implying an 
increase of up to fi ve times the basal value.

Th ere are several other mechanisms that could be responsible 
for heat production in vulnerable plaques. MMP-related break-
down of extracellular matrix in atherosclerotic plaques might 
also be an exothermal process. Toutouzas et al.6 demonstrated 
that patients with acute coronary syndromes show increased 
MMP-9 concentration, which was well correlated with tempera-
ture diff erences between the atherosclerotic plaque and the 
 normal vessel wall. Krams et al.7 correlated temperature hetero-
geneity to regions of increased MMP-9 activity. Degradation of 
lipids or upregulation of uncoupling proteins might be involved 
in heat generation in vulnerable plaques as well.

37.2.2 Transfer of Heat

Heat transfer between two objects occurs only when the objects 
are at diff erent temperatures and it occurs either by conduction, 
convection, radiation, or by a combination of these depending 
on the media involved.
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Conduction is the transfer of heat through a solid or fl uid 
medium due to a temperature gradient by the exchange of molec-
ular kinetic energy during collisions of molecules. Th ermal 
parameters governing this process are the specifi c heat capacity 
and heat conductivity. Materials can be divided into conductors, 
for example metals, known for their ability to transfer heat fast, 
and insulators, for example air and most plastics, which have low 
heat conductivity values. Fatty tissue is also known for its insulat-
ing properties8; so lipid present in the lipid core of a vulnerable 
plaque is likely to behave as an insulating material and may 
obstruct the transfer of heat produced by macrophages to its 
neighborhood.

Convection is the transfer of heat due to bulk motion of the 
medium. Heat produced by the vulnerable plaque will be trans-
ferred through the wall by means of conduction as described 
above. At the lumen wall, the heat will be transported by the fl ow 
of blood. Curvature of the vessel and presence of a measuring 
device like a thermographic catheter will infl uence the velocity 
distribution, resulting in changes of temperature distribution. 
Increase in local fl ow velocity will decrease the temperatures at 
the lumen wall.9

Every object radiates electromagnetic waves, the amount and 
the wavelength depending on the temperature and its emissivity. 
Heat transfer by radiation does not require a medium. Th e radia-
tion in its turn may again be absorbed in a medium, which results 
in local heating. Th is type of heat transfer is usually neglected in 
intracoronary thermography. Whether it is correct to neglect 
radiation depends on, among others, the dimensions of the heat 
source, with a tendency for larger sources to have a higher radia-
tive emission, and on the emissivity of the heat source.

37.2.3 Detection of Heat

A temperature increase, the result of heat production, can be 
measured by a variety of methods, using electrical, optical, mag-
netical, or other types of sensors. Electrical methods include 
resistance, thermistor, and thermocouple. Some of these have 
already been applied in the catheters that are currently used for 
intracoronary thermography.10–13 Th ese methods can be divided 
into either contact or noncontact methods.

Heat detection by a contact method occurs by conduction of 
heat from the luminal wall to the sensor. When the sensor does 
not approach the wall close enough, however, the sensor area is 
exposed to surrounding infl uences and this will aff ect the 
measurement.

Noncontact thermographic methods require a material, which 
will absorb the electromagnetic radiation emitted by the medium 
readily. Th e choice of this material is wavelength dependent. 
Many materials used for this purpose are sensitive for absorp-
tion in the infrared region. Blood is highly absorptive for most 
electromagnetic waves of these wavelengths, which makes in 
vivo detection diffi  cult, since it requires fl ushing of the artery. 
Microwave detection could be a better option for in vivo tem-
perature measurements, since microwaves have greater penetra-
tion depth for these wavelengths.

37.3  Modeling Temperature in 
Coronary Arteries

Many studies applied numerical simulations to model intracoro-
nary thermography,9,14–17 and this technique can be applied to 
answer a number of questions with respect to this technique. 
Some of these questions will be discussed in the subsequent 
section.

37.3.1 Cooling Effect of Blood Flow

A simplifi ed geometry was created representing the lumen wall 
and the tissue surrounding it, which is depicted in Figure 37.1. In 
this tissue, a heat source was embedded and a heat source pro-
duction value was assigned. Th rough the lumen, blood fl ow 
could be simulated. Th e cooling eff ect of blood fl ow can be stud-
ied by comparing the images of the temperature profi les at the 
lumen wall when no fl ow exists in the lumen and when a fl ow is 
simulated (Figure 37.1). It is clear that the fl ow infl uences both 
the maximal temperature at the lumen wall and the shape of the 
profi le. Th e maximal temperature of 40.7°C under no fl ow con-
ditions in the lumen is reduced to 38.8°C when a fl ow exists in 
the lumen. Th e profi le when no fl ow exists in the lumen covers a 
greater part of the lumen than when a fl ow exists. In addition, 
the maximal temperature at the lumen when a fl ow exists has 
moved to a location further downstream. Th e profi le is smeared 
out in the fl ow direction when a fl ow exists. Th e infl uence of fl ow 
can be calculated using the fl ow infl uence factor (FIF).9 Th is fac-
tor is the ratio between the maximal temperature diff erence at 
the lumen wall when no fl ow exists in the lumen and the maxi-
mal temperature diff erence at the lumen wall when a fl ow does 
exist in the lumen. It can be interpreted by how much the mea-
sured temperature diff erences are underestimated when they are 
measured in the presence of blood fl ow. In this case the FIF 
equals 2.0. We can conclude that blood fl ow has a strong impact 
by reducing the maximal lumen wall temperature greatly and by 

37.0°C

40.7°C

38.8°C

37.0°C

FIGURE 37.1 Simplifi ed geometry of a vessel (top left  panel). In the 
tissue a heat source is embedded (bottom left  panel). Th e infl uence of 
fl ow on the temperature distribution at the vessel wall is shown in the 
right panel. Top: no fl ow, bottom: fl ow. Note the diff erent temperature 
scales.
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limiting the region where this maximal temperature can be 
measured.

37.3.2 Infl uence of Plaque Composition

Even though vulnerable plaques are characterized by distinct 
features, they can show great variation with respect to their 
composition. Th ese variations include the location of the mac-
rophages, the lipid density of the lipid core, and the location of 
the vasa vasorum with respect to the plaque. Th ese diff erences in 
composition may infl uence the temperatures at the lumen wall. 
Th e simulations16 were performed on a schematic representation 
of the lumen wall in which a realistically shaped plaque was 
embedded (Figure 37.2) and the location of the heat source in the 
plaque was varied.

Th e temperature distributions at the lumen wall are given 
when the heat source was assigned to the diff erent regions and 
when a fl ow was present in the lumen (Figure 37.3). From top to 
bottom, the heat source was assigned to the cap, the shoulders, 
the shell, and the mixed region. Th e scales belonging to the 
 individual profi les range from 37.0°C to the maximal tempera-
ture at the lumen wall, which diff ered for the diff erent heat source 

regions. Th e resulting profi le of the simulation in which the 
shoulder region was assigned to be the heat source clearly showed 
the shape of the shoulder region of the plaque. Th e profi les belong-
ing to the shell and the mixed region were longest in both the 
direction of the blood fl ow and the circumferential direction.

Th e temperature profi les at the centerline, the line of symme-
try in the direction of blood fl ow, of the profi les are given in the 
left  panel of Figure 37.3. Th ese centerlines represent pullbacks 
along these lines that could have been obtained with a catheter 
used for intracoronary thermography. Th e pullbacks obtained 
when the cap, shell, and mixed regions were assigned to be the 
heat source were of identical appearance, with the mixed region 
showing the highest Tmax, whereas the pullback for the shoulder 
region diff ered strongly. In the pullback for the shoulder region, 
two peaks could clearly be distinguished, representing the proxi-
mal and distal shoulder regions. In addition, the centerline pull-
back of the shoulder region did not reveal the maximal lumen 
temperature, which is 37.08°C. Th is maximal temperature was 
located at the parts of the shoulder region that were parallel to 
the blood fl ow direction. From the above observations, we can 
conclude that the position of the heat-producing macrophages 
strongly infl uences the resulting lumen temperature: the closer to 

Shoulders, 65 μm Shell, 100 μm
Lipid core

Cap, 65 μm

Artery

3.5 mm

Lumen 1.5 mm

17°
86°

17°

FIGURE 37.2 Schematic representation of the 3D geometry (left ) and a cross-sectional view (right).

37.3
Cap
Shoulder
Shell
Mixed

Cap

Shoulder

Shell

Mixed

37.25

37.2

37.15

37.1

37.05

37°C

Tmax

FIGURE 37.3 Temperature distribution at the vessel wall with blood fl ow (left  panel). From top to bottom: a heat source present in the cap, the 
shoulder, the shell, and the mixed region. Th e right panel shows the temperature distribution one would have found aft er performing a pullback 
along the centerline.
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the lumen and the more clustered they are, the higher the result-
ing temperature.

37.3.3  The Infl uence the Thermographic 
Catheter

Introducing a catheter in the lumen of a coronary artery to detect 
temperature diff erences will infl uence the temperatures at the 
lumen wall, as well as the temperature profi le.15 Th e amount to 
which it will aff ect the temperature depends on the design of the 
catheter and the material it is made of. Th e geometry that was 
created to study the infl uence of a catheter in the lumen is 
depicted in Figure 37.4. In Figure 37.5, temperature profi les on 
the lumen wall are shown when no catheter is present in the 
lumen (top left  and right), when a 1–mm-diameter nitinol cath-
eter contacts the lumen wall (bottom left ) and when a 1-mm- 
diameter polyurethane catheter (bottom left ) contacts the lumen 
wall. Th e maximal lumen wall temperature is 37.12°C when no 
catheter lies in the lumen, whereas these values increase to 
37.51°C for the polyurethane catheter and to 37.14°C for the 
nitinol catheter. Th e maximal temperature lies on the contact 
surface of the catheter and the lumen for the polyurethane 

 catheter, but for the nitinol catheter, it lies beside the contact sur-
face. Th is maximum will thus not be detected using the nitinol 
catheter. Th is is due to the conductive properties of polyurethane 
and nitinol. Th e conductivity of nitinol is much higher than that 
of polyurethane. Nitinol thus acts as a conductor and will remove 
heat from regions of higher temperature to regions of lower tem-
peratures. In this case, the heat is removed from the heat source 
to the catheter and to the surrounding tissue via the catheter. 
Polyurethane acts as an insulator, preventing this process. Th is 
results in diff erent temperatures on the contact surfaces of the 
catheters and the location of the maximal lumen wall tempera-
tures. For optimal detection temperature diff erences, and thus 
for vulnerable plaque detection, polyurethane, or any other 
insulator, is a better choice than a conducting material for intra-
coronary thermography catheters.

37.4 Clinical Applications

Further development of intracoronary thermography could be a 
very important subject in the fi eld of vulnerable plaque detection. 
However, great variations exist in the temperature diff erences that 
have been reported in clinical studies. Th is makes it diffi  cult to 
interpret the results and nearly impossible to validate the method. 
We have covered the basic principles of intracoronary thermogra-
phy, splitting it up into three components: heat generation, trans-
fer, and detection. Using the principles of physics, literature study, 
and numerical simulations, these three aspects were clarifi ed. Th e 
clinical studies will be discussed from this perspective.

37.4.1 Heat Generation

Th e data regarding the heat generation that have been published 
show great variation. Th e last in vivo studies reported tempera-
ture diff erences that converged to values between 0°C and 
0.3°C.13,18–22 Th is makes it plausible that these—relatively small—
temperature diff erences are most likely to be expected in vivo. 
Th ese temperature diff erences are hard to reconcile with the heat 
production values of macrophages that can be found in the litera-
ture.9 It is therefore necessary to quantify more accurately the 
heat-generating processes in atherosclerotic plaques. However, 

Lipid core
Heat source

Catheter
Contact surface

Artery
Lumen

FIGURE 37.4  Simplifi ed geometry of a vessel. In the tissue, a heat 
source is embedded and a catheter is modeled in lumen.

Nitinol

No catheter

Polyutherane

No catheter

Flow Flow

0.14°

0.0°

0.51°

0.0°

FIGURE 37.5  Infl uence of the presence of a thermographic catheter and its material on the temperature distribution. Top left  and right: no cath-
eter; bottom left : a nitinol catheter; bottom right: a polyurethane catheter. All with fl ow. Note the diff erent temperature scales.
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the experimental procedure to do so is a real challenge. To deter-
mine the amount of heat that can be generated by plaques, one 
could isolate fresh atherosclerotic plaques and study them using 
calorimetric methods. Aft er this, one could isolate diff erent cells, 
such as macrophages and foam cells, and/or other substances 
from the atherosclerotic plaque and study these cells calorimetri-
cally to determine the exact origin of the heat generation. When 
a relationship between temperature increases in vulnerable 
plaques and plaque composition has been determined, vulnera-
bility of a plaque could be related to temperature measurements.

37.4.2 Heat Transfer

Reported results from ex vivo studies3,11 on temperature diff er-
ences should be interpreted with great care. When tissue is 
removed from a living organism, it will cool down when it is not 
kept at body temperature. Temperature measurements on this 
tissue can be interpreted as diff erences in heat production, but 
they could represent diff erent cooling rates as well. Th is has to 
do with the transfer of heat, which is only possible when tem-
peratures diff er. Furthermore, metabolic processes—and thus 
heat production—could be compromised by removing tissue 
from the organism.

Since the temperature diff erences that have been reported 
most recently are small, it appears mandatory to exclude exter-
nal thermal infl uences during temperature measurements, such 
as those from heart muscle heat production and cooling of blood 
in lungs, or to compensate for them. Evidence for such mecha-
nisms may be derived from several studies, since fl ow of blood 
infl uences the lumen wall temperature measurements.18,23,24 
Furthermore, the location and organization of heat sources are 
of infl uence.9 For these reasons, it is recommended that intrac-
oronary temperature measurements are combined with both 
fl ow measurements and a vessel wall imaging.

37.4.3 Heat Detection

Th e electrical sensors, thermistor, and thermocouple are currently 
applied in intracoronary thermography catheters. Th ese sensors 
are very sensitive to thermal changes of the object, but will also be 
aff ected by the surroundings of the object. Th erefore, the sensors 
need to be well insulated to optimize the detection of local hot 
spots. A thermistor needs a current to achieve accurate readings. 
However, using a current will heat the thermistor, which will 
infl uence the measurement. Th e catheters that are currently used 
use electrical sensors. Th ese all have in common that the electrical 
signal is transported from the sensor to the measuring device 
using metal wires. Metals are known to be very good conductors; 
so the fl ow of heat from a hot spot through these wires may have a 
signifi cantly lower read-out. Th is thermal leakage should be mini-
mized. Th e thermographic measuring devices that are used in 
clinical studies are discussed. Th e perspective from the previous 
sections will be used to discuss the results of these clinical trials.

Th e heat detection by intracoronary thermographic devices 
is highly infl uenced by the material they are made from. Th e 

hydrofoil catheter that was used in the studies by Stefanadis 
et al.10,25 and Toutouzas et al.26 is made of a single thermistor 
embedded in a polyurethane housing. From the results in the pre-
vious section it can be concluded that polyurethane is a very good 
material for vulnerable plaque detection. Th e spatial sampling of 
the lumen wall by this catheter type is very low, since only one 
thermistor is embedded. Although the sensitivity of this device 
may be high, its practical utility may be somewhat restricted 
regarding the necessity of repeated pullbacks at diff erent angular 
positions, due to the presence of only one thermistor in the cath-
eter. Th e catheters that were used for intracoronary thermography 
that were made of nitinol are those used by Verheye et al.,11,23 
Diamantopoulos et al.,24 Krams et al.,7 and Naghavi et al.12 From 
the previous section we know that this material enhances the con-
ductive heat transfer from the heat source to its surroundings, 
thereby lowering the temperatures on the contact surface.

Other methods to measure temperature exist that may prove 
to be advantageous regarding this matter. Optical equipment, 
using fi ber technology, might be a more appropriate choice for 
temperature measurement, since optical fi bers are bad heat con-
ductors. Combined with heat-sensitive fl uorescent coatings or 
liquid crystal coatings this might give a whole new direction to 
the fi eld of intracoronary thermographic measurements. 
Another method to measure temperatures is using magnetic 
resonance,27 but so far its resolution is not suffi  ciently high. A 
great advantage is the noninvasiveness of this method.

All catheters that are currently used for intracoronary ther-
mography only sparsely sample the vascular wall. Th e hydrofoil 
thermistor design measures the temperature at one location, 
leaving most of the circumference of the vascular wall unex-
plored. Th e thermistor catheter and the thermocouple basket 
catheter measuring at four and fi ve locations,11,12 respectively, 
still leave over 2 mm of the vascular wall in the circumferential 
direction undetermined. If we assume that macrophage clusters 
are the heat sources, they may be focal and have sizes smaller 
than 1 mm. For that reason, temperature increases on the vascu-
lar wall may be missed and a higher spatial resolution is needed, 
although the homogeneity of the temperature measurements 
in the temperatures reported in the latest publications on this 
subject counteract this argument.

37.5 Summary

Th ermography for coronary plaque detection is still in develop-
ment. A lot of research has been done, but many questions are still 
unanswered. Temperature diff erences exist in coronary arteries in 
vivo, but it is unclear what causes them. Is it really a temperature 
diff erence due to infl ammation that has been measured? And 
what is the contribution of noise and artifacts? External thermal 
infl uences must be investigated. Infl uences of catheter design 
must be studied intensively. Changes in temperature due to source 
diff erences and fl ow must be known. All of these, and probably 
even more, need to be studied in order to more extensively  validate 
the technique and to be able to decide on the usefulness of the 
intracoronary thermography for vulnerable plaque detection.
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38.1 Introduction

During surgical procedures, thermal energy is commonly used 
to create hemostasis by heating the tissue above coagulation 
temperatures. During the denaturation of proteins and collagen, 
microvessels shrink and the passage of blood is blocked. Th e sur-
geon can resect diseased tissues from the body with minimal 
loss of blood. Electrosurgery or diathermia is the standard 
instrument in the operating room (OR) for surgical incisions or 
resections. Additionally, various instruments are able to heat tis-
sue locally like lasers, RF needles, and ultrasonically vibrating 
tips. Each instrument has its unique characteristics and optimal 
settings depending on the application. Either tissue can be evap-
orated at a small spot without thermal eff ect in the direct environ-
ment or a large volume is coagulated before resection of, for 
example, a tumor.

It is important to understand the behavior and characteristics 
of these instruments for a safe and controlled application during 
the treatment of patients. Especially, the thermal eff ects in bio-
logical tissue need to be studied (McKenzie, 1990). Basically, the 

thermal eff ect in tissue is the resultant of the amount of energy 
(ΔE) deposited in a particular volume during a particular time 
(Δt) (van Gemert and Welch, 1989)

 ΔT =    ΔE ____ ΔV   Δt, (38.1)

where ΔV is the volume heated and ΔT is the temperature 
change.

To study thermal eff ects in biological tissue, a thermocamera 
or an array of thermocouples are commonly being used (Torres 
et al., 1990).

Th ermocouples can be put invasively underneath the tissue 
surface to monitor the temperature in time at one position. Th ey 
are composed of two thin metal wires of which the ends make 
contact creating a voltage that is temperature dependent and can 
be calculated to a calibrated temperature. Th ermocouples pro-
vide highly accurate temperature readings. Although the ther-
mocouples can be as small as 100 μm, they have to be used 
invasively. Placing the thermocouples will disturb the environ-
ment. Th ere will also be interference with the method by which 
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the thermal energy is delivered in the tissue. In case of electrosur-
gery or RF energy, currents will be induced in the metal wires of 
the thermocouple and heating of the wire itself results in an error 
in the temperature reading. During laser irradiation, the thermo-
couple can absorb laser light directly when positioned in the fi eld 
of irradiation. It is possible to correct for these errors by deliver-
ing the energy in an intermittent way so that the thermocouples 
can relax and refl ect the actual temperature of the environment. 
Th ermocouples provide a temperature reading at one location 
only, which is a major limitation of  thermocouples for the study 
of the temperature distribution during tissue heating.

For imaging of temperature fi elds, infrared (IR) cameras are 
the most suitable instruments. Th ey have been used for many 
years and the techniques have been greatly improved as to detec-
tors and cooling techniques. Smart soft ware packages and librar-
ies make it possible to correct for material characteristics and 
emissivity to obtain calibrated temperatures. However, only 
temperatures at a surface can be visualized, which is a major 
limitation of the IR camera when studying thermal eff ects in 
biological tissues (Torres et al., 1990). Th e data at the surface are 
only marginally useful and can be used to extrapolate to the 
temperature distribution underneath the surface. For tempera-
ture distributions inside the tissue, thermocouples will need to 
be employed.

To overcome some of the limitations of common temperature 
measure techniques, this section will describe an optical method 
based on Schlieren techniques that has been developed and 
applied by the author for real-time deep-tissue visualization of 
thermal dynamics in phantom tissues with a high temporal and 
a spatial resolution in combination with calibrated temperature 
measurements (Verdaasdonk, 1995; Verdaasdonk et al., 2006). 
Th is setup has shown to be useful to obtain a better understand-
ing of medical instruments based on thermal energy and is a 
great tool to educate medical professionals.

38.2 Schlieren Techniques

Schlieren imaging is an optical method used to visualize density 
changes in media based on spatial fi ltering resulting in an enor-
mous contrast enhancement (Schwartz et al., 1956). Th e method 
is used in a broad range of applications such as fl uid dynamics, 
ballistics, aerodynamics, and ultrasonic wave analysis image 
processing (Settles, 1985). Each of these interactions produces a 
density distribution specifi c to the respective mechanism. Th e 
application discussed in this chapter is primarily aimed at tem-
perature distributions (Agrawal et al., 1998).

Th e basic setup for the Schlieren method consists of a so-
called optical processor and is shown in Figure 38.1.

(Figure 38.1a) From a light source, a parallel beam is created 
by positioning the source in the focal point of a collimator. Th is 
source can either be a laser whose beam is expanded or, in this 
case, white light emitted from a very small point source. A posi-
tion between the collimator and imaging lens can be used as the 
object plane where interaction with an object takes place. Th e 
imaging lens will focus the parallel beam in its focal point on the 
optical axis (when using monochromatic laser light, the Fourier 
transform of the object, representing the spatial frequency spec-
trum of the object, is formed in the focal plane).

(Figure 38.1b) Th e imaging lens will produce an image of the 
object at the image plane. Th is plane is located at the position 
prescribed by the lens formula:

   1 __ f   =   1 __ i   +   1 __ o   (38.2)

where f is the focal length, o is the object distance, and i is the 
image distance.

(Figure 38.1c) Due to variations in the refraction index or irreg-
ularities in the medium in the object plane (e.g., temperature 
 gradient), some rays of the parallel beam will be defl ected and they 
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FIGURE 38.1 Setup optical processor.
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will cross the focal plane at a particular distance d from the optical 
axis. Nondistorted rays will be focused on the optical axis.

By inserting a mask or a fi lter in the focal plane of the imaging 
lens (Figure 38. 2), it is possible to block out the nondefl ected 
rays, preventing them from reaching the image plane, or to ear-
mark rays crossing the plane at certain positions. Th is process of 
modifying the object information in the focal or transform plane 
is known as spatial fi ltering. Th e lens in fact performs a Fourier 
transform of the acquired data and the fi lter acts as a transfer 
function. By blocking the rays crossing the optical axis, only 
refracted and diff racted rays will pass the transform plane (high 
band pass fi lter) and reconstruct an image at the image plane 
(inverse transformation). Th is results in an enormous contrast 
enhancement of the image due to the subtraction of the back-
ground light.

Th e result of such fi ltering is shown in Figure 38.3. Using a 
block fi lter, an image is obtained from all the defl ected light but 
it does not contain information on the degree of defl ection.

Depending on the defl ection angle α and the focal length of 
the transform lens, a ray will pass the fi lter plane at a defl ection 
distance d from the optical axis (Figure 38.2):

 d = f tan(α). (38.3)

Th e information on the degree of defl ection can be preserved 
by color coding the rays coming through the fi lter plane using a 
color fi lter (Figure 38.4). Th is fi lter consists of concentric rings of 
discrete color bands separated by small black rings. Th e center of 
the fi lter is a black dot blocking the background light. Adjacent 
to the black dot, going away from the center, the colors shift  
gradually from blue to red, the “rainbow fi lter” (Howes, 1984; 
Greenberg et al., 1995).

Rays passing the fi lter plane will be color coded depending on 
the defl ection distance d and will be reconstructed to an image 
at the image plane (Figure 38.5). Th e generated color image will 
show, position dependent, the degree of defl ection in the object 
plane. From each color, the defl ection angle  can be determined, 
which is related to the variation in the refractive index of the 
medium in the object plane. Th e color image can be interpreted 
as a thermal image when the relation between refractive index 
and temperature gradient is known. Th e black rings in the fi lter 
will result in black lines in the image separating the discrete col-
ors giving an impression of “isotherms” (Figure 38.6).

Th e position of the imaging lens, the fi lter, and the CCD cam-
era are chosen depending on the desired magnifi cation accord-
ing to the lens formula. Th e diameter of the fi lter determines the 
dynamical range of temperatures that can be visualized. Using 
an x–y microtranslator, the fi lter can be optimally aligned on the 
optical axis. Th e CCD camera is positioned in the image plane.

f
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Deflection
distance d
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FIGURE 38.2  Schlieren setup with a block fi lter.

FIGURE 38.3 Eff ect of spatial fi ltering using a block fi lter. Left : nor-
mal view of turbulent hot water in front of a fi ber aft er exposure to a 
holmium laser pulse. Right: aft er subtraction of background light the 
heated environment becomes clearly visible. (Adapted from 
Verdaasdonk, R. M., et al. J. Biomed. Opt. 11(4): 041110, 2006.)

FIGURE 38.4 Black and white representation of the “rainbow” color 
fi lter.  (Adapted from Verdaasdonk, R. M., et al. J. Biomed. Opt. 11(4): 
041110, 2006.)
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38.3 Defl ection of Rays by a Medium

Rays can be defl ected in a transparent medium due to variation 
in the refraction index. Th is variation results from the 
following:

 a. Inhomogeneity of the medium: Th e medium might be a 
mixture of more compounds with a diff erent density or a 
liquid with a solvent that is not uniformly distributed.

 b. Local stresses can be induced by shockwaves traveling 
through the medium changing the local density. In trans-
parent solids, external forces will induce local density 
variation in the structure of the material.

 c. Media, such as gases and liquids, usually expand gradu-
ally due to a temperature rise so that the density decreases 
and hence the refractive index (Settles, 1981, 1985). In bio-
logical tissues, the basic medium is water, which will act as 
the optically active medium.

Th e defl ection of rays due to the variation in the refractive 
index of water is used to visualize temperature gradients in tis-
sues. Figure 38.7 shows the relation between temperature and 
the refractive index of water (Schiebener et al., 1990). Th e refrac-
tive index decreases with increasing water temperature although 
the degree is minute.

When a ray of light passes at a shallow angle through water 
above a hot surface, it will be defl ected due to diff raction in the 
layers of water with varying refractive index due to the tempera-
ture gradient as depicted in Figure 38.8a and b.

Th e gradient in the water can be considered as infi nite thin 
layers with increasing density (=refractive index). Th e light ray 
will be refracted on going from one layer to the other according 
to Snell’s law of refraction given as

 n1 · sin(θ1) = n2 · sin(θ2), (38.4)

where n1 is the refractive index of layer 1 and n2 of layer 2, θ1; is 
the entry angle and θ2 the exit angle.

fFocal length
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distance dDeflection

angle α

Color
filter

Object
plane Lens Filter

plane
Image
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Image distanceObject distance

d = f  tan(α)
Color coded

FIGURE 38.5 Scheme of spatial fi ltering using a color fi lter.  (Adapted from Verdaasdonk, R. M., et al. J. Biomed. Opt. 11(4): 041110, 2006.)

FIGURE 38.6 Example of a color-coded image showing the thermal 
zone around an ablation crater during laser irradiation. Th e black lines 
can be interpreted as isotherms.  (Adapted from Verdaasdonk, R. M., 
et al. J. Biomed. Opt. 11(4): 041110, 2006.)
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38.4  Interpretation of the Color Images 
as Temperature Images

Th e defl ection of the rays is due to the presence of a temperature 
gradient. For a larger local gradient ΔT/dx perpendicular to the 
direction of the parallel light beam, the defl ection angle will be 
larger. Th e steep temperature gradient is usually present when 
the heat source is turned on. Th e temperature will usually drop 
exponentially with increasing distance from the source. In this 
phase, the color Schlieren technique will show colorful images. 
As soon as the heat source is turned off , the temperature gradi-
ent becomes less steep and the colors in the image fade and 
merge representing the low angle defl ection range of the color 
fi lter (Figure 38.9). Th e series of bars on the left -hand side show 
the buildup of the temperature gradient at steps of 0.4 s aft er 
onset. Th e right-hand bars show the collapse of the gradient aft er 
the source has been shut off  also at steps of 0.4 s.

When there is no temperature gradient, the image will show a 
uniform color despite the temperature of the medium being rela-
tively higher than the environment.

Since the defl ection of the ray is a resultant of a series of step-
wise defl ections traveling through the medium, it is not possible 
to ascribe a temperature to a particular color. Th e ray has trav-
eled (in the z-direction) through various temperature gradients 

depending on position z. So the total defl ection will be the sum-
mation of

 Angle α = Σ Δα  ( z, grad   dT ___ dx   ) . (38.5)

By approximation, one could state that the largest defl ection 
results from position z, where the gradient was largest. With the 
knowledge of the symmetry of the temperature fi eld one could 
make an attempt to ascribe temperatures to the colors; however, 
the error can be large. If there is knowledge of the temperature 
fi eld, in case of a relatively simple symmetry like a uniform hot 
plate, hot point, or cylindrical source, ray-tracing could be used 
to calculate the path of the ray through a static temperature fi eld 
(distribution) (Settles, 1985; Greenberg et al., 1995). However, 
usually, the temperature fi eld is dynamic and fi nite element 
methods have to be introduced additionally to attempt a reliable 
calculation. Th is exercise will go beyond the goal of this method 
of visualization. Th e Schlieren imaging method for this applica-
tion is intended to provide an intuitive imaging technique for a 
relative comparison between various conditions.

As an example, the “calibration” results will be shown for some 
symmetric and static temperature distributions. Th e  following 
parameters will be of infl uence: (1) the angle of defl ection, (2) the 
focal length of imaging lens, (3) the object distance, (4) the image 
distance, and (5) the symmetry of the refractive index distribution.

Th e most simple temperature distributions are unidirectional 
or axial symmetric.

38.5  Unidirectional Temperature 
Gradient

Above a heated fl at surface (Figure 38.10) the temperature distri-
bution can be considered as a unidirectional or a 1-D situation. 
An example of the calibration curve for a unidirectional tem-
perature distribution is given in Figure 38.11.

38.6  Axially Symmetric Temperature 
Gradient

When the heat source is a “hot spot” in a cylindrical or spherical 
geometry, it can be considered as a two-dimensional situation with 
an axial symmetry for the temperature gradient (Figure 38.12).

(a) (b)

FIGURE 38.8 (a) Diff raction path of the ray through layers with 
increasing refl ective index above a hot surface. (b) Close-up of diff rac-
tion of the ray at the border between infi nite thin layers. (Adapted from 
Verdaasdonk, R. M., et al. J. Biomed. Opt. 11(4): 041110, 2006.)

FIGURE 38.9 Growth (left  columns) and decline (right columns) of a 
temperature gradient above a surface heated for several seconds. Each 
column represents a step of 0.4 s.

FIGURE 38.10 Defl ection of the ray in a medium with a temperature 
gradient above a hot surface.  (Adapted from Verdaasdonk, R. M., et al. 
J. Biomed. Opt. 11(4): 041110, 2006.)
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An example of the calibration curve for an axially symmetric 
temperature distribution is given in Figure 38.13. Th is graph is 
tricky to interpret. Th e temperature at a particular position in an 
image has to be determined from the color and the ratio of the 
temperature gradient. Th is ratio is the distance from the axis of 
symmetry (usually the highest temperature) divided by the 
 distance over which the temperature gradient extends [from the 
axis of symmetry to ambient temperature (black)].

38.7  Schlieren Imaging for Relative 
Temperature Gradient Comparison

As discussed in the previous paragraph, a calibration of color 
Schlieren images to derive reliable absolute temperatures is not 
possible. Th e temperature distribution needs to be symmetrical 
and various assumptions have to be made introducing uncer-
tainties and errors. Additionally, major calculations have to be 
performed to derive the results.

Th e Schlieren imaging method is however perfect for relative 
comparison in a situation where the (unknown) geometry stays 
the same but parameters of the heat source are varied, for exam-
ple, comparing laser wavelength A to wavelength B or laser set-
ting A to setting B.

38.8  Simulation of Interaction 
of Thermal Energy Applications 
in Tissue

Th e Schlieren technique cannot be applied during the “real” 
laser-tissue interaction in (living) biological tissues. To visualize 
the thermal eff ects, the tissue has to be transparent. Th erefore, a 
model is generally used to qualify the mechanism of action. A 
transparent polyacrylamide gel is applied, which is assumed to 
have similar thermal properties as biological tissues. To some 
extent, it also simulates the mechanical properties of soft  tissues.

For electrosurgery and RF applications, the gel is made from 
saline to mimic the electrical conductivity properties. For laser, 
depending on the wavelength, a dye can be added to mimic the 
eff ective absorption properties.

Schematic of testing conditions in the object plane is depicted 
in Figure 38.14.

Th e gel (medium 2) can be in an air or a water environment 
(medium 1). To simulate the in vivo situation as close as possible, 
a slab of the original tissue can be put on top of the gel. Th e 
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FIGURE 38.11 Relation between color and temperature in the color 
image of temperature distribution.  (Adapted from Verdaasdonk, R. M., 
et al. J. Biomed. Opt. 11(4): 041110, 2006.)

FIGURE 38.12  Defl ection of rays in a medium with a radial tempera-
ture gradient.  (Adapted from Verdaasdonk, R. M., et al. J. Biomed. Opt. 
11(4): 041110, 2006.)
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 original tissue eff ect will take place in the slab and heat will dif-
fuse or be conducted to the gel giving an indirect impression of 
the thermal eff ects taking place inside the tissue.

In the tissue or gel, the heat transfer can only take place by 
heat conduction. In case of a liquid environment, convection is 
also involved, which is a very eff ective way of transferring heat. 
An air environment, on the other hand, will act as an isolator.

38.9  Color Schlieren Setup for Laser 
Research

To study the thermal interaction of continuous wave (CW) and 
pulsed laser systems with biological tissues, a rainbow Schlieren 
setup was used as illustrated in Figure 38.15.

A white light source is coupled into a ball-shaped distal tip 
fi ber. Th e light emitted from the fi ber is focused due to the spher-
ical fi ber end and subsequently divergences. Th e focal point of 
the collimating lens coincides with the focus of the fi ber. Th e 
diameter of the lens is matched with the divergence of the beam 
so that all the light is collimated. A rectangular tank fi lled with 

water is positioned in the object plane. Th e walls are perpendicu-
lar to the parallel beam to prevent any optical distortion due to 
refraction. A fi ber with or without a probe is submerged in the 
water along with tissue or model tissue within the fi eld of view 
(Figure 38.16). Additional fi lters can be used to fi lter out the 
 scattered light from the primary laser wavelength.

38.10 High-Speed Schlieren Imaging

Th e Schlieren setup can also be used in combination with high-
speed imaging depending on the camera type. By using a video 
camera with a high-speed shutter, it is possible to obtain a time 
resolution down to 100 μs, however, with a relatively slow frame 
rate. Specialized high-speed cameras are able to shoot many 
thousands of frames per second. However, the light from a cw 
white light source might not be suffi  cient. Instead, a fl ashed 
white light source can be used, which is synchronized with the 
video camera. A fl ash light can also be used to “freeze” images 
with illumination times in the microsecond range (van Leeuwen 
et al., 1991) or even nanosecond range (Vogel et al., 2006). Th e 
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FIGURE 38.15 Rainbow Schlieren setup to study laser–tissue interaction.
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FIGURE 38.16 Close-up of the object plane where a collimated beam passes along the object of investigation with a schematic of the resulting 
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millisecond time range, however, is far suffi  cient to capture ther-
mal phenomenon using the color-coded technique.

38.11  Color Schlieren Imaging 
Combined with Absolute 
Temperature Measurements

Th e color imaging provides a real-time false color image of tem-
perature gradients present in the transparent medium, which gives 
an impression of a three-dimensional (3-D) thermal distribution. 
However, assigning absolute temperatures to the colors in the 
images is not possible as discussed in the previous paragraphs. Th e 
images, however, are very useful for relative comparison of settings 
and the dynamics of the temperature distribution. To complement 
the color Schlieren images, absolute temperature measurements 
have been incorporated in the setup. Up to six miniature thermo-
couples can be positioned in the fi eld of view. Th e readings are 
acquired with a PC and converted to absolute temperatures. Using 
specialized video mixing soft ware, the positions and temperatures 
are added to the video frame in real time. Th e numbered dots indi-
cate the position of thermocouples in the color image while the 
actual temperature of the corresponding thermocouple is pre-
sented at the bottom of the image. By choosing strategic positions 
for the thermocouples in the temperature fi eld, the colors in the 
Schlieren image can be considered “calibrated” in real time; how-
ever, the geometry has to be taken into account.

Figure 38.17 shows a representative video frame of an experi-
ment mimicking the cutting of soft  tissue using a 2 μm cw laser. 
An array of 5 × 100 μm diameter thermocouples (numbered 
dots) is positioned alongside the position where the “tissue” 
will be cut. Th e readout of the temperatures is displayed at the 
 bottom of the frame.

In Figure 38.18, a series of frames is presented during the for-
mation of an ablation crater in the gel over a time period of 25 s. 
It shows the ablation of the tissue (gel) with the dynamics of the 
thermal eff ects along the canal wall. Aft er 12 s the laser exposure 
stops and the canal wall cools off . Th e temperatures of the vari-
ous thermocouples are shown at the bottom of each frame. Th e 
complete temperature registration of the fi ve thermocouples is 
presented in Figure 38.19. Th e curves show some interference 
noise during the acquisition that can happen easily with thin 
thermocouples that are diffi  cult to shield from external (electro-
magnetic) interference.

38.12  Applications of “Thermal 
Imaging” Using the Color 
Schlieren Technique

Since we developed the color Schlieren imaging technique, we 
have used it for many studies of laser–tissue interaction with 
various lasers. Aft er the introduction of a new medical laser 
application, the setup was used to get a better understanding of 
the mechanism of action. In many cases, it was used to compare 
diff erent strategies for a particular application. In cooperation 
with medical companies an objective comparison of methods 
was performed. For medical applications in the University 
Medical center, the setup was used to fi nd the safe and optimal 
setting for application.

Urology: comparison Benign Prostate Hypertrophy (BPH) 
fi ber tips (Molenaar et al., 1994; van Swol et al., 1994)

Vascular surgery: Comparison various laser for EndoVenous 
Laser Treatment (EVLT) (Disselhoff  et al., 2008)

Neuro surgery: Safety of lasers for the treatment of hydro-
cephalus (Willems et al., 2001)

General surgery: Comparison interstitial thermal treat-
ment modalities for liver tumors (de Jager et al., 2005)

General surgery: Comparison continuous 2 μm laser with 
other surgical lasers (de Boorder et al., 2007)

Urology: Comparison treatment modalities for partial 
nephrectomie (de Boorder et al., 2008)

Dentistry: Mechanism of Erbium laser for root canal treat-
ment (Blanken et al., 2009)

An important advantage of all the studies is the video footage 
obtained, which is perfect for education and presentations. 
Instead of explaining laser–tissue interaction to physicians with 
complex graphs and formulas, the color video sequences show a 
realistic presentation of the extent of thermal and mechanical 
eff ect inside tissue.

38.13  Schlieren Imaging as Educational 
Tool

Despite several limitations of the color Schlieren technique to 
study thermal interactions with tissues as discussed above, the 
most important advantage is its value for education (Verdaasdonk 

FIGURE 38.17 Video frame of the thermal imaging experiment: 
(upper right corner) a time code, (left  rim) ruler with millimeter scale, 
and (lower rim) numbered color dots with temperature reading corre-
sponding to the numbered thermocouples (thin black lines) in the 
image.  (Adapted from Verdaasdonk, R. M., et al. J. Biomed. Opt. 11(4): 
041110, 2006.)
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et al., 2006). Obtained movie clips of the dynamics during ther-
mal interactions with tissues can be used to explain in real-time 
what the 3-D temperature evolution is without the need for exten-
sive background information. Although, the tissue interactions 

cannot be simulated in detail, the essence can be mimicked to 
show a good representation of reality. Th e imaging has proven to 
be very eff ective for education and training of students, scientists, 
and physicians. Even professionals in this area of research have 
shown their appreciation for this imaging technique as it shows 
the basic essentials of laser–tissue interactions.

38.14 Summary

Th is chapter describes an imaging method that visualizes tem-
perature gradients in transparent phantoms tissue using color 
Schlieren techniques. Th is method enables the study of the 
dynamics of thermal interactions within (model) tissues and 
provides an instrument to perform a relative comparison for 
various treatment modalities. A calibration of the color images 
to absolute temperatures is not possible or practical. Th erefore, 
additional thermocouple measurements can be incorporated in 
the imaging technique to obtain calibrated temperatures. Th is 
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imaging method has been used in many research projects to 
investigate the mechanism of new medical instruments for pro-
viding safe and optimal settings for application in the clinic. Th e 
color Schlieren technique has proven to be a great education tool 
for researchers, surgeons, nurses, and students.
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39.1 Introduction

Th e helium ion microscope (HIM) is a newly developed technol-
ogy which off ers high-resolution imaging with unique contrast 
mechanisms and a depth of fi eld superior to competitive tech-
nologies. Th e range of applications for the HIM is presently 
being explored, but biological samples present unique challenges 
that can be addressed with this new microscope.

Th e HIM (Figure 39.1) is closely related to the scanning elec-
tron microscope (SEM) and the traditional gallium focused ion 
beam (Ga-FIB).1,2 All these technologies use a well-focused 
charged particle beam to interrogate a single location on a speci-
men and measure the excitations that result—such as the ejec-
tion of particles or photons. Th e location of impingement is 
moved from point-to-point on the specimen in a raster pattern 
(Figure 39.2). Th e corresponding points in the image are assigned 
a gray level, which indicates the abundance of the detected exci-
tations. Th e contrast in the image is caused by some interesting 
variation in the production of these excitations. As with all 
microscopies, there is an implied assumption that the pixel-to-
pixel contrast variations are well-correlated characteristics that 
are of interest to the microscopist. In comparison with the SEM, 
the HIM off ers higher resolution because of its smaller probe 
size (~0.35 nm), as well as a more favorable sample interaction. 
In comparison with the Ga-FIB, the helium ion beam produces 

relatively little damage to the sample; thus, high-magnifi cation 
images do not destroy the specimen.

39.2 Technology of the HIM

Th e development of the HIM was pursued over the last four 
decades with signifi cant progress achieved by research groups 
around the globe. Th ese groups included the Max Plank 
Institute,3 the University of Lyon,4 the IBM Corporation,5 the 
Cornell University,6 the JEOL Corporation,7 Taiwan’s Academia 
Sinica,8 the University of Chicago,9 the Oregon Graduate 
Center,10 and the ALIS Corporation,11 At present, the only HIM 
that is commercially available is the ORION™ product off ered by 
the Carl Zeiss Corporation. To the extent possible, this chapter 
will describe the generic version of the HIM, although the exam-
ple images will necessarily be produced from the singularly 
existing product.

Th e critical technology that enables the HIM is the helium ion 
source. It relies upon the creation of helium ions within a volume 
which is just a few angstroms in size. Th e concept of an atom-
sized source of ions was fi rst demonstrated in 1955 by Erwin 
Müller and his student researchers at the Pennsylvania State 
University.12 In the subsequent 50 years, the helium ion source 
was optimized to produce ions at a faster and steadier rate, and 
with higher source longevity. It was only when the helium ion 
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source became easily operable (an achievement of the ALIS 
Corporation in 2005) that the helium ion source became com-
mercially viable.

Th e helium ion source consists of a pointed metal needle with 
a strictly controlled geometry at the apex. Indeed, the apex of the 
needle tapers gradually until it terminates in exactly three atoms 
(Figure 39.3). Th e needle is biased positively by a voltage of about 
+15 kV, thereby producing a large electric fi eld in the vicinity of 
the apex. Immediately adjacent to the three terminal atoms, the 
electric fi eld can be as large as 40 V/nm. At this enormous fi eld 
strength most atomic bonds are broken, and even electrons can 
be extracted from otherwise neutral atoms via quantum mechan-
ical tunneling.13

It is in the presence of this applied voltage that a small quan-
tity of helium gas is admitted into the source region, which is 
maintained at cryogenic temperatures. Th e helium atoms are 
neutral, but they are polarized in the presence of the electric fi eld 
and are drawn to the apex of the needle. When a helium atom 
approaches one of the three terminal atoms, one of its electrons 
can tunnel out, leaving the positively charged helium ion to be 
accelerated away from the positively biased apex. As the helium 
atoms become ionized, each of them is accelerated away from the 
needle, forming three beamlets of singly ionized helium atoms. 
One beamlet is produced for each of the three terminal atoms 
and a simple phosphor can be employed to observe the emission 
pattern (Figure 39.4). Th e production rate per atom is commonly 
as large as 108 s−1—corresponding to a beamlet current on the 
order of 100 pA. And since all the ions are created at a potential 
of 15 kV (in this example), their ultimate energy when they strike 
a grounded specimen is 15 keV.

For each beamlet, all the ions are produced in the same region 
(about 0.3 nm wide) and follow the same trajectory with a very 

FIGURE 39.1 A diagram of the HIM showing the ion source, the ion 
optical column, the sample, and the detectors.

FIGURE 39.2 As the helium ion beam strikes the sample, numerous 
particles and excitations are produced. Th e detection of these on a 
 pixel-by-pixel basis is the principle behind image formation. Graphi-
cally overlaid on the sample are the regions corresponding to the pixels 
in the fi nal image.

FIGURE 39.3 Th e helium ion source showing the atoms comprising 
the apex of the needle. (For simplicity of this diagram, only two termi-
nal atoms are shown.) Th e most protruding atoms have suffi  ciently large 
electric fi elds so that the neutral helium atoms become ionized to pro-
duce three gradually diverging ion beamlets.
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narrow angular divergence (about 0.5°). For the helium ion source, 
this brightness (current per area per solid angle) is signifi cantly 
higher than other conventional electron and ion sources. Further, 
the ions are nearly monochromatic—having an energy spread of 
less than 1 eV, while having an average energy of 15 keV in this 
example. It is well recognized within the discipline of charged 
particle microscopy that the combination of high brightness and 
narrow energy spread is critical to forming a beam that can be 
focused to a small probe size.14 It is the unique properties of the 
helium ion beam (high brightness and low energy spread) that 
makes it possible to produce a probe size as small as 0.35 nm.

Of the three diverging beamlets, only one of them is selected 
to pass down the ion-optical column (as shown in Figure 39.1). 
Th e selected beamlet is then passed through an electrostatic lens 
that controls the beamlet’s divergence. Once collimated, the ion 

beam is shaped by passing it through an aperture. Th ereaft er, the 
beam is doubly defl ected and passed through a second electro-
static lens. Th e second electrostatic lens serves to bring the 
beamlet to a fi nely focused probe—nominally at the surface of 
the specimen. Compared to the SEM, the helium probe size is 
not strongly limited by diff raction—an artifact that limits the 
ultimate probe size of the SEM. Without signifi cantly suff ering 
from diff raction, the helium beam can be focused to a probe size 
as small as 0.35 nm. Although not suitable for treatment in this 
text, this small probe size is a direct result of the high brightness 
and the narrow energy spread of the helium ion source.

39.3 Beam Specimen Interaction

Since the beam is focused and strikes the specimen, it interacts 
with it in a manner that is quite diff erent from a SEM or a Ga-FIB. 
To better understand and visualize the diff erences, Monte Carlo 
computer models15,16 are used to simulate individual trajectories 
of ions and electrons. Th e computer models emulate the well- 
established physics that concerns how the charged particles inter-
act with the electrons and nuclei that comprise the specimen. By 
performing many hundreds of these simulations, it is possible to 
gain a new level of understanding of the typical ion’s trajectory 
and the manner in which it interacts with the specimen.

In the Ga-FIB, the massive gallium atoms (mass = 69 amu) 
interact strongly with the electrons within the specimen, but 
owing to their much larger mass, the gallium ions continue on 
their trajectory with only minor defl ections. Th e gallium atoms 
will also strike the nuclei within the specimen, and here they can 
impart signifi cant energy and are defl ected to larger angles. Th e 
sample atoms are commonly given enough energy to continue 
with their own cascade of collisions. Th ereby, the volume of 
 excitation produced by a gallium beam can be relatively broad 
(middle part of Figure 39.5). In a SEM, as the electrons 
(mass = 5.5 × 10−4 amu) strike the specimen, they interact 
strongly with the other electrons comprising the specimen. In 
these collisions, the energy loss and angular defl ections can be 

FIGURE 39.4 Th e emission pattern from the helium ion source. Each 
of the bright spots corresponds to a single atom on the apex of the 
needle.

FIGURE 39.5 Th e sample interaction volumes for incident beams: SEM, Ga-FIB, and HIM. In these computer simulations, red and blue mark the 
trajectory of the incident ions and electrons, and green shows the location of the displaced atoms of the specimen.
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signifi cant since the two participants are of equal mass. Th erefore, 
the electron beam quickly diverges from its original trajectory 
once it enters the specimen. Th is is shown in the computer simu-
lations present in the left  part of Figure 39.5.

In contrast with these unfavorable extremes, the intermediate 
mass of the helium atom (mass = 4 amu) gives it a unique advan-
tage. Th e helium ion interacts strongly with electrons in the speci-
men, but these collisions induce only small angular defl ections and 
energy losses; hence, the helium atom continues forward on its tra-
jectory (right part of Figure 39.5). Th e helium ion has a low proba-
bility of scattering from a nucleus, and when it does, it transfers 
relatively little energy to it, since virtually any other atom is much 
more massive. Indeed, the relatively low mass of the helium ion 
causes it to occasionally scatter back out of the specimen. Excepting 
these cases of backscattering, the helium beam remains compara-
tively collimated as it penetrates into the specimen. Overall, the 
helium ion interacts with the specimen in a uniquely diff erent 
manner, and therefore it can provide a means of imaging and 
 analysis which is distinctly diff erent from the SEM or the Ga-FIB.

39.4 Beam Penetration

Th e helium ion penetrates into the sample for some depth until 
its interactions with the electrons and nuclei deprive it of its 
kinetic energy and it comes to rest. Th e rate at which energy is 
lost to the specimen is termed stopping power. Th e stopping 
power varies with the energy of the ion as well as with the com-
position of the sample. At higher energies, the stopping power is 
primarily electronic (Figure 39.6) and therefore the scattering is 
primarily from electrons. But as the energy is gradually reduced, 
the scattering becomes increasingly nuclear and will therefore 
result in more large angle collisions. Th e overall shape of the tra-
jectory (Figure 39.7) can be seen to be initially quite smooth, 
which terminates in an abrupt jumble.

Th e penetration depth of the helium ion depends greatly upon 
the initial energy of the helium ion and the composition of the 
specimen. Th e ORION instrument can produce beam energies 
from 10 to 35 keV and this will correspond to penetration depths 
from 200 nm to 1.5 μm in typical materials (Figure 39.8).

39.5  Damage to the Surface 
and Subsurface

Helium ions can directly damage a specimen, as can any charged 
particle beam. However, compared with the gallium ions, the 
helium ions produce relatively low damage rates. For this reason, 
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helium ions are not a suitable substitute for the milling applica-
tions, which is normally fulfi lled with a gallium beam. Among 
the various forms of specimen damage, the helium ions can be 
implanted into the specimen. For many materials, the helium 
atoms (usually neutralized once they enter the specimen) diff use 
out of the specimen at the same rate in which they enter. Th e rate 
diff erence between helium implantation and helium escapement 
varies from one material to another, and varies strongly with 
specimen temperature. In some crystalline materials (silicon is 
one example), the helium escapement at room temperature is so 
slow that subsurface helium bubbles can be formed.17 For most 
biological specimens, the helium atoms can escape before they 
can accumulate.

During nuclear scattering events, the helium atoms can trans-
fer momentum to the atoms of the specimen, causing them to be 
displaced from their initial locations. Th e displacement is typi-
cally a matter of nanometers. For a single ion, the rate of displace-
ment is quite small—perhaps 100 displacements occur along its 
trajectory. Since the typical sample interaction volume contains 
109 atoms, this represents a displacement rate of 1 part in 10 mil-
lion per incident ion. When this displacement occurs near the 
specimen surface and causes atoms to be ejected, it is termed 
sputtering. Th e rate of sputtering is small—about 1 sputtered 
atom from the specimen for every 100 incident helium ions.

39.6 Specimen Charging

From the ion source to the specimen, the helium atoms are in a 
singly charged state. However, as the ions penetrate into the 
sample, they extract an available electron from the specimen 
and continue along their trajectory. Th e large ionization energy 
of helium (25 eV) means that they are quite eff ective in stripping 
electrons from other atoms. Th roughout the remainder of the 
trajectory, the helium atom/ion will re-lose its electron, and 
regain another one repeatedly for an indefi nite number of 
times.18 Th us, there is no net charge transport except at the sur-
face which receives a net positive charge. Th is positive surface 
charging is increased by the ejection of 2–6 electrons scattering 
from each incident helium ion. Compared to a SEM, which can 
induce positive or negative specimen charging, the HIM pro-
duces only positive charging, and hence this eff ect can be miti-
gated through the use of an electron fl ood gun. Th e mitigation of 
charging artifacts is discussed in a later section.

39.7 Detectable Particles

A broad range of particles is generated as the helium ions pene-
trate into the specimen. Th e generation of these particles and 
their ultimate detection is critical to the image formation of the 
HIM. Th e information conveyed in an image is expressed solely 
through some characteristics of these particles such as their 
abundance, angle of emission, energy, polarization, charge state, 
and so on. It has even been demonstrated that multiple detectors 
can simultaneously be used to generate two independent images 
from a single raster scan (Figure 39.9). Th ese diff erent images 

can provide diff erent contrast mechanisms such as topographic 
contrast and material contrast.

39.7.1 Secondary Electrons

Of all the generated particles, secondary electrons (SEs) are the 
most abundant. Th ese are electrons that are ejected from the 
specimen due to collisions initiated by the incident ion. Th ey 
typically have an energy of less than 3 eV. A given material will 
have an SE yield (average electrons ejected per incident ion), 
which is characteristic of that sample. Th e SE yield ranges from 
a low of about 2 (for carbon) to a high of about 7 (for platinum), 
although the variation of the SE yield is not necessarily a simple 
function of the atomic number, since many other factors come in 
to play. Th e images that are produced from the abundance of the 
SEs will show distinctly diff erent gray levels for diff erent materi-
als (Figure 39.10). It is experimentally observed that for a given 
material, the SE yield increases steadily with an increase in the 
incident ion’s energy.

SEs are created all along the trajectory of the incident ion 
within the specimen; however, only those created very near the 
surface have a reasonable probability of escape. Th e typical SE 
escape depth can be just a few nanometers. For these reasons, the 
collected SEs provide the most surface-specifi c information. 
And since the ion beam diverges relatively slowly as it enters the 
sample, the SEs that can escape are produced very close to the 
point of incidence. For these reasons, the highest resolution HIM 
images rely upon the detection of SEs. Th e image shown in 
Figure 39.11 is at extremely high magnifi cation. Th e image spans 
a fi eld of view of 200 nm (square), and it was acquired in a 
1024 × 1024 pixel image. Correspondingly, each pixel represents 
a region of the sample that is just 0.2 nm (square). A statistical 
analysis of the sharp edges in the image indicates that the edge 
width is just 0.21 nm.

As the helium ion beam impinges upon sample surfaces that 
are not orthogonal to the beam, a larger number of SEs are pro-
duced near the surface and hence can escape and be detected. 

FIGURE 39.9 Images can be generated simultaneously from diff erent 
detectors. Th e left  image was generated from SEs and exhibits primarily 
topographic information. Th e right image was generated from the back-
scattered helium and exhibits primarily material information. Th e 
specimen consists of a copper grid with an overlying carbon fi lm just 
10 nm thick.
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A spherical surface will show characteristic bright edges due to 
this eff ect (Figure 39.12). For this reason, SE images provide clear 
topographic information—making them easy to interpret as 
three-dimensional structures. For example, Figure 39.13 shows a 
complex weave of collagen fi bers, but their shape and arrange-
ment is readily understood.

39.7.2 Backscattered Helium

As discussed earlier, the helium atom can scatter from nuclei as 
well as from electrons. When this occurs, the helium atom can 
be defl ected by large angles—even to the point where the helium 
atom is ejected from the specimen. In this case, the ejected 
helium atom (neutral or ionized) is “backscattered.” Th e back-
scattering can occur near the surface or deeper, and can be the 

FIGURE 39.10 Th is image of Chinese hamster ovary cells shows very 
strong contrast from the diff erent materials. Th e fi eld of view is 14 μm. 
(Sample provided by NMI Stuttgart.)

FIGURE 39.11 Th e images that are based upon the detection of SEs 
provide the highest resolution. Th is asbestos crystal overlying a carbon 
fi lm reveals the truly small probe size of the HIM.

SE yield ~ sec(α)

α

FIGURE 39.12 As the beam strikes at a glancing angle, many more 
SEs are produced compared to normal incidence.

FIGURE 39.13 Th e complex weave of collagen fi bers is shown at a 
high-magnifi cation [1 μm fi eld-of -view (FOV)] SE image. Note how the 
edges are brighter, making the three-dimensional nature of the speci-
men easy to recognize. (Sample provided by NMI Stuttgart.)
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result of a single large angle scattering event, or a sequence of 
smaller angle scattering events. Th e backscatter probability is 
relatively small, with a probability typically between 0.1 and 
0.001. Th e probability tends to steadily decrease for higher inci-
dent beam energy. Th e backscatter probability also increases for 
targets with larger atomic numbers—although the trend is not 
monotonic (Figure 39.14).

A detector that is used for backscattered helium is com-
monly a microchannel plate (MCP), which is annular in its 
shape and coaxial with the incident beam. Th e images that are 
generated from the abundance of detected backscattered 
helium atoms tend to show primarily the atomic number con-
trast—with heavier elements revealed as bright in the images. 
When using the MCP detector, the backscatter detection rate is 
nearly independent of the angle of incidence; so unlike the SE 
images, the backscatter images tend to exhibit minimal topo-
graphic information. A representative backscatter image is 
shown in Figure 39.15.

39.7.3 Transmitted Ions

In the special case in which the specimen is thinned (20–200 nm), 
a transmission detector can be confi gured to detect the helium 
ions that pass through the specimen while suff ering small or 
large angular defl ections. For a suffi  ciently thin specimen, and a 
detector confi gured to collect only ions that have been signifi -
cantly scattered (darkfi eld), the brighter regions will correspond 
to higher atomic number or higher atomic density. Th is imaging 
mode is closely related to the well-established technique of scan-
ning transmission electron microscopy (STEM). Prethinned 
samples are commonly used in order to minimize sample dam-
age, or to produce images that convey the thickness-averaged 
information (instead of surface-emphasized information). Th e 
transmission image, shown in Figure 39.16, is taken in “bright-
fi eld” mode, so that the lighter regions correspond to fewer scat-
tering events.

39.7.4 Photons

Although only briefl y investigated, it has been observed that pho-
tons are also produced as a part of the ion–specimen interaction. 
Most materials seem to produce a low quantity of photons, and 
their origin is not fully understood. It is likely that some very high 
energy photons (~20 eV) are produced as the helium ion strikes 
the sample and returns to its neutral state. In addition, there are 
likely to be several lower energy (<1 eV) photons arising from the 
further relaxation of the excited helium atom to its ground state. 
Both these types of photons are likely to be produced just within 
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FIGURE 39.15 Th is is an image of a lead–tin eutectic using the MCP 
detector. Because of its larger atomic number, the lead (Z = 82) has a 
higher scatter rate and hence appears as a lighter shade of gray than the 
tin (Z = 50).
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the surface of the specimen, and the probability of their escape is 
indicative of the optical transparency of that particular specimen. 
In addition to these mechanisms, there are certainly some materi-
als that fl uoresce in response to the incident ion. Th e wavelength 
of the ion-induced fl uorescence will be a characteristic of the 
specimen (not the helium atom’s energy spectrum) and hence can 
be used as a means of imaging the distribution of fl uorescing mol-
ecules.19 Th e incorporation of optical detectors with specifi c 
wavelength fi lters can be used to image the distribution of dis-
tinctly diff erent fl uorescing molecules.

39.7.5 Other Detectable Particles

Due to the infancy of this technology, there are likely to be other 
detectable particles or other excitations that have not yet been 
detected. For example, it is likely that there will be some number 
of x-rays produced, although there is some uncertainty regard-
ing their rate of production.20,21 Th e production of auger elec-
trons are also expected at a low rate. In each of these cases, 
energy spectra could be used for elemental identifi cation. It is 
also expected that the helium ions will produce some number of 
low-energy sputtered particles from the specimen—as well as 
higher energy recoiled atoms. Although there is not presently a 
detector to measure these particles, it is expected that such a 
detector could be used to analyze the mass of the sputtered atoms 
and hence deduce the specimen composition. Among the sput-
tered particles, the production of hydrogen atoms may provide a 
unique ability to “see” their distribution.

39.8  Further Unique Characteristics of 
the HIM

39.8.1 Depth of Field

Th e HIM is distinguished from the SEM in terms of its long depth 
of fi eld (sometimes described as depth of focus). With a tradi-
tional SEM, it is diffi  cult to attain good focus throughout the 
image when the specimen exhibits height variations. However, 
the helium ion beam strikes the sample with a very tightly focused 
beam that converges and diverges with a very narrow angle (as 
small as 0.3 mrad). Correspondingly, features that are nearer to 
or further from the ideal focal plane will appear in a relatively 
good focus. For biological specimens, this is uniquely valuable 
since the presence of important detailed features in the fore-
ground as well as in the background is likely. Figure 39.17 demon-
strates the long depth of fi eld for the HIM. Th e features at the top 
of the image are several microns further from the features at the 
bottom of the image, but they are both well focused.

39.8.2 Charging Mitigation

For the SEM, charging arises from an imbalance between the 
rate of arriving electrons, and the rate of ejected electrons. For a 
SEM, this imbalance can produce a net-negative or a net- positive 
charging. Th e excess charge creates an induced voltage (hun-
dreds of volts are possible) on the surface which will adversely 
aff ect the detector’s ability to collect SEs. Th is results in images 

FIGURE 39.16 A thin slice (~100 nm) of the active region of a semi-
conductor device is imaged with the transmission detector. Th e con-
trast here indicates the thickness-averaged materials properties.

FIGURE 39.17 A colony of pseudomonas bacteria infecting lung 
fi broblast cells (sample is not metal coated). Note that the features in the 
foreground and background are both in sharp focus. (From Dan 
Pickard, National University of Singapore. Accepted for publication in 
the Proceedings of the EIPBN Conference. Copyright 2009, American 
Vacuum Society. With permission.)
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that are dark, or streaked in white, or exhibit distortions. In 
contrast to this, the HIM has positive ions arriving and negative 
electrons being ejected (predominantly). For this reason, the 
HIM induces distinctly positive charging—a problem that can 
be countered through the use of an electron fl ood gun, a feature 
that is integrated into the ORION HIM. Th e fl ooding of elec-
trons can be alternated with the normal sequences of scanning 
and acquisition. Th is technique produced the images in Figures 
39.18 and 39.19. An alternative way of avoiding charging arti-
facts is to use a detected particle that is not aff ected, such as the 
much more energetic backscattered helium atoms. With an 
energy of 10–20 keV, these particles are not strongly aff ected by 
voltages up to a few kilovolts. Finally, it is also possible to oper-
ate the HIM with extremely low beam currents—as low as a few 
femtoamps. At these low rates of charging, the accumulated 
charge can be conducted away before an appreciable voltage 
develops. With these various methods of mitigating charging 
artifacts, it is commonly possible to use the HIM to image bio-
logical specimens without resorting to a metal-coating pro-
cess—a process that obscures the fi ner surface details.

39.9 Materials Modifi cation

While the HIM was developed for the purpose of imaging, 
some researchers have developed non-imaging applications. 
Some of these applications may be well suited for biological 
applications. 39.9.1 Pattern Generation with a Helium Beam

Th e small focused probe size of the helium beam, and the ability 
to position it precisely, has attracted researchers who are inter-
ested in creating nanostructures. Th ese can be created by stan-
dard lithographic techniques: A resist is uniformly applied to a 
substrate, and the beam is positioned in a controlled fashion so 
that it alters the chemical properties of the resist. Aft er the resist 
is developed, and the unexposed material is dissolved, the pat-
terned region persists. Th is technique is commonly used in the 
semiconductor industry for making fi ne structures (Figure 
39.20), but it can also be used for creating microfl uidic channels 
or for patterning biologically relevant molecules.

Th e helium ion beam has also been used for introducing stress 
in a thin silicon nitride membrane.22 Depending on the beam 
energy, the helium ions will introduce stress near the top or the 
bottom surface. Correspondingly, the free standing membrane 
will bend up or down in response (Figure 39.21).

39.9.2  Helium Beam-Induced Chemical 
Reactions

Th ere is a well-established science of using electron and gallium 
beams for inducing chemical reactions.23 Th ese methods involve 
the delivery of a “precursor gas” to the surface of the samples, and 
then using the incident beam to alter the gas molecules so that 
they become chemically active. In some cases, the beam-activated 
molecule can cause a chemical etching. In other cases, the beam-
activated molecule can be made to adhere to the substrate. In 

FIGURE 39.18 Th is image shows the fi lter-like structure of a rat kid-
ney with a 20-μum FOV. Although the specimen is not metal coated, 
there is no evidence of charging artifacts. (From Dan Pickard, National 
University of Singapore. Accepted for publication in the Proceedings of 
the EIPBN Conference . Copyright 2009, American Vacuum Society. 
With permission.)

FIGURE 39.19 Th is image shows protein fi bers with a 700-nm FOV. 
Although this specimen is not metal coated, there is no evidence of 
charging artifacts. (From Dan Pickard, National University of Singapore. 
Accepted for publication in the Proceedings of the EIPBN Conference. 
Copyright 2009, American Vacuum Society. With permission.)
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either case, the small probe size and the subnanometer positioning 
accuracy allow for the “milling” or fabrication of nanoscale struc-
tures. While these capabilities are highly refi ned for a gallium 
beam or a SEM, they have not yet been explored for a helium 
beam. It is expected that the quality of the helium- generated nano-
structures could be quite good since the helium can diff use out of 
the structure more readily than gallium. An example of a tall tung-
sten pillar, which was grown with a helium ion beam, is shown in 
Figure 39.22. Th e precursor gas is W(CO)6.

39.10  Backscattered Helium Energy 
Spectroscopy

As discussed earlier, the helium ion (mass = M1) can scatter from 
nuclei as well as from electrons. When this occurs, the helium 

ion will be defl ected by an angle θ, from its original path, and 
have its initial energy E0 reduced to E1. Th e nuclei, (mass = M2) 
will be knocked forward by an angle φ and with an energy E2. 
Conservation of momentum and energy dictates the relation-
ship given by Equation 39.1:
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Th erefore, a measurement of the backscatter energy E1 and the 
backscatter angle θ allows the mass of the target atom to be com-
puted. Th is general technique of ion scattering spectroscopy24 
(ISS) has long been used by scientists to determine the elemental 
identities and their depth distributions. Th e physics of ion 
 scattering at the intermediate energies of the ORION (10–35 keV) 
are not well understood, being aff ected strongly by multiple 
 scattering events. Th e ORION microscope has now incorporated 
a backscattered helium spectrometer—allowing a single instru-
ment to perform high-resolution imaging and ISS. Several exper-
imentally obtained spectra (Figure 39.23) show that in some 
cases, elements of similar mass (copper and nickel) can be readily 
discerned. Other applications of the detector allow the precise 
thickness measurement of a thin fi lm with subnano meter 
resolution.

FIGURE 39.20 Th ese pillars (viewed top-down in a SEM) were pat-
terned in hydrogen silsesquioxane (HSQ) resist using helium ions. Note 
that some of the pillars are lying down—indicating their high aspect ratio. 
(From Dan Pickard, National University of Singapore. Accepted for publi-
cation in the Proceedings of the EIPBN Conference. Copyright 2009, 
American Vacuum Society. With permission.)

FIGURE 39.21 Th e silicon nitride membrane is bent up or down 
depending on the indicated beam energy. (From Dan Pickard, National 
University of Singapore. Accepted for publication in the Proceedings of 
the EIPBN Conference. Copyright 2009, American Vacuum Society. 
With permission.)

FIGURE 39.22 Th is tall tungsten pillar (45 nm wide and 7.9 μm tall) 
was grown by fi xing the helium beam in one location, while delivering a 
tungsten precursor gas. (From Dan Pickard, National University of 
Singapore. Accepted for publication in the Proceedings of the EIPBN 
Conference. Copyright 2009, American Vacuum Society. With permission.)
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39.11 Summary

Recent improvements in the helium ion source have made the 
fi rst commercial HIM practical. While it is related to the 
 contemporary SEM or Ga-FIB, this new technology provides 
higher-resolution images due to the superior focusing properties 
of the helium ions. Th e helium ions also interact with the speci-
men diff erently from electrons or gallium ions, and therefore 
produce images with distinctly diff erent contrast mechanisms. 
Th e HIM also has unique advantages such as charge mitigation, 
and a long depth of fi eld. Aside from its imaging capabilities, the 
microscope is fi nding new applications for elemental and struc-
tural analysis, as well as nanofabrication.
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40.1 Introduction

A microscope can be defi ned as an instrument that uses one or 
several lenses to form an enlarged (magnifi ed) image. Th e term 
microscope comes from the Greek “mikros” = small and “sko-
pos” = to look at. Microscopes can be classifi ed according to the 
type of electromagnetic wave employed, depending on whether 
or not this wave is transmitted through the specimen. In trans-
mission microscopes, the electromagnetic wave passed through 
the specimen is diff erentially refracted and absorbed. Th e most 
common types of transmission microscopes are transmitting 
light microscopes, in which visible spectrum or selected wave-
lengths pass through the specimen, and transmission electron 
microscopes (TEMs, Figure 40.1a) where the source of illumina-
tion is an electron beam.1−6 Electron beams can also be passed 

over the surface of the specimen, thus causing energy changes in 
the sample. Th ese changes are detected and analyzed to give an 
image of the specimen. Th is type of microscope is called scan-
ning electron microscope (SEM, Figure 40.1b).2,4,7 Th e optical 
paths of the illumination beam in light microscopes and TEMs 
are nearly identical. Both types of microscopes use a condenser 
lens to converge the beam onto the sample. Th e beam penetrates 
the sample and the objective lens forms a magnifi ed image, 
which is projected to the viewing plane. SEM is nearly identical 
to TEM with respect to the illumination source and the con-
densing of the beam onto the sample. However, signifi cant 
 features distinguish SEM from TEM. Before contacting the sam-
ple, the SEM beam is defl ected by coils that move the beam in 
scan pattern. Th en a fi nal lens (which is also called objective 
lens) condenses the beam to a fi ne spot on the specimen surface. 
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Th e signals produced by the eff ect of the beam on the sample are 
interpreted by specialized signal detectors.

Electron microscopy (EM), as it is understood today, is not a 
single technique but a diversity of diff erent ones that off er unique 
possibilities to gain insights into morphology, structure, and 
composition of a specimen. Th e observable samples include 
 biological specimens as well as inorganic and organic materials 
whose characterization need various imaging and spectroscopic 
methods acopled to the basic EM instrumentation.2,5

40.2  History of the Development of 
the Instrumentation

Hans Busch theoretically showed in 1927 that electron beams 
can be focused in an inhomogeneous magnetic fi eld.1−8 He also 
predicted that the focal length of such a magnetic electron lens 
could be changed continuously by varying the coil current. In 
1931, Ernst Ruska and Max Knoll confi rmed this theory by 
 constructing a magnetic lens of the type that has been used since 
then in all magnetic electron microscopes leading to the construc-
tion of the fi rst transmitted electron microscope instrument. 
Th e main limitation of their microscope was that electrons were 
unable to pass through thick specimens. Th us it was impossible 

to utilize the instrument to its full capacity until the  diamond 
knife and ultramicrotome were invented in 1951. In 1938, 
Manfred von Ardenne (1907–1997) constructed a scanning 
transmission electron microscope (STEM) by adding scan coils 
to a TEM. Vladimir Kosmo Zworykin (1889–1982), J. Hillier, 
and R. L. Zinder developed the fi rst SEM in 1942 without using 
the transmitted electron signal. Charles Oatley and his PhD 
 students of the University of Cambridge provided many improve-
ments incorporated to subsequent SEM models that fi nally in 
1964 resulted in the fi rst commercial SEM by Cambridge 
Instruments. In 1986, E. Ruska (together with G. Binning and 
H. Rohrer, who developed the scanning tunneling microscope) 
obtained the Nobel Prize for their groundbreaking work on 
 electron imaging.

40.3 Fundamentals of EM

40.3.1 Properties of Electron Beams

EM is based on the use of a stable electron beam that interacts 
with the matter.3 Electrons are elementary particles with negative 
charge. Th ese particles were discovered by J. J. Th ompson in 1897 
(Nobel Prize 1906), who deduced that the cathode rays consisted 
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of negatively charged particles (corpuscles) that were constituents 
of the atom and over 1000 times smaller than a hydrogen atom.

Th e possibility of developing a microscope that utilized elec-
trons as its illumination source began in 1924 when De Broglie 
(Nobel Prize 1929) postulated the wave–particle dualism accord-
ing to which all moving matter has wave properties, with the 
wavelength λ being related to the momentum p by Equation 40.1:

 
,h h

p mv
λ = =

 
(40.1)

where h is the Planck’s constant = 6.626 × 10−34 Js, m is the mass, 
and v is the velocity).

It means that accelerated electrons also act as waves. Th e 
wavelength of moving electrons can be calculated from this 
equation considering their energy E. Th e energy of accelerated 
electrons is equal to their kinetic energy, given by Equation 40.2:
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where V is the acceleration voltage, e is the elementary charge 
1.602 × 10−19 C, m0 is the rest mass of the electron 9.109 × 10−31 kg, 
and v is the velocity of the electron.

Th ese equations can be combined to calculate the wavelength 
of an electron with certain energy from Equation 40.4, aft er 
 substitution of Equation 40.3:
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At the acceleration voltages used in TEM, relativistic eff ects 
have to be taken into account according to the following 
equation:
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where m0is the rest mass of an electron = 9.109 × 10−31 kg and c is 
the speed of light in vacuum = 2.998 × 108 m/s.

Resolution in a microscope, defi ned as the ability to distin-
guish two separate items from one another, is related to wave-
length of illumination (see Chapter 27 for explanation of “Abbe 
principle”).

Table 40.1 shows several electron wavelengths at some accel-
eration voltages used in TEM.

Electron waves in beams can be either coherent or incoherent. 
Waves that have the same wavelength and are in phase with each 

other are designated as coherent. In contrast, beams comprising 
waves that have diff erent wavelengths or are not in phase are 
called incoherent. Given that electron waves interact with  matter, 
to reduce the complexity of signals produced by these interac-
tions, it is an essential prerequisite to use coherent beams.

Electrons accelerated to a selected energy have the same wave-
length. Th e generation of a highly monochromatic and coherent 
electron beam is an important challenge in the design of modern 
electron microscopes. Aft er interacting with a specimen, elec-
tron waves can form either incoherent or coherent beams which 
interact with each other producing either constructive or 
destructive interferences that can lead extinguish waves.

40.4 Electron–Matter Interactions

When an electron encounters a material, diff erent interactions 
occur producing a multitude of signals (Figure 40.2), which can 
be classifi ed into elastic and inelastic interactions.

In the elastic interactions, no energy is transferred from the 
electron to the sample and the electron leaving the sample still 
conserves its original energy (Eel = E0). Th is is the case of the 
electron passing the sample without any interaction contribut-
ing to the direct beam (Figure 40.2). In thin samples, these sig-
nals are exploited in TEM and electron diff raction (ED) methods 
whereas in thick specimens, backscattered electrons (BSE) are 
the main elastic signals studied.1,4

In the inelastic interactions, an amount of energy is transferred 
from the incident electrons to the sample. Figure 40.3 shows the 
electron energy spectrum of several signals produced during 
electron–matter interaction. Low-energy peaks, such as the large 
secondary electron (SE) peak, correspond to inelastic interaction 
whereas high-energy peaks, BSE distribution, correspond to 
cases where only a negligible amount of energy is lost. Signals 
produced by inelastic electron–matter interactions (Figure 40.2) 
are predominantly utilized in analytical EM.8−12

Th e volume of interaction is controlled by energy loss through 
inelastic interactions and electron loss or backscattering through 
essentially elastic interactions. Factors controlling the electron 
penetration depth and the interaction volume are the angle of 
 incidence, the current magnitude and the accelerating voltage of 
the beam, and the average atomic number (Z) of the sample.8,11 Th e 
resulting excitation volume whose penetration generally ranges 
from 1 to 5 μm is indicated by the jug-shaped region (Figure 40.2).

TABLE 40.1 Electron Wavelengths at Some Acceleration Voltages 
used in TEM

Vacc/kV B/pm A/pm

100 3.86 3.70
200 2.73 2.51
300 2.23 1.97
400 1.93 1.64
1000 1.22 0.87

Vacc, accelerating voltage; A, nonrelativistic wavelength; B, relativistic 
wavelength.
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40.4.1 Elastic Interactions

40.4.1.1 Incoherent Scattering, the BSE Signal

When an electron penetrates into the electron cloud of an atom, 
it is attracted by the positive potential of the nucleus defl ecting 
its path toward the core. Th e Coulomb force F is defi ned in 
Equation 40.62,10,12:
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πε  
(40.6)

with r being the distance between the charges Q1 and Q2 and ε0 
the dielectric constant. Th e closer the electron comes to the 
nucleus, the larger is F and consequently the scattering angle 
(Figure 40.4). Scattering angles range up to 180°, but average 
about 5°.

40.4.1.2 Backscattered Electrons

In some cases, even complete backscattering can occur in an 
individual interaction (Figure 40.5a). In thick samples, many 
incident electrons undergo a series of such elastic events that 
cause them to be scattered back out of the specimen (Figure 
40.5b). BSEs are high-energy primary electrons that suff er large 
angle (>90°) scattering and re-emerge from the specimen. Th e 
energy of BSE depends on the number of interactions that they 
have undergone before escaping the sample.

Th e force F with which an atom attracts an electron is  stronger 
for atoms containing more positives charges (higher atomic 
number, Z). Th erefore, the fraction of beam electrons backscat-
tered from a sample (η) depends strongly on the sample’s  average 
atomic number, Z (Figure 40.6).

40.4.1.3 Coherent Scattering, the ED Signal

When electrons are scattered by atoms in a regular array, collec-
tive elastic scattering phenomenon, known as ED, occurs. All 
atoms in such a regular arrangement act as scattering centers 
that can defl ect the incoming electron from its direct path. Since 
the spacing between the scattering centers is regular now, inter-
ference of the scattered electron in certain directions happens. 
Th is occurs either constructively (reinforcement at certain 
 scattering angles generating diff racted beams) or destructively 
(extinguishing of beams) which gives rise to a diff raction pattern 
(Figures 40.2 and 40.13). Th e scattering event can be described as 
a refl ection of the beams at planes of atoms according to the 
Bragg law, which gives the relation between interplanar distance 
d and diff raction angle Θ, as described by Equation 40.75,7,12:

 ηλ = 2d sin(θ). (40.7)
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Since the wavelength λ of the electrons is known, interplanar 
distances can be calculated from ED patterns.

40.4.2 Inelastic Interactions

Most electrons of the incident beam follow complicated trajecto-
ries through the sample material, losing energy as they interact 
with the specimen atoms producing a number of interactions.3 
Some of the most signifi cant eff ects are shown in Figure 40.2. 
Several interaction eff ects due to electron bombardment emerge 
from the sample and some, such as sample heating, stay within 
the sample.

40.4.3 Secondary Electrons

SEs are produced by inelastic interactions of high-energy inci-
dent electrons with valence electrons of atoms in the specimen 
causing the ejection of the electrons from the atoms (Figure 40.7) 
which can move towards the sample surface through elastic and 
inelastic collisions until it reaches the surface, escaping if its 
energy exceeds the surface work function, Ew. Th e strongest region 
in the electron energy spectrum is due to SEs that are defi ned as 
those emitted with energies less than 50 eV (Figure 40.3).

Th e mean free path length of SEs in many materials is ~1 nm 
(10 Å). Although electrons are generated in the whole region 
excited by the incident beam, only those electrons that originate 
less than 1 nm deep in the sample are able to escape, giving rise 
to a small volume production. Th erefore, the resolution using SE 
is eff ectively the same as the electron beam size. Th e shallow 
depth of production of detected SEs makes them very sensitive 
to topography and they are used for SEM.

Th e fraction of SEs produced, δ, is the average number of 
SE produced per primary electron, and is typically in the range 
0.1–10.
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40.5 Other Signifi cant Inelastic Signals

40.5.1 Characteristic X-rays

When an electron from an inner atomic shell is displaced by 
 colliding with a primary electron, it produces a vacancy in that 
electron shell. In order to re-establish the proper balance in its 
orbitals, an electron from an outer shell of the atom may fall into 
the inner shell and replace the spot vacated by the displaced 
 electron. In doing so, this falling electron loses energy and this 
energy is referred to as x-rays.1−8 Th e characteristic x-ray of a 
given element can be detected and identifi ed; therefore, infor-
mation about the chemical composition of diff erent points of the 
sample can be obtained.

40.5.2 Auger Electrons

Auger electrons are produced when an outer shell electron fi lls 
the hole vacated by an inner shell electron that is displaced by a 
primary or BSE.2,3 Th e excess energy released by this process 
may be carried away by an Auger electron. Because of their low 
energies, Auger electrons are emitted only from near the surface. 
Th e energy of an Auger electron can be characteristic of the type 
of element from which it was released and thus Auger electron 
spectroscopy can be performed to obtain chemical analysis of 
the specimen surface.

40.5.3 Cathodluminescence

Th e interaction of the primary beam with the specimen in 
 certain materials releases excess energy in the form of photons.2,3 
Th ese photons of visible light energy can be detected and counted 
forming an image using the signal of light emitted.

40.6 Instrumentation

Electron beam instruments are built around an electron  column 
containing an electron gun that produces a stable electron beam 
and a set of electromagnetic lenses that control beam current, 
beam size and beam shape, and raster the beam (in the SEM and 
STEM cases, see Figure 40.1). Electron microscopes also have a 
series of apertures (micron-scale holes in metal fi lm) by which 
the beam passes through controlling its properties. Electron 
optics are a very close analog to light optics, and most of the 
principles of an electron beam column can be understood by 
thinking of the electrons simply as rays of light and the electron 
optical components as their optical counterparts.

40.6.1 Electron Gun

Th e electron gun is located at the upper part of the column and 
its purpose is to provide electrons to form a stable beam of 
 electrons of adjustable energy. Th is is carried out by allowing 
electrons to escape from a cathode material. Th e total energy 

required for a material to give up electrons is defi ned by 
Equation 40.8:

 E = Ew + Ef, (40.8)

where E is the total amount of energy needed to remove an elec-
tron to infi nity from the lowest free energy state, Ef is the highest 
free energy state of an electron in the material (which must be 
achieved), and Ew is the work function or work required to 
achieve the diff erence.

Electron beams can be produced by two diff erent electron gun 
types (Figure 40.8): thermoionic guns (electron emission through 
heating) and fi eld emission guns (electron emission through the 
application of an extraction voltage).

In the thermionic sources (Figure 40.8a), electrons are pro-
duced by heating a conductive material to the point where the 
outer orbital electrons gain suffi  cient energy to overcome the work 
function barrier and escape. Most of the thermoionic electron 
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guns have a triode confi guration consisting of a cathode, a 
Wehnelt cap, and an anode.

Th e cathode is a thin fi lament (about 0.1 mm) wire bent into a 
“V” to localize emission at the tip, yielding a coherent source of 
electrons emitted from a small area, which in many cases is not 
perfectly circular. Th ere are two main types of thermionic sources: 
tungsten metal fi laments and LaB6 crystals. Th ese two types of 
sources require vacuums of ~10−5 and ~10−7 Torr, respectively.

High-vacuum conditions for the electron column and the 
specimen chamber are required in order to:

 • Avoid damaging the fi lament. Th e volume around the 
electron gun must be kept free of gas molecules, especially 
oxygen, which will greatly shorten the fi lament life.

 • Avoid arcing between the fi lament and the anode. Th ere is 
very high voltage between these two components and stray 
air or gas molecules can cause electrical arcing between 
them.

 • Avoid volatilizations produced by collisions between 
electrons of the beam and stray molecules. Th ese colli-
sions can result in spreading or diff using of the electron 
beam or, more seriously, can result in volatilization event 
if the molecule is organic in nature (e.g., vacuum oil). 
Volatilizations can severely contaminate the microscope 
column, especially apertures, and degrade the image.

Tungsten fi laments resist high temperatures without melting 
or evaporating, but they have a very high operating temperature 
(2700 K), which decreases their lifetime due to thermal evapora-
tion of the cathode material. Th e electron fl ux from a tungsten 
fi lament is minimal up to a temperature of approximately 
2500 K. Above 2500 K, the electron fl ux increases essentially in 
an exponential mode with increasing temperature, until the 
 fi lament melts at about 3100 K. However, in practice, the elec-
tron emission reaches a plateau termed as saturation. Proper 
saturation is achieved at the edge of the plateau; higher emission 
currents serve only to reduce fi lament life. LaB6 cathodes yield 
higher currents at lower cathode temperatures than tungsten, 
exhibiting 10 times the brightness and more than 10 times the 
service life of tungsten cathodes. Moreover, its emission region is 
smaller and more circular than that of tungsten fi laments, which 
improves the fi nal resolution of the electron microscope. 
However, LaB6 is reactive at the high temperatures needed for 
electron emission.

Th e cathode is surrounded by a slightly negative biased 
Wehnelt cap (200–300 V) to localize at one spot the cloud of pri-
mary electrons emitted from the heated fi lament. Th e electrons 
emitted from the cathode–Wehnelt assembly are drawn away by 
the anode plate, which is a circular plate with a hole in its center. 
A voltage potential between the cathode and anode plates is used 
to accelerate the electrons down the column (accelerating 
 voltage), condensing and roughly focusing the beam of primary 
electrons.

In the fi eld emission guns (Figure 40.8b), the cathode consists 
of a sharp metal tip (usually Tungsten) with a radius of less than 
100 nm. An extraction voltage (V1) is established between the 

fi rst anode and the tip and an electric fi eld concentrated at the 
tip produces electron emission accelerated by the accelerating 
voltage (V0) between the tip and the second anode.

Th ere are two types of fi eld emission guns (FEG): cold and 
thermally assisted. Both types require that the tip remains free 
of contaminants and oxide, and thus they require ultra-high-
vacuum conditions (10−10 to 10−11 Torr). In the cold FEG, the elec-
tric fi eld emission gun produced by the extraction voltage lowers 
the work function barrier and allows electrons to directly tunnel 
through it, thus facilitating emission. Th e cold FEGs must perio-
dically heat their tip to be polished of absorbed gas molecules. 
Th e thermally assisted FEG (Schottky fi eld emitter) uses heat 
and chemistry (nitride coating) in addition to voltage to over-
come the potential barrier level.

40.7 Electromagnetic Lens

Electromagnetic lenses are made of a coil of copper wires inside 
several iron pole pieces (Figure 40.9). An electric current 
through the coils creates a magnetic fi eld in the bore of the pole 
pieces. Th e rotationally symmetric magnetic fi eld is strong close 
to the bore and becomes weaker in the center of the gap. Th us, 
when an electron beam passes through an electromagnetic lens, 
electrons close to the center are less strongly defl ected than 
those passing the lens far from the axis. Th e overall eff ect is that 

FIGURE 40.9 Construction of the electron microscope lens.
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a beam of parallel electrons is focused into a spot. In a magnetic 
fi eld, an electron experiences the Lorentz force F, as expressed 
in Equation 40.9:

 F = −e(E + v × B). (40.9)

Or in magnitude only:

 |F| = evB sin(v ∙ B), (40.10)

where E is the strength of the electric fi eld, B is the strength of 
the magnetic fi eld, and e/v is the charge/velocity of electrons.

Th e focusing eff ect of a magnetic lens therefore increases with 
the magnetic fi eld B, which can be controlled via the current 
fl owing through the coils. As it is described by the vector prod-
uct, the resulting force F is perpendicular to v and B. Th is leads 
to a helical trajectory of the electrons and to the magnetic rota-
tion of the image (Figure 40.9).

Electromagnetic lenses infl uence electrons in a similar way as 
convex glass lenses do with light. Th us, very similar diagrams 
can be drawn to describe the respective ray paths. Consequently, 
the imaginary line through the centers of the lenses in an elec-
tron microscope is called optical axis as well. Furthermore, the 
lens equation of light optics is also valid in electron optics, and 
the magnifi cation is defi ned by Equation 40.11:
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yielding the magnifi cation
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where f is the focal length, u is the object distance, and v is the 
image distance.

As with glass lenses, magnetic lenses have spherical (electrons 
are defl ected stronger the more they are off -axis) and chromatic 
aberrations (electrons of diff erent wavelengths are defl ected 
 diff erently). Moreover, the iron pole pieces are not perfectly 
 circular, and this makes the magnetic fi eld deviating rather than 
being rotational symmetric. Th e astigmatism of the objective 
lens can distort the image seriously. Th us, the astigmatism must 
be corrected, and this can fortunately be done by using octupole 
elements, so-called stigmators. Th ese stigmators generate an 
additional fi eld that compensates the inhomogeneities causing 
the astigmatism.

To reduce the eff ects of spherical aberration, apertures are 
introduced into the beam path (see Figure 40.1). It must be taken 
in account that the introduction of apertures reduces beam 
 current and can produce diff raction eff ects.

In electron microscopes, magnetic lenses perform two diff er-
ent tasks: beam formation/focusing, and image formation and 
magnifi cation.

40.7.1  Beam Formation and Focusing 
(Condenser Lenses in TEM and SEM 
and Objective Lens in SEM)

Condenser lenses are located at the upper part of the column 
(Figures 40.1a and b) ensuring that the electron beam is sym-
metrical and centered and controlling the beam intensity by 
focusing the electron beam onto a lower aperture. In the TEM, 
they focus the illuminating beam on the specimen.

In the SEM, the objective lens, located at the base of the elec-
tron column (Figure 40.1b) focuses the electron beam onto the 
sample and controls its fi nal size and position. An objective 
aperture of variable size, located under the lens, controls aberra-
tions, resolution, and probe current. Hosted within it are scan-
ning coils, which raster the beam across the sample for textural 
imaging by varying the current through their magnets.

40.7.2  Image Formation and Magnifi cation 
(Objective, Diffraction, Intermediate, 
and Projective Lenses in TEM)

Th e TEM has a complex electromagnetic lenses group as imag-
ing system under the sample chamber. Th e objective lens focuses 
the beam aft er passing through the specimen and forms an 
intermediate image. Electrons scattered in the same direction 
are focused in the back focal plane forming a diff raction pattern. 
Electrons coming from the same point are focused in the image 
plane. An objective aperture, situated below the objective lens, 
allows the selection of only a few beams to form the images. Eye 
piece, intermediate and projector lenses magnify the intermedi-
ate image to form the fi nal image.

40.8 Sample Chamber

Samples involved in the TEM and SEM techniques have diff erent 
characteristics. TEM samples are usually small and must be as 
thin as possible, whereas SEM samples are far more variable 
ranging from small specimens, similar to those observed in the 
TEM, to large pieces of specimens. Th e sample chambers of the 
two instruments refl ect this diff erence. TEM has a sample cham-
ber just large enough to permit observation of specimens 
included in a ring or grid of a few mm. In contrast, SEM has a 
sample chamber that permits large and complex movements of 
the sample stage; for example, the SEM can accommodate sam-
ples up to 200 mm in diameter and ~80 mm high. Moreover, 
SEM sample chambers are designed to accommodate a wide set 
of signal detectors that allow the developing of their imaging 
and analytical facilities.

40.9 Detection of Signals

40.9.1 BSE Detection

Th e BSE signal is mainly used in SEM instruments. BSEs are 
detected using diodes, acting as semiconductors, located at the 
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base of the objective lens (Figure 40.10). When BSEs, imparting 
energy, strike these semiconductor chips, a current fl ows. Th e 
size of the current (signal) is proportional to the number of elec-
trons hitting the semiconductor. Th e BSE detectors are sensitive 
to light and cannot be used if a sample illumination device is on 
at the chamber.

Th e BSE detector systems commonly consist of either two 
semicircular plates or four semiconductor plates mounted at the 
base of the bottom of the electron column.

40.9.2 SE Detection

Owing to the low energy of the SEs (Figure 40.2) emitted from the 
sample in all directions, in a fi rst stage of the detection  process, 
they have to be drawn from the sample surface toward the detec-
tor. Th ey are gathered by a charged collector grid, which can be 
biased from −50 to +300 V (Figure 40.11). SEs are then detected 
using a scintillator–photomultiplier detector. Th e amplifi ed elec-
trical signal is sent to further electrical amplifi ers, which increase 
the electrical signal and thus increase the brightness.

40.9.3 Low-Vacuum Mode

SEM has the added capability to also work with a relatively poor 
vacuum in the specimen chamber. Air (or another gas) is admitted 
into the sample chamber to neutralize the build-up of the negative 
electrostatic charge on the sample. In “low-vacuum (LV) mode,” 
the sample chamber pressure, typically 20–30 Pa, is maintained at 
a specifi able value by a separate extra pump with a large foreline 
trap. Th e electron column is separated from the chamber by a 
vacuum orifi ce (aperture) that permits the column and objective 

lens apertures to be maintained at a higher  vacuum pressure. LV 
mode allows the study of samples with poor or no electrical con-
ductivity. Normally, these materials would be either coated with 
an electrically conductive coating, which takes time and hides 
the true surface, or studied at low voltages, which do not give 
backscatter or x-ray information. Additionally, samples contain-
ing volatile substances (water) can oft en be  studied directly.

An environmental SEM utilizes relatively low-vacuum pres-
sures (up to 50 Torr ~6700 Pa) not only to neutralize charges, 
but also to provide signal amplifi cation. Th e electron column is 
gradually pressured by a series of pumps and apertures.

A positively charged detector electrode is placed at the base of 
the objective lens at the top of the sample chamber (Figure 40.12). 
Electrons emitted from the sample are attracted to the positive 
electrode, undergoing acceleration. As they travel through the 
gaseous environment, collisions occur between electrons and 
gas particles, producing more electrons and ionization of the gas 
molecules and eff ectively amplifying the original SE signal (elec-
tron cascade). Th is form of signal amplifi cation is identical to 
that which occurs in a gas-fl ow x-ray detector. Positively charged 
gas ions are attracted to the negatively biased specimen and 
 off set charging eff ects.

40.10 Imaging with EM

40.10.1 Imaging in TEM

Image formation in the TEM is carried out by the objective lens, 
which physically performs: (a) A Fourier transform (FT, Fourier 
analysis) that creates the diff raction pattern of the object in the 
back focal plane of the objective lens and (b) an inverse FT 
(Fourier synthesis) that causes the interference of the diff racted 
beams to go back to a real space image in the image plane.

Th erefore, the selection of the focusing plane and the beams 
allowed to pass through the aperture of the objective lens play 
critical roles in the TEM image formation.

40.10.1.1 Diffraction Patterns

Th e FT of periodic structures gives rise to sharp spots at 
 well-defi ned positions in the resulting diff raction pattern. Each 
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set of parallel lattice planes of the periodic structure is repre-
sented by spots which have a distance of 1/d (d is the interplanar 
spacing) from the origin and which are perpendicular to the 
refl ecting set of lattice planes. Th e diff raction can be described 
in reciprocal space by the Ewald sphere construction (Figure 
40.13). A sphere with radius 1/λ is drawn through the origin of 
the reciprocal lattice. For each reciprocal lattice point that is 
located on the Ewald sphere surface, the Bragg condition is 
 satisfi ed and diff raction arises. Such diff raction patterns provide 
 useful information about the nature of the periodic structure.

40.10.1.2 Contrast Images

Th e focus in the image plane of the electrons coming from the 
same point of the object produces images whose points have 
 diff erent contrast. Basic contrast mechanisms in TEM are con-
trolled by the local scattering power of the sample. Th e interac-
tion of electrons with heavy atoms having a high charge (Q) is 
stronger than with light atoms; hence, areas in which heavy 
atoms are localized appear with darker contrast than those with 
light atoms (mass contrast). In thick areas, more electron scatter-
ing events occur and thus thick areas appear darker than thin 
areas (thickness contrast). In particular, this mass-thickness con-
trast is important in bright (BF) and dark fi eld (DF) imaging.

In the BF mode of the TEM (Figure 40.14), the aperture placed 
in the back focal plane of the objective lens allows only the direct 
beam to pass through. In this case, the image results from a 
weakening of the direct beam by its interaction with the sample 
and therefore the mass-thickness contrast contributes to image 
formation: thick areas and areas enriched in heavy atoms appear 
with darker contrast. If a specimen with a crystalline structure is 

appropriately oriented, many electrons will be strongly scattered 
to contribute to the refl ections in the diff raction pattern, and 
only a few electrons pass without interactions; therefore, this 
specimen appears with dark contrast in the BF image (diff rac-
tion contrast). In real specimens, all contrast mechanisms, 
namely mass-thickness and diff raction contrast, occur simulta-
neously, making interpretation of TEM images diffi  cult some-
times. In DF images (Figure 40.14), the direct beam is blocked by 
the objective lens aperture while one or more diff racted beams 
are allowed to pass through, resulting in an image where the 
specimen is in general weakly illuminated and the surrounding 
area that does not contain the sample is dark.

40.10.1.3 Lattice Images

Th e lattice images are formed by the interference of various dif-
fracted beams. A larger objective aperture has to be selected to 
obtain this type of images, allowing many beams, including, or 
not, the direct beam, to pass. If the resolution of the microscope 
is suffi  ciently high and a suitable sample is oriented along, then 
high-resolution TEM (HRTEM) images, showing crystalline 
periodicity, are obtained.

40.10.2 Imaging in SEM

In the SEM images, there is a conjugate correspondence between 
the rastering pattern of the specimen and the rastering pattern 
used to produce the image on the monitor. Th e signal produced 
by the rastering is collected by the detector and subsequently 
processed to generate the image (Figure 40.1b). Th at processing 
takes the intensity of the signal coming from a pixel on the spec-
imen and converts it to a grayscale value of the corresponding 
monitor pixel. Th e monitor image is a two-dimensional rastered 
pattern of grayscale values.

Interestingly, no lens is directly involved in the image forming 
process. Th e magnifi cation is then simply the ratio of the length 
of the scan C on the CRT to the length of the scan on the speci-
men. Changing magnifi cation does not involve changing any 
lens current and therefore, focus does not change as magnifi ca-
tion is changed and the image does not rotate with magnifi ca-
tion change.

For obtaining images in sharp focus, the area sampled by the 
incident electron beam must be at least as small as the pixel 
diameter for the selected magnifi cation. Because of the scatter-
ing of the incident electrons, the signals produced are actually 
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generated from a larger area (perhaps 1.5–2 times) than the beam 
diameter. Th erefore, the beam must be focused to a diameter 
between 0.5 and 0.7 times the diameter of the magnifi cation.

Contrast C involves the signals produced by the detector for 
two points A and B on the sample, which depend on the number 
of signal electrons emitted from the sample, the number of these 
electrons reaching the detector, and its effi  ciency to record them. 
Th e signal produced by the detector can be modifi ed to change 
the appearance of the image; however, such a change does not 
alter its information content.

40.10.2.1 Imaging with BSE

BSE provide valuable information because of their sensitivity to 
atomic number variations. However, it must be taken into 
account that BSE are produced from the entire upper half of the 
interaction volume (Figure 40.2) and, therefore, the spatial reso-
lution of BSE images is poor (usually ~1 μm; at best ~0.1 μm).

Th e BSE signal is mainly used to obtain information on the 
specimen composition (average Z). SEM uses paired detectors to 
receive BSE (Figure 40.15). Addition of signals received by each 
detector highlights the compositional characteristics of the sam-
ple, thus providing a composition image (COMPO mode).

40.10.2.2 Imaging with SEs

SE imaging provides morphological information about the spec-
imen. Th e topographical aspects of a SE image depend on how 
many electrons actually reach the detector. Given that, SE yield 
depends on the angle of tilt of the specimen relative to the 
 primary electron beam, φ; when the incident electron beam 
intersects the tilted edges of topographically high portions of a 
sample at lower angles, it puts more energy into the volume of SE 
production, producing more SEs and generating a larger signal 
(Figure 40.16). Th erefore, places where the beam strikes the sur-
face at an angle have larger volumes of electron escape than the 
perpendicular incidence (φ = 0). Th ese eff ects cause tilted sur-
faces to appear brighter than fl at surfaces, and edges and ridges 
to be markedly highlighted, in images formed with SEs.

Faces oriented toward the detector also generate more SEs. 
SEs that are prevented from reaching the detector do not 
 contribute to the fi nal image. Th erefore, faces oriented towards 

the detector will be brighter, whereas those in the opposite direc-
tion will be dark.

40.11 Specimen Preparation for TEM

Specimen processing for EM represents considerable eff ort to 
follow a rigid procedure that infl uences the quality of the fi nal 
electron micrographs. Th e biological preparation begins with a 
living hydrated tissue and ends with the tissue being water-free 
which is preserved in a static state within a plastic resin matrix. 
Basically, the plastic resin mixture permeates the tissue, replac-
ing all water within the cell and making the cell fi rm enough for 
sections to be cut. To get to this point, specimen processing 
should begin with careful planning and proceed with meticu-
lous attention to details following this rigid sequence: (i) primary 
chemical fi xation, (ii) washing, (iii) secondary chemical fi xation, 
(iv) dehydration, (v) use of transitional solvents, (vi) infi ltration, 
(vii) embedding, and (viii) microtomy.13,14

40.11.1 Fixation

Conceptually, the purpose of fi xation in EM is to preserve the 
structure of the biological specimen as closer as possible to the 
living state. Th is means that fi xation must protect the sample 
against destructive autolytic processes and additionally protect 
the specimen during the other processing steps and subsequent 
exposure to the electron beam. Basically, fi xatives form cross-
links, not only between their reactive groups and the reactive 
groups of the specimen but also between diff erent reactive 
groups within the specimen.13,14

Optimal fi xation requires special care regarding the prepara-
tion of the solutions. Buff ering system is crucial to maintain the 
cellular physiologic pH, for example, 7.2–7.4 for most mamma-
lian tissues. Commonly used buff ers are phosphate and cacody-
late. Just as important as the selection of the buff er is the 
osmolarity of the buff ering system, since it may induce shrink-
age or swelling of tissue due to osmotic eff ects.13,14
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Th ere are some basic criteria that have been considered to 
obtain good fi xation results in spite of the fact that the quality 
varies according to the biological material and the type of fi xa-
tive. Th ey are generally: (a) specimen size—fi xatives penetrates 
well to a depth of less than 1 mm; (b) fi xation promptness—to 
minimize autolytic changes, tissue slices or cell suspensions 
should be promptly placed in fi xative aft er collecting; (c) period 
of fi xation—it is related to the specimen nature, temperature of 
fi xation, and fi xative and buff er used (prolonged fi xation 
extracts cellular materials); (d) tonicity—if a fi xative is isotonic 
it may penetrate too slowly; if it is hypertonic, it will cause tis-
sue shrinkage; if it is hypotonic, it will cause tissue swelling; (e) 
the specifi city of the fi xative—coagulant fi xation (e.g., alcohol) 
transforms proteins into opaque mixtures of granular solids 
suspended in fl uid. In this case, noncoagulant fi xatives are 
indicated since they transform proteins into transparent gels, 
stabilizing them without much structural distortion; and (f) 
method of fi xation—the best preservation is obtained by per-
fusing fi xative through the blood vascular system of a previ-
ously anesthetized animal (in vivo). A less eff ective method but 
still useful in several cases is the sample immersion in fi xative 
aft er removal from the body (in vitro). Th is method requires 
rapid removal and immediate immersion in the liquid fi xative 
with as little mechanical damage as possible. Since it is abso-
lutely critical that the specimen does not dry even slightly at 
this stage, it may be stored temporally in phosphate-buff ered 
saline, if no fi xative is immediately available.13 As mentioned 
before, the specifi city of the fi xative is another critical issue in 
the fi xation procedure. Th e choice of a proper fi xative will 
depend on the purpose of the study.

Th e most common and best method of fi xation for EM 
involves the use of glutaraldehyde as a primary fi xation followed 
by secondary exposure (postfi xation) to osmium tetroxide. 
Glutaraldehyde (C5H8O2) is a dialdehyde and the most eff ective 
of the aldehyde fi xatives for preserving fi ne structures. It stabi-
lizes cell structures, prevents distortion during processing, and 
increases the permeability of tissue to embedding media. No 
other fi xative surpasses glutaraldehyde in its ability to cross-link 
proteins although it also reacts with lipids, carbohydrates, and 
nucleic acids. It penetrates very slowly into the tissue (1 mm per 
hour), which calls the attention to the fi rst criterion mentioned 
above. Osmium tetroxide acts as both a fi xative and an electron-
dense stain. It penetrates oft en slower than glutaraldehyde but 
reacts quickly with lipids, proteins, and lipoproteins. It does not 
react with ribonucleic acid (RNA) or deoxyribonucleic acid 
(DNA) and, in low concentrations, does not preserve microtu-
bules. In its reduced state, this fi xative renders tissue black, 
 permitting it to be more easily seen during processing and 
cutting.13,14

Th ere are some others fi xatives such as paraformaldehyde, 
acrolein, potassium permanganate, and certain electron-dense 
stains such as uranium salts and ruthenium tetroxide, etc. Just 
for a general description, acrolein associated with glutaralde-
hyde gives a good preservation to microtubules; the high con-
trast of potassium permanganate (KMnO4) is perfect to preserve 

cell membranes. It also preserves DNA and prevents its clump-
ing during dehydration.14 Again, a better choice will depend on 
the purpose of study.

40.11.2 Washing

In order to eliminate any free unreacted fi xative that remains 
within the tissue, the specimen has to pass through several rinses 
in the same buff er vehicle used in the primary fi xation step. If 
this step is not taken carefully, the micrographs will show many 
small black dots as a background and could generate a false 
 analysis. Th e procedure includes one or two 10-min-washes aft er 
primary fi xation with glutaraldehyde.13

40.11.3 Dehydration

Water is a highly polar molecule that is, by far, the major com-
ponent of virtually all cells. Tissues have to be infi ltrated by the 
hydrophobic embedding media, which makes dehydration a 
very important step during the specimen processing. It consists 
of replacing the water in cells with solvent agents as ethanol or 
acetone, by using a graded series of dehydration agents. Usually 
it begins with 30% or 50% ethanol or acetone followed by the 
secondary fi xation with 70%, 85%, 95% and absolute ethanol or 
acetone during determined periods of time in order to elimi-
nate the small amount of water remaining in the specimen. 
Th ere are two cautions required during the dehydration pro-
cess: (a) keeping the vials with dehydrant sealed tightly to avoid 
the absorption of water from the air and (b) replacing one dehy-
drant with another as quickly as possible to avoid drying of the 
tissue.13

40.11.4 Use of Transitional Solvents

Th is step is basically taken not only to further dehydrate the 
 tissue but also to speed up the infi ltration with the plastic 
embedding media that require a highly miscible solvent to it. 
Th us, another intermediary solvent, propylene oxide or acetone, 
being the fi rst the standard solvent used, will replace the alco-
hol. Like absolute alcohol or ethanol, it is a highly hygroscopic, 
and the same precautions previously taken with these sub-
stances should be taken with propylene oxide. Usually more 
than one change of propylene oxide is necessary to replace the 
alcohol.13

40.11.5 Infi ltration

Infi ltration is the process by which dehydrants or transition 
 fl uids are gradually replaced by resin monomers. Due to its 
 viscosity, epoxy is mixed with propylene oxide under deter-
mined proportions and this mixture gradually penetrates into 
the sample aft er dehydration.13 Th e epoxy-solvent proportions 
is increased up to pure epoxy. Specimens in 100% resin are 
then transferred into molds or capsules containing the resin and 
are fi nally placed in an oven where the epoxy components 
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polymerize to form a solid block.13 Th e infi ltration schedule may 
vary depending on the specimen.

40.11.6 Embedding

Th e next step is the embedding process, by which the liquid 
embedding media must permeate the specimen and harden to 
form a solid matrix. In common practice, this is accomplished by 
using epoxy monomers that harden with time and under  certain 
curing conditions. Usually, an epoxy embedding media, Epon 
812, has been used along the years for EM. Th e Epon embedding 
media is prepared by thoroughly mixing the resin (Epon 812 or 
substitute), the hardeners (DDSA—dodecenyl succinic anhy-
dride and NMA—nadic methyl anhydride), and the accelerator 
(BDMA—bensyldimethylamine). Th e hardness of the Epon 
mixture will be reached by varying the proportions of the rela-
tive amounts of DDSA and NMA, the former producing soft er 
blocks and the latter harder blocks.13 Th e most adequate fi rmness 
will depend on the manufacturer’s recommendations and the 
used proportions are commonly available in the literature.

40.11.7 Microtomy

Th is procedure involves cutting the specimen into extremely 
thin slices or sections for adequate viewing on the TEM. It 
requires practice and attention to details such as the quality of 
the knives and specimen support grids, and cleanliness of all 
reagents and glassware. Generally, specimen microtomy for EM 
is performed in two steps: semithin sectioning followed by ultra-
microtomy. Th e former is useful to indicate the quality of the 
sample preparation and it helps to locate areas of interest for 
example, lesion, specifi c cell type, and so on. Semithin sections 
are cut with a glass knife and their thickness ranges between 0.5 
and 2 μm .13 Th ese sections are usually stained with toluidine 
blue for evaluation at light microscopy. As the desired area of the 
block is selected, the specimens are subjected to ultramicrotomy, 
which is done using a diamond knife. Th e section thickness is 
determined by the interference colors of the sections fl oating on 
the surface of the diamond knife trough, varying between gray 
(around 60 nm and useful for high-resolution), gold (90–150 nm 
and useful for low magnifi cation) and silver (60–90 nm, for 
 general purposes).14 Th in sections are then placed on copper 
meshed grids and stained with uranyl citrate followed by lead 
citrate, the standard method. However, uranyl acetate can be 
used as an additional step during the regular processing and, in 
this case, the grids are stained just with lead citrate.13

40.12  EM Applications to Biological 
and Clinical Studies

EM is a powerful tool for understanding the complexity of 
 cellular mechanisms involved in numerous diseases as well to 
allow accurate diagnosis. Some examples highlighting the use of 
EM for biological and clinical investigations are discussed in the 
following.

40.12.1  Immune Cells Associated to 
Infl ammatory and Allergic Diseases

Th e ultrastructure of cells from the immune system has been 
extensively investigated in order to obtain insights into the 
mechanisms of infl ammatory and allergic diseases. EM tech-
niques have allowed understanding the mechanisms of secretion 
of cells such as human eosinophils, cells typically associated 
with host defense against pathogens and with infl ammatory and 
allergic diseases such as asthma.15 Figure 40.17 shows an electron 
micrograph of a human eosinophil from a patient with hypere-
osinophilic syndrome (HES), which is characterized by increased 
numbers of activated eosinophils in the blood and tissues. TEM 
has identifi ed in these patients a signifi cant increase of large 
transport vesicles within blood eosinophils in parallel to the 
presence of altered secretory granules, indicating the occurrence 
of a secretion process termed as piecemeal degranulation.16 Th is 
process which involves vesicular traffi  cking is important to under-
stand how citotoxic proteins are released from eosinophils in aff ected 
tissues of patients with HES.16

40.12.2 Infectious Diseases

EM has also facilitated the study of infectious diseases, for 
example, helping to understand the function of infl ammatory 
macrophages, the fi rst line of defense in protecting the host from 
invading microorganisms. Activated macrophages exert critical 
activities in immunity to parasites, playing a pivotal role in the 
mechanism for halting diseases such as infections caused by the 
parasite Trypanosoma cruzi. Th is parasite is the causal agent of 
Chagas’ disease, a signifi cant public health issue which is still a 
major cause of morbidity and mortality in Latin America. 
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FIGURE 40.17 Ultrastructure of a blood eosinophil from a hypereo-
sinophilic patient. Specifi c granules (Gr) with typical crystalloid cores 
are observed together with enlarged granules with disassembled cores 
(arrows). N, nucleus; LB, lipid bodies. Scale bar, 800 nm.
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 Figure 40.18 shows the ultrastructure of an infl ammatory mac-
rophage from the heart of a rat infected with T. cruzi. Th ese acti-
vated macrophages exhibit a signifi cant increase in their organelle 
apparatus, mainly Golgi complex, rough endoplasmic reticulum, 
polysomes, lysosomes, and vesicles. Phagolysosomes with vary-
ing sizes and electron densities containing amorphous or granu-
lar materials, cell debris, and parasites are oft en found in the 
macrophage cytoplasm. Th e nucleus of infl ammatory mac-
rophages is irregular in outline, more euchromatic and occasion-
ally multinucleated. Moreover, these cells are characterized by a 
striking increase in surface projections and pseudopodia. Th ese 
morphological characteristics of activation observed only by 
TEM have been recognized as an accurate indication of high 
phagocytic and microbicidal activities of macrophages.17

40.12.3 Biopsies of Virus-Infected Skin

EM has proved to be an important tool in studying dermal alter-
ations caused by the infection with the human T-cell lymphotro-
pic virus type 1 (HTLV-1).18 Th e association of HTLV-1 with 
infectious dermatitis and other diseases is due in part to the 
immunodefi ciency induced by this virus. Basically, the main 
target of HTLV-1 is the CD4 + T lymphocyte, which is immor-
talized aft er being infected. Figure 40.19 shows skin biopsies 
from normal (Figure 40.19a) and HTLV-1-infected individuals 
with dermatological manifestations of chronic dermal infection 
(Figure 40.19b).19,20 While normal skin (Figure 40.19a) shows 
typical structural components such as cell junctions (desmosome 

and hemidesmosome), basal membrane, and connective tissue 
with fi broblast and collagen fi bers, ultrastructural alterations 
are observed in the case of chronic dermal infection (Figure 
40.19b). EM reveals intercellular spaces due to the  disruption of 
desmosomes between keratinocytes, condensed nucleus, and 
vacuolated cytoplasm. Disruption of hemidesmosomes between 
epidermis and dermis and an infi ltration of mononuclear cells 
into the dermal papillae are also observed (Figure 40.19b).19,20

Because of their very small size, viruses can only be observed 
by EM. Structures with diameters of approximately 100 nm and 
ultrastructural characteristics of the HTLV-1 particles are 
observed near or emerging from cells such as fi broblasts (Figure 
40.19c). Th is virus continues to multiply in the compartments of 
the infected skin leading to a local chronic infl ammatory reac-
tion which attempts to control the infection.
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FIGURE 40.18 Ultrastructural features of a rat infl ammatory 
 macrophage in the heart following infection with T. cruzi (12 days). 
Th is cell exhibits cytoplasm that is voluminous, rich in organelles, and 
includes phagolysosomes (Ph) with degenerating material. N, nucleus; 
My, myocardium. Scale bar, 500 nm.
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FIGURE 40.19 Ultrastructural features of a normal and virus- 
infected skin. In (a), typical epithelial structures such as basal mem-
brane (BM), desmosome and hemidesmosome (arrow) are observed in 
addition to fi broblasts (Fb). In (b), dermal papillae from a virus-infected 
skin show a destroyed basal membrane (BM), with disruption of hemi-
desmosome and desmosome between keratinocytes (Ke). Several 
mononuclear cells (arrows) are infi ltrating the epidermis (Ep) and 
 dermis (Dm) in response to the infection with the HTLV-1 virus; Figure 
(c) shows HTLV-1  particles with ultrastructural morphological of likely 
mature (arrow) and immature viral (arrowhead) blossomed from the 
fi broblast cell membrane. V, vacuole, N, nucleus. Scale bar, 500 nm (a) 
6 μm, (b) 12 μm, and (c) 120 nm.
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40.13 Cancer Diagnosis Using EM

EM is a powerful adjunct to routine light microscopy when 
applied to the diagnosis of human tumors.21 In many cases, 
accurate diagnosis of the origin of tumor depends on EM. For 
example, some tumors submitted for analysis are classifi ed as 
adenocarcinomas because they reveal glandular structures by 
light microscopy, but the site of origin can only be determined 
by EM.21 Metastatic adenocarcinoma from an unknown primary 
site requires extensive roentgenographic and endoscopic studies 
for localization of the site of tumor origin. Given these diffi  cul-
ties, rapid ultrastructural analysis allows the accurate diagnosis 
of the cell of tumor origin during metastatic adenocarcinomas. 
By providing magnifi cation high enough to identify numerous 
intracytoplasmic elements, such as the presence of fi laments, 
EM can identify typical cell structures such as lamellar (surfac-
tant) bodies, which are typical of alveolar cell carcinoma of the 
lung or presence of apical terminal webs and diagnostic of gut 
epithelial cells (Figure 40.20).22 Th is is important because it can 
provide an adequate therapeutic strategy for the patient.

40.14 EM Imaging Artifacts

Ideally, electron micrographs are of little scientifi c value if the 
information obtained from them is not of good quality. 
Mistakes made in an EM laboratory during specimen prepara-
tion can refl ect in distortions named as artifacts. Some of the 
artifacts commonly observed on electron micrographs are 

 discussed below. It is important to emphasize that the interpre-
tation skills come with experience and with a reasonable back-
ground in the fundamentals of cell structure and tissue 
architecture.

Generally, a common sign of poor fi xation is the swelling of 
organelles. Mitochondria cristae oft en become peripherally 
positioned, turning to a rarifi ed matrix or swollen appearance. 
On the other hand, inadequate removal or replacement of either 
the water or the fl uids usually results in holes in the tissue. Th e 
sectioning step also requires special care. Knife marks or scrape 
marks on the section, which appears as lines or tears perpen-
dicular to the knife edge are common fi ndings on electron 
micrographs (Figure 40.21a) if the knives are not properly used 
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FIGURE 40.20 Ultrastrutural features of an adenocarcinoma cell—
tumor cells showing a cytoplasm and nucleus with an abnormal vesicle 
aspect. A pleiomorphic nucleus with highly dispersed chromatin is 
pushed to the cytoplasm periphery by a large vesicle containing an 
amorphous electron dense material (Am) merged by numerous 
microvilli (MV). In addition to the numerous small vesicles (V), the 
tumor cells cytoplasm displays vacuolated mitochondria (Mi), dilated 
smooth endoplasmic reticulum (SER), and a dense lamellar body (white 
arrow). N, nucleus; Nu, Nucleolus. Scale bar, 2 μm.

FIGURE 40.21 Artifacts commonly observed on electron micro-
graphs. In (a), knife marks, which appear as perpendicular lines cross-
ing the whole cell section (arrowheads) are observed on a blood cell 
(lymphocyte). In (b), staining artifacts appears as crystals or dense 
 particles (circles) on the surface of a section from an eosinophil. Scale 
bar, (a) 1.2 μm and (b) 0.5 μm.
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or if they are defective or dirty in certain areas. Th e most com-
mon and problematic artifacts are those related to the staining 
of the specimens, which may take a variety of forms on the elec-
tron micrographs. Lead precipitate may appear as fi ne grains 
(“pepper”), crystals (Figure 40.21b) or as dense spherical 
particles.13
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41.1  Need for Lab-on-a-Chip Devices

Lab-on-a-chip (LOC) is a miniaturized, portable device that 
integrates diff erent laboratory functions such as real-time poly-
merase chain reaction (PCR), biochemical assays, immunoassay, 
dielectrophoresis, and bioseparations on a single device. Th ese 
novel LOC systems have various applications in biotechnology, 
medicine, clinical diagnostics, chemical engineering, and phar-
maceutics. LOC devices have several advantages in terms of low-
volume consumption, thereby indicating less wastage of reagents/
chemical solutions and requiring less sample bodily fl uid for 
clinical diagnostics. Moreover, nowadays, there is also an ongo-
ing need for active continuous time monitoring systems capable 
of rapid analysis with substantial accuracy for detecting biomol-
ecules. LOC devices have the ability to carry out fast analysis 
and have a very short response time in the range of a few seconds 
to minutes. In addition, compactness of the system and small 
volumes parallelization allows for better process control of the 
complete reaction sequence, that is, mixing, heating, and sepa-
ration in the microfl uidic chambers. Th ese high-throughput 
LOC systems, due to their miniaturized size, have lower fabrica-
tion and disposal costs.

Additionally, monitoring human health for early detection 
of disease conditions or health disorders is vital for maintaining 
a healthy life. Many cellular and subcellular structures such as 
tissues, microorganisms, organelles, cell receptors, enzymes, 
antibodies, and nucleic acids help determine the physiological 
state of a disease condition. In addition, analysis of the food and 
the environment for pertubants such as pesticides and river 
water contaminants in the form of harmful pathogens has also 
become invaluable for health diagnosis. A “real-time” LOC bio-
sensor helps detect a number of analytes of interest in a near-
continuous manner and plays an important role in accomplishing 
eff ective data  generation and data processing, thereby supporting 

real-time  decision-making and rapid manipulation. Th e critical 
features in a microfl uidic system include the ability to character-
ize the fl ow in a microfl uidic channel and the associated electro-
kinetic eff ects that can be leveraged for detection.

41.2  Microfl uidics

Th e fl ow of a fl uid through a microfl uidic channel can be charac-
terized by the Reynolds number. Th e fl uid can be actuated by 
electro-osmotic pumping or pressure-driven fl ow. Laminar fl ow 
occurs at Reynolds numbers (Re) below ~2000:

 
,lRe υρ=

η  
(41.1)

where υ is the velocity, ρ is the density, η is the viscosity, and l is 
the channel diameter.

Typically, Re is much less than 100, oft en less than 1.0, due to 
smaller size of microchannels. In this Reynolds number regime, 
fl ow is completely laminar and no turbulence occurs. Th e transi-
tion to turbulent fl ow generally occurs in the range of Reynolds 
number 2000. Laminar fl ow provides a means by which mole-
cules can be transported in a relatively predictable manner 
through microchannels. Th erefore, the fl uid actuation through 
microchannels can be achieved by electro-osmotic pumping and 
pressure-driven fl ow. In electro-osmotic pumping, electrical 
potential is applied across the electrolyte-fi lled channel between 
specifi c points to generate electro-osmotic eff ect. Th e walls of a 
microchannel have an electric charge which creates an electric 
double layer of counterions at the walls. When an electric fi eld is 
applied across the channel, the ions in the double layer move 
toward the electrode of opposite polarity. Th e potential is applied 
between specifi c points on a microfabricated device to control 
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the direction of fl ow, as shown in Figure 41.1. Th e electro- osmotic 
fl ow velocity (veo) is given by Equation 41.21:

 
eo ,

4
v Eεξ=

πη  
(41.2)

where ε is the solution’s dielectric constant, ζ is the potential 
arising from the charge on the channel wall, η is the solution 
viscosity, and E is the electric fi eld in V cm−1.

As opposed to voltage potential, pressure-driven fl ow requires 
valves to control the fl ow direction. In pressure-driven fl ow, the 
fl uid is pumped through the device via positive displacement 
pumps, such as syringe pumps. For pressure-driven laminar fl ow, 
the fl uid velocity at the walls is zero. Hence applications that use 
microfl uidics in LOC devices focus on optimizing the device 
geometry to achieve laminar fl ow where the biomolecules of ana-
lytes of interest can be subjected to electrokinetic phenomenon.

41.3  Potential Laboratory Functions

In the fi eld of microfl uidics, the long-term goal is to create an 
integrated, portable clinical diagnostic device for point-of-care 
applications. Th e revolutionizing potential of LOC systems, 
based on microfl uidics technology, is widely recognized in life 
sciences and in industrial process control. Current technology 
has enabled the integration of microfl uidic components, micro-
optical devices, and control electronics in a complete, compact 
system. Th e purpose of the microfl uidic LOC device is to manip-
ulate, process, and deliver a solution to the detector which can 
collect, record, or transmit data. Th ese microfl uidic LOC devices 
typically consist of a monolithic material that is patterned with 
microscale channels and features such as mixers, reactors, valves, 
injectors, and separators that can assume the role of equivalent 
macroscopic laboratory equipment.

Peter B. Howell et al. designed a microfl uidic mixer, consist-
ing of a rectangular channel with grooves placed on the top and 
bottom of the channel.2 Figure 41.2 shows the schematic dia-
gram demonstrating the channel layout of the mixer with the 
grooves. Compared to standard microfl uidic mixer with a low 
rate of diff usion, the novel mixer increased the driving force. It 
also formed advection patterns and a pair of vertically stacked 
vortices positioned side by side.

Cindy K. Harnett et al. designed a microfl uidic mixer driven 
by induced charge electro-osmosis by creating microvortices 
within a fl uidic channel by application of alternating current 

(AC) electric fi elds.3 On the other hand, recently, Suk Tai Chang 
et al. designed novel, actively controlled microfl uidic–electronic 
chips for pumping or mixing of the fl uid in the microfl uidic 
channel.4 In these mixers, the principle of microfl uidic pumping 
and mixing was guided by electronic components. Th e miniature 
diodes embedded into the microchannel walls rectify the voltage 
induced between their electrodes. Th is resulted in an electro- 
osmotic fl ow near the diode surface that was utilized for mixing.

Similar to a micromixer, a microreactor is one of the essential 
components of LOC devices. Typical microreactors are continu-
ous lateral fl ow microfl uidic channels for the chemical reaction 
of two or more chemical agents. Harry L. T. Lee et al. fabricated 
microbioreactor arrays with integrated mixers and fl uid injec-
tors for high-throughput experimentation with pH and dis-
solved oxygen controls.5 Th e experiment included fermentation 
of Escherichia coli bacteria under controlled conditions. E. coli 
fermentations to cell densities greater than 13 g-dcw L−1 were 
achieved. Moreover, Masaya Tokoro et al. developed a new tech-
nique for microchemical reactors where the reactions take place 
inside the droplets.6 Th e experiment helped prevent contamina-
tion and evaporation of immiscible liquid medium and similar 
problems that become apparent when handling microdroplets. 
Figure 41.3 demonstrates microchemical reactors where the 
reactions take place inside the droplets.

Kazunori Iida et al. built a microreactor for living anionic 
polymerization for LOC applications.7 Conducting these reac-
tions in a batch reactor results in uncontrolled heat generation 
with potentially dangerous rises in pressure; however, by using a 
microreactor, the reactions were safely maintained at a con-
trolled temperature at all points in the reactor. On the other 

FIGURE 41.1 Schematic representation of electro-osmotic pumping, 
where the fl uid fl ow is controlled by simply applying the potential 
between two specifi c points.
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Substrate ···
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Electrode dots

Chemical reaction cause by mixing

FIGURE 41.3  Schematic diagram representing concept of a micro-
chemical reactor.

Top

Bottom Direction of flow

FIGURE 41.2  Demonstrating rectangular channel with grooves that 
help mixing of two liquids.



Lab-on-a-Chip 41-3

hand, Yong Lu et al. fabricated the microfi brous catalytic reac-
tors for small-scale hydrogen production.8 Th e high effi  ciency 
hydrogen was produced by decomposition of ammonia at mod-
erate temperatures. Th is hydrogen-producing chemical reactor 
had various advantages in terms of large void volume, entirely 
open structure, high heat/mass transfer, high permeability, good 
thermal stability, and unique form factors. Konstantin Seibel 
et al. built a programmable planar micropump for LOC applica-
tions, which consists of an electro-osmotic micropump com-
bined with a mass fl ow sensor in a closed control loop.9 Th e 
electro-osmotic micropump was designed with microchannels 
of SU-8 and polyacrylamide gel electrodes with an on-chip mass 
fl ow sensor and external control circuitry for fl ow rates between 
0 and 30 nL min−1. Similarly, Seung-Mo Ha et al. presented a dis-
posable thermo-pneumatic micropump with microscale check 
valves for easy incorporation in a fully integrated biochip.10

Typically, for biological applications, these micropumps are 
made of biocompatible materials such as glass and polydimeth-
ylsiloxane (PDMS). Th e pumping system was simulated by dif-
ferent electrical signal parameters such as electrical power, voltage 
pulse frequency, and duty ratio on the fl ow rate. Th e maximum 
fl ow rate up to 1000 μL min−1 was achieved.

41.4 Methods of Detection

Diagnostic LOC-based chemical/biosensors are probably the 
largest area of research in the fi eld of portable detection in liquid 
media. Over the last few years, many new ideas and technologies 
have been proposed in literature. In this section, comparative 
studies of these detection mechanisms have been discussed. Each 
detection mechanism diff ers signifi cantly in the design of the 
device; the fabrication methodology adopted for such a design 
also diff er based on the area of application. However, each mech-
anism has the same goals in mind that include reducing the sens-
ing elements to be equivalent to the size of the target species, 
improving the sensitivity, reducing the reagent volumes to off set 
the costs of the reagents, moving toward a real-time system to 
acquire the results and simultaneously obtain a lower detection 
limit, and miniaturizing the entire system to improve portability. 
Biosensor devices can be broadly classifi ed based on the basic 
principles of detection into two classes: labeled detection and 
label-free detection. Label-free detection is classifi ed based on 
detection mechanism, namely, electrical detection, optical detec-
tion, and mechanical detection where fl uorescent labels are not 
used for the purpose of detection. Th e most widely used label-free 
detection mechanism is the use of electrical parameters for detec-
tion. Electrical biosensors can be further classifi ed based on the 
electrical measurement, which includes voltammetric, ampero-
metric/coulometric, potentiometric, and impedance. Chunxiong 
Luo et al. also developed a highly specifi c immunoassay system 
for goat antihuman IgG using gold nanoparticles and microfl u-
idic techniques.11 Th e gold nanoparticles were coated with pro-
tein antigens in the presence of their corresponding antibodies to 
microfl uidic channel surface. Th e eff ects of time accumulation, 
fl ow velocity, and concentration of antibodies to the red light 

absorption percentage (RAP) of deposition were investigated, 
and by controlling the reaction time and fl ow velocity, a dynamic 
range of three orders of magnitude and a detection sensitivity of 
10 ng mL–1 of goat antihuman IgG were achieved. Another exam-
ple of optical detection is miniaturized optical detection system 
for sensing in microchannels, based on integrated optical wave-
guide technology.12 Th e absorption and fl uorescence measure-
ment schemes allowed detection limits to be 10 nM and 1 μM, 
and showed potential integration into an LOC system. Frank B. 
Myers et al. have identifi ed various emerging detection para-
digms involving nanoengineered materials and highlighted 
microfl uidic diagnostic systems that demonstrate practical inte-
gration of sample preparation, analyte enrichment, and optical 
detection. On the other hand, Mehdi Javanmard et al. have dem-
onstrated the use of rapid electrical detection techniques for 
quantifi cation of target protein biomarkers using protein func-
tionalized microchannels.13 Detection of anti-hCG antibody at a 
concentration of 1 ng mL−1 and at a dynamic range of three orders 
of magnitude was achieved in less than 1 h. Th e multiplex high-
throughput LOC device can also be used to probe diff erent pro-
tein biomarkers in human serum for cancer detection. XingJiu 
Huang et al. were able to detect pathogens such as E. coli using the 
electrical mechanism.14 Electrical determination of E. coli 
O157:H7 was performed and investigated by antibody-modifi ed 
individual SnO2 nanowire (TONW) coupled with microfl uidic 
chip. Also, Vindhya Kunduru et al. used electrical characteriza-
tion to demonstrate protein detection using a platform-based 
assembly of microelectrode arrays (MEAs).15 Using soft  lithogra-
phy methods, the sensing device was incorporated into a PDMS 
encasement engineered to support the base chip for further inter-
rogation during the protein detection process. Th e biochip in 
Figure 41.4 demonstrates protein biosensor.

In addition, Vinu Lalgudi Venkatraman et al. designed an 
IrOx nanowires-based biosensor for health monitoring system.16 
Detection of two infl ammatory proteins C-reactive protein 
(CRP) and myeloperoxidase (MPO), which are biomarkers of 
cardiovascular diseases, was demonstrated. Th is device was 

FIGURE 41.4  Optical micrograph of the LOC device used for the 
 formation of “microbridges.” Th e device comprises of a base MEA 
encapsulated by a polymeric package.
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based on electrical detection of protein biomarkers wherein an 
immunoassay was built onto the IrOx nanowires that in turn 
undergoes specifi c electrical parameter perturbations during 
each binding event associated with the immunoassay. Th e opti-
cal image demonstrates real-time sensing circuits embedded 
with microfl uidic system in Figure 41.5.

Yeolhob Lee et al. incorporated a mechanical-based microbi-
osensor for detection of biomaterials, that is, for detecting the 
human insulin–antihuman insulin binding protein, the poly 
T-sequence DNA, the K20-Th iol DNA, and the K40-Th iol DNA 
in air.17 Th e microsensor consists of a microcantilever actuated 
by piezoelectric transducer (PZT) fi lm, designed to act as both a 
sensor and an actuator.

41.5 Mechanisms of Manufacturing

Th e most common techniques for manufacturing LOC device are 
by using soft  lithography and photo lithography. Soft  lithography 
suggests a new conceptual approach in nanomanufacturing that 
refers to a family of techniques for fabricating or replicating 
structures using “elastomeric stamps, molds, and conformable 
photomasks.” Soft  lithography includes techniques such as micro-
contact printing, microtransfer molding, micromolding in capil-
laries, microreplica molding, solvent-assisted microcontact 
molding, and near-fi eld phase-shift  lithography. Th ese techniques 
are called soft  lithography because all these techniques use soft , 
fl exible, and elastomeric polymer material called PDMS. PDMS 
“stamps” with patterned relief are stamped onto the substrate to 
generate features. Th e stamps can be prepared by casting PDMS 
against masters patterned by conventional lithographic tech-
niques, as well as against other masters of interest. Figure 41.6 
represents the process sequence of soft  lithography.

Many groups have implemented soft  lithography to drive the 
pumps, valves, and electrodes used to manipulate fl uids in 
microfl uidic devices. John Paul Urbanski et al. developed a pro-
grammable and scalable control of discrete fl uid samples in a 
PDMS microfl uidic system using multiphase fl ows with an 
aim to achieve a new level of scalability and fl exibility for LOC 

experiments.18 Using soft  lithography fabrication, world-to-chip 
connections can also be integrated directly into the masters, 
enabling devices with robust, well-aligned fl uidic ports directly 
aft er molding.19 Yu Hongbin et al. suggested a novel method for 
fabricating  PDMS-based microchannel fabrication method for 
LOC application.20 In this method, the microstructure was 
prepared by transferring the desired microchannel pattern into 
one PDMS substrate via soft  lithography and bonding it to a 
spin-coated PDMS membrane with the oxygen plasma activated 
technology. Christopher J. Easley et al., with the help of soft  
lithography, on a PDMS–glass hybrid microdevice fabricated 
PDMS membrane valves for diaphragm pumping in order to 
couple infrared-mediated DNA amplifi cation with electropho-
retic separation of the products in a single device.21 Schematic 
three-dimensional (3D) representation of microchip used for 
PCR is shown in Figure 41.7.

Although photolithography has been used for fabrication of 
integrated circuits to create a path for fl ow of electrons, similarly 
this technique can also produce the path for the fl ow of fl uids. 
Functional microfl uidics elements such as microchannels, micro-
pumps, microvalues, bioreactors, and so on, are also intregrated 
to form LOC systems. Photolithography generally uses a pre-fab-
ricated photomask or reticule as a master from which the fi nal 
pattern is derived. In this method, radiation-sensitive polymeric 
materials called resists are used to produce microchannels in the 
plastic substrates. Figure 41.8 demonstrates schematic represen-
tation of the photolithography process.

In photolithography, the process sequence consists of fi ve dif-
ferent steps. Th e step-by-step procedure consists of spin coat, 
exposure, development etch, and strip. In spin coat process, a 
thin layer of photoresist is coated onto base substrate and pre-
bake to remove casting solvent. Later, the resist is exposed to an 
optical light of specifi c wavelength through a mask. Th e exposed 

FIGURE 41.5 IrOx biosensor integrated with microfl uidic channels 
and a chip with external pin layout for real-time analysis. 

PDMS

PDMS

Mold prepolymer

Cure, peel off

FIGURE 41.6  Schematic representation of process sequence using the 
soft  lithography technique.
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resist fi lm is then developed typically by immersion in a devel-
oper solvent to generate 3D relief images. Exposure may render 
the resist fi lm more soluble in the developer, thereby producing 
a positive-tone image of the mask. Conversely, it may become 
less soluble upon exposure, resulting in the generation of a 
 negative-tone image. Th e resist image is transferred onto the 

 substrate, and the resist fi lm that remains aft er the development 
functions as a protective mask which is later etched. Th e resist 
fi lm must “resist” the etchant and protect the underlying sub-
strate while the bare areas get etched. Th e remaining resist fi lm 
is fi nally stripped, leaving an image of the desired structures in 
the substrate. Th e process is repeated many times to fabricate 
complex LOC devices. Section 41.6 describes clinical applica-
tions of LOC devices for diagnosis of harmful diseases.

41.6 Clinical Applications

Analogous to the miniaturization of computer chips, LOC 
devices undergoes reduction in their size which off ers the ben-
efi t of shorter reaction speeds with faster analysis times. Multiple 
active components on the microfl uidic-based LOC chip off er 
parallel operation modes, thereby resulting in multiplexed 
analyses and higher throughput. Th ese LOC devices can be cost 
eff ectively mass produced with a promise of higher analysis 
rates and better effi  ciency owing to the compactness and better 
process control; lower analyte consumption saves the cost of 
expensive reagents and is environment friendly during disposal. 
Th e most common potential clinical applications on an LOC 
device includes microfl uidic dispenser, concentration gradient 
generator, electrophoretic separator, PCR chip for DNA ampli-
fi cation, quantitative DNA sensor chip, fl ow cytometry-based 
immunoassay for bacteria such as E. coli detection, real-time 
PCR detection, blood sample preparation for cellular analysis, 
DNA microarray, and protein microarray.

Th e development of a disposable plastic lab-on-a-biochip 
incorporates smart passive microfl uidics with embedded on-
chip power sources and integrated biosensor array for applica-
tions in clinical diagnostics and point-of-care testing. Chong H. 
Ahna et al. had discussed various handheld analyzers capable of 
multiparameter detection of clinically relevant parameters to 
detect the signals from the cartridge-type disposable biochip.22 
Figure 41.9 illustrates disposable smart LOC for point-of-care 
clinical diagnostics.

FIGURE 41.7  Schematic 3D representation of microchip used 
for PCR. (Adapted from Easley, C. J., Karlinsey, J. M., and Landers, J. P., 
Lab Chip 6: 601–610, 2006.)

1. Spin coat
Resist

Substrate

Radiation
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2. Exposure process

3. Development process
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5. Strip process

FIGURE 41.8 Schematic representation of photolithography process.

FIGURE 41.9  Microfl uidic portable assay in a wristwatch confi gura-
tion for disease diagnostics. Th e disposable wristwatch confi guration 
comprises microfl uidic devices with multiple inlet and outlet ports. 
Sample handling and analysis is performed within the wristwatch 
confi guration.
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Kewal K. Jain et al. explained in brief about postgenomic 
applications of LOC devices and microarrays.23 Th e author 
further discussed in detail about biochip tools as aids to can-
cer management, diagnosis of infections, protein biomarkers 
and protein biochips, and fi nally on protein biochips for point-
of-care diagnosis. DNA amplifi cation by the PCR is a widely 
used tool in routine DNA assays. Jing Wang et al. constructed 
a pneumatically driven disposable microfl uidic cassette for 
DNA amplifi cation and detection.24 Th e microfl uidic device 
consists of a PCR thermal cycler, an incubation chamber to 
label PCR amplicons with upconverting phosphor (UPT) 
reporter particles, conduits, temperature-activated, normally 
closed hydrogel valves, and a lateral fl ow strip. On the other 
hand, Th omas Ming-Hung Lee et al. developed silicon-/glass-
based devices for performing PCR target amplifi cation 
and sequence-specifi c electrochemical (EC) detection.25 
M. Bothara et al. developed a “point-of-care” device for early 
disease diagnosis through protein biomarker characteriza-
tion. Th e microfl uidic-based protein biosensor is shown in 
Figure 41.10. Th e detection principle lies in the formation of 
an electrical double layer and its perturbations caused by pro-
teins trapped in a nanoporous alumina membrane over a MEA 
platform measured 20 mm × 20 mm.

Electrophoretic separations are the most fundamental appli-
cations of an LOC device. On electro-osmotic pumping, the 
charged analytes is treated by electrophoretic separation based 
on the ratio of their charge to hydrated radius:
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(5/3)
,

q
v

r
=

π η  
(41.3)

where vep is the electrophoretic velocity of the analyte, q is the 
charge, r is the hydrated radius, and η is the solution viscosity.

Jeong-Gun Lee et al. designed and microfabricated micro-
chip for one-step DNA extraction and real-time PCR in one 
chamber for rapid pathogen identifi cation.27 A single pulse of 
40 s lysed pathogens including E. coli and gram-positive bacte-
rial cells, as well as the hepatitis B virus mixed with human 
serum, was demonstrated. Pathogen detection system was 
developed by integrating 808 nm laser and carboxyl-terminated 
magnetic beads. In the current section, we have discussed the 
clinical diagnostic application, while in the following section, 
we will discuss about the future indication and trend toward 
application of LOC systems.

41.7  Future Indications

Th e fi eld of microfl uidics combines the fabrication methods of 
micro- and nanotechnology with knowledge about the behavior 
of fl uids on the fundamental microscopic level to give rise to 
very powerful techniques in controlling and measuring chemi-
cal reactions and physical and biological processes on the micro- 
and nanoscale.

In the LOC, a miniaturized fl uidic system, measurements 
or sample manipulations that otherwise require considerable 
human involvement and sizeable laboratory equipment and 
space are performed on a chip that would fi t in the palm of a 
hand. Th e development of the LOC also bring about  possibilities 
of handling very small volumes, in the picoliter range, bringing 
about the opportunity to analyze samples that were previously 
beyond our reach. In addition, it has proven to have the capacity 
to increase both speed and sensitivity. Th ese qualities combined 
with the fact that this is a tool on the same scale as the single cell 
and many of the fundamental biological processes make the 
LOC a well-suited means for the investigation and manipulation 
of these very processes. When studying biological systems, one 
of the greater challenges is to approach and examine the vital 
parts of the organisms or molecules in their natural states with-
out disturbing the function of the system. Th e characteristics of 
microfl uidic systems can be designed to resemble those of the 
living cell while providing a controlled environment for the sci-
entist to study their details. Most of the intricate parts of biologi-
cal systems function in the very size range of these tools making 
them excellent candidates for studying biological systems. It has 
been shown that many  diff erent processes can be carried out in 
microfl uidic devices. Among these are separation processes such 
as capillary electrophoresis,  polymerase chain reactions (PCR), 
mass spectrometry which can be used in conjunction with the 
detection devices, enabling the integration of fl uidic control 
components, and transport systems for the microfl uidic chip. 
Although new processes are being added to the microfl uidic 
toolbox at a rapid pace, attention is now turning to the integra-
tion of the diff erent processes to build a useful lab-on-the-chip.

Taking the ideas of the LOC one step further would be to 
instead of analyzing micro- and nanoscale objects trying to 
assemble molecules and macromolecular entities within the chip 
environment making the chips microscale production facilities 
or factory-on-a-chip devices.

FIGURE 41.10  Integration of microfabrication and soft  lithography 
to generate a lateral fl ow immunoassay for early disease diagnostics 
through detection of disease biomarkers using electrical detection 
mechanisms.
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Assembling molecules and other biological entities on a chip 
could enable us to construct complex molecular structures in a 
bottom-up high-throughput process. Th ese chips could utilize 
novel techniques such as molecular motors as a “conveyor belt” 
transporting the assembled parts through the factory.
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42.1  Introduction

Th e deoxyribonucleic acid (DNA) polymer is the primary carrier 
of biological information in living cells. An individual DNA 
unit, referred to as a nucleoside, is made up of a 2-deoxyribose 
molecule attached to one of four types of cyclic compounds 
(known collectively as bases). Th e four bases commonly found in 
DNA are the following: the purines adenine and guanine (which 
are heterocyclic compounds made up of two fused rings, one 
having fi ve and one having six members) and the pyrimidines 
cytosine and thymine (which are six-membered ring com-
pounds). Th e backbone of a DNA strand is made up of alternat-
ing sugar and phosphate molecules, with the sugar being the 
2-deoxyribose component of the nucleoside. Th e complete 
monomer unit of base, sugar, and phosphate is referred to as a 
nucleotide. DNA, as found in living cells, consists of two poly-
nucleotide strands, which coil around each other in the familiar 
double helix. Th e sugar–phosphate backbone of the DNA is con-
stant and unvarying, but the base attached to each sugar mole-
cule can vary arbitrarily.

Th e property of DNA that allows it to carry, store, and replicate 
biological information with high fi delity is that each base, ade-
nine (A), guanine (G), cytosine (C), or thymine (T), pairs uniquely 
with only one other base. In a standard double-helical DNA 
structure, A pairs with T, and G pairs with C (Figure 42.1). If the 
sequence of a DNA strand reads 5′-ATTCTAGTC-3′, the comple-
mentary strand that binds to it must read 5′-GACTAGAAT-3′. 

Th e labels 5′ and 3′ refer to the ends of the DNA strand, and the 
terminology derives from the structure of the backbone. Th e 5′ 
end of the DNA is the end of the DNA with a terminal phosphate 
group, whereas the 3′ end has a terminal hydroxyl group. In the 
DNA double helix, the two strands are reverse complements of 
each other, so that the two strands above are paired as shown in 
Equation 42.1:

 5′−ATTCTAGTC−3′
 3′−ATTCTAGTC−5′ (42.1)

Every part of the DNA in the cell carries with it a unique 
reverse complement. When the two strands unwind, the molec-
ular machinery of the cell can build a new perfect copy of each 
strand using the opposite strand as a template. Th e property of 
complementarity also makes DNA an excellent target for molec-
ular assays. For any strand of DNA above a certain length, a 
unique molecular probe can be designed, which will bind, or 
hybridize, only to its complementary target. If the probe is 
labeled using a radioactive or fl uorescent tag, the presence of the 
target can be confi rmed. Th e complementarity of DNA also 
allows for a chain reaction of amplifi cation. In the presence of 
appropriate amounts of enzymes, free nucleotides, and short oli-
gonucleotides called primers, the polymerase chain reaction will 
faithfully reproduce a sequence of DNA along with its comple-
ment, making massive quantities of a particular sequence avail-
able for use in molecular biology experiments.
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In this chapter, we will describe the DNA microarray experi-
ment, along with the physical properties of DNA that play a role 
in design and interpretation of microarrays, and some applica-
tions of this important technology in biology and medicine.

42.1.1  Location of DNA in Living Systems

In eukaryotic cells, DNA is found sequestered in the cell’s 
nucleus, usually in the form of multiple linear chromosomes. 
Chromosomes are made up of the genomic DNA, compacted 
around histone proteins and other molecular components. Th e 
function of chromatin formation is to pack a very long sequence 
of DNA into a very small space, while organizing it in such a way 
that it can be effi  ciently made available when a gene needs to be 
activated, or expressed, as we will describe below. Taken together, 
nuclear DNA specifi c to an organism is called its genome. In 

many eukaryotic cells, organelles, such as mitochondria and 
chloroplasts, have been integrated into the cell to perform energy 
conversion functions. Th ese organelles also have small amounts 
of independently replicating DNA.

In prokaryotic cells, DNA is usually found as one or more 
 circular molecules. Th ese prokaryotic “chromosomes” are also 
referred to as genophores; this is the more correct term, as they 
are compacted without the other chromatin components that 
makes up a large proportion of the chromosome. Th e genophore 
or genophores are usually contained in a distinct but irregular 
area of the cell’s cytoplasm called the nucleoid. Prokaryotic 
chromosomes are compacted via supercoiling and without chro-
matin. Prokaryotic cells oft en contain additional replicating 
units called plasmids, which may carry genetic information that 
is used in the cell along with the genomic information. Plasmids 
are self-replicating bits of “naked” DNA—not packaged within 
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a cell—that can horizontally transfer from cell to cell and even 
species to species.

42.1.2 Biological Role of DNA

Th ree major biological processes are involved in the mainte-
nance and expression of an organism’s genetic information. 
Replication is the most fundamental of these processes; replica-
tion is the one that ensures that when a cell reproduces itself by 
division, a complete copy of the genomic DNA is transmitted to 
each new cell. Replication involves the wholesale duplication of 
the genome. Th e chromosomes are unwound and a complete 
new complementary strand is created for each of the two strands 
of the double helix. Expression of genetic information does not 
involve a wholesale duplication of the genome. Instead, within 
the larger genomic DNA, there are active regions called genes. 
Some parts of genes are only signals to the cellular machinery, 
but many are transcribed into RNA as part of their function. 
mRNA molecules encode proteins, the amino acid polymers 
that catalyze life’s chemistry and form cellular structures; this is 
one of their many functions. When a gene produces an mRNA, 
this process is called transcription, and the mRNA is the tran-
script. Th e gene is said to be expressed. Translation is the fi nal 
process of functional expression of a gene’s information. In that 
process, a protein complex called the ribosome binds to the 
mRNA transcript. Amino acids are lined up and linked together 
by the ribosome, in the order specifi ed by the gene’s DNA. Th e 
molecular details of these processes are complex and diff er 
between eukaryotic and prokaryotic systems. Th ese details can 
be found in any good molecular biology text.

At various points in the processes of replication, transcrip-
tion, and translation, molecular errors can occur, meaning that 
the genetic information is not transmitted with absolute fi delity. 
If this happens in an ordinary somatic cell, that individual cell 
may go haywire, resulting in cell death or disease. However, if a 
mutation occurs in a germ line cell, that mutation may eventu-
ally become fi xed in the sequence. Th is results in a gradual pro-
cess of sequence change, which underlies the biological process 
of evolution. Selective pressures on functional genes can act 
either to fi x favorable mutations in genes or to purge unfavorable 
mutations. Th ese pressures result in maintenance of a functional, 
recognizable gene sequence even in the face of a slow and con-
stant rate of error in replication. Specifi c DNA sequences that are 
maintained in this way, instead of drift ing to randomness, are 
said to be conserved. Conservation of functional pattern is the 
property of DNA that allows us to recognize particular func-
tional genes and to probe for specifi c sequences using molecular 
diagnostic tests such as microarrays.

42.2 What are DNA Microarrays?

DNA microarray methods have been in use in biology and medi-
cine since approximately 1995.1 In a microarray experiment, a 
precision printing instrument is used to deposit or directly syn-
thesize many thousands of individual small spots of material on 

a solid surface. In the DNA microarray experiment, each of these 
spots consists of picomoles of a distinct oligonucleotide mole-
cule. Each of these molecules is referred to as a probe. A mixture 
of nucleotide molecules of unknown composition (referred to 
collectively as the target) is labeled, usually using a fl uorescent 
molecule, and applied to the surface of the microarray. Th e sys-
tem is allowed to equilibrate for several hours, so that each 
labeled nucleotide molecule in the unknown fi nds its comple-
mentary probe on the surface. Th e unknown mixture is then 
washed away under conditions that leave target molecules bound 
to each individual microarray spot. Th e intensity of the fl uores-
cence signal from each individual spot is measured using a scan-
ning device, such as a confocal laser scanner, resulting in an 
array of spot images of varying intensity (Figure 42.2).

Th e historical antecedent of the microarray experiment is the 
Southern blot,2 a technique that has been widely used in molecu-
lar biology laboratories since its invention in the mid-1980s. In 
the Southern blot experiment, DNA is attached to a substrate, 
usually by adsorption out of an agarose gel (where the DNA in 
the sample has been separated by size) onto a fi lter membrane. A 
labeled probe of known sequence is then hybridized to the blot-
ting membrane to show where the molecule of interest can be 
found in the gel. Th e microarray technique simply inverts this 
experiment, separating many known probes onto the surface 
and using them to pull specifi c labeled targets out of a mixture. 
Th is change in experimental perspective allows the investigator 
to identify thousands of diff erent molecules in the same 
 experiment. DNA microarrays can be used to detect either DNA 
or RNA, although because of its instability in solution, RNA is 

FIGURE 42.2 Schematic of an image from a two-color DNA micro-
array, in which two samples being compared are labeled with either red 
or green fl uorescent labels. Dark gray spots represent signal predomi-
nantly from the green fl uorescence channel. Light gray spots represent 
signal predominantly from the red fl uorescence channel.
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usually transcribed immediately into copy DNA (cDNA) aft er 
sampling and the cDNA is used as the target.

In a nutshell, the interpretation of microarray data is quite 
straightforward. Th e intensity of the fl uorescence signal at a par-
ticular spot on a microarray should be roughly indicative of the 
amount of labeled material that has bound to that spot. If the 
binding behavior of each oligonucleotide probe/molecular target 
pair can be assumed to be similar, then one should be able to take 
the fl uorescence intensity at a particular spot as indicative of the 
quantity of that particular target present in the mixture. In a gene 
expression experiment, the intensity of the signal would corre-
spond in some way to the amount of an individual transcript 
present in the target mixture. However, over a decade of research 
has shown that microarrays are not consistently able to detect the 
target quantitatively. In many contexts, results of DNA micro-
array experiments are reported as ratios between two measure-
ments taken under diff erent conditions (such as from a healthy 
specimen and a diseased specimen). We will discuss our interpre-
tation of the microarray data, and the role the physical properties 
of DNA play in the microarray response, in more detail below.

42.2.1  Types of Microarrays

Th e exact details of the microarray experiment diff er depending 
on the array’s manufacturer, the experimental goals for which 
the array is intended, and the individual researcher performing 
the experiments. However, there are many commonalities 
among DNA microarray platforms, and the types of experimen-
tal platforms available and actively in use fall into a few common 
categories. A survey of the Gene Expression Omnibus,3 a public 
repository for gene expression data produced using microarrays 
and similar experiments, shows that between March 12 and 
April 12, 2009, data sets were deposited that had been collected 
using spotted oligonucleotide microarrays, in situ synthesized 
oligonucleotide microarrays, spotted cDNA microarrays, and 
arrayed oligonucleotide beads, as well as non-array-based tech-
nologies such as real-time polymerase chain reaction (PCR) 
(RT-PCR) and massively parallel signature sequencing. While 
gene expression is not the only application of microarray 
 technology, this survey readily identifi es the most commonly 
used microarray platform types.

cDNA microarrays were used in some of the earliest reported 
microarray gene expression assays1 and are still in use today. 
Th is type of array is fabricated by mechanically spotting either 
full-length cDNAs, or shorter PCR products corresponding to a 
portion of the cDNA, onto a glass slide surface. Prior to spotting, 
PCR products to be used in fabrication of the array must be 
 individually amplifi ed. Th e PCR reaction begins with a region of 
the target DNA and two primers, short oligonucleotides that bind 
near the 3′ end of each strand of DNA defi ning the sequence region 
of interest. Th e duplex is un-annealed, and a polymerase extends 
each primer in the 3′ direction, producing the complement of 
each strand. Subsequent rounds of reaction start with twice as 
many template molecules, and result in selective production of 
large quantities of the sequence between the two primers. From a 

 bioinformatics perspective, optimal design of uniform, biophys-
ically well-behaved cDNA microarrays is complicated, because 
in addition to the constraints that are needed to produce an 
amplicon that will identify its target uniquely, the process is 
constrained by the need to pick optimal primers for the PCR 
reaction, and frequently these diff erent constraints come into 
confl ict. cDNA microarrays therefore contain probes of widely 
varying length and biophysical properties, and it has been shown 
that the behavior of the long PCR products on the surface of 
these arrays is not uniform or consistent enough to allow for 
quantitative analysis of the results.4,5

Oligonucleotide microarrays use probes of roughly equal length 
and sequence composition to approximate uniform melting and 
hybridization behavior. Th ere are two main formats for oligonu-
cleotide arrays: short-oligo arrays using probes approximately 25 
nucleotides in length, with 11–20 probes per target, and long-
oligo arrays using probes approximately 50–70 nucleotides in 
length, with one or at most a few probes per target. 70-mers have 
been shown to have sensitivity comparable to cDNA probes6 and 
are useful in applications where detection of low-copy-number 
transcripts is required; sensitivity decreases twofold between 
60-mers and 35-mers, and 10-fold between 35-mers and 25-mers.7 
Shorter oligomers, on the other hand, are necessary to obtain 
the specifi city needed for single nucleotide polymorphism (SNP) 
detection, but can rapidly lose their uniqueness, especially when 
used as probes against larger genomes where gene duplication has 
been signifi cant. Each of these array formats can be produced by 
either mechanical spotting or in situ synthesis, although the large 
number of probes required for the short-oligo format generally 
demands that those arrays be produced using a high-density 
 photolithographic process such as that pioneered by Aff ymetrix. 
Probes for short-oligo microarrays are picked and optimized in a 
computerized design process, and it is during this process that 
physical models of DNA hybridization can be most usefully 
applied, as we will see below.

Array experiments are performed in both one-color and two-
color formats. In the two-color format, two samples, diff ering in 
one variable of interest, are labeled, each with a diff erent fl uores-
cent dye. Th e array is scanned using two diff erent excitation 
wavelengths, and fl uorescence data are collected in two detector 
channels simultaneously. Th e fl uorescent labels commonly used 
in these experiments are Cy5 and Cy3, which fl uoresce in the red 
and green wavelengths, respectively. Th e measurement of inter-
est on two-color microarrays is the signal intensity ratio between 
the two detection channels, aft er correction for the diff erent 
labeling effi  ciencies and quantum yields of the two dyes. In an 
expression experiment, genes that have changed in expression 
level signifi cantly between two samples show up as having a sta-
tistically signifi cant fold change from one condition or treatment 
to the other. Th e use of the two-color procedure arose in part 
because early microarrays were inconsistent in fabrication and 
oft en the only way to eliminate nuisance variables from the data 
analysis was to contrast samples of interest on the same array. 
However, the use of the two-color protocol has persisted, even 
though many manufacturers now produce arrays that are highly 
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consistent, and even labs that produce their own arrays in-house 
are able to produce a relatively consistent product. One-color 
protocols have always been used in processing of high-density 
short-oligonucleotide microarrays, and have lately become more 
common with all types of arrays, although because the use of a 
one-color protocol requires twice as many microarrays as the 
use of a two-color protocol for the same number of samples, the 
use of one-color protocols is not universal. In theory, the signal 
from one-color array experiments can be interpreted as corre-
sponding directly to the concentration of the target in solution, 
and this has resulted in an intense interest in theoretical models 
of probe affi  nity versus signal intensity for short-oligonucleotide 
arrays. Signal intensity is related to concentration either by using 
an affi  nity-based model to process the data and infer a result, or 
in some cases by direct comparison with a control concentration 
series of spiked-in targets, which is packaged with the micro-
array by some manufacturers (e.g., Agilent).

42.2.2  Applications of DNA Microarrays

DNA microarrays have broad applications in biology and medi-
cine.8 Analysis of gene expression is perhaps the best known of 
these applications, and over 200,000 individual samples have 
been assayed using microarrays and deposited in the Gene 
Expression Omnibus. However, many other applications of 
microarrays are growing in popularity. With the availability of 
the Aff ymetrix SNP arrays for the human genome, which are 
designed to allow the researcher to detect SNPs in individuals 
within a population, SNP-based studies have become increas-
ingly popular. Some applications of SNP arrays include (i) whole 
genome association studies in which large numbers of individu-
als having diff erent phenotypes are assayed to identify SNP vari-
ants that associate with a particular phenotype, (ii) SNP profi ling 
in which individuals are assayed for incidence of particular 
 disease-associated SNPs, and (iii) population biology applica-
tions in which particular SNPs are mapped to diff erent human 
lineages. Exon junction and tiling arrays are two types of arrays 
designed to probe the structure of the gene rather than its expres-
sion. Eukaryotic genes are complex in structure and oft en con-
tain an unknown number of expressed exons. Exons are coding 
components of the gene that are separated by untranslated 
regions called introns, and exons may be translated or left  
untranslated depending on biological conditions. Assaying 
 transcription with arrays that contain many probes for each 
exon and for regions thought to be potential exons can help elu-
cidate the structure of the gene, as well as showing which forms 
of the gene product are produced under diff erent conditions. 
Comparative genomic hybridization (CGH) arrays and GeneID 
arrays are two diff erent approaches to identifi cation of genomic 
diff erences. GeneID arrays contain a reduced number of probes 
and are designed to look for specifi c known sequence variants or 
presence/absence patterns, oft en as a diagnostic for pathogen 
contamination. CGH arrays cover the entire genome with probes, 
and are designed to assay genomic content variation between 
closely related organisms. One common application of CGH 

arrays is to detect gene copy number variation between diff erent 
individuals, cell cultures, or closely related strains or species.

42.2.3   Automated Methods for Probe and Target 
Selection and Microarray Data Analysis

Microarray design and analysis are, by nature, bioinformatics-
intensive processes. Entire books could be and have been written 
about the analytical procedures that accompany a microarray 
experiment.9,10 Th e major analytical steps in a microarray exper-
iment (Figure 42.3) ideally begin before the microarray is 
printed, with planning of the technical specifi cations of the 
experiment in which the microarray will be used, followed by 
selection of probes and optimization of array chemistry. 
Following hybridization of the experimental sample to the 
microarray, and washing and drying of the slide under con-
trolled conditions to stabilize the sample for scanning, computer 
analysis is involved in processing the scanned image to determine 
signal intensities at each spot, and subsequently in data nor-
malization, in identifi cation of statistically signifi cant changes 
among sample types, and in classifi cation of the response pat-
terns of diff erent targets across samples.

Th e physics of DNA hybridization is most relevant to the 
microarray experiment at two of these stages: fi rst, in the design 
stage, biophysical models of hybridization can be used to predict 
properties of candidate probes and their targets. Th ese proper-
ties can be used as criteria in the probe selection process. Second, 
in the normalization phase, physical models can inform analysis 
by giving insight into innate sequence properties or per-probe 
thermodynamics that aff ect the overall result. Additionally, 
physical models are currently being used in various ways to infer 
the absolute concentration of the target from microarray signal.

42.3   Biophysical Modeling 
in Microarray Design

Established computational prediction of duplex thermodynam-
ics, which can predict the properties of an oligonucleotide 
 molecule or duplex, and equilibrium models of hybridization, 
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FIGURE 42.3 Th e life cycle of a microarray experiment includes sev-
eral analytical steps, from design of the probes and the experimental 
strategy, to preprocessing of the data to obtain accurate intensity values, 
to inference of biological signifi cance from the preprocessed data, to 
validation against corroborating experiments.
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which can be simulated to estimate the endpoint behavior of the 
hybridization reaction, are widely available. DNA and RNA in 
the microarray experimental context exist in a fundamentally 
non-native state. Probe molecules, whether PCR products or syn-
thetic oligonucleotides, are sequences that have been removed 
from their natural context and their behavior can be modeled 
using methods and parameters developed for small oligonucle-
otide molecules. Duplexes formed on the microarray can dena-
ture relatively easily unless the probe–target pair is designed with 
a high enough melting temperature, and the single-stranded DNA 
of the probe or the target can also form a stable internal structure, 
which may in some cases be stable enough to prevent duplex 
formation.

Traditionally, DNA microarrays have been designed based on 
the observable or computable physical properties of the molecular 
sequences involved. Early design pipelines11,12 relied on standardiz-
ing GC content across the probe set as a proxy for thermodynamic 
consistency and used simple complementarity cutoff s to eliminate 
hybridization and internal structure formation. Th ese evolved into 
more sophisticated design pipelines13,14 that incorporated biophys-
ics-based design parameters, such as melting temperature com-
puted using a nearest-neighbor model of duplex formation free 
energy and internal probe structure predicted using a dynamic 
programming-based 2D optimal structure search with a scoring 
system based on the thermodynamics of base pairing. Many early 
probe design methods were greedy algorithms that simply identi-
fi ed all probes meeting particular parameter cutoff s. Recently pub-
lished methods have attempted to integrate thermodynamic 
properties into a quantitative model that can be optimized across 
the entire array.15 Each of these procedures requires the use of ther-
modynamic models of folded or paired DNA molecules, which can 
be accomplished using methods described in Section 42.3.1.

A summary of features in several published probe design soft -
ware packages developed in the last several years is included in 
Table 42.1. Design parameters such as ΔG of duplex formation, 
melting temperature (Tm), and the process of screening for sec-
ondary structure (unimolecular structure) in the probe molecule 
require use of the molecular models described in Sections 42.3.2 
and following.

Since the development of the fi rst DNA microarrays in the mid-
1990s, the implicit assumption has been that by avoiding cross-
hybridization of probes with targets other than the intended 
target, and by avoiding obvious self-complementarity in the probe, 
most if not all binding and association events that aff ect the  quality 
of the signal have been circumvented. But the literature on nucleic 
acid biophysics is rich in information about intra- and intermo-
lecular interactions that aff ect binding  affi  nity and hence signal 
intensity. To interpret the signal from DNA microarrays quantita-
tively, these eff ects must be understood and accounted for.

42.3.1   Modeling Macromolecular Structure 
and Binding of DNA

In the microarray hybridization milieu, two types of reactions with 
heterogeneous rate constants are in competition (Figure 42.4). Th e 

desired hybridization process is a bimolecular interaction between 
a probe and its intended target. Th e probe and the target encounter 
each other via a diff usive process and then hybridize in a two-part 
reaction. In a multiplex milieu like the microarray, many targets 
may compete for a particular probe via partial complementarity, 
and may associate and dissociate from multiple sites before fi nding 
the intended binding partner. Th e degree of complementarity will 
control the stability of the duplex and hence the rate of dissociation 
of the target from the probe. In a small number of cases, target 
molecules may form signifi cant duplexes with each other, as well. 
Th ese interactions constitute the multiplex component of the 
model. Th e multistate component of the model describes the ten-
dency of the individual molecules to exist in multiple stable states, 
some of which may not be available for bimolecular interaction due 
to their internal stability. Unimolecular structure formation in 
either the probe or the target is therefore a competing process in 
the overall hybridization reaction, where the relevant rate con-
stants are dependent on the length of the molecule and complexity 
of the structure. Many computational modeling methods exist that 
describe the behavior of short DNA oligonucleotides in solution, 
and these can be used in various ways to model the behavior of 
probes and targets on a DNA microarray.

42.3.2  The Nearest-Neighbor Model

At least for short oligonucleotides (≤40 nucleotides in length), 
the thermodynamics of hybridization can be accurately pre-
dicted using a nearest-neighbor model. For a DNA duplex at a 
given temperature, the free energy of duplex formation can be 
expressed as a function of the nearest-neighbor free energy 
parameters appropriate for that temperature, including values 
for hybridization initiation, a symmetry correction applicable to 
self-complementary duplexes, base pair stacking, and an energy 
penalty that applies only if the terminal base pair is an AT:

 total init sym stack term.G G G G GΔ = Δ + Δ + Δ + Δ  (42.2)

Th ermodynamic parameters for the nearest-neighbor model 
have been published by several research groups, and available 
soft ware packages use diff erent sets of values, not all of which 
give accurate results. A unifi ed parameter set comprising values 
of ΔH, ΔS, and ΔG for each of these components, as well as modi-
fi cations for internal mismatches, hairpin loops, and other com-
mon structures, is now widely accepted and used in nucleic acid 
modeling soft ware such as UnaFold.16,17 Th ese parameters have 
been reported by SantaLucia and Hicks,18 and the article is an 
excellent resource for understanding further details and applica-
tions of the nearest-neighbor model.

42.3.3  Two-State Models of Hybridization

Th e nearest-neighbor model can be used to compute duplex 
 melting temperature for two oligonucleotide sequences based on 
a simple two-state model of hybridization, in which the molecules 
are assumed to be either in an unfolded, single-stranded state, or 
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TABLE 42.1 Commonly Used Criteria for Probe Design and Selection in Freely Available Oligonucleotide Probe Design Tools49

Design Tool
Sequence 

Similarity Search
Contiguous 

Identity % Identity

Target–
Probe 

Mismatch 
Position

Forward/
Reverse 
Strand 
Match %GC ΔG Tm Tm Range NSH

Probe 
secondary 
structure Dimer Hairpin

ArrayOligoSelector50 BLAST No ? No No Yes ? NN (?) No Yes SW Yes ?
GoArrays51 BLAST, w = 7 Yes Yes No ? No ? NN; SL98 Yes No MFOLD ? ?
OligoArray52,13 BLAST, w = 7 ? No No No Yes Yes NN; SL98 Yes Yes MFOLD Yes Yes
OliCheck53 BLAST Yes No Yes Yes ? ? Yes (?) ? No ? ? ?
Oligodb54 BLAST No No No No Yes No NN; melting ? No MFOLD Yes Yes
OligoDesign55 BLAST, w = 9 No Yes No No No No NN; SL98 No No Nussinov Yes ?
OligoPicker11 BLAST, w = 8 Yes Yes No No No No GC; Schildkraut Yes No BLAST Yes Yes
OligoWiz56 BLAST Yes Yes No ? No Yes NN (?) Yes No Yes 

(unknown) 
Yes ?

Oliz57 BLAST Yes Yes No No Yes No Yes (?) Yes No No No No
Osprey58 BLAST Yes ? No Yes (?) No Yes NN; SL98 Yes Yes MFOLD Yes Yes
Picky59 Suffi  x array Yes Yes No Yes Yes ? NN; SL96 Yes Yes Yes 

(unknown) 
Yes Yes

PRIMEGENS60 BLAST No ? ? ? Primer3 ? Breslauer No ? Primer3 Yes ?
PROBESEL61 Suffi  x tree No Yes No ? No No NN; SL98 No No No No No
ProbeSelect12 Suffi  x array Yes No No Yes Yes Yes NN; SL98 No No No No ?
Promide62 Suffi  x array No No No ? No No NN; SL98 Yes No Yes 

(unknown) 
Yes No

ROSO14 BLAST, w = 7 No Yes No ? Yes Yes NN; SL98 Yes No Yes 
(unknown) 

Yes Yes

YODA63 SeqMatch, w = 4 Yes Yes No ? Yes ? NN; SL98 Yes No Yes 
(unknown) 

Yes ?

Notes: ?: Not known from information published.
w: word size; NSH: Nonspecifi c hybridization; NN: nearest-neighbor two-state model.
SL9864, SL9665, Schildkraut66, Breslauer67, melting68, Nussinov69, Primer370, BLAST71, MFOLD72, SW73.
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paired in a DNA duplex. Construction of microarrays using 
probes and targets having a highly uniform melting temperature 
allows the user of the microarray to assume that most targets will 
be associated with their respective probes below a particular 
experimental temperature, and completely or mostly dissociated 
at higher temperatures. Th e following formula, where R is the gas 
constant, CT is the total strand concentration (M), and x is equal 
to 4 for self-complementary and 1 for non-self-complementary 
duplexes, gives the two-state Tm of a duplex:

  

T
m 1000/ ln 273.15.CT H S R

x
⎛ ⎞⎛ ⎞= Δ × Δ + × −⎜ ⎟⎜ ⎟⎝ ⎠⎝ ⎠

� �

 
(42.3)

Th e two-state model formula for Tm has been frequently used 
in microarray design protocols. Th e recent advent of numerical 
models of coupled multistate equilibria, however, is likely to 
result in more accurate molecular simulation.

42.3.4   Models of Unimolecular Structure 
Formation

As mentioned in the introduction to this section, many inter-
actions, both inter- and intramolecular, are possible in the 
micro array context. Single-stranded nucleic acids in solution 
form a unimolecular structure, and in the microarray context, 
the  oligonucleotide is immediately available for formation of 
self-interactions, while it may take some time to diff use through 
the reaction chamber and fi nd a partner for duplex formation.

Most secondary structures of single-stranded nucleic acids 
include hairpins composed of duplex stems and a terminal loop 
of unpaired nucleotides. Stable secondary structures in either 

the probe or the target nucleic acid can make the complement 
inaccessible to intermolecular Watson–Crick base pairing. 
Fragmenting the target can reduce the secondary structure eff ect 
but the extent of fragmentation is diffi  cult to control and success 
is highly sequence dependent. A hybridization temperature 
 suffi  ciently high to melt out internal structure is a possible strat-
egy, but fi nding a consistent temperature for a large set of probe/
target sets may be extremely challenging. Even small amounts of 
structure can have dramatic eff ects on hybridization. In one 
experiment, the Tm for 50% dissociation of an 8 bp loop in a 
23-mer was 70°C, higher than the standard hybridization tem-
perature in most microarray experiments. In another experi-
ment contrasting the performance of a modifi ed nucleoside and 
an unmodifi ed probe, the use of an unmodifi ed probe displaced 
only 30% of the target secondary structure when presented with 
600 equivalents of a complementary nonamer.19 Th erefore sec-
ondary structure formation, especially in the probe molecule, is 
now generally considered as a factor when designing oligonucle-
otide microarrays, and the equilibrium between unimolecular 
and bimolecular structure must be modeled in order to improve 
the prediction of hybridization thermodynamics.

Th e standard computational procedure for predicting the folded 
state of a single-stranded nucleic acid molecule, for either DNA or 
RNA (which requires somewhat diff erent energy parameters, but is 
otherwise similarly modeled), is a dynamic programming-based 
optimal structure search. Th e optimal structure is considered to be 
the most probable structure, or in chemical terms the structure 
with the lowest total free energy. Nearest-neighbor free energies are 
used to parameterize the model, and the lowest-energy structures 
are rewarded in the search. Dynamic programming can be used to 
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identify multiple low-energy structures that may be nearly equally 
likely. Programs such as ViennaRNA20 and SFold21 use stochastic 
methods to evaluate the ensemble of likely structures and provide 
an estimate of accessibility for each nucleotide in a sequence. 
Accessibility, or the tendency to be unpaired and available for 
hybridization, can be evaluated across the entire molecule to iden-
tify regions of sequence in a target that may be most accessible to 
the microarray probe. Microarray design applications that do not 
take secondary structure into consideration may produce probe 
sets where up to 30% of probes are designed to hybridize to inac-
cessible regions in the target.22

42.3.5   Multistate Equilibrium Models 
of Hybridization

A common assumption in microarray experiments is that the 
probe is present in suffi  ciently high concentrations to drive the 
reaction to completion, even when the target is present in quite 
small quantities and competitors for binding are present. Limited 
secondary structures are assumed to present ineff ective com-
petitive problems, despite the fact that unimolecular reactions 
oft en have larger forward rate constants than bimolecular reac-
tions. Eff ective reaction volumes, electrostatic and surface 
eff ects, and limits on diff usion are seldom mentioned, and rarely 
modeled, for arrays. However, these individual behaviors have 
been studied and shown to have profound eff ects on the degree 
to which a reaction has proceeded, in solution studies of oligo-
nucleotide behavior. Th e interpretation of a result can change 
dramatically if any of these eff ects are present.

While some of these physical factors have not yet been 
addressed in detail, the problems of multistate and multiplex 
equilibria have widely accepted solutions. In 2004, Dimitrov and 
Zuker16 published a multistate statistical mechanical model for 
duplex formation, by which equilibrium concentrations of the 
unimolecular and bimolecular species in a pairwise hybridiza-
tion reaction could be predicted. Th is approach was integrated 
with an optimal structure search and is incorporated in the 
DINAmelt17 webserver and UnaFold soft ware. Around the same 
time, the program OMP23 from DNA Soft ware, an outgrowth of 
extensive work by Santalucia and coworkers, became available, 
with capabilities for prediction of equilibrium fraction bound 
for multiple interacting species and multiple states.

However, the assumption that microarray signal intensities 
are observed at equilibrium is likely not correct, since it has been 
demonstrated that times as long as 66 h24 are required for a 
microarray experiment to reach equilibrium, and yet hybridiza-
tion times this long are rarely used in practice. Simulation of a 
kinetic model would be required to allow prediction of the state 
of the hybridization reaction at intermediate time points.

42.3.6  Kinetic Models of Hybridization

Analyses of microarray results generally make global assump-
tions about both the thermodynamic and kinetic behaviors of 
the species present. For example, one cannot know a priori 

the concentrations of targets, since the goal of most experiments 
is to determine those values, so modeling of concentration- 
dependent behavior in the experiment is somewhat uncertain.

Several attempts have been made to develop comprehensive 
models of hybridization kinetics between immobilized probes 
and free targets. Early approaches were based on a receptor–
ligand model and included two hybridization mechanisms: direct 
hybridization from the bulk to the immobilized probes (direct 
hybridization) and nonspecifi c adsorption of the targets on the 
surface followed by two-dimensional (2D) diff usion toward the 
probes (indirect hybridization). Several assumptions are made in 
this model. First, DNA hybridization is assumed to be irrevers-
ible; dissociation does not play a role in the model. Second, the 
number of available probes is assumed to be constant throughout 
the hybridization, and is independent of the reaction rate. Because 
the model assumes that hybridization is an irreversible process, it 
does not allow comparison of specifi c and nonspecifi c kinetics.

Th e model developed by Erickson et al.25 is more comprehen-
sive. Th ey also used two hybridization mechanisms: formation 
of DNA hybrids by direct hybridization of bulk target and immo-
bilized probes, and nonspecifi c adsorption of the target on the 
surface followed by 2D diff usion towards the probes. Th e model 
assumes that the probes are well spaced and do not interact with 
each other. Zhang et al.26 introduced competitive hybridization 
of perfectly matched and mismatched duplexes. Th ey did not 
consider diff usion eff ects and treated the DNA array like a per-
fectly stirred reactor. Bishop et al.27 used a model similar to the 
one developed by Zhang et al. In this model, perfect and incor-
rect hybridizations have the same association rate constant, and 
diff er by their dissociation rate constants. Bishop et al. used a 
fi nite element soft ware package Femlab that simulates the 
hybridization reaction and the DNA diff usive transport in the 
DNA array. In their computer simulations, one type of immobi-
lized probe was considered, and two types of competing targets 
were included: a matched target and a mismatched target. Horne 
et al.28 developed a general analytical description of the equilib-
rium and reaction kinetics of DNA multiplex hybridization. In 
this approach, multiplex hybridization is considered to be a com-
petitive reaction process. Th ey discovered complications associ-
ated with competition and cross-hybridization between two and 
three strands in the same reaction, and anticipated added com-
plexities associated with competition between multiple-strand 
interactions in multiplex mixes. It was assumed that there are no 
diff usional barriers to the reaction process, and hairpin forma-
tion was ignored for simplicity. Many of these models have used 
approximate rates, treated all reactions as having uniform rates, 
or have ignored the competing folded states of the probe and the 
target in order to simplify the model, and therefore these models 
are not likely to be fully representative of the complex hybridiza-
tion equilibrium on microarrays.

Th e complete reaction kinetics of a system of molecules inter-
acting on a microarray can be formulated as a system of diff erential 
equations amenable to simulation. Consider a multicomponent 
system wherein a set of N probes pi, 1 ≤ i ≤ Np, is designed to 
hybridize with set of N targets, tj, 1 ≤ j ≤ Nt. Every probe and 
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 target strand may form either a perfect match duplex or a degen-
erate structure: a nonperfect match hybrid duplex or a uni-
molecular secondary structure. Since the model is restricted to 
microarray hybridization, we assume that probes cannot inter-
act with each other and cannot form pipj duplexes. Th erefore, for 
a system of probes pi and targets tj we have the following system 
of chemical reactions expressed by Equations 42.4 through 42.7. 
Equation 42.4 describes the equilibrium between each target 
and surface-bound probe in the system:
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Equation 42.5 describes interactions between targets in 
solution:
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Equations 42.6 and 42.7 describe the unimolecular folding of 
each probe and target species:
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Within the bulk phase, transport of the targets is described 
using the traditional convection–diff usion equation shown in 
Equation 42.8:
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where ν is the solution-phase velocity, Ctj° are the concentration 
of targets in solution, and Dj are the 3D diff usion coeffi  cients. 
Th e corresponding boundary conditions, applied at all reacting 
surfaces, are given by
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where n is the normal to the surface. Along nonreacting sur-
faces, this equation reduces to a zero-fl ux boundary condition. 
Other boundary conditions are geometry and situation specifi c. 
Th e mass conservation in the chemical reactions leads to the 
fundamental system of nonlinear diff erential equations shown 
in Equations 42.10 through 42.15:
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where Cpt
(τ), Ctj(τ), Cpitj(τ), Ctitj(τ), Cpf

i
(τ), and Ctf

i
(τ) are the 

 concentrations of the probe, target, probe–target duplex, target–
target duplex, folded probe and folded target species, respectively, 
as a function of time τ, and δij is the Kronecker delta-function. 
Th e initial conditions at time τ = 0 are (Cpi

, Ctj
, Cpitj

, Ctitj
, C fpi

, 
Cf

ti) = (C°pi, 0,0,0,0,0).
Th is formulation represents a complete general model appli-

cable to most heterogeneous hybridization situations occurring 
in a microarray hybridization reaction. It is assumed that the 
diff usion coeffi  cients, kinetic rate constants, and their depen-
dence on temperature, salt concentration, and probe density are 
known in advance or can be determined experimentally.

Th e reasons for the use of simplifi ed models are straightfor-
ward; fi rst, the required information to parameterize a kinetic 
model of hybridization is not available. Reaction-rate equations 
require quantitative parameters referred to as rate constants. 
Th e equilibrium rate constant is a function of the association 
rate constant (ka) and the dissociation rate constant (kd). Th ese 
values must be known or estimated in order to obtain quantita-
tive results. Both association and dissociation rate constants 
depend on the DNA sequences involved, the ionic strength of 
the medium, and the reaction temperature. However, the depen-
dence of dissociation rate constant on these factors is much 
stronger. Based on experimental observations reported in the 
literature, the range of association rate constants is from 105 to 
106 M−1 s−1, and the typical range for the dissociation rate con-
stants is from 10−5 to 10−3 s−1.29–31

Our survey of the literature shows that there is a lack of 
 knowledge of precise parameters for bimolecular reactions for 
the oligonucleotides with length above 30, and for unimolecular 
folding reactions in general. Using approximate values of reac-
tion rate constants results in an unrealistically short time to 
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equilibrium in model simulations, on the order of seconds to 
minutes.27,28 While there is a great disparity in published rate 
constants for oligonucleotides, some parameters for diff erent 
size classes, obtained by Henry et al.,29 are shown in Table 42.2. 
While exact values disagree, it is clear that association rate con-
stant values increase with increasing sequence length, whereas 
the dissociation rate constant values decrease. Th us, in longer 
nucleotide chains, hybridization becomes very stable, with the 
higher binding rate and slower dissociation rate. When paired 
molecules in the duplex have a mismatched base pair, the bind-
ing rate is decreased and the dissociation rate is increased, and 
consequently both the hybridization effi  ciency and association 
constant are decreased, more so with an increasing number of 
mismatches. However, without an improved database of rate 
information for surface hybridization kinetics, implementation 
of a full kinetic model to simulate hybridization curves and pre-
dict non-equilibrium concentrations at arbitrary time points is 
not likely to be successful.

42.4   Biophysical Issues in Interpretation 
of DNA Microarrays

Th e utility of thermodynamic and kinetic models of hybrid-
ization, as described above, is that they can potentially be used 
to establish a connection between observed signal intensity at 
a probe, Ij, and the concentration of the corresponding target, 
Ct, in the microarray experiment. As mentioned earlier in this 
chapter, many microarray results are still interpreted relative 
to a reference, with the fold change in the sample of interest 
relative to a control sample being the result. Inference of abso-
lute target concentrations from microarray data has proven to 
be an elusive goal. In the last decade, statistical and physical 
modeling approaches have been used to examine the relation-
ship of signal intensity to known solution concentration in 
control microarray experiments. Diff erent observed and 
 computed properties of the probe or the duplex have been fi t-
ted to binding isotherm models that describe concentration 
response. A solution adsorption isotherm relates the amount 
of a molecule adsorbed on a surface to the concentration of 
the molecule in solution.32 Langmuir isotherm models have 
frequently been used in analysis of microarray data, using 
Equation 42.16:
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where θ is the percentage coverage of the surface, C is the 
 concentration, and α is a constant. Th e Langmuir equation is 
derived from the equilibrium between empty surface sites [S∗], 
particles [P], and fi lled particle sites [SP]:
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Th e number of fi lled surface sites is proportional to θ, the per-
centage coverage of the surface; the number of unfi lled sites is 
proportional to 1 − θ, and the number of particles or molecules 
available for binding is proportional to the concentration C. Th e 
constant α is expressed as
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which rearranges to Equation 42.18 above. Data can be fi tted to 
the Langmuir isotherm, expressed as
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where K is the Langmuir equilibrium constant, C is the aqueous 
concentration of the adsorbate, Γ is the amount of solute 
adsorbed, and Γmax is the maximum amount of solute that can be 
absorbed as the aqueous concentration increases, using either 
linear or nonlinear regression methods.

Both statistical and physical approaches have been used in 
attempting to connect solution adsorption behavior to observed 
microarray intensities. In 2004, Hekstra et al.33 used a Langmuir 
isotherm model parameterized with physical properties of the 
probe to predict absolute mRNA concentrations in Aff ymetrix 
Gene Chip array experiments. Th is model assumes the concen-
tration of mRNA to be linearly related to the resulting fl uores-
cence signal intensity I. Th ese authors attempted to predict the 
Langmuir model parameters from the content of the probe 
sequence, allowing them to then invert the model and predict 
solution concentrations of target with some accuracy.

Subsequent to this key study, there have been several eff orts to 
exploit the relationship between the Langmuir model hybridiza-
tion rate constant, K, and the free energy of hybridization as pre-
dicted by the nearest-neighbor model, by assuming that the 
relationship between the two will follow the relationship:
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One can apply such an approach to extract free energy param-
eters directly from microarray data, as in a recent study by 
Hooyberghs et al.34 and in older studies by Held et al.35 In both of 
these cases, nearest-neighbor free energy parameters were esti-
mated from a fi t of microarray data (from a gold-standard experi-
ment where concentrations are known) to the Langmuir model, 
and correspondence between solution and microarray free ener-
gies was shown to be imperfect. Target concentration prediction 

TABLE 42.2 Reaction Rate Coeffi  cients

Number of Base Pairs

Association Rate 
Constant, 103 

(M−1 s−1)
Dissociation Rate 

Constant, 10−3 (s−1)

<10  24 20
10–20 120 0.21
20–30 390 0.01
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based on Langmuir models has so far proven to be elusive. Li et al. 
recently developed a Langmuir-based approach incorporating 
per-probe association and dissociation rate constants.36 As we 
have discussed above, association and dissociation rate data for 
oligonucleotides, either in solution or on surfaces, are relatively 
rare in the literature, especially for nucleotides longer than 20–30 
base pairs. In the Li model, rate constants computed using the 
NN model are incorporated into the underlying Langmuir model, 
in an attempt to capture the eff ects of per-probe kinetics in the 
model. However, the model as described is only applicable to 
probes having no competing unimolecular structure formation, 
so that predictions of concentration will only be accurate for the 
subset of the array that demonstrates two-state behavior.

In a recent study, carried out using a model microarray with 
controlled target sample composition, we have attempted to 
explain the response of each probe in the experiment by apply-
ing current state-of-the-art solution models as a predictor of sur-
face behavior.37 Th is model makes use of probe percent bound 
(PPB) obtained from a simulation of the hybridization equilib-
rium of all probes and targets in the experiment, as a predictor 
of the signal intensity generated from each probe, following 
Equation 42.21:

 0 1 ,j B j jI B B F= + < > +ε  (42.21)

where I j is the signal intensity from the probe at target concen-
tration j. FB is the PPB of the probe at target concentration j. B0 
and B1 are free parameters and εj is an error term. Th e responses 
are typical of the Langmuir isotherm model and show that the 
model captures the physical chemistry of hybridization with 
R2 ≥ 0.97. Th e clear result of this experiment is that PPB com-
puted using a detailed, multistate, and multiplex simulation of 
the hybridization equilibrium captures the variations in signal 
intensity according to target concentrations with high accuracy 
in a model microarray system. As more detailed and physically 
realistic models of hybridization are developed, it is likely that 
model-based recovery of absolute concentrations of target from 
observed microarray signal will become more reliable.

42.5   Alternatives to Standard 
Microarray Platforms

Microarray technologies continue to evolve rapidly, in part 
driven by the goal of improving the quantitative response of the 
assay. Th is is oft en approached by development of assay condi-
tions designed to be solution-like, because our understanding of 
the behavior of nucleic acids in solution is developed well beyond 
our understanding of surface behavior.

While most reported microarray data sets are still collected 
using one of the planar substrate platforms described in this 
chapter, a growing number of experiments are conducted using 
the solution bead array technology developed by Illumina. In this 
array platform, individual micron-sized beads are functionalized 

with probe oligonucleotides. Th e bead includes an identifying 
label that allows the reader to recognize which probe sequence is 
present. Th e beads self-assemble on the end of an optical fi ber 
etched with wells sized to hold an individual bead. Complementary 
targets present in solution bind to the beads, and the amount of 
target present is measured based on fl uorescence signal, as it is in 
standard microarrays.38 One claim associated with this array 
platform is that the bead substrate results in more solution-like 
hybridization behavior between the probe and the target. 
Improving fabrication techniques have led to recent reports of 
nanoscale fi ber arrays, where densities of 4.6 × 106 array  elements/
mm2 are possible.39

Label-free detection methods are increasingly under investi-
gation, both for DNA microarrays and array-like proteomic 
platforms. Surface plasmon resonance methods enable quantita-
tive measurement of DNA binding, as well as kinetics, on a 2D 
surface,40 and this technology also shows promise for measure-
ment of DNA–protein and protein–protein interactions.41 
Electrical detection of hybridization has been accomplished 
using electrical impedance spectroscopy42 and by electrochemi-
cal detection of label-mediated chemical reactions on a nano-
scale gold electrode array.43

Lab-on-chip approaches to studies of nucleic acids, proteins, 
and other molecular species are increasingly being merged with a 
microarray style, array-of-probes approach.44 Microfl uidic plat-
forms generally consist of micro- or even nanoscale channels 
through which very small volumes of sample can be delivered 
 precisely to the point of interaction. Microarray-style lab-on-chip 
approaches usually consist of multiple fl uidic paths with low 
potential for cross-contamination and cross-hybridization. Th e 
benefi ts of such approaches for microarray-type studies are 
 generally thought to be reduction of the required sample volume, 
reduced hybridization time due to improved mixing and other 
factors, and separation of the probe from the solid support. 
However, there are substantial surface adsorption eff ects involved 
in microfl uidic systems due to the high surface-to-volume ratio of 
the microscale channel structures.45 Th ese eff ects have been 
extensively studied and various fl uidics platforms for transcript 
detection via hybridization or PCR have been proposed.46–48 
Despite these eff orts, there is not as yet any microfl uidics-based 
microarray platform that has matched the rate of adoption seen 
with Aff ymetrix-type short-oligo, long-oligo, or even cDNA 
microarrays.
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43.1 Introduction

Th e branch of medicine that uses the radioactive and nuclear 
properties of matter as a diagnostic and therapeutic tool is oft en 
referred to as nuclear medicine.1−3 All matter is constructed of 
atoms, which are composed of protons (positively charged), neu-
trons (no charge, neutral), and electrons (negatively charged 
with valence 1, or −1.6 × 10−19 C).4−7 An electron has 0.0005 times 
the mass of the proton, 1.6 × 10−27 kg, and a neutron has about 
the same mass as a proton.1,5 Th is chapter will describe the 
atomic characteristics and the various kinds of nuclear radiation 
that can be generated. Additionally, the concept of radioisotope 
is described. Other nuclear activity discussed ranges from the 
concept of radioactive decay to radioactive date establishment. 
Th e radioactive applications in medicine are described along 
with means of detection. A brief overview is also presented 
describing radiation units and radioactive exposure.

Radiation is associated with both electromagnetic radiation as 
well as charged particles. Antoine Henri Becquerel (1852–1908) 
discovered natural radioactivity in 1896.8 Rutherford identifi ed 
the radioactive properties of helium nuclei in the form of α parti-
cles in the year 1909. Th e Bohr (Niels Henrik David Bohr, 1885–
1962) model for the atom eventually led to the understanding of 
these radioactive isotopes in 1913, improving on the earlier work 
by Ernest Rutherford (1871–1937).5,9 Th e electron-cloud model 
around the nucleus is oft en also referred to as the Rutherford–
Bohr model. Th e α particle is one of several atoms with an unsta-
ble nucleus, called radionuclides or radioisotopes (radioactive 
isotopes).1−4,10 Isotopes are atoms with similar chemical properties 
as atoms with the same number of protons (which means they 
have the same atomic number) but with a diff erent number of neu-
trons. Since the neutrons have a non-negligible mass, isotopes 
have diff erent mass numbers (A) but relatively similar chemical 

behavior. Radionuclides generally originate from the same chemi-
cal element (as listed in the periodic table). Selected isotopes are 
unstable and decay to lighter isotopes or stable elements. Th e nota-
tion for the atom has the mass number on the top left  of the 
element and the atomic number on the bottom left ; for example 
for lithium, Li, this becomes, with A = 6 and Z = 3, 36Li.1−5,7

A student of Rutherford, Hans Geiger, together with Erich 
Regener, discovered the scintillation of α particles impacting on 
a zinc sulfi de screen, making the impact of the α particle 
visible.3,4,11 Geiger developed and implemented the mechanism 
of measuring the energetic impact of the charged helium nucleus, 
the Geiger counter.

Nuclear medicine uses isotopes or radionuclides to perform 
testing of metabolic activity by means of selective uptake of the 
radiopharmaceuticals and hence image the emission of the decay 
radiation.

Another notable name in this spectrum is Wilhem Conrad 
Röntgen (1845–1923).12 Röntgen’s name is associated with the 
discovery of x-ray, the foundation of one of today’s primary 
medical imaging applications. Although x-ray is also used in 
nuclear medicine, this is not the primary focus of this chapter. 
Marie Curie (1867–1934), on the other hand, made a signifi cant 
contribution to the advancement of nuclear medicine with the 
discovery of the isotopes Polonium and Radium.13 Unfortunately, 
Madame Curie died of the eff ects of her nuclear decay studies 
from radiation exposure-induced leukemia.

43.1.1  Physical Characteristics of Nuclides

Nuclides generally decay to more stable elements, oft en in stages, 
and the energetic loss is expressed either in electromagnetic 
 radiation or the emission of physical particles. Th e emitted 



43-2 Physics of Accessory Medicine

 radiation is classifi ed into four (4) categories based on the manner 
of decay and the energetic content.1−4,6,7,11 Th e high-energy photon 
emission (electromagnetic radiation) is called γ rays, electron 
emission is called β radiation (negatively charged −1 “electron 
charge”), and the release of a much heavier composite particle 
constructed of two (2) protons and two neutrons is classifi ed as α 
particle decay (positively charged +2 “electron charge”). Th e 
fourth category is neutron emission; but this type of radiation is 
less useful since it is hard to detect and indices little radioactive 
eff ects due to its neutral charge. All radioactive decay itself has 
ionizing properties, meaning it will remove electrons from the 
orbit around the nucleus of atoms, making this a mechanism that 
changes the chemical and physical behavior of the molecules that 
contain the ionized atoms. Due to the nature in which x-ray radia-
tion is generated, x-ray has high energy content and is also consid-
ered ionizing radiation as well as short-wavelength ultraviolet 
electromagnetic radiation. Generally, wavelengths of electromag-
netic radiations longer than 300 nm are considered nonionizing 
radiation (visible light, radio and television waves, etc.).

One prime example of a radioactive isotope is Uranium-235, 
which is the unstable isotope for Uranium-238.

43.1.2  Physical Characteristics of Different 
Types of Radiation

α radiation as heavy particle emission (2
4α++) cannot travel far in 

free space and will extinguish within only a few centimeters in 
air and a few micrometers in tissue, approximately less than a 
cell layer. Th e energy content of α particles is 4–8 MeV.

β radiation (−1
0β−) is much lighter and has a broad energy spec-

trum, depending on the mode of generation and the material 
used to generate the free electron. β radiation travels a few meters 
in air and several millimeters in tissue.

γ radiation (0
0γ), due to its electromagnetic character, is free of 

mass and will travel several meters in air and requires alumi-
num or lead to attenuate or block the emission. Th e energy range 
of γ radiation is 1–100 MeV.

43.1.2.1  Physical Characteristics of γ Radiation

γ radiation is part of the short-wavelength spectrum of electro-
magnetic radiation. As such the γ radiation can be classifi ed 
based on wavelength and the associated energy. Th e basic for-
mulation of the dependence of the energy (E) content of electro-
magnetic radiation is a linear relationship with the frequency (υ) 
or reciprocal relationship with the wavelength (λ) of the radia-
tion. Th e energy in turn is directly related to the isotope source 
producing the radiation, as expressed by

 E = hυ = h   c __ 
λ

  . (43.1)

43.1.2.2  Physical Characteristics of Particulate 
Radiation

Both α and β radiation represent particulate radiation. Th e 
energy content of a particle in motion with velocity v and 

mass m is described by the kinetic energy. Th e kinetic energy 
is defi ned by
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In a head-on collision with an atom, the α particle or β parti-
cle will release electrons during an inelastic collision. In the case 
of an inelastic collision, the kinetic energy needs to match or 
exceed the electric Coulomb force holding the electron in the 
orbit around the nucleus. Th is condition is given by
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where d is the distance from the nucleus the particle comes to rest, 
q1 = ne and q2 = Ze are the charges of the colliding particle and the 
nucleus, respectively, and k = 9 × 109 Nm2/C2 is the Coulomb con-
stant. Th e number of electron charges (e = 1.60 × 10−19C) of the 
colliding particle will be n = −1 for the β particle and n = 2 for the 
α particle, respectively, and Z is the atomic number of the atom. 
Th e negative sign for the β particle indicates attraction, but for the 
calculation of the distance, the absolute value of the Coulomb 
force is used.

43.2  Nuclear Medicine

Th e use of radioactive materials in both treatment and diagnos-
tic modalities of medicine falls in the fi eld of nuclear medicine. 
One imaging application of nuclear medicine is the detection of 
decaying radionucleotides that are introduced in the biological 
medium. Measuring the radioactive decay is performed by scin-
tillation counters and is called scintigraphy.1−3,6,7,11,14 An example 
of a confi guration of a coded mask used to provide a fi lter system 
to assist in calculating the source distribution in the biological 
sample or patient is shown in Figure 43.1.

Radiation

Coded mask

Detector array

FIGURE 43.1 Representation of a coded mask casting a shadow pat-
tern on the radiation detector. Th e raster can be used to perform a 
mechanical fi lter to assist in the calculation of the distribution of 
sources in the fi eld of view.
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Th e topic of radionucleotides describes the use of radioactive 
isotopes that are selectively absorbed in specifi c organs depend-
ing on the metabolic functioning of the organ. Th e selective 
absorption and subsequent emission of radioactive radiation 
thus paints a picture of the biological function of the organ and 
is considered a form of functional imaging.

43.2.1  Radioactivity and Radionucleotides

Most chemical elements have more than one isotope. Isotopes 
are chemically identical to the primary atom but have a diff erent 
atomic weight. Th e nucleus of the atom has the same number 
of protons, but a diff erent number of neutrons. Th e number of 
protons in the nucleus is identifi ed by the atom number, Z; the 
atomic weight A is the sum of all protons and neutrons in the 
nucleus.5,9−11,14,15

Th e atomic number is placed on the left  top side of the nota-
tion for the element, while the atomic weight is placed on the left  
bottom: for example, 53

131J for iodine. Iodine has 53 protons and 
131 − 53 = 78 neutrons.

While some isotopes are chemically and energetically stable, 
many isotopes are unstable and will disintegrate to a lower 
atomic weight within a specifi c time frame. Th e degeneration to 
a lower chemical binding state releases energy in the form of 
radiation.

43.2.1.1 Radioactive Decay

Th e unstable isotopes will decay to a lower chemical energy state 
over a time frame that is determined by the chemical forces and 
the product of the decay. Th e time frame over which half the 
amount of isotopes reduces to the product isotope, which itself 
may or may not be stable, is called the half-life.

Under the decay, three major types of radiation can be 
 identifi ed: α, β, and γ decay radiation. Additional neutron and 
neutrino radiation also takes place, but has no direct use in 
medi cine since this carries no charge, and is for various other 
reasons diffi  cult to detect.

Th e energy of the isotopes is determined by the atomic weight 
and the fact that mass and energy are correlated by the Einstein 
principle E = mc2. Here m equals the atomic mass and c is the 
speed of light in vacuum.

43.2.1.2 α Decay

α decay is identifi ed by emission of a helium nucleus: two pro-
tons and two neutrons. α decay is electropositive with charge 
two, that is, positive charge equivalence of two electron charges. 
Th e velocity of the α particle will depend on the total energy dif-
ference between the primary isotope and the product element, 
minus the energy in the α particle itself; the remaining energy is 
used as kinetic energy for the particle.

Since the α particle is positively charged it will have an ioniz-
ing eff ect when interacting with other atoms and molecules.

In general, due to the ionizing eff ect α radiation is not pre-
ferred for nuclear medicine applications, since the damage caused 
by the decaying radiation does not justify the potential benefi ts.

43.2.1.3 β Decay

Two kinds of β particle radiation can be distinguished: electron 
and positron. Electron emission makes the atomic number Z 
increase by one, while positron emission will make the atomic 
number decrease by one.

In general, the electric charge again presents a dilemma for 
nuclear medicine applications. However, the positron emission 
is used for specialized imaging using the positron-emission- 
tomography technique (PET imaging) as described in Chapter 16.

43.2.1.4 γ Decay

γ radiation involves high energy photons only; the atomic number 
and atomic weight of the isotope do not change during this decay 
process. Th e energy quantum of the photon is characteristic of the 
isotope used and has a relatively narrow bandwidth.

Since γ radiation does not carry a charge, the interaction with 
tissue molecules is minimal. γ radiation is omnipresent in our 
common life resulting from solar radiation and cosmic radiation 
interacting with atoms and molecules in the upper atmosphere.

43.2.2 Radioactive Labeling

Radioactive labeling describes the use of isotopes to mark and 
identify the mechanism of action of a specifi c metabolic pro-
cess.1−3,11,14,16 Most frequently, radioactive labeling is used to 
monitor the drug interaction of a prototype pharmaceutical. Th e 
radiopharmaceutical concentration distribution obtained by 
various imaging techniques will establish the targeting capabil-
ity and the potential peripheral deposition, hence the effi  cacy of 
the drug. Radioactive labeling provides concentration tracking 
in DNA down to 0.1 pg (pictogram) per cell.

43.2.3 Scintigraphy

By injecting or ingesting specifi c isotopes that are isotopes of 
regular atoms that are a common element in one or more par-
ticular metabolic activities, the metabolic activity of the organ 
can be measured through measuring the absorbed amount of 
the isotope. Sometimes atoms need to be chosen to create iso-
topes that are not a normal part of the cellular or organ’s meta-
bolic activity, but they are close enough in chemical appearance 
to fake belonging in the cellular digestive process, and can thus 
be detected as being absorbed for the particular purpose their 
real cousins perform. Th is second option is critical if no stable 
isotopes can be produced from the indigenous atoms or mole-
cules. Most oft en the radioactive isotopes are geared to get incor-
porated in a molecular strain that is recognized by the cells.

As mentioned before, the majority of isotopes in question will 
produce γ radiation, since α or β radiation will produce harmful 
biological eff ects.

Specialized scintillation counters will ionize under the infl u-
ence of γ radiation and will excite or release electrons from a 
sensitive material designed to have this particular capability. 
For instance, the sodium–iodine crystal will fl uoresce under γ 
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radiation from the iodine isotope; this fl uorescence is captured 
by a photomultiplier tube and a current is generated under the 
infl uence of γ radiation. Other materials are CSI, bismuth germ, 
and xenon gas at 25 atm. Figure 43.2 illustrates the radiation 
measured with a charged coupled device (CCD) scintillation 
counter emitted from a thyroid that has been treated with a 
radioactive iodine isotope.

To ensure a good correlation between the point of emission of 
the γ radiation and the location of detection in the scintillation 
counter, a collimator is placed in the scintillation counter to 
allow only γ rays leaving the organ in a trajectory that is a direct 
line of connection to the face of the detector in order to be 
counted and localized (Figure 43.1). Th is way diff use radiation is 
eliminated from detection. A collimator is a block of lead with 
holes drilled all the way through in such a way that a focal point 
can be established (Figure 43.3).

Th e scintillation counter is scanned over the surface of the organ 
and the counted values for each location are stored with respect to 
location and displayed for analysis of the organ function.

Other methods of γ ray detection use semiconductor materials 
arranged in an array to form an instantaneous image. Th is type of 
device is called a γ camera. Th e γ camera works in a similar fash-
ion as the CCD camera, only with γ sensitive material doped.

Th e γ camera is signifi cantly faster than the scintillation coun-
ter and can be used to examine dynamic processes, instead of 
merely performing static scans.

43.2.4  Measurement and Classifi cation 
of Radiation Activity

All nuclear radiation is measured in number of decay inter actions 
per unit of time.1−4,7,10,11,14 Several units of decay are commonly 
used, Becquerel [Bq], one (1) disintegration per second, and the 
curie [Ci], 3.7 × 1010 transformations per second. Th e curie is 
derived from the decay of 1 g of radium. Radiation energies are 
typically measured in units of electron volt, keV or MeV.

43.2.5  Radioactive Dating

Th e rate of decay (dN/dt) is directly proportional to the num-
ber of isotopes present at one time (N) as expressed in Equation 
43.1, yielding the quantity of radioactivity (Aq) expressed by 
solving:

 
q

d ,
d
N N A
t

= −λ =
 

(43.4)

where λ is the decay constant, which is particular to the isotope 
in question.

Solving Equation 43.4 for time gives the equation of radioac-
tive decay:

 q q0( ) exp( ),A t A t= −λ  (43.5)

where Aq0 is the activity of the isotope at the start of the time 
period in which the decay is measured.

Equation 43.5 can be rewritten in terms of the number of 
 isotopes [N(t)] as

 
0( ) exp ,tN t N −⎛ ⎞= ⎜ ⎟⎝ ⎠τ  

(43.6)

where N0 represents the number of decays at the start of the time 
frame in which the decay is monitored, and τ is defi ned as the 
half-life of the isotope.

Collimator

Scintillation
counter

Sensitivity distribution
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FIGURE 43.3  Scintillation counter with a lead collimator block 
 facing to the right. Th e tubular holes drilled all the way through are 
arranged in a way that the focal point can be established. Th e focusing 
sensitivity is displayed by the hypothetical intensity response profi le on 
the right-hand side.
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FIGURE 43.2 Illustration of the distribution of radiation emitted 
from a thyroid gland obtained through the administration of radioac-
tive iodine. Th e radiation pattern is a direct indication of the local 
activity.



Nuclear Medicine 43-5

43.2.5.1 Radioactive Half-Life

Th e half-life indicates the time lapse in which the activity decays 
by one half.4,15,17,18 Th e half-life is oft en used as a measure to 
gauge the emission level of the decay process. Th is measure 
translates into the following statement: the longer the half-life, 
the higher the energy and the more reactive the decay radiation. 
Each nucleotide has a unique half-life, which can be used to 
 specifi cally identify the isotope.

Other applications of the measure of the half-life are a means 
of determining the age of a component with a specifi c organic 
isotope, carbon dating. Th e radioactive isotope 14C is produced 
in the upper atmosphere by cosmic radiation interaction with 
nitrogen, 14N. Th e carbon-14 is incorporated in all carbon-based 
life forms as if it were regular12C. Generally, in a living organism, 
only 1.1% of all bound carbon is carbon-14. Th e organic isotope 
does not get replenished when the object is dead or outside the 
infl uence of the source that generates the isotope, and as such the 
decay of a specifi c mass will reveal the remaining fraction of the 
isotope against the standard fraction of the isotope present under 
natural circumstances. Th e naturally occurring carbon isotope 
14C ecays with a half-life of 5730 years.

As per defi nition, at t = 0, Equation 43.7 holds true:

 N(t) = N0. (43.7)

At the half-life time, t = τ, the nucleotide count has dropped 
to the expression:
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Substitution of Equation 43.6 into Equation 43.8 yields
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t−⎛ ⎞= ⎜ ⎟⎝ ⎠τ  
(43.9)

Solving for τ requires taking the natural logarithm on both 
sides of Equation 43.9, as shown below:
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Solving Equation 43.10 gives the correlation between the half-
life and the decay constant as

 
ln(2) 0.693 .= τ =
λ λ  

(43.11)

Since the decay constant is known for a certain isotope, the 
half-life and as such the age of the sample can easily be deter-
mined from the measured decay rate.

Th e following are a few examples of decay of specifi c isotopes: 
Carbon-14, C-14, which decay under β emission with an energy 

of 0.157 MeV or 157 keV; cesium, Cs-137, which decays under γ 
emission with an energy of 662 keV; and Americium-241, 
Am-241, which emits α particle with an energy of 5.485 MeV. 
Several half-life times are shown in Table 43.1.

In addition to the radioactive half-life, the body also removes 
isotopes in the metabolic process. Th e biological half-life (τb) 
needs to be combined with the radioactive half-life to deter-
mine the eff ective half-life (τe) that can be used to measure the 
accumulated isotope retention and the associated decay as 
follows:

 e b

1 1 1 .= +
τ τ τ  

(43.12)

43.2.6  Radiation Detection

Several devices are available for the detection of radi-
ation.2,3,10,11,14,16,17

43.2.6.1 Geiger Counter

Th e Geiger counter relies on the fact that ionizing radiation 
does just that; it ionizes seed molecules in a vacuum chamber. 
Th e charged unit is accelerated in an electric fi eld applied 
between a cathode and an anode. Th e ion moving toward the 
positive cathode in turn produces a cascade of ionization, 
resulting in an eff ective current that is converted into an elec-
tron current when impacting the cathode. Th e current induces 
a voltage when passing through a resistor. Th e voltage is used to 
create a click in a speaker and makes the voltmeter dial defl ect 
with each disintegration. Th e audible cracks from the speaker 
and the defl ection of the dial are used to indicate the number of 
particulate or photonic disintegrations and hence the strength 
of the radiation.

43.2.6.2  Scintillation Counter

Th e scintillation counter uses the conversion of radiation energy 
(particle or electromagnetic) to a photon that is channeled 
through an avalanche multiplier that amplifi es the photon for 
detection. Th is technique is called a photomultiplier. Typical 
gains for photomultipliers are in the order of 107. Closing the 
photomultiplier with a 50 Ω load will result in a voltage of sev-
eral mV, which can be measured by a high-resistance voltmeter.

TABLE 43.1  Examples of the Half-Life Time 
Frame of Various Isotopes

Isotope Half-Life

Tc-99 m 6.0 hours
I-131 8.05 days
Co-60 5.26 years
Sr-90 28.1 years
Pu-239 24,400 years
U-238 4,150,000,000 years
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43.2.6.3  Semiconductor Detectors

Semiconductor detectors use the p–n junction eff ect to generate 
electron–hole pairs under the infl uence of external energy. Th e 
transistor principle is used to apply an electric fi eld at the p–n 
junction to prevent the electron–hole pair to recombine, and 
instead creates a current. Electronic integration of the current 
yields the total energy delivered over the integration time.

43.2.6.4 Cloud Chamber

A cloud chamber is a sealed chamber fi lled with a saturated 
gas cloud that condenses under the infl uence of a passing 
 particle. A cloud chamber will thus only detect the α and β 
particle. Th e motion of the charge will act as a current seen 
electronically. Application of an external homogeneous mag-
netic fi eld will apply a force on the charge and divert the charge 
according to the sign of the charge (positive or negative for the 
α and β particle, respectively) and the right-hand rule. Th e 
cloud chamber thus is primarily a visual aid with little quanti-
tative information.

43.2.6.5  Bubble Chamber

Th e bubble chamber relies on the same principle as the cloud 
chamber, only it uses a liquid in a sealed container that is just at 
its boiling point.

43.2.6.6  Photographic Emulsion

Th e use of a photographic emulsion provides a qualitative measure 
based on the oxidation of the silver chloride, providing visible 
tracks aft er developing the fi lm. Additionally, this system can 
also detect γ rays, by priding a darkening of the fi lm and as such 
the amount of darkening of the fi lm can be used as a quantitative 
indication of the radiation exposure. When used in one particu-
lar radiation environment only, this can be used as a continuous 
dosimeter counter and is done so for radiation monitoring in 
hospital rooms with x-ray.

43.2.6.7 γ Camera

Th e γ camera collects the γ radiation emitted by isotopes using 
scintigraphy. Scintigraphy uses a sodium–iodide crystal primar-
ily doped with thallium, which causes light fl ashes when elec-
trons are released from the iodine. Th e photons are amplifi ed by 
a photomultiplier tube. Th e γ camera is the result of the work of 
Robert Hofstadter and Hal Anger. Sometimes the γ camera is 
also called the anger camera. Th e γ camera is sensitive to the 
energy level of the γ radiation by the voltage produced in the 
photomultiplier. Th e γ camera is in fact capable of distinguish-
ing the signals from various isotopes used simultaneously. Th e 
photomultiplier uses a grid imaging method that will give spa-
tial resolution of the isotope distribution.

43.2.7  Units of Radiation Exposure

Th e impact of radiation can be quantifi ed in various ways.1−3,14 
Th e exposure to radiation can be in Röntgen (R), or in SI units: 

C/kg. Th e absorbed amount of radiation measures the amount 
of energy absorbed per unit mass. Th is quantity applies to all 
types of ionizing radiation and all types of materials. In this 
measure, one (1) Röntgen of γ or x-ray radiation is approxi-
mately equal to one rad in human tissue. Th e absorbed dose 
and the absorbed dose rate are expressed in rad and in SI as 
gray (Gy), respectively. Th e dose equivalent and the dose 
equivalent rate apply to human exposure and are related to the 
risk of a radiation dose calculated by multiplying the absorbed 
dose by a “quality factor.” Th e quality factor depends on the 
type of radiation and the tissue exposed. Th is measure as such 
becomes independent of the type of radiation and is measured 
in rem or sievert (Sv). Exposure to one (1) rem poses the same 
risk for any type of ionizing radiation, α,  β, γ, x-ray, or neu-
tron. Table 43.2 shows the quality factor for various types of 
radiation.

43.2.8  Natural Background Radiation

Depending on one’s location (residential or rural) and altitude, 
on average a person is exposed to a certain amount of radiation 
(natural background radiation). Table 43.3 lists the natural back-
ground radiation.

In contrast, a chest x-ray with modern equipment exposes the 
patient to approximately 5–10 mrem, whereas a full CT-scan 
exposes the patient to approximately 100–200 mrem.

43.3   Clinical Applications of Nuclear 
Medicine

Nuclear medicine used isotopes and radiation exposure for vari-
ous diagnostic and therapeutic applications. Select examples of 
clinical radiation exposure are listed in Table 43.4.

TABLE 43.2 Quality Factors Used by the Nuclear 
Regulatory Commission (NRC)

Radiation Q

γ and β radiation  1
α particles 20
Neutrons of unknown energy 10
High-energy protons 10

TABLE 43.3 Average Exposure to Various Sources of Natural 
Background Radiation

Radiation Source
Radiation Exposure 

(mrem/year)

Cosmic radiation  30
Terrestrial radionuclides (e.g., uranium-235, nuclear 

weapon testing)
 30

Radionuclides naturally occurring in the body  40
Inhaled radionuclides (primarily from radon, but also 

from drinking water)
200

Total 300
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43.3.1 Therapeutic Nuclear Medicine

Th e most common use of therapeutic nuclear medicine is in the 
following three areas: the treatment of thyroid problems (e.g., 
hyperthyroidism), polycythemia (abnormal red cell and blood 
increase), and prostate cancer. Iodine isotopes are commonly 
used (I-131) in the treatment of both thyroid cancer as well as an 
overactive thyroid gland.

In the treatment of prostate cancer, specifi c isotopes are 
injected to target the diseased tissue.

Th e prostate therapy is part of a technique called radioimmu-
notherapy (RIT). In RIT, the radioisotopes are engineered to 
attach to antibodies with a specifi c affi  nity for selected groups of 
cells. Th e respective antibodies in turn will incorporate them-
selves in the cancer cells with the radionuclides attached. Th e 
radionuclides are now fully deployed to destroy the cancer cells 
locally.

Another application in RIT is in breast cancer treatment; 
however still investigational, it may deliver a promising new 
method to treat metastatic cancer of the breast with minimized 
dosage. Th e breast cancer treatment has the isotope yttrium-90 
attached to the m-170 monoclonal antibody, which is digested by 
the cancer cells and selectively destroys the growth.

One common use of radionuclides is brachytherapy. In 
brachytherapy, isotopes are placed close to cancerous tissue, 
either externally or by surgical implant, and the time exposure 
provides a measure of the exposure dosage clinically relevant for 
the treatment and destruction of the cancer. Cobalt-60 is another 
common isotope used to primarily produce γ radiation. When 
focused, this creates an ablative beam referred to as the γ knife. 
Th e use of focused radiation is called teletherapy.

43.3.2 Diagnostic Nuclear Medicine

Th e use of radiopharmaceuticals for imaging evolved in the 
1970s. Specifi c diagnostic applications are in the liver, brain, 
spleen, thyroid, and gastrointestinal track. Th e use of isotopes 
for metabolic imaging is one of the examples of diagnostic 
nuclear medicine. Th e radionuclide iodine-131 is incorporated 
by the thyroid and the emitted γ radiation is a direct indication 
of the local metabolic activity. Additionally, the use of isotopes 
in PET imaging has gained signifi cant popularity. For PET or 
SPECT (single-photon emission computed tomography) imag-
ing, nucleotides are incorporated in specifi c substances that will 
target a designated biological process, for instance.

Water with deuterium isotopes can be used to monitor blood 
fl ow rate noninvasively on a small scale. Cellular carbohydrate 
consumption can be diagnosed by including the isotope fl uoro-
deoxyglucose (FDG), which acts as glucose in the cellular metab-
olism. Also protein synthesis can be imaged with the use of 
radiopharmaceutical fatty acids.

In most cases, the emitted γ radiation is collected with a spe-
cifi cally designed γ camera. For instance, technetium (Tc-99) 
isotopes under various radiopharmaceutical names depending 
on the antibody attachment (e.g., Pertechnetate®, Pulmonite®, 
Microlite®, Glucoscan®, Verluma®, and Ceretec®) are generally 
used for a multitude of imaging applications, such as the bladder, 
breast, ectopic gastric mucosa, heart, liver, parathyroid glands, 
renal, salivary glands, spleen, thyroid, as well as tear ducts.

SPECT in particular uses γ-emitting short-lived isotopes such 
as technetium-99, indium-111, iodine-131, or thallium-205.

43.3.3   Acute Effects of Whole Body Exposure 
on Man

Table 43.5 lists a range of examples of the clinical consequences 
of exposure to increasing amounts of radiation. Note that radia-
tion exposure is cumulative, and the exposure over time adds up 
to result in the eff ects listed for the total exposure. However, the 
expression may be delayed due to the fact that the body does 
show a certain form of adaptation. Generally, there is a diff er-
ence between the exposure and the absorbed dose, also based on 
the radiation source.
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44.1  Native Tissue Structure 
and Function

Natural and engineered tissues are a collection of cells arranged 
within a structural scaff old of insoluble extracellular matrix 
(ECM) proteins and soluble signaling molecules that provide 
biochemical and mechanical cues directing function. Th is 
function is therefore dependent on the spatiotemporal resolu-
tion of matrix proteins, cells, and signaling molecules, and 
their interactions with one another. While the ECM is ubiqui-
tous throughout development, its composition, ratio, geomet-
rical arrangement, and mechanical properties are important 
distinguishing features between tissue types.1,2 Cells interact 
with the ECM in their microenvironment to direct specializa-
tion and tissue-specifi c behavior. Th is interaction occurs in a 
bidirectional, reciprocal manner wherein cells respond to the 
cues present in their environment by initiating signaling pro-
grams of genetic and phenotypic transformation.3 Th is trans-
formation in turn allows the cell to exert physical and 
biochemical infl uence on its microenvironment leading to cell/
matrix cooperativity during development, homeostasis, and 
repair.

Adhesion to the ECM regulates cell function. All normal 
healthy cells, with the exception of circulating blood cells, are 
contact dependent and therefore require physical association 
with matrix proteins for survival. In response to the formation 

of matrix adhesions, cells assemble intracellular machinery that 
link cellular signaling and behavior to mechanical and biochemical 
changes in their microenvironment.3 Tissue geometry, deter-
mined by the spatial organization of ECM components, presents 
both a template and an instructive cue for tissue morphogene-
sis.4 Th rough changes in geometry, long-range tissue interac-
tions can be controlled by coordinating cell behavior in distal 
areas of the tissue.4,5 Th is coordination is achieved by gradients 
of soluble factors and mechanical stresses that restrict and defi ne 
localized activity: changes in solute.

Cell–cell interactions also play an important role in tissue 
homeostasis and repair. Cells form adhesive structures between 
each other that have both intracellular and extracellular compo-
nents, and when disrupted induce a series of signals that propa-
gate through the cell population. For example, osteocytes within 
mature bone use these junctions to sense and coordinate responses 
to microfracture, and endothelial cells form tight junctions to 
present a selective barrier to solute diff usion and cell migration. 
Taken together, these mechanisms coordinate to maintain tissue 
function and integrity during development, homeostasis, and 
repair.6

44.2 In Vivo Regeneration and Repair

Regeneration is the recovery of both the structure and func-
tion of injured and diseased tissues. Some amphibians have 
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the extraordinary ability to regenerate limbs following ampu-
tation, and embryos (including human) share this capacity to 
heal without scarring. Most organisms respond to severe 
injury through the induction of a spontaneous repair process, 
forming a contractile fi brotic clot that ultimately forms a scar. 
Embryos and select amphibians uniquely respond to this same 
type of injury with conserved mechanisms of tissue synthesis 
that result in the near “perfect” healing of the wounded tissue 
and no scarring. During embryonic healing in Drosophila 
melanogaster, a cable of actin fi laments is created in the cells 
surrounding the wound that steadily contracts and pulls the 
injury together like a drawstring to interlock and seal the 
wound.7 Th is closure is dependent on the extension of small 
fi lopodia and the necessity of fi lopodia-based tissue develop-
ment is conserved across species including mice, worms, and 
humans.8 Embryos are in the business of building tissue. 
Th erefore, within this context, a synthesis-based response to 
injury makes sense.9 When disrupted, embryos may borrow 
mechanisms of synthesis from adjacent developing tissues. 
Th is unique property is restricted, however, to injuries 
incurred prior to the third trimester; thereaft er, healing 
undergoes a transition from regeneration to repair and 
scarring.10

Repair, the mechanism through which all adult mammals 
respond to injury, is a spontaneous process of wound closure 
that results from the contraction of the stroma (i.e., loose con-
nective tissue), scar formation, and healing of the underlying tis-
sue. During adult wound healing, a blood clot is formed at the 
site of injury to stem the fl ow of blood; fi broblasts then secrete a 
matrix of support proteins that fi ll the defect. Th is matrix con-
tracts, leading to scar formation as cells eventually seal the 
wound.

Most mature epithelial tissues contain three principal layers: 
epithelial cells, a basement membrane, and an underlying con-
nective layer (stroma). Excision of the cells and the basement 
membrane results in spontaneous regeneration much like that 
seen in the embryo. However, the stroma is unable to replicate 
this process, and scar formation in the stroma is a key inhibitor 
of functional tissue regeneration in adults.10–13

Scar formation may be an adaptive response to challenges 
faced by mature tissues. Adult wound healing may refl ect the 
need for a defense mechanism against infection, as scar forma-
tion is induced by infl ammation. Embryos prior to the third 
trimester have an immature immune system and are unable to 
mount a signifi cant infl ammatory reaction. Mice lacking mac-
rophages and neutrophils do not scar and heal as quickly as 
normal newborns.14–16 Modulation of the infl ammation 
response, therefore, stands to play a signifi cant role in the inhi-
bition of scar formation and the induction of regenerative heal-
ing within adult tissues. Understanding the mechanisms of 
embryonic regeneration and applying them as design principles 
in engineered materials is a critical goal for the fi eld of regen-
erative medicine. Ideally, this type of tissue growth could be 
induced without compromising the immune system of the 
recipient.

44.3  Natural and Synthetic Scaffolds 
in Regenerative Medicine

44.3.1 Materials

Cells, scaff olds, and signaling molecules are oft en referred to as 
the tissue engineering triad.17 Th e ideal graft  would include a 
role for each component in a controlled and predictable manner. 
Scaff olds, which are composed primarily of polymeric biomate-
rials, provide mechanical stability and act as a substrate for cell 
adhesion, growth, and diff erentiation. Th e enormous variety of 
methods available to tune material and cell function complicates 
the search for optimal regenerative medicine scaff olds.17

Th ree-dimensional (3D) scaff olds are composed of a variety of 
diff erent materials that are able to guide cell function, diff eren-
tiation, and morphogenesis. Th e simplest consist of ceramics, 
glass, and/or synthetic polymers. However, to achieve more 
physiological regenerative eff ects, a number of ECM proteins 
and polysaccharides18 have also been used as scaff olds, including 
collagen I,19–21 gelatin,22,23 fi brin,24,25 chitosan,26–28 hyaluronan,29,30 
agarose,31,20 and alginate.32,33 In addition to these natural poly-
mers, a variety of synthetic polymers have been developed as 
bases for  scaff olds. For example, polyethylene glycol (PEG),34 
poly(lactic-co-glycolide) (PGLA),35,36 poly(lactic acid) (PLA),37,38 
and poly(glycolic acid) (PGA)39,40 are widely used in regenerative 
medicine. Th ese polymers allow for specifi c control over bulk 
properties, surface chemistry, and sourcing that off er advantages 
over their natural counterparts. Th ese materials are biodegrad-
able, biocompatible, and bioactive and therefore present a sig-
nifi cant advantage in their ability to induce regeneration 
responses when implanted in vivo.

An additional advantage of these proteins, polysaccharides, 
and polymers is their ability to be solubilized and polymerized 
into a hydrogel, allowing for the direct encapsulation of living 
cells. Th e major limitation of acellular substitutes is that they 
do not self-renew and thus have a limited useful life span. In 
cases where healing is delayed or halted, host cell infi ltration is 
prevented or lacking a vascular supply, incorporation of living 
cells into the engineered construct is especially important for 
stimulating tissue formation. Th e rapid generation of quality 
tissue is needed to prevent morbidity in such cases. For exam-
ple, the reader is referred to several recent reviews for bone,41–43 
cardiac,44,45 tendon,46,47 nerve,48,49 cartilage,50,51 and fat17,52,53 
tissues.

44.3.2 Biodegradability

Beyond providing structural support within the void space of 
the defect, the implanted material should be readily degradable 
to promote host integration. Th ere are two types of biodegrad-
able polymers: (1) natural materials such as polysaccharides 
(starch, alginate, chitan/chitosan, and hyaluronic derivatives) 
and proteins (collagen, fi brin, and silk) and (2) synthetic 
 polymers.54 Each type has important advantages and dis-
advantages.
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Natural polymers are degraded through cell-mediated secre-
tion of proteases via mechanisms consistent with those in native 
tissue. Ideally the degradation rate should equal the rate of new 
matrix deposition by implanted and host cells.17 Engineering 
biodegradability into synthetic polymers likewise provides con-
trol over the useful life of the scaff old and release of bioactive 
growth factors and protein fragments within a diseased or 
injured tissue. Synthetic polymers produced under controlled 
conditions result in predictable and highly reproducible  material 
properties, that is, tensile strength, elastic modulus, and degra-
dation rate. Th e degradation kinetics of biomaterials can be con-
trolled by a variety of tissues and handling properties including 
chemical composition, hydrophilicity, structure, processing 
 history, molar mass, polydispersity, environmental conditions, 
stresses and strains, and porosity.40,55

Th e most commonly used biodegradable synthetic polymers 
are poly-α-hydroxy esters including PLA, PGA, and PLGA.56 
Th ese polymers are hydrolytically degraded through de-esterifi -
cation and their degradation products are removed by natural 
pathways. For example, PGA degradation products are treated as 
metabolites and PLA is cleared through the tricarboxylic acid 
cycle.54 Th e degradation rate of each of these polymers is greatly 
aff ected by treatment conditions and the host environment, but 
in general take from 12 to greater than 24 months to completely 
degrade. However, rapid bulk degradation of these polymers can 
occur, resulting in the premature failure of implants, largely due 
to losses in mechanical integrity. Th is abrupt release of degrada-
tion products can lead to a strong infl ammatory response that is 
deleterious to the implant.40,57 Polymers that do not exhibit bulk 
erosion properties but instead degrade selectively at the polymer 
water interface are advantageous in applications where the con-
trolled release of factors is important (e.g., as a drug delivery 
vehicle). Th ese surface-eroding polymers have several advantages 
including the retention of mechanical integrity, minimization of 
toxic degradation products, and enhanced tissue ingrowth.58

44.3.3 Biocompatibility

Materials used for the purposes of tissue engineering must have 
the capacity to support the growth, diff erentiation, and integra-
tion of both endogenous and exogenous cells.17 Th ere are seven 
requirements for biocompatibility with respect to the implanta-
tion of biomaterials. Biomaterials must be (1) noninfl ammatory, 
(2) immunologically inert, (3) noncytotoxic, (4) able to resist phys-
ical stresses within the site of implantation, (5) structurally adapt-
able, (6) aff ordable, and (7) easy to sterilize during manufacture.59,60 
Th e biocompatibility of the starting construct, the toxicity of its 
degradation products, and its tendency to illicit an immune 
response are critical design features for any engineered tissue.

44.3.4 Bioactivity

Beyond being able to coexist with host tissue and degrade in a 
balance with regenerative events, many scaff olds are engineered 
to induce specifi c cellular behaviors. ECM-based scaff olds have 
inherent bioactivity that, when correctly understood and applied, 

can specifi cally direct cell function and phenotype upon encapsu-
lation. Th e bioactivity of these ECM proteins comes from specifi c 
sequence and structural motifs that guide the interactions between 
cells and their extracellular environments. Using these motifs, 
engineers have designed bioactivity into synthetic polymers in a 
controlled and systematic way to drive specifi c cell function and 
morphogenesis. Adhesion to ECM proteins within the native tis-
sue can induce the correct positioning,61 polarization, 62,63 and 
diff erentiation64,65 of cells within their microenvironment. Using 
these proteins alone or in combination can result in successful 
engineering of cell and tissue function. However, the heterogene-
ity present in isolated sources of these proteins does present a 
problem in terms of engineering simplicity and consistency into 
tissue constructs.

Fragments of ECM proteins are also used in so-called “smart” 
biomaterials that provide a means for locally directing cell 
function through engineering the cell/scaff old interface. For 
example, the tripeptide adhesive ligand, RGD, is widely applied 
in conjunction with hydrogel carriers to guide cellular adhesion, 
proliferation, and diff erentiation of preosteoblast cells.66 
Increasing ligand density promotes enhanced proliferation and 
may provide a method of controlling ex vivo expansion and the 
development of transplanted cells. PEG hydrogels containing 
RGD and laminin sequence insertions induce enhanced lumen 
and apical pole formation with proper basolateral polarization 
in MDCK cells.67 Th e proteoglycan hyaluronic acid (HA) is also 
widely used as a base component of hydrogel culture. HA hydro-
gels promote proliferation, branching morphogenesis, and 
tubule diff erentiation of epithelial cells for the purposes of renal 
tissue engineering.68 Th ese observed eff ects are both molecular 
weight-and concentration-dependent.

Th e two-way interaction between a cell and its matrix is 
 crucial for the simultaneous reorganization of the ECM and 
induction of cell behavior required during development.

44.4  Mechanical Characterization of 
Biomaterials

Th e emerging fi eld of biomedical engineering exists at the 
 intersection of three classical areas of science: biology, medicine, 
and engineering. Biomechanics is a specifi c discipline within 
biomedical engineering that addresses the mechanics of living 
organisms. Th at is, it focuses on how living organisms produce 
force and respond to forces and displacements. To study biome-
chanics requires a base knowledge in theoretical and applied 
mechanics (structural, fl uid, and thermal mechanics), combined 
with a similar understanding in biology and physiology. 
Occasionally, the fi eld of biomechanics is associated solely with 
human and animal movement science. However, this is a very 
narrow view, as the study of mechanics in biological organisms 
occurs at a wide variety of levels (e.g., structures, tissues, and 
organisms), and extends well beyond applications in kinesiol-
ogy. As a result, a number of subfi elds have been created, all 
within the traditionally defi ned area of biomechanics, to more 
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accurately identify the specifi c area of study, such as molecular-, 
cellular-, tissue-, organ- or multi-tissue system-, joint-, and 
whole body-biomechanics. While there are thermal, fl uid, and 
structural disciplines within each of these areas, we will focus 
the following discussion on those applications relating to struc-
tural mechanics.

Structural biomechanics combines the basic principles of 
classic structural mechanics, with the necessary biology and/or 
physiology appropriate for the structure, tissue, or system stud-
ied. To begin, from a structural mechanics perspective, one must 
consider three factors: (1) the geometry of the specimen or struc-
ture, (2) the loading conditions applied, and (3) the basic prin-
ciples of mechanics, such as the enforcement of the appropriate 
physical conservation laws (e.g., conservation of momentum, 
conservation of mass, and conservation of energy). Enforcement 
of these conservation principles yields vector equations that 
incorporate the magnitude and direction of the loadings with 
their point of application on the geometry of the specimen or 
structure. Since these relations are determined based solely on 
the specimen geometry and the applied loads, they do not include 
any information or assumptions of the material, or materials, 
that comprises the specimen. Th ese relations arise from the 
application of basic vector mechanics and can be derived from 
fi rst principles. Th is process is followed to generate the vector 
equations that govern a variety of loading conditions, including 
the loads and energies generated through mechanical (struc-
tural), fl uid, or thermal means.

44.4.1 Mechanical Behavior of Material

44.4.1.1 Stress

With the loading established, and equilibrium enforced, the inter-
nal forces and moments that develop within the specimen or 
structure can be determined. Th ese values can then be normalized 
by the area over which they act to get a load distribution per unit 
area, or stress. Stresses represent the intensity of the force experi-
enced, or “felt,” by the material under the given loading condition, 
and are given in units of pressure (psi or Pa). If one considers an 
arbitrary solid subjected to loading, within the solid every diff er-
ential area, dA, is subjected to a diff erential force  vector, dF. Th is 
diff erential force vector can be resolved into a component dFn act-
ing normal (perpendicular) to the area dA and a component dFt 
acting tangent to dA. Th e normal stress (σ) is defi ned as the nor-
mal component per unit area (also see Chapters 15 through 18),

 σ =   dFn ___ dA  , (44.1)

and the shear stress (τ) is defi ned as the tangential component of 
force per unit area,

 τ =   dFt ___ dA  . (44.2)

Typical convention is that normal stresses that are tensile, in 
which the forces “pull” on dA, are considered positive, and 

 compressive stresses that “push” on dA are negative. Th ese dif-
ferential stresses defi ne the stress on a diff erential area, and thus 
represent the stress at a point in the material. However, stresses 
can vary considerably from point to point within a given cross 
section. Th erefore, it is oft en advantageous and convenient to 
determine the average stresses acting on a material. Th is is done 
by integrating the diff erential defi nitions of stress (Equations 
44.1 and 44.2) over the entire cross-sectional area to gain aver-
age values of normal stress (σave),

 σave =   P __ A  , (44.3)

in which P represents the total normal force acting on the cross-
sectional area, A; and the average shear stress (τave),

 τave =   V __ A  , (44.4)

where V represents the total shearing force acting tangent to the 
cross section.

By extending these ideas to a diff erential volume element, the 
generalized state of stress in a solid can be represented on a unit 
cube, as illustrated in Figure 44.1. Each face of the cube has three 
stresses acting on it: a single normal stress acting perpendicular to 
the plane and a pair of orthogonal shear stresses to defi ne the 
stresses acting within the plane. Th rough the enforcing of equilib-
rium, it is easily shown that the following equalities must hold.

 τxy = τyx, τyz = τzy, τxz = τzx. (44.5)

Th us, the generalized state of stress is defi ned by six terms: 
three normal stresses and three shear stresses (e.g., σx, σy, σz, τxy, 
τyz, τzx). While this example utilized a Cartesian coordinate 
 system, a similar process can be followed for other orthogonal 
coordinate systems.

44.4.1.2 Strains

 In a similar fashion, strains are determined by normalizing the 
displacements in the specimen or structure by their undeformed 
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FIGURE 44.1 General 3D state of stress, as shown on a cubic diff eren-
tial volume.
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size (length or angle). Considering a solid of original length Δx 
that deforms an amount Δδ along its length (the x-axis) when 
loaded, the axial strain, or normal strain (ε) along the x-axis, is 
defi ned as

 εx =   lim    
Δx→0

    
Δδ

 ___ Δx   =   
dδ

 ___ dx  , (44.6)

where the limit as Δx approaches zero indicates the elongation 
(or compression) of an infi nitesimal length dx, or the derivative 
of axial deformation with respect to the axial direction. As with 
the derivative defi nition of stress, Equation 44.6 defi nes the 
strain at a point, and as seen in stress, the axial strain may vary 
considerably from point to point. Th erefore, at times it is conve-
nient to defi ne an average normal strain (εave) as the change in 
length over the original length,

 εave =   Lf − L _____ L   =   δ __ L  , (44.7)

where Lf is the fi nal length, L is the original undeformed length, 
and δ is the total change in length. Normal strains that elongate 
the solid are considered positive and those that contract or com-
press are considered negative.

Whereas axial (normal) strains describe the normalized 
length change along an axis, shearing strains measure the change 
in angle between two, originally perpendicular, axes. Th us, the 
shearing strain (γ) in an x–y plane in which the x and y direc-
tions are perpendicular (angle = π/2 rad) in the undeformed 
state is defi ned as

 γxy =   π __ 2   − θ, (44.8)

where θ is the angle between the x and y axes in the deformed 
state. As such, shearing strains act to decrease (positive shearing 
strain) or increase (negative shearing strain) the angle between 
two perpendicular axes, and therefore represent a change in 
shape rather than a change in size. Th us, for the general state of 
3D strain, as shown in Figure 44.2, the diff erential volume 
(ΔV = ΔxΔyΔz) is a cube with all right angles in its undeformed 
state. When deformed due to applied loading, the change in the 
size of each side of the cube is given by the axial strains (ε), 

whereas the change in angles between the cube sides is refl ected 
in the shearing strains (γ).

Strain measurements describe the deformations of the speci-
men or structure and are typically described as either elastic or 
plastic in nature. Purely elastic strains can be completely recov-
ered once the loading is removed, whereas plastic, or inelastic, 
strains result in permanent deformation. Since the determina-
tion of stresses and strains already accounts for specimen geom-
etry, their values are not infl uenced by the size of the specimen. 
As a result, stresses and strains can be directly compared among 
diff erent specimens over a variety of materials and sizes.

44.4.1.3 Constitutive Equations

Once the governing loading equations are established, the contri-
butions of the material itself must be considered. To account for 
material behavior, constitutive equations are constructed. Unlike 
equations derived from fi rst principles that apply similarly to all 
materials at virtually all levels, constitutive equations are based on 
relationships observed in experiments, and the precise relation-
ship is specifi c to the given material. Th ese equations contain a 
constant (or constants) intrinsic to that specifi c material. Th us, 
the observed response is characterized by a behavior specifi c to 
the material, which relates to the value of the intrinsic material-
specifi c constant, or material property.

Material properties have been determined to describe a vast 
number of materials over a wide range of applications. Materials 
can be characterized by their behavior using structural material 
properties (e.g., Young’s modulus, ultimate strength, yield stress, 
shear modulus, and Poisson’s ratio),69,70 fl uid and thermal mate-
rial properties (e.g., viscosity, coeffi  cient of thermal expansion, 
specifi c heat capacity, thermal conductivity, specifi c enthalpy, 
melting point, and thermal resistance),71–73 electrical material 
properties (e.g., resistivity, permittivity, and conductivity),74,75 as 
well as physical material properties such as density. Th ese prop-
erties depend solely on the material and are not aff ected by the 
loading or the geometry of the specimen. Although a wide vari-
ety of constitutive relations have been established, leading to the 
identifi cation of numerous material properties, we will focus the 
discussion that follows on those relating to applications in struc-
tural mechanics.

One structural example, the relationship between stress and 
strain, over the linear region, has been well characterized by a mate-
rial constant—Young’s elastic modulus. Th is value is intrinsic to the 
material and does not depend on specimen geometry. Th us, a small 
steel orthopedic implant will have the same Young’s modulus as a 
steel strut from a building or bridge, provided the grade of the 
material (e.g., ASTM 316L stainless steel) and its treatment (e.g., 
annealed, anodized, heat treated, and cold rolled) are the same.

Young’s modulus, as well as a number of additional important 
structural material properties, can be determined by plotting the 
experimental stress data versus the corresponding strain data 
from any number of diff erent mechanical tests. One such test, an 
elongation to failure, is shown qualitatively for a brittle material 
in Figure 44.3. In this experiment, the specimen is stretched to 
failure, typically at a constant rate in displacement (or strain) 
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on changing the size and shape of the volume, respectively.
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control, and the load and elongation are recorded. Th ese data are 
converted into stress and strain, respectively, and plotted as 
shown in Figure 44.3. From such a plot, the stress and strain val-
ues corresponding to the point of failure (denoted by an “X” in 
Figure 44.3) can be readily obtained, providing the ultimate 
strength and failure strain, respectively. Th e early  portion of the 
curve shows a linear relationship between stress and strain, such 
that the slope is constant. In this area, the material behaves elasti-
cally, and any deformation that occurs with loading is recovered 
once the load is removed. Th e slope of this portion, E, is the 
Young’s modulus of the material. Once the material is strained 
beyond the linearly elastic region, an increase in strain will result 
in permanent, plastic deformation. For example, if loaded to 
point “a” (Figure 44.3) the total amount of strain in the material 
is εp + εe, and the specifi c energy in the material is equal to the 
area under the stress–strain curve up to point “a.” If completely 
unloaded from point “a,” the curve will follow the same linear 
slope (E) to the point of zero load “b.” While the stress has been 
returned to zero, a signifi cant amount of permanent strain exists. 
εe represents the amount of elastic strain recovered by unloading, 
and εp is the permanent, plastic strain. With unloading, the spe-
cifi c energy associated with elastic deformation is recovered (area 
of triangle a–b–c), and the remaining area under the curve repre-
sents the amount of energy required to plastically deform the 
material. Additionally, by calculating the area under the entire 
stress–strain curve, from the onset of strain to the point of fail-
ure, the specifi c energy required to fail the material, or the mate-
rial’s toughness, can be determined. Th us, a variety of important 
material properties and characteristics can be determined from 
these fairly simple experimental data.

44.5  Structural and Mechanical 
Properties

In addition to those properties intrinsic to each material (i.e., 
material properties), similar groups of properties defi ne the 

mechanical response of structures and multiple material systems. 
Th e former, termed structural properties, are similar to material 
properties; however the infl uence of specimen geometry is 
retained. As such, in addition to the material composition, struc-
tural properties are specifi c to the size and architectural arrange-
ment of the specimen or structure. Th is provides insight into the 
behavior of the structure, but does not allow for direct compari-
son between specimens of diff erent sizes. For example, the stiff -
ness of a steel orthopedic implant can be orders of magnitude 
lower than the stiff ness of a steel structural support beam, even if 
the specimens are made of identical steels, due to the vastly dif-
ferent geometries and architectures. Th us, a structural property 
(e.g., stiff ness) is determined both by the specimen geometry and 
arrangement, as well as the intrinsic properties (e.g., elastic mod-
ulus) of the material, or materials, that comprises it. For multiple 
material systems, such as composite materials, or materials with 
multiple levels of structural organization, it is common to calcu-
late structural properties and then normalize to the specimen 
geometry. Th ese approaches require a specifi c distinction, 
mechanical properties. Because such a specimen is heterogeneous 
in composition or organization, these properties cannot be attrib-
uted to a single material over all ranges of scale.

Materials can behave in a very complex and multidirectional 
fashion. However, this general behavior is oft en greatly simpli-
fi ed with a number of assumptions. First, a material is consid-
ered linearly elastic if there exists a linear relationship between 
stress and strain. Linear elasticity is a valid assumption for a 
wide range of metals and other materials, for strains below the 
point of yield and permanent deformation. Second, analyses 
can be further simplifi ed if the strains in the material are suffi  -
ciently small, such that small angle approximations are valid. 
Th ird, it is also common to assume that the material is homoge-
neous, or spatially uniform, without localized voids or impuri-
ties. In its most general form, strain is defi ned by a fully 
populated second-order tensor, requiring nine unique terms to 
defi ne the strain at a given point. However, if the material is 
assumed homogeneous, the tensor becomes symmetric, and the 
number of unique components required to describe a general 
state of strain reduces to six.

In a similar way, the planes of symmetry in a material reduce 
the complexity of the intrinsic properties that describe the mate-
rial, such as the elastic modulus. When no planes of symmetry 
exist in a material, it is classifi ed as an anisotropic material. 
Anisotropic materials can have a mechanical behavior that is 
unique in each direction. Th us, even if the material is assumed to 
be linearly elastic and homogeneous, it would still require up to 
21 elastic constants to describe the behavior. Th is is the fourth 
method for simplifying analysis: if a material contains at least 
two orthogonal planes of symmetry, it is known as orthotropic. 
Such materials exhibit unique behavior in no more than three 
orthogonal directions and require only nine independent elastic 
constants to describe their most general elastic behavior. Th is 
can be further simplifi ed for isotropic materials, which have 
planes of symmetry in every direction, and thus their material 
behavior is identical in all directions. Th e elastic behavior of an 
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FIGURE 44.3 Graphical representation of typical stress–strain curve 
for a brittle material stretched to failure. Th e slope of the linearly elastic 
portion of the curve gives Young’s elastic modulus, E.



Biophysics in Regenerative Medicine 44-7

isotropic material can be completely described by just two elastic 
constants. Th ese four approaches can thus greatly reduce the 
complexity of mechanical analysis.

44.6  Biological Tissue and Biomaterial 
Behavior

Many of the assumptions used to simplify general material 
behavior are no longer valid when considering biological tissue 
or tissue-engineered biomaterials. For example, while the small 
strain approximation is typically valid for metals, ceramics, and 
hard biologic tissues such as bone, it is a poor approximation for 
materials that experience larger strains (greater than 1% strain)76 
and is inappropriate for compliant polymers, elastomers, and 
biological soft  tissues (e.g., cartilage, muscle, tendon, ligament, 
skin, vasculature, and connective tissue) that experience strains 
well above 1%. Some of these can even achieve greater than 100% 
strain before failing. For such materials, fi nite strain formula-
tions should be employed to more accurately predict the mechan-
ical response. Finite strain treatment of soft  tissues was pioneered 
by Y. C. Fung77,78 and has since been applied in a variety of soft  
tissue biomechanical applications.79–88 Th e violation of the small 
strain assumption leads to a similar violation of the assumption 
of linear elasticity. Linear elasticity is also violated when a mate-
rial exhibits a stiff ening or soft ening response, such that the 
mechanical property of the material is diff erent at diff erent 
loads. Many collagenous soft  tissues (e.g., skin, tendon, ligament, 
and muscle) when strained in tension exhibit a strain-stiff ening 
behavior at low loads, followed by a linear region, and material 
soft ening prior to failure. Th is nonlinear behavior is oft en attrib-
uted to the progressive recruitment of slack or misaligned 
 collagen fi bers during the toe-in (stiff ening) region and the pro-
gressive failure of stretched collagen fi bers during the soft ening 
region,89,90 as illustrated in Figure 44.4.

Most biological materials and tissues also exhibit viscoelastic 
behavior, a combination of both elastic and viscous behaviors. 
Such materials display a time-dependent mechanical behavior, 
such as creep, stress relaxation, and hysteresis. Creep is the 
 progressive strain or deformation of a material with time, while 
subjected to a constant controlled load or stress, as illustrated in 
Figure 44.5, whereas stress relaxation describes the gradual 
decrease in stress in the material with time, when subjected to a 
constant strain, as illustrated in Figure 44.6. For cyclical loading 
protocols, a material exhibits hysteresis if the relationship 
between stress and strain (i.e., the shape of the curve on a stress–
strain diagram) during loading is diff erent than that observed in 
the unloading phase. In all of these behaviors—creep, stress 
relaxation, and hysteresis—the relation between stress and strain 
is not unique, but rather it changes in time. Th is time depen-
dency of the stress–strain relationship is a distinguishing trait of 
viscoelastic materials and further illustrates the challenges in 
characterizing their behavior.
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FIGURE 44.4 Typical nonlinear elastic response of a fi ber-based 
material, such as collagen-based biological soft  tissues like tendons and 
ligaments. Th e distinct nonlinear strain-stiff ening behavior in the 
toe-in region is attributed to the progressive recruitment of slacked 
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FIGURE 44.5 Graphical illustration of viscoelastic material creep, 
showing increasing deformation (or strain) with time while subjected 
to a constant applied load.
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Numerous studies have been conducted to characterize the 
viscoelastic behavior of soft  tissues such as ligament,91–97 
tendon,98–100 articular cartilage,101,102 skeletal muscle,103,104 car-
diovascular tissue,105,106 and skin,107–109 as well as in hard tissue 
such as bone110–112 and engineered tissue replacements.113 Under 
the assumption of linear viscoelasticity, the degree of creep is 
independent of the stress level, and the degree of relaxation is 
independent of the strain level, such that the material properties 
(creep compliance and relaxation modulus, respectively) are 
solely a function of time. However, this assumption is oft en not 
valid in biological tissues and biomaterials, and nonlinear 
aspects of viscoelasticity must be considered.

To address some of these aspects, a quasi-linear formulation of 
general viscoelasticity (QLV) was developed by Y. C. Fung.114 QLV 
greatly simplifi es generalized viscoelasticity, yet provides the 
fl exibility to incorporate many of the nonlinear behaviors dis-
played by biologic soft  tissues. While it has shown great applica-
bility in soft  biological tissues and biomaterials,92,93,101,103,106,114–117 
there are ranges of stress, strain, or strain rate, in which the QLV 
model fails to accurately describe the material behavior. One 
such example is in the application to strain-rate-sensitive mate-
rials. Materials that are strain rate sensitive exhibit diff erent 
responses (stresses) to loading depending on the rate at which 
they are strained. Many biologic materials display a signifi cantly 
diff erent material response when evaluated at diff erent rates of 
strain. For example, both bone and ligament display an increased 
tensile strength and elastic modulus when evaluated at higher 
rates of strain. As a result, alternatives to QLV are oft en employed 
for such nonlinear viscoelastic applications.85,118,119

An additional complication that many biomaterials introduce 
to the typical simplifying assumptions of material behavior is 
the presence of more than one material phase (e.g., solid, liquid, 
and gas). Th ese multiphase materials exhibit a more complex 
mechanical behavior due to the individual responses and inter-
actions of the diff erent material phases. For example, articular 
cartilage is a biological tissue that is well characterized as a 
biphasic material—a liquid phase (water) contained within a 
solid matrix of  collagen and proteoglycans. As with viscoelastic 
material, the mechanical properties of biphasic materials are not 
constant but change with time. When compressed, the initial 
transient response of the material is governed by its permeabili-
ty—a  combination of the viscosity of the fl uid phase and the 
porosity of the solid phase. However, with maintained loading, 
the tissue will exude water over time, such that the mechanical 
behavior at steady state is governed solely by the modulus of the 
solid phase.

Th e aforementioned indicate some features of biological mate-
rials and tissue-engineered replacements that preclude the use of 
many common simplifying assumptions in material behavior. 
An understanding of these assumptions, and their range of 
applicability, is important to determine the appropriate model of 
material behavior to best describe a material’s mechanical 
response. Th e aim is to fi nd the model that simplifi es the analysis 
as much as possible, while retaining all of the fl exibility neces-
sary to accurately describe the material’s behavior.

44.7  Tissue Engineering: Identifi cation 
of Target Function/Properties

One of the principal aims of functional tissue engineering is to 
produce a material capable of restoring the normal function of 
the tissue it seeks to replace. In particular, the native tissue’s bio-
chemical and biomechanical response throughout physiologi-
cally relevant ranges of chemical stresses and force provides an 
important functional target in the design of engineered replace-
ments. Th us, a critical fi rst step in this process is to characterize 
the behavior of the healthy, uninjured tissue to establish the 
desired “target” performance. Many of the fi rst studies aimed at 
characterizing tissue mechanical behavior and properties focused 
primarily on the tissue stiff ness or elastic modulus, Poisson’s 
ratio, and failure properties such as failure stress, failure strain, 
and energy to failure.120–124 While these properties adequately 
describe the general behavior of many traditional engineering 
materials, they oft en do not suffi  ciently capture the characteristic 
behavior of biologic materials, particularly soft - and high-strain 
materials. Th is is due in part to the fact that the behavior of bio-
logic tissues rarely conforms to the most commonly made simpli-
fying assumptions of material behavior discussed above.

Furthermore, the linear stiff ness and failure loads typically 
occur well outside the normal physiological range of most soft  
tissues. Th ese properties thus cannot provide a suitable metric 
for evaluating a replacement material’s ability to restore normal 
function in soft  tissues. Some recent studies of soft  tissues under 
low loads have examined the strain-stiff ening behavior through-
out the physiologically relevant range of motion in ligaments,95,125 
tendons,126 skeletal muscles,104 and skin.109 Characterizing this 
behavior is crucial, as it will provide the target nonlinear mate-
rial behavior that an engineered replacement material should 
achieve for successful restoration of normal function.

Evaluation of tissue-engineered replacements is similarly 
impacted by this approach. If failure strength and high-load 
stiff ness of the native tissue are used as the “gold standard,” a 
potential replacement tissue could be deemed “successful” with-
out concern for its properties throughout the entire range of use. 
For example, a “successful” replacement for a tissue with a sig-
nifi cant strain-stiff ening or toe-in behavior at low loads could 
have similar resistance to failure as the native tissue; yet its 
behavior throughout the low-load region could be wildly diff er-
ent. Th is is a serious concern, because most soft  tissues function 
primarily in the low-load region.

Th us, fully functional engineered replacements for soft  tissues 
must replicate tissue behavior throughout the entire physiologic 
range of use. Some exciting recent investigations utilize variations 
in bioreactor environment, scaff old material, and cell seeding to 
“tune” engineered tissue replacements to respond appropriately 
within the proper load range. For example, David Butler and 
 colleagues have employed a multidisciplinary approach to tune 
functional tissue-engineered tendon repairs to match the full 
strain-stiff ening and linear behavior observed in uninjured rabbit 
patellar tendon.126–128 Such “tuning” approaches show great prom-
ise for creating constructs or replacement tissues precisely 
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 engineered to replicate the native tissues’ behavior over the entire 
physiologically relevant range of motion.

44.8  Modeling/Informatics in Tissue 
Engineering

Developing methods of effi  ciently closing the tissue engineering 
loop, from biological hypothesis to successful in vivo applica-
tion, require rigorous quantitative methods of analyzing the spa-
tiotemporal function of tissues. Modeling functional, temporal, 
and spatial networks is a powerful means for testing these 
hypotheses and improving the throughput of material optimiza-
tion. Models inherently provide quantitative analysis that pro-
vides feedback loops to inform engineering design. From the 
single-cell level up to the level of developing tissue and organiza-
tion dynamics, creating models that quantitatively capture the 
principles guiding each tier of decision making is an emerging 
fi eld that promises to accelerate tissue engineering eff orts.

Cell signaling occurs through a complex and nonlinear net-
work of protein interactions and genetic regulation that, even in 
two-dimensional (2D) culture conditions, becomes far too com-
plex for traditional methods of data analysis. Because a relatively 
small number of signaling molecules can interact to form thou-
sands of distinct signaling pathways, the combinatorial com-
plexity of these networks requires advanced methods of data 
mining.129 Computational modeling presents an approach to 
understanding network dynamics that defi nes function and dys-
function within these systems while also providing predictive 
capabilities. Th ese methods are well reviewed129–132 and provide 
insight into the dynamics of interactions between soluble cues, 
signaling pathways, and neighboring cells.133–136

3D imaging has historically been a powerful tool for cell biolo-
gists and engineers, providing spatial information including the 
location of specifi c structures within cells and tissues. Critical to 
the throughput and eff ectiveness of imaging studies, however, is 
the development of methods for quantitative and automated anal-
ysis of multispectral images over time [so-called fi ve-dimemsional 
(5D) analysis]. Automated tracking of cell lineages during prolif-
eration and migration from a series of image sequences provides a 
wealth of information such as cell positioning, shape, motility, 
and ancestry, as well as temporal relationships that would be dif-
fi cult to quantify by hand.82,137 For example, analysis of the neural 
stem cell (SC) niche using automated image analysis permits the 
identifi cation of specifi cally labeled cells and quantifi es cell–cell 
interactions including proximity to specifi c structures.83,138 
Inhibition of specifi c interactions within this model results in a 
quantitative shift  in cell positioning and proliferation.

Image analysis and quantitative modeling permit us to step up 
from subcellular localization and microenvironment interactions 
to examine cell-based features in the context of global tissue orga-
nization and development. Th e coordination of interaction 
between cells and their matrix defi nes tissue structure and func-
tion. Th erefore, the spatiotemporal quantifi cation of these interac-
tions should provide insight into population dynamics and the 
cooperativity within developing tissues. Several groups have 

begun to apply quantitative methods in order to understand dif-
ferentiation, morphogenesis, and remodeling. Models have been 
developed that predict the sprouting location of branching tubules 
in 3D type I collagen culture based on the geometry of the starting 
structure.5 Another approach, based on graph theory, permits 
quantitative understanding of network dynamics and is applied in 
fi elds as diverse as airplane traffi  cking, celebrity networks, and 
cellular metabolism.139,140,162 Th is idea, when applied to tissue 
structure, enables the extraction of parameters that defi ne func-
tion and dysfunction in terms of the structural organization of 
cells to aid pathology diagnoses.141–144 Th ese cell graphs have also 
recently been applied to compacting type I collagen hydrogels, 
with encapsulated SCs, resulting in the extraction of cellular pat-
terns that govern the spatiotemporal progression of tissue organi-
zation in the early stages of mesenchymal stem cell (MSC) culture, 
matrix remodeling, and diff erentiation.163

Th ese emerging fi elds of research all provide quantitative 
metrics, or design principles, that can be used to more effi  ciently 
engineer the cell/biomaterial interface for consistent and con-
trolled cell fate determination. Th ese methods provide an impor-
tant and quantifi able link between starting materials and end 
products that can be compared across various culture systems in 
a systems biology “loop.” Understanding the early structural 
and biochemical events that can predict long-term functional 
outputs should increase the throughput, cost-eff ectiveness, and 
consistency of biomaterial development and characterization. 
Th e rigor inherent in quantitative approaches has great promise 
to further enhance biomaterial translation into the clinic for the 
purposes of directing tissue function and regeneration.

44.9  Role of SCs in Regenerative 
Medicine

SCs have the unique ability to both self-renew and diff erentiate 
along a variety of lineages making them attractive for application 
in tissue engineering and regenerative medicine. Th e ultimate 
goal for the use of SCs in regenerative medicine is to create a self-
renewing source for properly diff erentiated cells. But maintain-
ing both regeneration and controlled diff erentiation of SCs in 
engineered niches remains a signifi cant barrier to the widespread 
use of SC-based regenerative therapies: most SCs fail to maintain 
these behaviors once they are removed from their native niche in 
vivo. Two tiers of SC diff erentiation potential defi ne the extent to 
which an SC population can recreate mature tissue within the 
organism.145,146 Pluripotent SCs are capable of diff erentiating into 
a greater number of diff erent cell lineages than multipotent SCs. 
Embryonic stem cells (ESCs) are regarded as the “gold standard” 
for regenerative therapies because they are the most pluripotent 
SCs and can therefore replicate all tissues in the adult human 
body. Adult MSCs, found within mature tissue, are an attractive 
source of SCs due to their ease of isolation and multipotency.147,148 
Only fertilized eggs and the cells derived from the fi rst few divi-
sions are totipotent, in that they can form the entire body and the 
placenta that supports it during gestation. No SC is totipotent.
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44.10 Summary

Th is summary is brief and is far from an exhaustive treatment of 
solid mechanics and the mechanical behavior of materials. For a 
more complete development of these concepts, the reader should 
consult introductory texts in solids mechanics69,70,156 as well as ref-
erence material concerning advanced mechanics of materials157,158 
and those that describe a continuum mechanics approach.159–161 
Th e continuum approach becomes particularly important when 
the simplifying assumptions of infi nitesimal deformations (strains) 
and material planes of symmetry (i.e., isotropic and orthotropic) 
are no longer valid. As such, the continuum approach is oft en 
employed in soft  tissues and biomaterials that exhibit large strain 
and/or anisotropic material behavior, as well as in advanced bio-
mechanical models that incorporate mechanobiology, injury, and 
tissue development, growth, and remodeling. Humphrey provides 
a very elegant and comprehensive review of these aspects of con-
tinuum biomechanics.149
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Biological electrical potential (BEP), 20-5 
Biomarker, 30-8, 41-3 to 41-6 
Biot-Savart law, 11-6 
Biphaskr actionpotential, 5-8 
Biphask. 5-8,9-23,19-11,21-3,23-7,44-8 
Bipolar. 9-14. 10-11. 20-11. 21-4.24-4 
Bitter, 7-1 to 7-3 

Blackbody radiation, 30-1, 36-1 to 36-4 
Black-body. 36-2 to 36-6. 36-10, 36-14 
Bleaching, photo. Sec Photoblcaching 
Bloch equation, 28-1 
Blood. 1-1,11-2, 14-1,17-5,32-5 

brain barrier. 3-7. 19-11 
gas barrier, 19-6 
pressure, 6-2,14-1,15-5,16-10,18-1 
sugar, 6-2 to 6-3, 22-1 
vessel, 7-1,14-1, 16-1 

Bode diagram, 18-8,25-3 

Body. 1-4. 3-7.8-1,25-1. 28-1. 43-6 
anti. Sec Antibody 
black. See black body 
ciliary. See Ciliary body 
plethysmography. 19-5, 19-9 
temperature, 5-2,6-2,12-1, 19-6,36-2 
vitreous. See Vitreous body 
whole. Sec Whole body 

Bohr, N.H.D, 43-1 
Bohr effect, 3-8, 19-7 
Boltzmann constant, 9-18. 22-6. 36-15 
Boltzmann, S., 36-2, 36-15 
Bolt/mann distribution. 2-1 
Bond 

atomic. Sec Atomic bond 
graph, 18-3 
molecular. Sec Molecular bond 

Boyle-Gay-Lussac law See Ideal gas law 
Brachytherapy, 43-7 
Bradycardia, 15-1. 15-5,23-6.23-8 
Bradykinin, 8-13, 14-8 
Bragg law, 40-4, 40-10 
Brain. 7-2, 8-1. 21-3.24-1,28-3,43-7 
Breath. 8-17, 12-6,19-2 to 19-6,26-9 
Bremsstrahlung, 26-2 to 26-3 
Brightness. 10-15.22-5.26-5. 32-3. 39-3 
Broad band. 9-19. 31-1, 31-5 to 31-8. 36-12 
Brownian, 9-2 
Bubble. 19-8.32-13.39-5 

boy, 8-1 
chamber, 43-6 

Buffer. 20-17 
Bulk modulus, 18-4 
Burst, 8-2,11-3,19-11,32-4 

c 
Ca. See calcium 
Cable equation. 5-1 to 5-8.17-6 to 17-8. 17-10 
Cable equation, discrete. See Discrete cable 

equation 
Calcium (Ca). 44-4.7-2. 12-1,15-2,20-17 
Calibration, 8-6, 19-3,25-6,36-1,38-1 
Calomel electrode. 20-6, 20-16 
Canal 

Auditory. See Auditory canal 
Cloquet's. See Cloquet s canal 
Hannover's. Sec Hannover's canal 
Petit's. See Petit's canal 
Schlemm's. See Schlemm's canal 

Cancer. 8-17,28-3.29-4, 36-14,41-3.43-7 
Cantilever, 7-6, 33-8,34-1 to 34-4,41-4 
Capacitance, 4-5.13-2. 18-3. 20-4.21-1 to 

21-8.25-2 
Capacitivc 

charge, 5-8 
coupling. 20-3. 20-14. 21-2 
reactance, 25-2 

Capacitor, 5-3,11-4, 19-12,20-3 to 20-6,36-9 
Capacity 

Diffusive. See Diffusive capacity 
functional residual. See Functional 

residual capacity 

heat. See Heat capacity 
inspirator)'. Sec Inspiratory capacity 
lung. See Lung capacity 
vital. See Vital capacity 

Capillary. 3-7. 10-6. 14-5 to 14-7.19-3 to 
19-9,35-1,41-4 

Capsaicin, 8-12, 8-13 
Carbohydrate, 1-3,1-4, 3-3.40-12,43-7 
Carbon (C), 1-2.2-4,13-2,20-2, 39-5, 

43-5 
Carbon dating, 43-5 
Carbon dioxide (CO,), 10-9,15-1,19-1, 

19-17. 33-4 
Carbonic, 3-8 
Cardiac 

arrest, 20-9 
cell. 4-2.23-1 
contraction, 14-7,19-4 
cycle, 14-3,16-2,18-2,23-6 
filling, 14-8 
gating, 28-17 
ischemia 23-3,23-8 
mapping, 20-11 
muscle. 4-2, 12-1,20-9,21-4,35-5 
output, 14-5 to 14-9,15-1, 18-2, 19-9 
pacing. 22-1 

Cardiogram, electro. Sec Electrocardiogram 
(ECG) 

Carotid artery, 9-6. 16-9 
Carotid. 3-7,15-1.17-11,19-11 
Casimir force, 34-3 
Casson fluid, 17-3 
Cataract, 10-2,34-2, 34-4 
Catheter, 13-5,16-10, 20-9 to 20 11, 37-2 
Cathode, 20-16,22-5,26-1 to 26-5,40-2 
CCD. Sec Charge coupled device 
Cell 

autorhythmic. Sec Autorhythmic cell 
cardiac. Sec Cardiac cell 
cone photoreceptor. See Cone 

receptor cell 
contractile. Sec Contractile cell 
excitable. See Excitable cell 
free layer. 17-7 
galvanic. >:v Galvanic cell 
half. See Half cell potential 
horizontal. See Horizontal cell 
junction, 3-1, 3-2, 23-1 
membrane, 2-3, 12-1, 35-5 
Merkel. See Merkel cell 
metabolism, 3-8. 29-1,43-7.44-9 
Mueller. Set Mueller cell 
Nerve. See Nerve cell 
Pacemaker. Sec Nerve cell 
Photoreceptor. See Photoreceptor cell 
red blood. See Red blood cell 
Schwann. See Schwann cell 
sensory. See Sensory cell 
signaling. 3-2, 44-9 
solar. vSt'f Solar cell 
stem. Sec Stem cell 
taste receptor. See Taste receptor cell 

Cellular respiration, 19-7 
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Central nervous system (CNS), 5-3, 8-8. 
10-14.24-9 

CFD. See Computational fluid dynamics 
Channel 

Gated. See Gated channel 
Ion. See Ion channel 
ion-sensitive. See Ion-sensitive channel 
microfluidic. Sec Microfluidic channel 
voltage sensitive. See Voltage sensitive 

channel 
Characteristic radiation, 26-2 to 26-3, 30-2 
Charge, 2-1 to 2-3,11-1 to 11-5,20-2 to 20-4, 

21-1.25-2 
Charge coupled device (CCD). 7-3. 29-3. 

36-7,38-3,43-4 
Chemical etching, 13-2,33-3,39-9 
Chemical force, 3-6.43-3 
Chemoreceptor, 3-7,7-3,15-5,19-9 to 19-11 
Chip, 7-3,22-1,40-9,42-11 to 42-12 
Chromatograph. gas. .S'tv Gas chromatograph 
Chromophore, 2-4 to 2-5, 10-14 
Chromosome, 9-21,42-2 to 42-3 
Chronic heart failure (CHF). 15-2,23-7 
Ciliary artery, 10-19 
Circuit, 4-3,5-3,14-6,19-4,25-1,35-1 
Circulation 

Pulmonary. Sec Pulmonary circulation 
Systemic. See Systemic circulation 

Class, muscle contraction. See Muscle 
contraction class 

Classical mechanics, 6-1,17-1,36-2 
CNS. See Central nervous system 
Cochlear implant, 6-3,9-22 
Coefficient 

absorption. .See Absorption coefficient 
attenuation. See Attenuation coefficient 
diffusion. See Diffusion coefficient 
ofdiffiision, 3-4 
expansion. Sec Expansion coefficient 
of friction, 9-12,17-9 
Hcrschcl-Bulkley. See Hcrschel-Bulklcy 

coeffic ient of friction 
ion transfer. See ion transfer coefficient 
osmotic. See osmotic coefficient 
reaction rate. See Reaction rate 

coefficient 
reflection. See Reflection coefficient 
scattering. See Scattering coefficient 
transmission. See Transmission 

coefficient 
of viscosity, 16-6 

Cognitive, 8-1,8-7,9-18, 21-4 
Coherent. 27-2,31-1.40-3. 40-7 
Cold. 8-11 to 8-13. 15-3.36-5.40-17 
Cole, K.S., 25-5 
Cole equation, 25-5 to 25-6 
Collimated. 26-7. 27-2. 31-5.38-7. 39-3 
Combinatorial library, 7-3,44-9 
Compliance, 13-4,14-7,15-3,17-8 to 17-10, 

18-1,19-2,44-8 
Compress, 1-1,9-3,13-3,32-1,36-2,44-8 
Computational fluid dynamics (CFD), 16-9, 

17-8 

Computed tomography, 19-2,24-11. 26-1. 
28-1.43-7 

Concentration, 1-4,2-5, 3-3 to 3-4,12-4, 
17-1,41-5,44-3 

Condenser lens, 27-2, 33-1,40-2 
Conductance, 3-2,4-3, 20-8,21-1,25-1, 

33-6 
Conduction, 2-5.4-1,11-1,17-6,23-1. 36-8, 

38-7 
Conduction velocity, 8-2.21-1 
Cone cell. See Cone photoreceptor cell 
Cone photoreceptor cell, 10-11 to 10-12, 

22-6 
Con focal microscope, 19-4,27-1, 30-9 
Conservation, 17-1, 36-4,42-3,44-4 

of charge, 5-4, 36-4 
of energy. 4-2. 11-6. 18-3.29-2.32-2, 

39-10 
law, 16-6,17-1,18-3,44-4 
of mass. 9-3,17-1,42-10 
of momentum, 16-6, 17-1,42-10 

Constant 
Coulomb. See Coulomb constant 
decay. See Decay constant 
phase element (CPK), 25-5 
phase model. 19-6. 31-3 
Planck. Sec Planck's constant 
Time. See time constant 
universal gas. Sec universal gas 

constant 
Continuous interleaved sampling, 9-23, 

28-13 
Contractile cell, 12-2 
Contractility, 14-9,15-2,19-4 
Contraction, 13-1. 14-2. 15-2. 17-10,20-9. 

32-5 
isometric. See Isometric contraction 
isotonic. See Isotonic contraction 

Contrast, 10-11,26-4,28-7, 31-6, 38-2, 
39-1 

Contrast agent. 26-6. 30-8. 32-12.42-2 
Cosmic radiation, 43-3 to 43-6 
Couette flow, 17-2 to 17-3 
Coulomb 

constant, 43-2 
charge, 11-5 
force, 11-4,40-4,43-2 
law, 2-1,11-4, 31-1 to 13-2 

Crank-Nicholson, 4-5 
Creep. 447 to 44-8 
Critical band. 9-20 
Crystal, 2-2,20-16,26-1,30-15,34-4 

microbalance, 7-6 
lead zirconatc-titanate. See Lead 

zirconate-titanate crystal 
piezo-electric. See IMezo-electric crystal 

Cuff pressure. 14-5, 15-6 
Cup anemometer, 22-1 
Cup electrode20-7,20-13 
Curie. M., 43-1 
Curie (Ci|, 43-4 
Current, 2-3,7-3,11-4,14-6,18-3,23-2 
Current dipolc. 21-2 to 21-3. 24-2 to 24-3 

Dalton law, 19-6 
deBroglie, 40-3 
Death, 4-1,8-1,9-22, 16-1.25-10 
Dcbyc-Huckel. 2-1 
Decay, 22-6,28-5, 30-4 to 30-6,43-1 
Decay constant, 36-6,43-4 to 43-5 
Decay rate, 28-6, 30-4 to 30-6,43-5 
Decibel (dB), 9-4,32-7 
Deformation, 2-6,8-1,17-8,20-7,32-13,44-5 
Degree of freedom. 9-11. 9-14. 18-1, 22-3 
Delta function. Sec Dirac-Delta function 
Dendrite. 5-1,8-16,9-14.21-3,35.5 
Deoxyribonucleic acid (DNA). 9-21,27-3. 

35-5,41-4.43-3 
Depolarization, 4-3, 5-1 to 5-9,11-3,21-2, 

23-1 
Deprotonate, 2-4, 7-4, 30-8 
Depthof-field, 31-3,39-8 
Diabatk, 2-4 to 2-5 
Diagram, Wcssel. Sec Wessel diagram 
Dialysis, 6-3,25-1 
Diaphragm, 10-17, 19-1. 20-10. 26-6. 41-4 
Diastolic pressure, 14-5, 14-8, 15-2, 16-3 
Dielectric, 2-1,11-2, 25-2,35-5,40-4 
Differential equation. 18-4 to 18-6 
Diffraction, 32-2.40-2 
Diffraction layer, 20-4 
Diffusion. 3-3. 10-5 

coefficient. 3-4.5-5. 7-5. 30-7,42-10 
rate, 3-4 
time. 3-4 

Diffusive capacity, 19-6, 19-17 to 19-18 
Digital. 7-4,9-23,22-1, 24-3,31-2 
Dilatation, 14-8, 15-5.19-17 
Dilution, 15-6, 19-5, 25-9 
Dimer, 1-6,3-2,7-3, 30-4,42-7 
Diode, superluminesccnt. See 

Supcriuminesccnt diode 
Dipole, 3-3,5-7,20-3,21-2,24-2 

equivalent current. See Current dipolc 
moment, 5-8, 11-3,30-6,32-3 
potential, 11-3,21-3 

Dirac-Delta function, 22-4, 26-8,36-8 to 
36-10,42-10 

Discrete, 22-1,26-2 
cable equation, discrete. See Cable 

equation 
Fourier-transform. Sec Fourier-

transform 
Discriminate, 2-2, 7-4.9-2, 14-4,24-6, 33-3 
Discrimination, two-point. Set* Two-point 

discrimination 
Dispersion. 19-16. 25-2. 28-11, 31-6. 32-12 
Displacement, 9-1 to 9 4,9-9 to 9-13, 18 6, 

28-17,32-3,44-5 
Dissociation-curve, oxygen-hemoglobin. 

See Oxygen-hemoglobin 
dissociation-curve 

Distensible. 14-1. 14-3, 19-4 
Distortion, 3-3,9-6, 20-8,26-5,33-1, 38-7 
Dither, 33-4 to 33-5 

D 
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DNA. See Deoxyribonucleic acid 
Donnan equilibrium. See Donnan-Gibbs 

equilibrium 
Donnan-Gibbs equilibrium. 3-6 
Donor. 2-4.30-7 
Doppler,16 10,22-1,31-6 
Doppler effect. 9-9 
Dopplcr shift, 9-9,31-6, 32-11, 36-2 
Dynamometer, 12-8 

E 

Ear canal. See Auditory canal 
ECG. See Electrocardiogram 
ECM. See Extracellular matrix 
KEG. See Electroencephalogram 
EELV. See end-expired lung volume 
Effect 

Bohr. See Bohr effect 
Fahracus-I.indqvist. See Fahracus-

Lindqvist effect 
Haldane. See Haldane effect 
load. Sec Load effect 
Peltier. See Peltier effect 
photoelectric. See Photoelectric effect 

Eggcr's line. 10-3 
Eigcnfrequcncy, 34-3 
Einstein principle, 43-3 
Einstein relation, 3-4 
Einthovcn. W., 23-2 
Einthoven's triangle, 23-3 
EKG. See Electrocardiogram 
Elastic, 14-3,19-2,30-2,40-3,44-5 
Elastic modulus, 1-3,17-9, 32-3,44-3 
Elasticity, 9-1,10-2,16-3 
Elastomcric stamp, 41-1,41-4 
Electric, 4-2,5-3,12-4,18-2,28-2,43-2 

eel. 11-2 to 11-3 
energy, 11-3, 32-3 
field, 2-1,11-1,21-2,24-3, 30-1,36-7 
gradient. 2-1,3-2,5-2, 11-3. 21-1 
impedance, 5-6, 17-6,20-3. 36-7 
potential, 3-2,4-2,5-6,13-2,14-6,41-1 
resistance, 5-5. 20-4 to 20-8, 21-6. 

25-1.35-1 
Electrical work, 21 ,4 - to 4-2,11-4 
Electrocardiogram (EGG), 6-3, 14-3.18-7, 

21-1 
Electrochemical, 3-3 to 3-6,12-1,21-1, 

24-1,42-12 
Elcctrocortkrography (ECoG), 21-4 
Electrode, 5-6,8-11,25-8,26-2, 33-6,41-2 

Ag/AgGI. See Silver electrode 
Calomel. Sec Calomel electrode 
Cup. See Cup electrode 
placement, 22-7, 25-1, 

Electrogram, cardiac. See Cardiac 
electrogram (ECG) 

Electrolyte, 8-1,10-5,21-5,25-4,35-1 
Electromagnetic. 2-1. 11-3.20-11.28-1.30-1. 

33-3 
energy, 10-11,26-2, 28-1,29-2, 30-1, 

36-1 

lens, 40-2 
spectrum. 28-2, 36-2 

Electro-mechanical, 7-4 
Electromotive force (EM F). 11-5.21-5 
Elcctromyogram (F.MG). 8-17.20-9 to 20-11. 

21-4to21-5 
Electron,2-4, M-l, 26-2,29-1,36-8 
Electron microscope, 5-2, 12-2, 34-1, 

39-1,40-1 
Electron spectrum, 36-7 to 36-8,39-4, 

40-3 to 40-4 
Electro-oculography (EOG), 20-9,21-5, 

24-3 
Electrophoresis, 35-5, 41-1 to 41-6 
Elcctrophoretic force, 35-5 
Electrophysiologic, 8-4,9-21, 10-14,20-9. 

23-2. 24-1 
Electroreception, active. See Active 

electroreception 
Elcclroreccption, passive See Passive 

electroreception 
Electroretinography (ERG), 20-9, 21-5 
Electrostatic 

energy, 2-3, 43-2 
force. 3-6, 11-1,13-1,34-3 
model. 1-3. 13-1.34-3. 39-3.40-9 

EMF. See Electromotive force 
EMG. See Electromyogram 
Emission spectrum. 27-3, 30-2. 31-8, 

36-2,43-2 
Emissivity, 36-4, 37-2,38-2, 41-4 
Encode. 1-4, 8-6 to 8-12. 9-18. 28-8.42-3 
Encoding, frequency. See Frequency 

encoding 
Encoding, phase. See Phase encoding 
Endcrgonic, 4-1 to 4-2 
End-expiratory lung volume (EELV), 19-9 
Endoplasmic Reticulum (ER), 1-2, 7-2, 

13-1,40-14 
Endothermic, 4-2 
Energy. 1-2. 2-2.5-2,6-1. 36-15 

annihilation. See Annihilation energy 
band-gap. See Band-gap energy 
binding. See Binding energy 
conservation of. Sec Conservation 

ofenergy 
electric. See Annihilation energy 
electromagnetic. Sec Electromagnetic 

energy 
electrostatic. See electrostatic energy 
Gibbs free. See Gibbs free energy 
Internal. Sec Internal energy 
Kinetic. See Kinetic energy 
Mechanic. See Mechanic energy 
Metabolic. See Metabolic energy 
potential. See Potential energy 
rest. See Rest energy 
spectrum, 26-2,30-3, 36-2,39-4, 

40-3,43-2 
thermal. Seclhrr mal energy 

Enthalpy, 4-2,44-5 
Entropy, 4-2. 36-9 
Epoch, 24-5. 36-11 to 36-2 

Equation 
Bernoulli. See Bernoulli equation 
Bloch. See Bloch equation 
cable. See Cable equation 
Cole. See Cole equation 
differential. See Differential equation 
Hagen-Poiseuille. See Hagen-Poiseuille 

equation 
Langmuir. See Langmuir equation 
Larmor. See Larmor equation 
Mocns-Kortcwcg. See Mocns-Kortcwcg 

equation 
Navier-Stokes. See Navier-Stokes 

equation 
telegraph. See Telegraph equation 
wave. See Wave equat ion 

Equilibrium. 3-3. 5-7. 17-4,21-2. 28-6. 42-5 
Donnan. Sec Donnan-Gibbs 

equilibrium 
Donnan-Gibbs. See Donnan-Gibbs 

equilibrium 
Equivalent current dipole (ECD), 24-2 to 

24-3 
Event-related potential, 20-1,22-2,24-4 
Evoked potential, 20-9,24-1 
Evoked-potcntial, auditory. See Auditory 

evoked potential 
Excitable cell, 4-1,4-3, 21-1 to 21-2 
Excitation spectrum. 27-3. 30-2 
Exogenous, 8-13. 19-18, 30-8. 33-6.44-3 
Exothermic, 4-2, 37-1 
Expansion. 1-1,9-3. 17-9,32-1.36-2,44-3 
Expansion coefficient, 44-5 
Expiratory reserve volume, 19-4,19-6 
Extracellular, 2-3,2-5,4-2,25-2,34-2 
Extracellular matrix (ECM), 1-6, 3-2, 

10-4,10-8 
Eye pressure, 10-3 

F 

Fahracus-I.indqvist effect, 16-4, 17-3,17-8 
Faraday, M., U-3,11-5 
Faraday constant, 3-6. 4-1,4-5 
Faraday law, 11-5. 28-4 
Far field, 9-5,20-10, 24-5, 32-7 
Far-sighted See Hyperopic 
Fast-Fourier transform (FFT), 26-8,28-9 
Fatty acid, 1-2 to 1-4,7-3,43-7 
FFT. See Fast-Fourier transform 
Pick's law, 3-4, 5-5. 19-7 to 19-9 
Field 

electric. See Electric field 
magnetic. See Magnetic field 

Field-of-view(FOV) 
Field-strength, 11-3, 28-1 to 28-4. 39-2. 40-8 
Filter 

bandpass. See Bandpass filter 
high-pass. See High-pass filter 
low-pass. See Low-pass filter 
notch. Sec Notch filter 

First law of thermodynamics, 4-1, 17-1 
Flexor, 12-6 
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Flow. 3-6. 14-3. 15-6. 35-5. 41-2 
controlled ventilation. 19-12 to 19-15 
Couette. See Couette flow 
Newtonian. See Newtonian flow 
Non-Newtonian. See Non-Newtonian 

flow 
resistance, 10-6. 14-5,15-4, 17-10, 

18-2.19-2 
Fluid, 19-8,21-1,25-2,411 

Bingham, See Bingham fluid 
Casson. Sec Bingham fluid 
dynamics, 17-1, 18-1, 38-2 
mosaic, 3-3 

Fluorescence. 7-4,26-4. 30-1, 35-5. 41-3. 42-3 
Fluorescent, 27-1,33-7, 37-5 

microscope, 9-11, 30-1 
lifetime. 30-5 to 30-7 
tag, 27-3,42-1 

Fluorodeoxyglucose, 29-2 to 29-6,43-7 
Fluorophorc, 30-2 to 30-8. 35-5 
Flux, 3-5,11-5,16-4,21-2,36-2,40-7 
fMRl. See Magnetic Resonance Imaging 
Force. 1-1. 3-2. 12-4. 16-6. 44-4 

atomic. Sec Atomic force 
Casimir. See Casimir force 
Chemical. Sec Chemical force 
Coulomb. Sec Coulomb force 
electromotive. See Electromotive force 
electrophorctic. See F.lcctrophorctic force 
electrostatic. See FJcctrostatic force 
gravitational. See Gravitational force 
l.orcntz. See I.orentz force 
magnetic. See Magnetic force 
mechanical. See Mechanical force 
proton motive. See Proton motive force 
spring. Sec Spring force 
van der Waals. Sec Van der Waals force 
viscous. See Viscous force 

Forced expiratory volume (FEV), 19-6 to 
19-8 

Fourier. 5-3.14-4. 17-7. 18-2. 31-2 
scries. 5-3,9-2.17-9.31-2 
space, 22-3 to 22-4,26-8 
theorem, 9-2 
transform. Sec Fast Fourier transform 

Fourier-transform, 9-2, 14-4,22-4,31-8, 
38-2 

Frank, 0., 14-8,15-2 
Frank-Condon principle, 30-3 
Frank-Starling law, 14-8,15-2 
Fraunhofer region, 32-7 
Free induced decay, 28-5 
Frequency. 5-4.9-1. 19-16,36-15 

Dopplcr. Sec Dopplcr frequency 
cigen. Sec Eigcnfrcqucncy 
Larmor. See Larmor frequency 
Nyquist. See Nyquist frequency 
resonant. See Resonant frequency 

Frequency band, 9-23,24-5, 24-8 
Frequency encoding, 8-2, 10-15, 12-5, 

9-11,9-19 
Frequency shift, 34-3 
Frcsncl region. 32-7 

Fujimoto, J.G.. 31-1 to 31-2 
Function, 3-2,4-4. 8-6 

Bessel. See Bessd function 
Delta. See DiracDelta function 
Dirac-Delta. See Dirac-Dclta function 
edge-spread. See Edge-spread function 
line-spread. See Line-spread function 
place. Sec Place function 
point-spread. Sec Point-spread function 
probability. See Probability function 
step. See Step function 
time. Sec Time function 
time-spread. See 'lime-spread function 
transfer. See Transfer function 
wave. Sec Wave function 

Functional Magnetic Resonance Imaging. 
See Magnetic Resonance 
Imaging 

Functional residual capacity (FRC), 19-4 
Fungiform, 7-2 

G 
Gain, 8-9,9-7, 19-9,36-10,43-5 
Galen, 8-13 
Galvani, L., 21-1 
Galvanic, 4-2, 8-15,23-2 
Galvanic cell, 4-2 
Gamma: y, T 

adiabatic constant, 9-3 
decay rate, 30-5 
dispersion, 25-5 
Dispersion, 25-5 
dissipation, 34-5 
EEG frequency range, 21-4,24-5 
gyromagnclk ratio, 28-4 to 28-5, 

28-9 
hair cell force gain. 9-13 
motoneuron, 8-8 
Radiation, 29-1 to 29-3, 43-2 
radius ratio, 5-5 
reflection coefficient, 36-7 
shear rate, 17-8 
shear strain, 44-5 
solution absorption, 42-11 
stimulus level, 910 
surface tension, 11-2,19-8 
temperature decay constant, 36-6 
tensile strength, 19-8 
viscosity, 17-8 

Gas constant. See Universal gas constant 
Gas constant, universal. Sec Universal gas 

constant 
Gas law, ideal. See Ideal gas law 
Gated channel, 5-1 
Gating, 2-6.9-13, 21-2,28-17. 30-6 
Gauss, 11-5. 16-6.22-6.28-2 
Gauss'law, 11-5,22-6 
Gaussian. 22-6,31-3,36-14 
Gcigcr, H., 43-1 
Geiger counter, 26-4,43-1 
Gene, 1-2,35-4,42-2 to 42-5,41-1 
Gene Expression Omnibus, 42-4.42-5 

Genome, 1-4.42-2 to 42-5 
Gibbs free energy, 2-1,2-5, 4-2. 21-6, 42-6 
Glabrous skin, 8-2 to 8-5 
Goldman voltage equation, 4-2 
Golgi. 1-2.8-2.8-10.40-14 
Gouy-Chapman model, 20-4 
Gouy-Chapman-Stern model, 20-4 
Gradient. 3-3, 16-5,28-2. 28-7. 32-2 

concentration. See Concentration 
gradient 

electrical. Sec Electrical gradient 
magnetic field. Sec Magnetic field 

gradient 
pFI. Sec pH gradient 
pressure. Sec Pressure gradient 
proton. See Proton gradient 
temperature. See Temperature gradient 
velocity. See Velocity gradient 

Gravitational force, 12-7 
Gravity, 2-5, 15-3. 16-5.35-3 
Gray body, 36-4 
Gray-scale, 22-1, 36-15,39-5,40-10 
Gustatory, 7-1 to 7-3 

H 
Ilagen-Poiseuille equation, 17-4 to 17-8 
Hagen-Poiseuillelaw, 17-6 
Hair. 8-2. 8-4. 20-2 
Hair cell, 3-2,9-7. 9-11.35-4 
Haldane effect, 19-8 
Half-cell. See Half-cell potential. 20-1,20-3. 

20-5,20-14 
Half-cell potential, 20-1 to 20-5, 20-12 
Half life. 29-1, 29-5,43-3 to 43-4 
Half-value layer, 26-3 
Hamiltonian, 2-4, 18-3 
Hammer. 9-6 
Hanai mixture theory, 25-10 
Hand, 8-2,11-4,12-6 
Harmonic oscillator, 17-8,34-1 
Harmonics, 5-4, 14-4, 32-5 
Hearing, 2-5,7-1,9-1,22-2,24-9 
Heart, 3-2, 4-1, 18-5. 21-3. 28-3. 32-8 
Heart rate. 6-2. 8-15. 19-15. 22-1. 23-1 
Heat, 4-1,8-12,9-4 

capacity. 37-2,44-5 
exchange, 25-2, 26-2, 38-2 
generation, 12-1, 32-2, 37-1,38-3 
transfer, 14-5, 15-5, 28-3, 36-5,37-2 

Heisenbcrg, 6-2, 22-3 
Helium, 19-5,28-2,43-1 

ion, 39-2.43-3 
ion microscope, 39-1 

Helmholtz, 20-3,21-1. 36-1 
Helmholtz model, 20-4 
Helmholtz plane, 20-4 
Hematocrit, 16-4,17-8 
Hemodynamic. 6-3,14-7, 16-1,17-1,18-2 
Hemoglobin. 3-8, 10-17, 19-7. 20-15. 30-3 
Henry's law, 19-6 to 19-7 
Hering-Breuer reflex, 19-11 
Herpes. 8-15, 10-9,10-16 
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Hcrschcl-Bulklcy 
approximation, 17-9 
coefficient of friction, 17-9 
yield-stress, 17-9 

Heterodyne. 31-5,35-3 
High-frequency ventilation, 19-14 
High-pass filter, 21-4,24-4 
Hodgkin,A.L.,4-3 
Hodograph, 25-2,25-5 
Horizontal cell, 10-11 to 10-12 
Hormone, 1-5, 3-7,12-8, 14-8 
Huxley A.F., 4-3 
Hydrolysis, 1-4 to 1-6 
Hydrophilic. 1-3. 3-3. 20-2. 44-3 
Hydrophobic. 1-2, 3-1, 10-17, 40-2 
Hydrostatic, 1-1,17-1 

Hydrostatic pressure, 16-1, 16-5 to 16-8, 17-1 
Hydrostatic stress, 16-3 
Hyperopic, 10-1 
Hyperpolarization, 3-7, 4-3,9-17, 10-14 
Hypertrophy, 14-2, 23-8, 38-8 
Hypothalamus, 4-1, 8-17,14-8, 15-4,19-10 
Hypothesis, 2-5,6-2.9-12, 19-5.44-9 
Hypothesis, alternative. Sec Alternate 

hypothesis 
Hypothesis, null. See Null hypothesis 
Hysteresis, 19-3 

I 

Ideal gas 9-2, 17-5, 19-6, 34-2,44-7 
Ideal gas law. 9-2 to 9-3. 17-5. 19-6,22-6 
Illumination, 7-4,30-2,33-2, 38-7,40-1 
Image, 6-2,10-1,22-1,23-3 
Immunoassay, 41-1 to 41-3 
Impedance, 20-2 to 20-5, 21-7 

acoustic. See Acoustic impedance 
electrical. Sec F.lcctrical impedance 
mechanical. See Mechanical impedance 
modulus, 20-7 
skin. See Skin impedance 
Warburg. Sec Warburg impedance 

Impulse, 4-3,5-4,8-9, 23-2,36-13 
Impulse response, 22-2 
Incandescent light, 36-2 
Incompressible, 9-8,16-6,17-1,17-10 
Incus, 9-6 
Inductance, 17-6,17-10,18-3 
Induction, 11-2,28-4,44-2 
Induction coil, 11-2,11-5,25-2 
Inelastic, 43-2.44-5 
Inertia, 9-1,16-10,17-7 
Infrared, 24-11. 28-2. 30-2. 36-2. 37-2, 41-4 
Inspiratory capacity, 19-4 
Inspiratory reserve volume, 19-4 
Insulator, 3-5,5-3, 20-2.37-2 
Interferometer. 9-9. 31-1. 32-8 
Internal energy, 4-1 to 4-2,17-5, 30-3 
International electrode placement, 21-4, 

24-3.24-8 
Intracellular, 2-3,4-2,25-2, 34-2 
Inverse square law, 9-4 
Inversion. 16-9, 23-8 to 23-10,28-12 

In-vitro. 1-6. 16-10.21-3.25-6,40-12 
In-vivo. 21-3. 25-6. 33-5. 40-12 
Ion, 2-2, 3-2 to 3-4,4-3 

channel. 4-3,5-2,9-12,21-1,24-2 
pump, 3-6. 5-5 
transfer coefficient, 4 4 

Ionizing, 26-3,28-1,43-2 
IRScc Infrared 
Ischemia, 10-7, 14-8 
Ischemia, cardiac. See Cardiac ischemia 
Isometric contraction, 12-4 
Isomorphic, 8-11,9-18 
Isotonic contraction, 12-4 to 12-5 
Isotope, 25-9.29-1. 43-1 
Isotropic. 5-6, 16-6, 22-5, 25-8, 30-2 
Isovolumetric, 14-3, 16-2 to 16-3 

J 
law. 8-4. 8-12, 12-5 
Joule-lhompson cooling, 36-9 

K 

Kidney, 3-2,6-3,10-6,14-8,29-5 
Kinetic energy. 4-1.9-2, 17-4. 22-6. 32-3. 

37-2,43-2 
Kirchoff'slaw, 36-4 
Korotkoff sound, 15-6 

L 

Lambert-Beer law, 26-1,32-5 
Lambertian surface, 36-6 
Laminar, 16-9.17-6. 18-2,19-2,41-1 
Langcvin>2-1 
Langmuir equation, 42-11 
Langmuir isotherm model, 42-11 to 

42-12 
Laplace, law of See Laplace law 
Laplace law. 1-1. 14-2. 19-3. 19-8 
Laplace transform, 22-5 
Larmor equation, 28-4 
Larmor frequency. 28-4 to 28-8, 28-14 
Laser. 20-3. 27-1. 30-9. 31-2. 33-5 
Latency, 8-4,9-21,24-6 
Law, 

Ampere. See Ampere law 
BkM-Savart. See Biot-Savart law 
Boyle Gay- Lussac. See Ideal gas law 
Bragg. See Bragg law 
Conservation. Sec Conservation law 
(Coulomb. See Coulomb law 
Dalton. See Dalton law 
Faraday. See Faraday law 
Fick's. See Fick's law 
First law of thermodynamics. See First 

law of thermodynamics 
Frank-Starling. See Frank-Starling law 
Gauss. See Gauss law 
Hagen-Poiseuille. Sec Hagen-Poiseuille 

law 
Henry's. See Henry's law 

ideal gas. See Ideal gas law 
inverse square. Sec Inverse square law 
Kirchoff s. See Kirchoff's law 
Lambert-Beer. See Lambert-Beer law 
Laplace. See Laplace law 
of Laplace, M . 14-2,19-3 
l.enz. See l̂ enz law 
Newton's first. Sec Newton's first law 
Newton's second. Sec Newton's 

second law 
Newton's third Sec Newton's third law 
Newton's viscosity. Sec Newton's 

viscosity law 
Nyquist. Sec Nyquist law 
Ohm. Sec Ohm law 
of optics, 33-1 
Planck-Kinstcin radiation. See Planck-

Einstein law 
Poiseuille. See Poiseuille law 
power. .See Power law 
reflection, 31-5 
refraction, 32-6, 38-4 
Schncll. See Schncll law 
Second law of thermodynamics. 

See Second law of 
thermodynamics 

van 't Hoff. Sec Van 't Hoff law 
Weber-Fechner. See Weber-Fechner law 
Wicn's displacement. See Wicn's 

displacement law 
Layer, Stern. See Stern layer 
Lead zirconate-titanate crystal, 32-2 
Lens, 6-3, 10-1 to 10-4, 10-8 

condenser. See Condenser lens 
electromagnetic. .See Fleetromagnetic 

lens 
objective. See Objective lens 
projector. See Projector lens 

Lcnz's law, 11-6 
Let-go current, 20-9 
I .ever. 9-7,12-2, 12-6.34-3 
Life. 4-1, 6-2, 15-1,18-1 
Light, 4-1,10-15,22-5,29-3 
Limb. 8-2, 8-7. 23-3 
Lipid raft. 1-2. 1-5 
Lithography, 13-4,2017, 39-9,41-3 
I-oad, 12-4,14-2,19-6,34-3 
Load effect, 20-13 
Lobe, 8-10,9-16, 10-11,19-1,24-7 
Longitudinal, 5-1,9-2,21-2,28-4,32-1 
Lorcntz force. 11-4 to 11-5,40-8 
Lorenlzian, 34-3 

Low-pass filter, 21-4, 24-4, 31-6. 35-2 
Lumen. 3-1. 16-8. 17-9.37-3 
Lung, 3-7,5-6,6-3, 14-1,16-2,19-1 

capacity, 19-3 
perfusion. 19-6 to 19-7. 34-7 

Luo-Rudy model, 4-4 to 4-5 

M 

M-disk, 12-3 
Macrophage. 1-5. 10-3. 37-1,40-13.44-2 
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Macrophage heat generation, 37-1 
Macular disease. 10-4, 10-16.31-1 
Magnet, 28-3,40-8 
Magnetic 

field gradient. 28-1.28-7 
field, 2-1, HI to 11-6, 28-1 to28-6,40-2 
flux. 11-3 
force. 11-4,34-3 
lens, 40-2,40-8 
permeability, 31-4 
Resonance Imaging (MRl). 24-11. 28-3 
resonance spectrum, 28-4, 28-8 to 

28-10 
Magnetization, 28-4 
Magnetization recovery, 28-11 to28-13 
Magnify. 12-1,22-2,33-2,40-8 
Malleus, 9-6 
Manometer, 14-5, 15-6 
Mass spectrum, 29-2, 39-3,42-12,43-3 
Matrix, extracellular. See Intracellular 

matrix 
Maxwell, 2-1, 25-5, 30-1 
Mean arterial pressure (MAP), 14-5, 14-8, 

15-2,19-4 
Mechanical, 1-6,2-3,8-1,9-8,12-8 

energy. 4-1.8-2.14-7,32-1 
force, 8-7, 12-4, 35-5,44-3 
impedance, 17-6 to 17-7, 19-6 
resistance. 9-4 to 9-5. 9-10. 12-6 
work, 4-1,7-1, 7-4 

Mechanics, 9-11,12-5 
Mcchanorcceptor. 7-1 

phasic. See Phasic mcchanoreceptor 
rapki adapting. See Rapid adaptiing 

mechanoreceptor 
slow adapting. Sec Slow adapting 

mechanoreceptor 
tonic. See Tonic mechanoreceptor 

Mcchanoscnsitivc, 2-1. 8-2, 19-11. 35-5 
Medulla, 3-7, 3-8,8-17,15-1 
Meissncr's corpusculc, 8-2 to 8-4 
MEMS. See Micro-electro-mcchanical 

system 
Merkelcell.8-2to8-3 
Mesenchymal cell. 10-9.44-9 
Metabolic energy, 3-6,10-5,19-1 
Metabolic rate, 14-5,25-1,29-4,37-1, 

43-1 
Michelson interferometer, 31-1 
Microarray, 41-5,42-1 
Micro-clcclro-mechanical system (MEMS) 
Microfluidic, 41-6 
Microncurographic. 8-2. 8-4, 8-9 
Micropipctte. 1-1,21-1. 33-6. 35-1 
Microscope. 33-1 

atomic force. See Atomic force 
microscope 

confocal. SeeConfocal microscope 
electron. See Electron microscope 
fluorescent. See Fluorescent microscope 
Helium-ion. See Helium-ion microscope 
near-field. See Near-field microscope 
optical. See Optical microscope 

scanning electron. .Stv Scanning electron 
microscope 

scanning ion conductance. See Scanning 
ion conductance microscope 

scanning tunneling. Sec Scanning 
tunneling microscope 

transmission electron. See Transmission 
electron microscope 

Microtubule, 1-4, 1-6,3-3,40-12 
Mie scatter. 30-2 
Minute ventilation. 19-4. 19-9. 19-12 to 19-14 
Mirror, 27-1, 30-4, 31-2.32-9 
Mitochondria, 1-4,2-5, 3-3, 12-3, 40-15 
Model 

constant-phase. See Constant-phase 
model 

electrostatic. See Electrostatic model 
Gouy-Chapman. See Gouy-Chapman 

model 
Gouy-Chapman-Stcrn. See Gouy-

Chapman-Stern model 
Helmholtz. See Helmholtz model 
Langmuir isotherm. Sec Langmuir 

model 
I.uo-Rudy. See l.uo-Rudy model 
Monte-Carlo. Sec Monte-Carlo model 
nearest-neighbor. Sec Nearest-neighbor 

model 
Protein Dipolcs Langevin Dipolcs 

(PDLD). Sec Protein Dipoles 
Langevin Dipoles model 

Randies. See Randies model 
Rutherford-Bohr. See Rutherford-Bohr 

model 
Scmimacroscopic-Linear Response 

Approximation. See 
Semimacroscopic- Linear 
Response Approximation model 

Model, valence. Sec Valence model 
Modulation, 3-8,8-16,9-20, 22-3, 28-8, 

34-4 
Modulus, 9-11,9-14. 28-10 

Bulk. See Bulk modulus 
elastics see Elastic modulus 
impedance. See Impedance modulus 
relaxation. v< Relaxation modulus 
shear. .See Shear modulus 
Young's. See Young's modulus 

MoensKorteweg equation, 17-8,17-10 
Molecular 

bond, 4-1 
mass, 2-5,9-3 
mechanics, 2-3 
probe. 42-3 

Molecule, 1-2,2-1 to 2-3 
Moment, dipole. See Dipole moment 
Momentum, 6-1, 17-4, 29-3 
Monochromatic, 26-3, 27-2,36-2, 38-2 
Monophasic, 5-2, 5-8 
Monophasic action potential, 21-3, 23-18 
Monosodium Glutamale (MSG), 7-1 to 7-2 
Monte-Carlo model. 39-3 
Motion. 3-3.4-1. 5-8,6-1,9-1 

Motion artifact, 20-2. 28-13, 32-10 
Motoneuron. 8-8 to 8-10. 12-2.21-5 
Motor, 1-6,8-9,9-12 to 9-14,13-2,41-7 
Motor unit, 8-15, 12-1,21-5 
MRL See Magnetic Resonance imaging 
mRNA, 9-21 to 9-22,42-3,42-11 
Multiple sclerosis. 5-5, 24-10, 28-3 
Muscle, 1-6, 3-2.4-1. 8-1, 11-1 to 11-2. 

12-1 to 12-4 

cardiac. See Cardiac muscle 
skeletal. Sec Skeletal muscle 
smooth. Sec Smooth muscle 

Muscle contraction class, 12-4, 12-6 to 12-7 
Muscle strength, 12-5 
Myelinamtcd. 5-3. 8-2,9-14, 1020 
Mylar, 13-4 
Myocardial infarction (MI). 15-2. 23-7. 37-1 
Myocarditis, 15-3,23-11 
Myocardium, 12-2,14-9,23-1,40-14 
Myocyte. 4-3. 14-2 
Myoelectric, 12-8 
Myopic, 10-1 

N 
Nano-cnginccring. 20-2. 34-1. 39-11. 41-3. 

42-12 
Nanopipette, 35-1 to 35-5 
Narrow band. 9-20.9-23 
Navicr-Stokes equation, 16-5, 17-10 to 17-11 
Nearest-neighbor model, 42-6 to 42-8, 

42-11 
Near-field, 9-5, 33-1 
Near-infrared spectrum, 24-11, 30-3 
Near-sighted. See Myopic 
Needle electrode, 5-6. 20-2,21-4, 38-1 
Nernst, 3-6,4-2, 21-8 
Nerve cell. 4-1. 5-1. 11-3,21-3 
Neuron, 4-3,21-3. 24-1 to 24-3 
Neuropathy, 8-1,8-6,9-21,23-7 
Neurotransmitter. 4-1.7-2,9-8. 12-3.13-1. 

24-2 
Neutron. 28-3. 29-2, 43-1 to 43-6 
Newton, 9-1, 15-5. 16-4, 18-8.19-6 

first law. 9-3. 17-4 
second law. 9-3, 16-7,17-1 
third law, 9-3,16-5. 17-4 

Newtonian flow, 16-4, 17-2,19-6 
Newtionia illiquid, 16-4, 17-3 
Newton's law of viscosity, 17-3 
NMR. See Magnetic Resonance Imaging 
Node of Ranvier, 5-3 to 5-5 
Noise. 22-2. 22-5. 35-2. 38-8 
Non-Newtonian flow, 16-4,17-3 
Noradrenaline, 9-18, 14-8 
Norepinephrine, 14-8, 15-2 
Nose, 7-6. 8-7. 8-12. 19-2. 22-5 
Nuclear, 4-1,1012,28-1, 291,30-3 
Nuclear Magnetic Resonance (NMR). See 

Magnetic Resonance Imaging 
Nucleotide, 1-6,29-1,42-1,43-1 
Nucleus, 3-2,5-1,8-16,26-2,40-4,43-1 
Null-hypothesis, 6-2 
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Number 
Reynolds. See Reynolds number 
Strouhal. See Strouhal number 
Womersley. See Womersley number 

Nyquist 
frequency, 22-6,28-16 
law, 28-10 
plot. 25-2 
Shannon, 24-4 
theorem, 22-6,24-4,28-10 

o 
Objective lens. 27-2. 31-1. 33-2. 40-1 
OCT. See Optical Coherence Tomography 
Odor, 7-4 
Ohm's law. 11-6. 14-6. 18-2,21-2.24-7. 

25-1 
Olfactory, 7-4 
Oncotic pressure. 3-5 
Optic nerve 
Optical 

Coherence Tomography (OCT), 31-1 
microscope, 13-4,21-8, 33-2, 40-13 
path, 31-2,36-6,40-1 
spectrum. See Visible spectrum 

Optics. 30-2. 31-2. 33-1,36-1,40-6 
Organ. 5-6, 8-2, 10-6, 14-1, 26-6. 43-3 
Organism. 1-4. 2-5.29-1. 44-2 
ORS-complcx, 14-2. 20-10, 21-4.23-5 
Osmotic coefficient, 3-5 
Osmotic pressure. 1-1,2-5,3-5. 17-5, 19-7 
Oxygen-hemoglobin dissociation-curve, 

19-7 to 19 9 
Oxygenation, 19-9, 19-15,29-1 
Oxyhemoglobin, 30-3, 31-8 

P 

Pacemaker, 4-4,6-3, 15-1,23-1 
Pain. 5-3.6-2. 7-1,8-1.8-13,19-10. 35-5 
Partial pressure CO? (pCO?), 3-8, 14-9,15-4, 

19-9 
Partial pressure 0 : (pO ; ) , 14-9, 15-4. 19-9 
Passive clectrorcccption, 11-2 to 11-3 
Patch electrode, 6-3,21-7 to 21-8 
Patch-clamp, 1-1,21-1,35-4 
Pattern generation, 7-3, 8-5, 39-1,40-4 
pCO r See Partial pressure CO : 

PCR. See Polymerase chain reaction 
PDLD. See Protein Dipoles Langevin Dipolcs 

model 
PEEP. See Positive end-expiratory pressure 
Peltier effect. 36-9 
Penetration depth, 30-2, 32-9, 36-6, 39-4, 

40-3 
Pcnficld.W.8-12 
Perception, 6-1,20-9, 22-3, 24-10 
Perfusion, 19-7, 19-9.43-7 
Period. 9-1.9-4. 12-4.43-4 
Periodic, 9-2,14-4,15-5,22-3 
Permeability, 3-3,5-2,8-2,10-6, 21-8 
PET. Sec Positron Emission Tomography 

pH. 2-3, 3-7. 7-2. 15-4.40-11 
Phase, 9-1, 18-8. 19-13.22-2,32-4 

angle, 9-8,20-5,25-11,28-8,31-1 
constant. See Constant phase 
ejection. See Ejection phase 
encoding, 28-7 to 28-8 
expiration. See Expiration phase 
inspiration. Vv Inspiration phase 
lock, 9-15,9-19,19-11 
material. See Material phase 
retardation, 17-6, 17-10 
sensitive detection, 35-2 
shift. 9-8.25-5.28-6.28-9,34-3 
velocity, 9-3.42-10 

Phasic mcchanorcccptor, 8-2 
Phospholipid, 1-3,3-3, 19-3 
Phosphorescence, 30-2, 30-4 
Photobleaching, 30-8, 30-10, 35-4 
Photoelectric effect, 26-4,30-1 
Photon. 2-4. 10-14. 26-2. 27-1. 29-2 
Photoreceptor cell, 4-1,7-1,10-11,21-5 
Photosynthesis, 4-1 

Piezoelectric, 1-12. 22-2, 32-3. 32-7, 34-1 
Pixel, 7-3,22-5,26-9,32-3 
Planck constant, 6-1,9-18,26-3,30-2 
Planck-F.instein radiation law. 36-2, 36-5 
Platypus, 11-2 to 11-3 
Plethysmography 19-3, 19-5, 19-9 
Point source. 9-4. 22-2. 30-9.32-5. 33-3 
Point-spread function, 22-1, 36-7 
Poiseuille, 16-8,17-7,17-8 
Poiseuillc law, 16.8 
Poisson ratio, 17-9 to 17-10,44-5 
Poisson Boltzmann, 2-1,17-8 
Polar, 1-2.3-3,4012 
Polarity, 1-3,20-5, 21-2,23-3, 41-1 
Polarization, 2-2,12-3, 21-7,25-3,31-3 
Polarized light. 31-7 to 31-8 
Polarized ion, 39-2 

Polymerase chain reaction (PCR), 41-1,42-1 
polyvinylidinc difluoride (PVDF), 32-2 
Population encoding. 8-6, 8-9. 8-12 
Positive end-expiratory pressure (PEEP) 
Positron. 6-3. 24-11, 29-1.43-3 
Positron Emission Tomography (PET), 6-3, 

24-11,29-1 
Postsynaptic. 8-9,9-14,10-13, 15-2,24-2 
Potassium (K), 2-2, 3-7,4-3,5-2,9-8 
Potential difference, 4-3,11-4,26-5 
Potential energy, 2-4,5-2,13-2,14-7,30-3 
Potential 

action. See Action potential 
biological electrical. See Biological 

electrical potential 
electrical. See Electrical potential 
event-related. See Event -related 

potential 
evoked. See evoked potential 
half-cell. See Half-cell potential 
resting. See Resting potential 

Power, 9-4,9-19,10-2, 12-7, 17-6 
Power law, 9-19, 19-4 
Power spectrum, 36-11 to 36-15 

Preload. 15-2,15-4 
Pressure, 1-1, 6-2, 8-2. 9-2, 17-1 

aortic. See Aortic pressure 
arterial. See Arterial pressure 
blood. See Blood pressure 
cuff. See Cuff pressure 
cycling, 19-13 
diastolic. See Diastolic pressure 
gradient, 1-1,2-5,14-1, 17-5 
hydrostatic. See Hydrostatic pressure 
mean arterial. See Mean arterial 

pressure 
oncotic. See Oncotic pressure 
osmotic. See Osmotic pressure 
partial. Sec Partial pressure: CO,; 0 2 

pulmonary. See Pulmonary pressure 
pulse. See Pulse pressure 
sound. See Sound pressure 
systolic. See Systolic pressure 
venous. See Venous pressure 
ventricular. See Ventricular pressure 
wave, 9-6 

Probability. 4-2,6-1, 8-4,22-6. 30-4 
Projection, 22-2, 26-4, 36-11, 39-4,40-14 
Projector lens, 40-2,40-8 
Propagate. 5-1, 14-2. 17-8.23-2. 32-2.44-1 
Proprioception, 7-1, 8-2, 8-7 
Protein, 1-1,6-1,9-12,21-1,27-3,40-4 
Protein Dipolcs Langevin Dipoles model 

(PDLD). 2-1 
Proton, 1-4,2-3,7-3, 28-6, 29-2,43-1 

gradient. 1-4,2-4 to 2-5 
motive force, 2-5 

Protonate, 2-4, 30 8 
Pulmonary circulation, 14-1, 14-7.16-2. 18-2 
Pulmonary pressure, 14-3 
Pulsatile blood flow, 14-4, 15-6, 16-3,17-7 
Pulse pressure. 14-8.15-4. 15-6 
Pump. 16-3, 18-2, 19-11, 30-1,41-1 
Pulse receptor, 11-3 

Q 
QRS, 14-2,20-10,21-4,23-3 
Quality factor. 7-5. 34-3. 43-6 
Quantum, 2-4,9-18, 36-2,43-2 

dot, 30-5,30-8 
mechanics, 2-3,6-1,28-3, 31-3. 36-2, 39-2 
number, 30-3 

Quantum yield, 30-5 to 30-6,42-4 
quartz crystal microbalancc, 7-5 
quasi-linear, 32-12,44-8 
Quasi steady state. 17-7, 18-1. 19-8 

R 

Rad.43-6 
Radiation, 33-3, 37-1,43-1 
Radiation spectrum, 28-2 
Radioactive dating, 43-5 

decay, 43-1, 43-3 to 43-4 
isotope. 29-2, 43-3 
label. 29-1.42-1,43-1 



Index 1-9 

Radioactivity, 29-4. 43-1 
Radiofrcqucncy (RF). 20-11,28-1,38-2 
Randies model, 20-4 to 20-5 
Rarefaction, 9-2 to 9-3 
Rasmusscn, T.. 8-11 
Rayleigh criterion, 22-6,30-9, 33-2 
Rayleigh scatter, 30-2 
RBC. Sec Red blood cell 
Reactance, 2-4,9-4,20-4,20-16, 25-1 
Reaction rate, 42 -9,42-11 
Reaction rate coefficient, 42-11 
Receptor, 3-1,7-1,8-1,9-8,27-3,41-1 
Red blood cell (RBQ.3-8, 14-7. 16-3. 17-6, 

32-10.33-7 
Redox. 4-2. 20-15, 25-6 
Reflect, 25-6, 27-1,31-1, 32-3,36-4,40-1 
Refractive index. 30-2. 31-6. 33-6.38-3 
Refractory period, 4-3, 5-2 
Regener, F., 43-1 
Relaxation. 13-2.19-2,25-S. 30-4.39-7. 

44-8 
Magnetization. See Magnetization 

recovery 
period, 12-4, 25-6 
Spin. See Spin relaxation 
spin-lattice. Sec Spin-lattice relaxation 

Repolarization, 5-2, 21-2, 23-3 
Resistance, 12-2,14-6, 30-8 

electrical. Sec Hlcctrical resistance 
flow. See Flow resistance 
mechanical. See Mechanical resistance 
thermal. .Sec'I her mal resistance 

Resistor, 18-4,19-12, 20-8, 25-1 
Resonance, 6-3,9-5,7-8,241,28-1, 32-10 
Rest energy, 29-1 to 29-2,43-5 
Resting potential, 3-6,4-2,21-2, 23-2, 

24-2 
Reynolds number. 16-10. 17-5.17-7,41-1 
Reynolds transport theorem, 16-6, 17-1 
RF. See Radiofrequency 
Rheobasc. 5-4. 20-9 
Rhythm, 15-2, 19-10,23-7,24-11. 32-2 
Ribonucleic acid (RNA), 1-4,42-3 
RNA. See Ribonucleic acid 
Roentgen. Sec Rontgcn 
Rontgen(R), 26-1,43-6 
Rontgen, W.C., 26-1,43-1 
Rutherford, E., 43-1 
Rutherford-Bohr model, 43-1 

s 
Saliva. 7-2,17-3,43-7 
Salt, 7-1 to 7-3.11-1. 17-5,20-16.42-10 
Saturation, 7-5,24-8, 28-11, 36-9 
SC. See Scala media 
SC. See Stem cell 
Scaffold, 3-2,44-2 
Scala media, 9-7 to 9-8,9-13 
Scanning Electron Microscopy (SKM), 

12-1,40-4 
Scanning ion conductance microscope, 

33-6,35-1 

Scanning microscope, 19-4.33-4, 42-3 
Scanning tunneling microscope, 34-1, 40-2 
Scatter. 26-9,29-3,31-5, 32-10,40-3,44-2 
Scattering coefficient, 31 -5 
Schwann cell. 5-2.8-4. 10-19 
Scintillation, 29-4,43-1 to 43-3,43-6 
Second law of thermodynamics, 4-2 
Secondary electron, 39-5,40-3 to 40-5,40-11 
SEM. Set Scanning Electron Microscope 
Semi macroscopic-Li near Response 

Approximation model 
(S-LRA),2-2 

Semipermeable, 3-3, 3-5 
Sensor. 7-5. 8-1, 30-8, 34-3.35-2.36-7 
Sensory cell, 2-5 
Shark, 11-2,11-5 
Shear 

displacement, 9-10 
force, 33-4, 44-4 
index, 16-9 
modulus, 9-12,44-5 
rate, 16-4,17-4 
strain, 17-2, 32-3,44-4 
stress, 1-1, 3-1,10-6.16-4,17-2.18-3, 

44-4 
thinning, 17-3 
velocity, 9-12 

Sievert|Sv|, 29-3,43-6 
Signal. 3-2,4-1.8-4.22-1.42-1 
Signal protein, 21-2. 23-2.35-4 
Signal-to-Noise Ratio (SNR), 12-8,20-9, 

21-3.28-16.36-13 
Silver electrode (Ag/AgCl), 20-2.20-12,21-6, 

25-7, 35-1 
Single Photon Emission Computed 

Tomography (SPECT), 24-11 
Sinoatrial (SA) node, 15-1,23-1 
Sinusoidal. 9-1. 14-4. 17-7.19-3. 32-4. 35-2 
Skeletal muscle, 1-4, 8-2, 12-1,14-6, 21-3, 

44-8 
Skeleton. 12-1.26-15 
Skin. 5-6.8-1.20-2.21-4.25-7. 36-1 
SLR A. See Semimacroscopic-Linear 

Response Approximation model 
Slow adapting mcchanorcccptor. 8-3 
Smell, 3-7,6-1,7-1,22-5 
Smooth muscle, 12-1,14-7,16-4,19-2 
Snclls law, 32-6, 38-4 
Sodium (Na), 4-3,20-17,28-15 

channel, 4-3,5-2,8-2,1014,21-2 
-Chloride (NaCl), 3-6,7-1. 17-5.42-10 
Potassium pump, 3-7 

Solar cell. 36-7 
Somatosensory evoked-potcntial 
Sound, 2-5,9-1, 32-1 
Sound pressure. 9-4 to 9-5,9-19,32-5 
Sour. 7-1,7-3 
Southern blot, 42-3 
Spatial encoding, 28-7, 28-11 
Spatial resolution, 8-6, 22-5. 26-7, 28-1, 30-9 
Spectroscopy, 24-11,30-1,31-8,42-12 
Spectroscopy, magnetic resonance. See 

Magnetic resonance spectroscopy 

Spectrum. 7-5. 31-6. 36-2. 36-12.40-4 
absorption. See Absorption spectrum 
acoustic. See Acoustic spectrum 
electromagnetic. See Electromagnetic 

spectrum 
electron. See Electron spectrum 
emission. See Emission spectrum 
energy. Sec Energy spectrum 
excitation. See Excitation spectrum 
magnetic resonance. Sec Magnetic 

resonance spectrum 
mass. See Mass spectrum 
near-infrared. See Near-infrared 

spectrum 
optical. See Optical spectrum 
power. See Power spectrum 
radiation. See Radiation spectrum 
visible. See Visible spectrum 
wavelength. See Wavelength 

spectrum 
x-ray. Sec X-ray spectrum 

Specular, 32-6, 36-6 
Speed-of-light, 5-3, 30-1,32-2 
Speed-of-sound, 9-3 to 9-4,17-2, 32-2 
Sphygmomanometer, 15-6 
Spicy. 8-12 
Spin, 28-3 to 28-4, 30-3 
Spindle, 3-3, 8-1 to 8-2, 8-8 
Spiral wound transducer (SWT), 13-1 
Spring force, 9-1,9-5, 13-1 to 13-5 
Square wave, 20-8, 36-10 
Stapes. 9-6 
Starling, E., 15-2 
State variable, 18 4 to 18-7 
Steady-state. 3-5.5-7,11-3,17-1. 19-8 
ST-elcvation myocardial infarction 

(STEMI), 23-11 
Stem-cell (SC). 10-8. 16-3. 44-9 
Stenosis, 14-2, 17-7 
Step-function, 5-5, 22-5,36-11 
Stern layer, 20-4 
Stcrn-Volmcr equation. 30-6 
Stethoscope, 14-4 to 14-5,15-6 
Stirrup, 9-6 
Stokes shift, 30-4 
Strain, 16-1,17-2,44-3 
Stratum corneum (SC), 20-2 to 20-3, 25-7 
Stress. 2-5,3-1, 8-9,16-3,44-3 
Strouhal number, 16-10,17-9 
Sucrose, 3-4. 7-1 
Sugar. 1-3.3-3.7-2,42-1 
Sunlight, 4-1,36-2 
Supcrlumincsccnt diode, 27-1, 31-2,34-1, 

40-9,41-2 
Surface tension, 1-1 to 1-2,19-2 
Surfactant, 19-3, 19-5, 19-16.40-15 
Sweet, 7-1 to 7-3 
Synapse, 51,9-8,10-12.24-2 
Synthetic, 13-5, 42-6, 44-2 
Synthetic molecular motor, 13-2 
Systemic circulation, 14-1, 14-7,16-2, 18-2 
Systole. 14-2. 15-5 to 15-6. 16-2 
Systolic pressure, 14-5 
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10/20 system. 24-4 
Tachycardia, 151,23-4 to 23-7 
Tanford-Kirkwood, 2-1 
Tangential stress, 10-6, 16-3, 16-7 
Telegraph equation, 5-1,17-6 to 17-8, 

17-10 
TEM (STEM). Sec Transmission Electron 

Microscope 
Temperature, 1-2,2-5,4-2,17-5,22-1 
Temperature gradient, 8-11, 37-2, 38-2 
Tension, 1-1.2-5,12-4. 14-2.44-7 
Tension, surface See Surface tension 
Tensor. 9-6. 12-6. 16-1,17-2 
Thalamus, 8-1,9-15,24-6 
'Ileo rem, 

Fourier. See Fourier theorem 
Gauss'. StfcGauss'theorem 
Nyquist. See Nyquist theorem 
Reynolds transport. See Reynolds 

transport theorem 
Thermal, 1-2,8-1,20-1,41-3,44-4 
Thermal energy. 1-2.9-4.26-2.32-1,36-1 
Thermal resistance, 44-5 
Tidal volume, 19-4,19-14 to 19-17 
Time function, 22-4 
Time-constant, 5-5. 19-17,21-2, 25-5. 28-5, 

30-7 
Tomography, 19-2. 24-11.26-9 

computed. See Computed 
tomography (CT) 

Positron Fmission (PKT). See Positron 
Emission Tomography 

x-ray. See Computed tomography 
Torque, 12-7 
Total body water (TBW), 25-9 
Transfer function, 31-4,36-13,38-3 
Transform. fast-Fourier. Sec Fast 

Fourier transform 
Transmission coefficient, 31-5,32-6, 36-7 

Transmission Electron Microscopy 
(TEM), 39-7 

Triphasic actionpotential, 5-9,20-12 
Turbulent, 14-5, 18-2. 19-2, 38-3 
Two-point discrimination. 8-7. 32-9 
Tympanic membrane, 9-6,9-7,9-21 

u 
Ultrasound, 16-10,29-6,311 
Uncertainty, 6-2,22-3, 36-5 
Universal gas constant, 3-4, 4-2,9-3, 17-5, 

19-7,42-8 
Unmyelinated, 5-1 to 5-5 

Valence, 3-6,4-5, 36-7. 40-5 
band, 36-7 to 36-8 
bond. 2-3 to 2-4 

Van dcr Waals force, 34-3 
Van't Hofflaw, 3-5,17-5 
Vasoconstriction, 14-8, 19-4 
Vasodilation, 14-8,15-5 
Vectorcardiography, 20-11,21-3,23-3, 23-7 
Velocity gradient. 16-7. 17-2 to 17-5 
Venous pressure, 14-8, 15-3 
Ventilation, 19-14 to 19-16 
Ventilator. 6-3. 19-9 
Ventricle. 14-2.23-2,23-17 
Ventricular pressure, 14-2 
Viscosity. 15-5. 16-4. 18-4.41-1 
Viscous force, 16-10, 17-7 
Visible spectrum, 26-5,10-2, 30-3 
Vision, 7-1, 8-1, 10-1,26-6 
Vital capacity, 19-4, 19-6 
Volta.A.,21-1 
Voltage. 11-3 to 11-4.20-5. 25-8 

dependent, 3-5.4-2.21-1. 23-2. 24-2 
sensitive channel, 9-14, 21-2, 24-2 

Volume. 2-5.9-5. 10-3. 15-2. 18-3 

Von Frcy hair, 8-6 
Von Helmholtz, H.21-1 
Vortex, 10-11,10-19,17-9 

W 

Warburg impedance, 20-4 to 20-5, 20-7 
Watson-Crkk base pairing, 42-8 
Wave, 5-2,24-3,28-8,33-2,36-7,40-3 

equation, 5-3,9-3,17-7, 32-2 
-guide, 41-3 
-length, 26-3,32-9,40-3,43-2 
-length spectrum. 30-2.30-5. 43-2 

Weber fraction. 9-19 
Weber-Fcchner law, 22-5 
Wehnelt cap, 40-6 to 40-7 
Wcsscl diagram, 25-2 
Wheatstone bridge, 36-8,36-9 
Wide-dynamic range neuron (WORN), 

8-16.21-4 
Wien's displacement law, 36-2 
Wolff-Parkinson-White syndrome, 23-7, 

23-9.23-11.23-18 
Womerslcy number, 16-10,17-7 
Work, 4 1 to 4-2, 12-6,17-4,18-1, 19-12 

Electrical. See Electrical work 
Mechanical. See Mechanical work 

X-ray, 2-1,19-2,22-5,28-1,29-6 
X-ray spectrum. 26-2 

Young's modulus, 17-8 to 17-10, 44-5 
to 44-6 
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