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Preface

Twenty years have passed since the publication of the first volume of Pharmaceu-
tical Analysis, which has since evolved into the Handbook of Pharmaceutical
Analysis. The original two volumes succeeded in concisely filling the gap be-
tween undergraduate text and detailed monograph on pharmaceutical analysis for
practitioners of the pharmaceutical sciences. As with other branches of science,
the technologies employed in pharmaceutical analysis today have advanced tre-
mendously over the last two decades, with methodologies becoming routine that
were purely experimental a few years ago.

Our goals in preparing this revised version were to bring the text up to
date with the most important developments in the field of pharmaceutical analysis
while still preserving the scope and level of coverage of our previous texts. We
have tried to maintain the intermediate level of coverage throughout the book,
with each chapter containing detailed descriptions of theory, instrumentation, and
applications, as well as pertinent references. We decided to combine the chapters
into a single volume for convenience and thus it is being published as a single,
authoritative handbook. This book is not intended to be a comprehensive resource
in itself, but to give the reader background information on the most widely used
techniques and, with almost 2000 references, to direct the reader to more detailed
sources in the scientific literature.

We have included many of the chapters from Pharmaceutical Analysis, in
updated form, since they continue to provide the backbone of pharmaceutical
analysis for the book. However, because of their limited applications in modern
pharmaceutical analysis, we have elected not to include some chapters such as



those on thin-layer chromatography, pyrolysis-gas chromatography, gas chroma-
tography, and functional group analysis.

Before you can perform any of the analytical techniques described in this
book, it is first necessary to obtain your drug substance. It is becoming clearer
that many drugs can exist in different polymorphic forms, which can behave very
differently from one another during formulation and after administration. Chapter
1 addresses this topic. Chapter 2 deals with the techniques that are often necessary
for separating the drug from the other components of a pharmaceutical formula-
tion or biological sample and/or preparing the drug sample for one of the analyti-
cal methods that are covered in later chapters. This chapter also introduces the
reader to the concept of validation for assays of drugs in plasma, which, since
the results of these measurements are critical in determining the safety margins
for exposure in humans versus animals in toxicity studies, is subject to close
scrutiny by regulatory authorities during the approval of new drugs. The sound
scientific principles that underlie the FDA guidances in this area have, by a pro-
cess of osmosis, influenced government and academia as well.

Following Chapter 3 on high-performance liquid chromatography, we have
included a chapter on the many new applications of mass spectrometry. This
technique, usually in combination with high-performance liquid chromatography,
has become the mainstay of metabolite or decomposition product identification,
and its great potential for selectivity and sensitivity has proven invaluable for
many drug and metabolite assays. The various techniques applied to high-perfor-
mance liquid chromatography for removing the chromatographic solvents and
introducing the solutes directly into the mass spectrometer, without the need for
extraction, derivatization or heating, make high-performance liquid chromatogra-
phy coupled with mass spectrometry especially valuable for peptides and heat
labile molecules.

Chapter 5 covers ultraviolet–visible spectroscopy and Chapter 6, on immu-
noassay techniques, emphasizes the wide array of new methodologies that do
not use radioisotopes. Chapter 7 discusses one of the most novel techniques for
chromatographic separation of molecules—capillary electrophoresis—and its
widespread applications to pharmaceuticals. Chapter 8, ‘‘Atomic Spectroscopy,’’
and Chapter 9, ‘‘Luminescence Spectroscopy,’’ contain current information on
these important technologies.

Chapter 10, on nuclear magnetic resonance spectroscopy was included be-
cause of the unique role that nuclear magnetic resonance spectroscopy has in the
study of polymorphisms as well as in verification of compound identity and the
structural confirmation of metabolic or decomposition products of drugs. Chapter
11, ‘‘Vibrational Spectroscopy,’’ reflects the invaluable contributions that those
techniques such as infrared spectroscopy have made to the analysis of formula-
tions, among other studies.



Finally, we could not ignore another area in which the regulatory authorities
have had a major impact on pharmaceutical analysis in the pharmaceutical indus-
try. Our concluding chapter deals with process validation as it applies to pharma-
ceutical analysis.

Lena Ohannesian
Anthony J. Streeter
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1
Form Selection of Pharmaceutical
Compounds

Ann W. Newman and G. Patrick Stahly
SSCI, Inc., West Lafayette, Indiana

I. INTRODUCTION

The drug development process involves a number of activities which are carried
out simultaneously, as shown by the oversimplified depiction in Fig. 1. Once a
molecule is discovered that has desirable biological activity, the process of creat-
ing a pharmaceutical drug product from this molecule begins. As toxicology and
efficacy studies are undertaken, methods for manufacture of the active molecule
and for its delivery in therapeutic doses are sought. Critical to the latter effort is
finding a form of the active molecule which exhibits appropriate physical proper-
ties. The form ultimately selected, called the active pharmaceutical ingredient
(API), or drug substance, must be stable and bioavailable enough to be formulated
into a drug product, such as a tablet or suspension. This formulation must be
effective at delivering the active molecule to the targeted biosystem.

This chapter describes methodology useful in selection of the appropriate
solid form of a drug substance for inclusion in a drug product. Form selection
is commonly considered among the primary goals of a preformulation study.
However, the investigative techniques discussed herein also have application in
early drug substance and drug product development activities (shown by the cir-
cled area in Fig. 1).

Solid form selection involves the preparation and property evaluation of
many derivatives of an active molecule. Drug substance properties of importance
in the drug development process may be categorized as shown in Table 1. These
properties depend on the nature of the drug substance and the final formulation.
Many bioactive organic molecules contain ionizable groups such as carboxylic

Copyright 2002 by Marcel Dekker. All Rights Reserved.



Fig. 1 The drug development process.

acid or amino groups. Reaction of these compounds with acids or bases produce
salts, which have much different physical properties than the neutral parents. A
single molecular entity, be it a salt or a neutral molecule, often exists in multiple
solid forms, each of which exhibits unique physical properties. The properties
of many such forms need to be evaluated relative to the intended formulation.
A lyophilized product that will be dissolved and injected needs to be chemically
stable in the dry state and adequately soluble in the carrier. On the other hand,
the drug substance in a tablet formulation needs to be processable, chemically
stable, and physically stable in the dry state, as well as having adequate solubility
for delivery.

Form selection activities should be started as early in the development pro-
cess as material availability allows. Salt selection, including preparation and eval-

Table 1 Some Important Properties of Drug Substances

Bioavailability Chemical and physical stability Processibility

Dissolution rate Excipient compatibility Color
Solubility Hygroscopicity Compactibility
Toxicity Oxidative stability Density

Photostability Ease of drying
Thermodynamic stability Filterability
Crystal form Flowability

Hardness
Melting point
Particle size

Copyright 2002 by Marcel Dekker. All Rights Reserved.



uation of samples, and polymorph screening can be carried out with as little as
half a gram of active compound. Results of form selection include information
that can be used in planning the final step of the manufacturing process (often
crystallization) as well as information that is critical to formulation development.

The nature and extent of work to be performed during development can
be modeled after the draft International Committee on Harmonization (ICH) Q6A
document on specifications, which can be found on the Food and Drug Adminis-
tration (FDA) website (www.fda.cder.gov). This document outlines the specifi-
cations needed for a New Drug Application and contains several decision trees
to guide the selection of specifications. The Q6A decision tree 4 (Fig. 2) describes

Fig. 2 Flow chart 4 from the ICH Q6A document (www.fda.cder.gov).

Copyright 2002 by Marcel Dekker. All Rights Reserved.
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Fig. 2 Continued

methods for the study of solids for a polymorph screen as well as characterization
of the drug substance in the drug product. Other decision trees have also been
reported in the literature (1).

In this chapter we describe the form selection process. A short review of
the analytical techniques commonly employed is followed by sections covering
salt and solid form selection. Form selection should be approached in a planned,
rational manner, but it is important to realize that not all compounds will allow
adherence to a single experimental plan. The exercise is a scientific one, and it
will yield the best results only if carried out with judgment and flexibility.

II. ANALYTICAL TECHNIQUES

A number of analytical techniques are commonly used in form selection studies.
Various publications (2–4) and books (5,6) describe physical characterization

Copyright 2002 by Marcel Dekker. All Rights Reserved.



of solid-state pharmaceuticals. A brief description of common methods will be
presented in this section.

A. X-Ray Diffraction

Crystalline organic solids are made up of molecules which are packed or ordered
in a specific arrangement. These molecules are held together by relatively weak
forces, such as hydrogen bonding and van der Waals interactions. The arrange-
ment of the molecules is defined by a unit cell, which is the smallest repeating
unit of a crystal. The unit cell can be divided into planes, as shown in Fig. 3.

X-ray diffraction techniques used for characterizing pharmaceutical solids

Fig. 3 A packing diagram of unit cells divided into planes.
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include the analysis of single crystals and powders. The electrons surrounding
the atoms diffract X-rays in a manner described by the Bragg equation:

nλ � 2d sin θ (n � 1, 2, 3, . . .) (1)

where

λ � X-ray wavelength
d � spacing between the diffracting planes
θ � diffraction angle

A schematic of the diffraction phenomenon is given in Fig. 4. X-rays will be
diffracted at an angle defined as θ. Knowing the diffraction angle and the X-ray
wavelength, the spacing between the planes can be calculated. Conditions of the
Bragg equation must be satisfied to achieve constructive interference of the dif-
fracted X-rays and produce a beam that can be measured by the detector. If the
conditions of the Bragg equation are not satisfied, diffracted waves interfere de-
structively, with a net diffracted intensity of zero.

For single-crystal diffraction, a good-quality single crystal of the sample
of interest is required. From the angles and intensities of diffracted radiation, the
structure of the crystal can be elucidated and the positions of the molecules in
the unit cell can be determined. The result is often displayed graphically as the
asymmetric unit, which is the smallest part of a crystal structure from which
the complete structure can be obtained using space-group symmetry operations.

Fig. 4 A schematic representation of X-ray diffraction.
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The unit cell parameters, the lengths (a, b, c) as well as the angles (α, β, γ) of
the unit cell are also determined from the crystal structure. There are seven classes
of unit cells: triclinic, monoclinic, orthorhomic, tetragonal, hexagonal, rhombo-
hedral, and cubic. For pharmaceutics, only triclinic (a ≠ b ≠ c, α ≠ β ≠ γ ≠ 90°),
monoclinic (a ≠ b ≠ c, α ≠ γ ≠ 90°, β � 90°), and orthorhombic (a ≠ b ≠ c,
α � β � γ � 90°) unit cells are commonly observed.

The unit cells can be ‘‘packed’’ into a three-dimensional display of the
crystal lattice. The orientation of the molecules is responsible for various proper-
ties of the crystalline substance. For example, hydrogen bonding networks may
provide high stability, and spaces in the structure may allow easy access of small
molecules to provide hydrated or solvated forms.

Crystal structures provide important and useful information about solid-
state pharmaceutical materials. Unfortunately, it is not always possible to grow
suitable single crystals of a drug substance. In these cases, X-ray diffraction of
powder samples can be used for comparison of samples.

X-ray powder diffraction (XRPD) is the analysis of a powder sample. The
typical output is a plot of intensity versus the diffraction angle (2θ). Such a plot
can be considered a fingerprint of the crystal structure, and is useful for determi-
nation of crystallographic sameness of samples by pattern comparison. A crystal-
line material will exhibit peaks indicative of reflections from specific atomic
planes. The patterns are representative of the structure, but do not give positional
information about the atoms in the molecule. One peak will be exhibited for all
repeating planes with the same spacing. An amorphous sample, on the other hand,
will exhibit a broad hump in the pattern called an amorphous halo, as shown in
Fig. 5.

Fig. 5 The XRPD pattern exhibited by an amorphous material.
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XRPD is dependent on a random orientation of the particles during analysis
to obtain a representative powder pattern. The sample, as well as sample prepara-
tion, can greatly effect the resulting pattern. Large particles or certain particle
morphologies, such as needles or plates, can result in preferred orientation. Pre-
ferred orientation is the tendency of crystals to pack against each other with some
degree of order and it can affect relative peak intensities, but not peak positions,
in XRPD patterns. If a powder is packed into an XRPD sample holder and the
surface is smoothed with a microscope slide or similar device, crystals at the
surface can become aligned so that a nonstatistical arrangement of crystal faces
is presented to the X-ray beam. The result is that some reflections are artificially
intensified and others are artificially weakened. One way to determine if preferred
orientation is causing relative peak intensity changes is to grind and reanalyze
samples. Grinding reduces particle size and disrupts the crystal habit, both of
which tend to minimize preferred orientation effects. However, grinding can
cause crystal form changes, so care must be taken to interpret the patterns with
this in mind. The effects of preferred orientation can be profound, as illustrated
by the XRPD patterns shown in Fig. 6.

Fig. 6 XRPD patterns of the same sample before (top) and after (bottom) grinding. The
polymorphic form of the sample was not changed by grinding.
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Qualitative analysis of powder patterns can be used to determine if multiple
samples are the same crystal form or if multiple crystal forms have been pro-
duced. Mixtures of samples can also be evaluated. When mixtures are obtained,
XRPD can also be used in a quantitative mode to calculate the amount of each
phase present.

B. Thermal Methods

Thermal methods of analysis discussed in this section are differential scanning
calorimetry (DSC), thermogravimetry (TG), and hot-stage microscopy (HSM).
All three methods provide information upon heating the sample. Heating can be
static or dynamic in nature, depending on the information required.

Differential scanning calorimetry monitors the energy required to maintain
the sample and a reference at the same temperature as they are heated. A plot
of heat flow (W/g or J/g) versus temperature is obtained. A thermal transition
which absorbs heat (melting, volatilization) is called endothermic. If heat is re-
leased during a thermal transition (crystallization, degradation), it is called exo-
thermic. The area under a DSC peak is directly proportional to the heat absorbed
or released and integration of the peak results in the heat of transition.

Samples are loaded into pans for DSC analysis. Pan configuration (open,
crimped, hermetically sealed, hermetically sealed with a pinhole, etc.) and scan
rate can result in variations in position and intensity of the thermal events. These
variations can be used to gain further information about the sample as well as
other crystal forms.

The observance of thermal transitions by DSC is insufficient to fully char-
acterize the behavior of a substance on heating. It is not known if an endothermic
transition observed in the DSC is a volatilization or a melt without corroborating
information, such as TG or HSM data. It is important to understand the origin
of the DSC transitions to fully characterize the system and understand the rela-
tionship between various solid forms.

Thermogravimetry measures the weight change of a sample as a function
of temperature. A total volatile content of the sample is obtained, but no informa-
tion on the identity of the evolved gas is provided. The evolved gas must be
identified by other methods, such as gas chromatography, Karl Fisher titration
(specifically to measure water), TG–mass spectroscopy, or TG–infrared spectros-
copy. The temperature of the volatilization and the presence of steps in the TG
curve can provide information on how tightly water or solvent is held in the
lattice. If the temperature of the TG volatilization is similar to an endothermic
peak in the DSC, the DSC peak is likely due or partially due to volatilization.
It is usually necessary to utilize multiple techniques to determine if more than
one thermal event is responsible for a given DSC peak.
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Hot-stage microscopy is a technique that supplements DSC and TG. Events
observed by DSC and/or TG can be readily characterized by HSM. Melting, gas
evolution, and solid–solid transformations can be visualized, providing the most
straightforward means of identifying thermal events. Many polymorphic systems
have been investigated using only these thermal methods, as illustrated by the
publications of Kuhnert-Brandstätter (7). Details of the methodologies used in
hot-stage microscopy have also been reviewed (8).

Thermal analysis can be used to determine the melting points, recrystal-
lizations, solid-state transformations, decompositions, and volatile contents of
pharmaceutical materials. DSC can also be used to analyze mixtures quantita-
tively.

C. Vibrational Spectroscopy

Common methods used to characterize drugs and excipients are infrared (IR) and
Raman spectroscopy. These techniques are sensitive to the structure, conforma-
tion, and environment of organic compounds. Because of this sensitivity, they
are useful characterization tools for pharmaceutical crystal forms. Qualitative as
well as quantitative analysis can be performed with both techniques.

Infrared spectroscopy is based on the conversion of IR radiation into molec-
ular vibrations. For a vibration to be IR-active, it must involve a changing molec-
ular dipole (asymmetric mode). For example, vibration of a dipolar carbonyl
group is detectable by IR spectroscopy. Whereas IR has been traditionally used
as an aid in structure elucidation, vibrational changes also serve as probes of
intermolecular interactions in solid materials.

Sampling techniques for IR include pellets, mulls, and diffuse reflectance.
Diffuse reflectance is the best choice for crystal form determination, due to the
minimal sample manipulation required. Mulls can also be used for form identifi-
cation, but peaks due to the suspension medium may interfere with the peaks of
interest.

Raman spectroscopy is based on the inelastic scattering of laser radia-
tion with loss of vibrational energy by a sample. A vibrational mode is Raman-
active when there is a change in the polarizability during the vibration. Symmetric
modes tend to be Raman-active. For example, vibrations about bonds be-
tween the same atom, such as in alkynes, can be observed by Raman spectros-
copy.

Small amounts of samples can be analyzed by Raman spectroscopy and a
variety of sample holders are available, ranging from stainless steel holders to
glass NMR tubes. The samples are analyzed neat, eliminating the need for sample
preparation procedures that may induce solid form changes. Since a laser is used,
only a small portion of the sample is in the beam during analysis.
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D. Nuclear Magnetic Resonance (NMR) Spectroscopy

NMR spectroscopy probes atomic environments based on the different resonance
frequencies exhibited by nuclei in a strong magnetic field. Many different nuclei
are observable by the NMR technique, but those of hydrogen and carbon atoms
are most frequently studied. NMR spectroscopy of solutions is commonly used
for structure elucidation. However, solid-state NMR measurements are extremely
useful for characterizing the crystal forms of pharmaceutical solids.

Nuclei that are typically analyzed with this technique include those of 13C,
31P, 15N, 25Mg, and 23Na. Different crystal structures of a compound can result in
perturbation of the chemical environment of each nucleus, resulting in a unique
spectrum for each form. Once resonances have been assigned to specific atoms
of the molecule, information on the nature of the polymorphic variations can be
obtained. This can be useful early in drug development, when the single-crystal
structure may not be available. Long data acquisition times are common with
solid-state NMR, so it is often not considered for routine analysis of samples.
However, it is usually a very sensitive technique, and sample preparation is mini-
mal. NMR spectroscopy can be used either qualitatively or quantitatively, and
can provide structural data, such as the identity of solvents bound in a crystal.

E. Moisture Sorption/Desorption and Hygroscopicity

Hygroscopicity and the formation of hydrated crystal forms can be investigated
by means of moisture sorption/desorption methods. Sample analysis may be car-
ried out using automated equipment or by periodic weighing of samples kept
over saturated salt solutions providing various relative humidities (RHs). In either
case, water taken in or released by a sample is detected as a change in sample
weight. If a material readily loses water of hydration at low relative humidity,
the stability of the hydrate may need to be investigated further. If a material
readily gains moisture at ambient or high relative humidity, hygroscopicity stud-
ies will be needed to determine if a change in crystal form is associated with the
water uptake. This is done by characterizing material equilibrated under various
relative humidity conditions using techniques suitable for detection of crystal
form, such as XRPD, TG, DSC, and IR spectroscopy. Changes in water content
and crystal form may lead to definition of specific handling conditions under
which a change in form will not occur.

F. Summary

Only a brief description of selected techniques for solid-state characterization
has been given above. Many other techniques are available. It is imperative that
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a multidisciplinary approach be applied to the characterization solids; no single
analytical method can provide all the information necessary to understand the
nature and properties of solid pharmaceutical compounds.

III. SALT SELECTION

A. Factors Guiding Salt Selection

Salt selection is a critical part of the drug development process because selection
of an appropriate salt can significantly reduce time to market. Changing salts in
the middle of a development program may require repeating most of the biologi-
cal, toxicological, formulation, and stability studies performed initially. However,
continuing the development of a nonoptimal salt may lead to increased develop-
mental and production costs, even product failure. Selection of the correct salt
early in the development process will avoid these problems and facilitate down-
stream development activities. In addition, salts that exhibit advantageous proper-
ties are usually patentable as new chemical entities.

Salts are used to alter the physical, chemical, biological, and economic
properties of a drug substance. The change in crystal structure accomplished by
forming a salt can lead to greatly improved properties. The advantages of using
salt forms in pharmaceutical formulations have been extensively reviewed (9).
A variety of factors can guide the salt selection process and a partial list of consid-
erations is given in Table 2.

A change in the solubility of a drug substance is often a major reason for
choosing a salt. In many cases, substances containing free acid or base groups
have poor aqueous solubility which saltification of these groups can improve,
leading ultimately to greater bioavailability. Increasing the solubility of a weak
acid–base drug substance by forming a variety of salts has been reported for

Table 2 Factors Guiding the Salt Selection
Process

Bioavailability pH of salt solutions
Chemical stability Physical stability
Crystallinity Processing properties
Dissolution rate Purity
Cost Solubility
Handling properties Taste
Hygroscopicity Toxicity
Melting point Wettability
Intended formulation Yield
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Fig. 7 The structure of RS-82856.

RS-82856 (Fig. 7) (10). Five salts (chloride, hydrogen sulfate, phosphate, sodium,
and potassium) exhibited significantly higher solubility and dissolution rates than
the parent drug. Based on a variety of physical parameters (solubility, dissolution
rate, melting point, hygroscopicity, and chemical stability), the hydrogen sulfate
form was recommended for development. A bioavailability study in dogs compar-
ing the parent drug and the hydrogen sulfate salt resulted in the salt being ab-
sorbed approximately two to three times more efficiently than the parent drug.
The solubility and dissolution data were good indicators of the bioavailability of
this material.

For some drugs, preparation of stable salts may not be feasible, or free acid
or free base forms may be preferred. A reported example compares the free base
and hydrochloride salt of the poorly water-soluble drug, α-pentyl-3-(2-quino-
linylmethoxy)benzenemethanol, known as REV 5901 (Fig. 8) (11). For this drug
substance, lower solubility of the chloride salt, along with equivalent dissolution
rates, resulted in the free base being chosen for development.

It should be noted that a salt usually exhibits a higher melting point than
the free acid or base, which can result in greater stability and easier processing.
However, there is often a relationship between melting point and aqueous solubil-
ity. Gould, in his study of the salts of basic drugs, concluded that ‘‘ideal solubility
of a drug in all solvents decreases by an order of magnitude with an increase of
100°C in its melting point’’ (12). An example of this phenomenon is the antima-
larial drug α-(2-piperidyl)-3,6-bis(trifluoromethyl)-9-phenanthrenemethanol hy-

Fig. 8 The structure of REV 5901.
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Fig. 9 The structure of α-(2-piperidyl)-3,6-bis(trifluoromethyl)-9-phenanthrene-
methanol.

drochloride (Fig. 9). The melting point and solubility data are shown in Table 3
(13). Overall, a substantial decrease in solubility was observed with the increase
in melting point of the salts. It should also be noted that the solubility of salts
can be affected not only by changing the lattice energy (melting point), but also
by enhancing water–drug interactions. The study of chlorhexidine (Fig. 10)
showed that the solubility of this drug was significantly enhanced by increasing
the number of hydroxyl groups on the conjugate acid (14).

The melting point of a drug substance salt can be greatly influenced by the
counterion. For UK47880 (Fig. 11), a relationship was observed between the
melting points of the salts and the corresponding conjugate acid (12). Salts pre-

Table 3 Melting-Point and Solubility Data for
α-(2-piperidyl)-3,6-bis(trifluoromethyl)-9-phenanthrenemethanol
hydrochloride (13)

Aqueous
Melting point solubility

Salt form of salt (°C) (mg/mL)

Free base 215 7.5
DL-Lactate 172 1850
L-Lactate 192 925
2-Hydroxyethane sulfonate 251 620
Sulfate 270 20
Mesylate 290 300
Hydrochloride 331 13
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Fig. 10 The structure of chlorhexidine.

Fig. 11 The structure of UK47880.

pared from high-melting aromatic acids exhibited higher melting points, whereas
salts prepared from low-melting flexible aliphatic acids yielded oils. In the case
of epinephrine (Fig. 12), the effect of hydrogen bonding on the melting points
of the salts was apparent (12). Small acids prone to form hydrogen bonds (ma-
lonic and maleic) resulted in higher-melting salts. The bitartrate and fumarate
salts were found to be lower-melting due to their size and possibly unfavorable
symmetry, respectively.

A salt can also provide improved chemical stability compared to the parent
drug substance. An example of this was reported for xilobam, whose structure
is shown in Fig. 13 (15). In order to protect xilobam from the effects of high
temperature and humidities without decreasing the dissolution rate, three arylsul-
fonic acid salts (tosylate, 1-napsylate, and 2-napsylate), as well as the saccharate
salt, were prepared. The 1-napsylate was found to be the most chemically stable
form at 70°C and 74% RH after 7 days. Dissolution data from compressed tablets

Fig. 12 The structure of epinephrine.
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Fig. 13 The structure of xilobam.

showed that the 1-napsylate salt released xilobam at a faster rate than the free
base. This work demonstrated that a strong acid with an aryl group protected the
easily hydrolyzed base from the effects of high temperature and humidity.

A choice of salts can also expand the formulation options for a material.
The antimalarial agent α-(2-piperidyl)-3,6-bis(trifluoromethyl)-9-phenanthrene-
methanol hydrochloride (Fig. 9) exhibited poor solubility, was delivered as an
oral formulation, and required a single dosing of 750 mg (13). Seven salts and
the free base were evaluated. The lactate salt was found to be 200 times as soluble
as the hydrochloride salt (Table 3). This enhanced solubility would make it possi-
ble to reduce the oral dose to achieve the same therapeutic response as well as
develop a parenteral formulation for the treatment of malaria. However, the case
of lidocaine hydrochloride (Fig. 14) demonstrates that a compound limited to
parenteral and topical formulations can be expanded to oral administration by
changing to a salt form with acceptable physical properties (16). The hydrochlo-
ride salt was hygroscopic, difficult to prepare, and hard to handle. Six salts were
evaluated for salt formation, solubility, and hygroscopicity. Other salts, such
as phosphate, exhibited properties acceptable for dry pharmaceutical dosage
forms.

Many other examples can be found in the literature that demonstrate the
applicability of examining a number of salts to obtain the necessary properties
needed for development and marketing of the drug substance. Excellent reviews
on salts (9,12) discuss many of the issues involved in targeting salt forms of drug
substances.

Fig. 14 The structure of lidocaine.
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B. Counterions

Salt formation involves proton transfer from an acid to a base. In theory, any
compound that exhibits acidic or basic characteristics can form salts. The major
consideration is the relative acidity and/or basicity of the chemical species in-
volved. To form a salt, the pKa of the acidic partner must be less than the pKa

of the conjugate acid of the basic partner. These pKa values need to be about
two units apart for total proton transfer to occur, otherwise an equilibrium mixture
of all components (acid, base, and salt) is likely to result. Even so, equilibrium
mixtures of this type can often be used to prepare salts if a driving force is present,
such as the crystallization of the salt from solution.

Another consideration is the toxicity of the counterion. A large number of
anions and cations are available for pharmaceutical compounds, and tabulations
of those approved by the FDA have appeared in the literature (9,12). An expanded
but not comprehensive list of acceptable ions is presented in Table 4. In general,
ions related to normal metabolic chemicals or present in food or drink are usually
regarded as suitable candidates for preparing salts.

Target salts are chosen by considering a number of factors. The structure
and pKa of the drug substance are important values to determine initially. Avail-
able literature on structurally related compounds can result in excellent leads for
target salts. The chemical stability of the drug substance, especially as related to
pH stability, will also play a role. The ease of large-scale preparation of the salt,
as well as the cost of the counterion and processing, will need to be considered
to determine if the salt is a feasible choice. The type of drug product and antici-
pated loading of the drug substance in the drug product can also influence the
choice of salts. For high drug loadings, a large, bulky counterion, which adds
substantial mass to the loading, may not be the best choice. Anions that irritate
the gastrointestinal tract should be avoided for certain drugs, such as anti-
inflammatories. The relative acid/base strength of the resulting salt and the ten-
dency to disproportionate should be considered when using basic excipients in
a formulation.

A common salt choice for basic drug substances is the hydrochloride, be-
cause of its availability. However, a number of issues also need to be considered
when using this salt. Reports have shown that hydrochloride salts do not always
increase the solubility of poorly soluble basic drugs (1,13,17,18), due to the com-
mon-ion effect. The presence of chloride ions in the gastric fluid can result in a
lower solubility for the hydrochloride salt.

The hydrochloride salt is often a stronger acid than is needed for many
drug substances, which can result in low pH values for the aqueous solutions.
This can lead to limitations in parenteral formulations or processing. The highly
polar nature of hydrochloride salts can also lead to excessive hygroscopicity of
the resulting salt. Dihydrochlorides are also found to be hygroscopic and may lose
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Table 4 Summary of Acceptable Salts for Pharmaceutical Drug Substances (adapted from Ref. 9)

Anions—organic Anions—organic Anions—organic

Acetate/diacetate Fumarate Napsylate
Adipatea Gluceptate (glucoheptonate) Oxalatea

Alginatea Gluconate/digluconate Palmitate
Aminosalicylatea Glucuronate Pamoate (embonate)
Anhydromethylenecitratea Glutamate Pantothenate
Arecolinea Glycerophosphatea Pectinatea

Arginine Glycollylarsanilate (p-glycollamidophenyl- Phenylethylbarbituratea

arsonate)
Ascorbatea

Aspartate Hexylresorcinate Picratea

Benzenesulfonate (besylate) Hydrabamine (N,N′-di(dehydroabietyl)eth- Polygalacturonate
ylenediamine)

Benzoate Hydroxynaphthoate Propionate
Bicarbonate Isethionate (2-hydroxyethanesulfonate) Saccharate
Bitartrate Lactate Salicylate
Butylbromidea Lactobionate Stearate
Butyrate Lysine Subacetate
Calcium edetate Malate Succinate/disuccinate
Camphorate Maleate Tannate
Camsylate (camphorsulfonate) Mandelate Tartrate
Carbonate Mesylate Terephthalate
Citrate Methylbromide Teoclate (8-chlorotheophyllinate)
Edetate Methylenebis(salicylate)a Thiocyanatea

Edisylate (1,2-ethanedisulfonate) Methylnitrate Tosylate (toluenesulfonate)
Estolate (lauryl sulfate) Methylsulfate Triethiodide
Esylate (ethanesulfonate) Mucate Undecanoatea

Napadisylate (1,5-naphthalenedisulfonate)a Xinafoate (1-hydroxy-2-naphthalenecarbox-
ylate)
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Anions—inorganic Cations—organic Cations—inorganic

Bisulfatea

Bromide Benethamine (N-benzylphenethylamine)a Aluminum
Chloride Benzathine (N,N′-dibenzylethylenediamine) Bariuma

Hydrobromide/dihydrobromide Chloroprocaine Bismuth
Hydrochloride/dihydrochloride Chloline Calcium
Hydrofluoridea Clemizole (1-p-chlorobenzyl-2-pyrrolidin- Lithium

1′-ylmethylbenzimidazole)a

Hydroiodidea Diethanolamine Magnesium
Iodide Diethylaminea Potassium
Nitrate/dinitrate Ethylenediamine Sodium
Persulfatea Meglumine (N-methylglucamine) Zinc
Phosphate/diphosphate N,N′-dibenzylethylenediamine
Sulfate/disulfate/hemisulfate Piperazinea

Procaine
Tromethamine (tris(hydroxymethyl)amino-

methane)

a Drugs containing these counterions approved in other countries.
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hydrogen chloride gas upon heating or under reduced pressure (lyophilization).
Although hydrochloride is commonly used for salt formation, other salts may be
better alternatives in the long run.

C. Salt Preparation

Salts can be produced on a small scale using a variety of methods. Selected
methods are described below.

1. Salt Formation from Free Acid/Base

In salt formation from free acid or base, the free acid/base of the drug substance
is combined with the base/acid containing the desired counterion in specific molar
ratios in a suitable solvent system. There must be adequate solubility of each
reactant in the solvent system chosen. The product can be isolated in different
ways, often simply by evaporation of the solvent.

2. Salt Formation by Salt Exchange

For salt formation by salt exchange, the salt of the drug substance is combined
with a salt containing the desired counterion in specific molar ratios in a suitable
solvent system. As described above, there must be adequate solubility of each
reactant in the solvent system. If the desired salt of the drug substance is less
soluble than the starting materials, it will precipitate out and can be isolated by
filtration. If no precipitate is obtained, other isolation methods can be employed.
A method that was described for iodide salts (19) involved precipitation of the
unwanted counterion first. In this case silver salts were used for the counterions
(silver sulfate, silver ortho-phosphate, silver lactate) and a silver iodide precipi-
tate was isolated first by filtration. The desired salt of the drug substance was
then precipitated from the filtrate by addition of an antisolvent.

3. Other Reported Methods

Variations of the traditional methods for salt preparation described above have
been reported. To produce the hydrochloride and hydrobromide salts of the anes-

Fig. 15 The structure of N-methyl pyridinium-2-aldoxime.
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Fig. 16 The structure of triamterene.

thetic lidocaine (Fig. 14), dry hydrogen chloride or hydrogen bromide gas was
bubbled into anhydrous ether solutions of the lidocaine base (16). Chloride and
lactate salts of the cholinesterase reactivator N-methyl pyridinium-2-aldoxime
(Fig. 15) were prepared using ion-exchange resins (19). Complex salts of the
diuretic triamterene (Fig. 16) were produced from various acids (hydrochloric,
nitric, sulfuric, phosphoric, and acetic) using the phase-solubility technique (20).
Profiles of apparent solubility as a function of pH detected complex salt species
containing both protonated and unprotonated triamterene. The stoichiometries of

Fig. 17 XRPD patterns of the product obtained from an attempt to prepare a glutamate
salt (top) and glutamic acid (bottom).
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the complexes determined from the plots were confirmed by elemental analysis
of the solids.

Once a salt is produced, it must be characterized. XRPD of the solid can
confirm that the reaction occurred and starting materials were not recovered. This
is illustrated in Fig. 17. Attempts to produce the glutamate salt from the free base
resulted in the XRPD pattern of crystalline glutamic acid. If the drug substance
salt is produced, the crystallinity can be determined by XRPD. Confirmation of
the stoichiometry of the salt can be obtained by a variety of methods, including
elemental analysis and solution NMR spectroscopy. The possibility of chemical
degradation during salt formation can be determined using chromatographic
(thin-layer, high-performance) or spectroscopic (IR, NMR) methods. The melting
point can be obtained from melting-point measurements, hot-stage microscopy,
or DSC analysis. The formation of hydrates or solvates can be investigated using
Karl Fischer titration or TG analysis. Other information, such as solubility, hygro-
scopicity, and stability, is also useful. Because of all the information required,
determining the best salt for development can be a complicated, time-consuming
task.

D. Systematic Approach to Salt Selection

A variety of factors need to be considered when selecting the optimum chemical
form of a new drug candidate. These include all physicochemical properties
which would influence physical and chemical stability, processability under man-
ufacturing conditions, dissolution rate, and bioavailability. Such selection of
chemical form must be done at the initial stages of development, when material
and time are limited. Often the medicinal and process chemists select salt forms
based on a practical basis, such as previous experience with the salt type, ease
of synthesis, reaction yield, etc. Pharmaceutical considerations such as stability,
handleability, hygroscopicity, and suitability for a specific dosage form may be
secondary considerations.

A salt selection process based on melting point, solubility, stability, wetta-
bility, and other properties has been proposed (12). However, in the absence of
clear go/no-go decisions at any particular stage of the process, this approach
would lead to the generation of extensive physicochemical data on all salt forms
produced. A more rational approach to expedite the salt selection process using
a tiered methodology was reported (21). The tiers were planned so that the least
time-consuming experiments were conducted early and the progressively more
time-consuming and labor-intensive experiments were conducted later, when
fewer salts were in contention. In this way, many different salt forms could be
screened with minimal experimental effort. An expanded version of this process
will be described in this section.
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The first step in salt selection involves preparation of various salts using
the methods described above. Preparation methods should be chosen with even-
tual scale-up in mind whenever possible. Procedures which are feasible for small-
scale production may not be practical for large-scale manufacture. On the other
hand, it is sometimes desirable to produce salts by the most convenient method in
the laboratory, so that the properties of many products can be evaluated quickly.

A number of parameters have been identified that are of primary importance
in salt selection, including crystallinity, hygroscopicity, solubility, stability, poly-
morphism, and process control. A tiered approach for evaluation of these parame-

Fig. 18 A salt selection decision tree.
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ters is illustrated by the flowchart in Fig. 18. Each step will be discussed in some
detail below. It should be noted that the entire process can be carried out using
between a few hundred milligrams and a few grams of drug substance.

The first step involves analyzing solid salts for crystallinity and melting
point. Crystalline salts are usually the most desirable, because they exhibit supe-
rior processing, handling, stability, and purification properties. Low-melting salts
may be relegated to a lower-priority status at this point.

In the second step, crystalline materials are evaluated for moisture sorption
activity under elevated relative humidity conditions. A high degree of moisture
sorption or desorption by salts under humidity conditions expected during manu-
facturing, handling, and storage may lead to problems. Batch variability in the
potency of drug product may also be affected if the bulk drug substance is not
maintained at the declared potency because of variations in water content. Based
on hygroscopicity, salts that deliquesce or gain/lose excessive amounts of water
are considered lower-priority than those that do not. Analyses of these materials
after several days of exposure can also provide preliminary data related to hydrate
formation.

At the next stage, equilibrium solubilities in the appropriate aqueous media
are estimated and the pH values of solutions made in water are usually deter-
mined. This information can be used to assess any potential dissolution or bio-
availability problems with the salts. These studies can also help determine if a
solution dosage form is feasible. The selection of salts at this stage may be aided
by the judgment of a drug development scientist, considering the type of dosage
form and the expected dose of the compound. A salt with lower solubility that
can still provide a good dissolution rate could be selected over one that is highly
soluble but prone to crystal form changes. However, if the solubility is not high
enough for a required oral or parenteral formulation, another salt with some pro-
pensity for crystal form changes at high humidity may be considered. Salts exhib-
iting appropriate solubilities are taken to the next step.

Physical stabilities are determined under accelerated conditions. Samples
of each salt kept under appropriate conditions are periodically analyzed by the
appropriate methods to ensure that their crystal forms are sufficiently stable. The
appearance of new crystal forms suggests that polymorphic changes might occur
during manufacturing or accelerated stability testing of bulk material or a solid
dosage form. Determination of the hygroscopicity and solubility of any new
forms found may be required. Abbreviated chemical stability, as well as compati-
bility screening with excipients, can also be monitored at this stage, depending
on development timelines and material availability.

Salts that pass to the final stage are tested for their propensity to exist in
polymorphic forms using an abbreviated screen, which is discussed in more detail
in a later section. Salts which exist in a number of forms will require crystalliza-

Copyright 2002 by Marcel Dekker. All Rights Reserved.



tion method development work to ensure that the manufacturing process is con-
trolled and only the desired crystal form can be obtained reproducibly. Salts that
appear to exist, or can be produced consistently, in one stable, crystalline poly-
morph are considered final salt candidates. As development proceeds and addi-
tional drug substance becomes available, these salt candidates can be prepared
in larger quantities for comparison of other properties such as dissolution rate
and excipient compatibility.

In the above scheme, the number of salt forms available and the physico-
chemical properties considered important for preparation of bulk drug substance,
as well as stability and efficacy of the expected dosage form, will dictate how
many steps will be necessary to select an appropriate salt. There may be situations
in which all salts that make it to the final level are unacceptable for development.
Additional salt forms or free acids/bases should be considered before reevaluat-
ing any salt that was dropped earlier in the salt selection. It should also be noted
that the acceptance criteria for progression from one step to the next may depend
on the physicochemical properties of the available salts. If all salts are found to
be hygroscopic, it may be necessary to carry some to the next stage, with the
realization that they may require special manufacturing and storage conditions
if selected.

A real-world salt selection effort may not always allow strict adherence to
the decision tree shown in Fig. 18. Steps may be removed, added, or performed
in a different order as required by each specific situation. A multidisciplinary
approach to salt selection with coordination and input from a variety of depart-
ments (pharmaceutics, chemical development, analytical, etc.) is essential for
choosing the best salt for development.

E. Property Modification Using Salts

Many examples are reported in the literature describing the modification of drug
substance properties using salts. A small sampling of these is shown in Table 5.
Properties ranging from solubility to bitterness have been modified by producing
salts.

A number of studies describe preformulation considerations during the salt
selection process (10,11,15,22,28) and provide some comparative property data
among salts. The integrated salt selection approach for BMS-180431 (Fig. 19)
included screening of more than seven salts (sodium, potassium, calcium, zinc,
magnesium, arginine, and lysine) in a 4- to 6-week period. Information on crys-
tallinity, moisture content, hygroscopicity, crystal-form changes at various hu-
midities, solubility, solid-state stability, and drug excipient interactions were col-
lected on selected salts at various tiers of the salt selection process. The arginine
and lysine salts were found to have comparable physicochemical properties. The
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Table 5 Properties Modified by Salt Preparation

Property Drug substance Indication Salts investigated Ref.

Bioavailability RS-82856 Positive inotropic agent Chloride 10
Hydrogen sulfate
Potassium
Sodium

1-(2,3-Dihydro-5-methoxybenzo[b]furan- Antihypertensive Hydrochloride 22
2-ylmethyl)-4-(o-methoxyphenyl)pipera-
zine

Dihydrochloride
Disulfate

Bitterness Erythromycin Antibiotic Cyclohexylsulfamate 23
Ethyl phosphate
Formate
Lactate
Lauryl sulfamate
Lauryl sulfate
Monostearyl phosphate
Octylsulfamate
Phosphate
Stearate
Stearyl sulfate
Sulfamate

Hydrate stability p-Aminosalicylic acid Tuberculostatic agent Calcium 24
Magnesium
Potassium
Sodium

Processing Ketoprofen Antirheumatic Sodium 25
Slow release Albuterol β2-Adrenergic receptor Adipate 26

Stearate
Sulfate

9-[2-(Indol-3-yl)ethyl]-1-oxa-3-oxo-4,9- Antihypertensive Acetate 27
diazaspirol[5,5] undecane Hydrochloride

3-Hydroxynaphthoate
Methacrylic acid
Methacrylate copolymer
Napsylate
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p-Hydroxybenzoate
Sulfate
Tartrate

Solid-state stability Fenoprofen Nonsteroidal anti-inflammatory, Ammonium 28
analgesic, and antipyretic Benzylammonium

Calcium
Choline
Magnesium
Potassium
Sodium

Vitamin A Vitamin Acetate 29
Nicotinate

Xilobam Skeletal muscle relaxant 1-Napsylate 15
2-Napsylate
Saccarinate
Tosylate

Solubility Methyl pyridinium-2-aldoxime iodide Cholinesterase reactivator Acetate 19
Chloride
Dihydrogen phosphate
Fumarate
Hydrogen sulfate
Lactate
Nitrate
Tartrate

α-(2-Piperidyl)-3,6-bis(trifluoromethyl)-9- Antimalarial Hydrochloride 13
phenanthrenemethanol 2-Hydroxyethane-1-

sulfonate
dl-Lactate
l-Lactate
Methanesulfonate
Sulfate

Oxazepam Anxiolytic Dihydrochloride 30
Lorazepam Hydrochloride

Maleate
Methanesulfonate
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Fig. 19 The structure of BMS-180431.

arginine salt was chosen for development based on factors such as ease of syn-
thesis, ease of analysis, experience with arginine salts, and marketing prefer-
ences.

Extensive studies of the various forms of the antiallergic agent nedocromil
were reported. The free acid (Fig. 20) (31) as well as the magnesium (32), zinc
(33), and calcium (34) salts were made. The commercially available form, nedo-
cromil sodium trihydrate (35), converts to a heptahemihydrate above 80% RH.
This situation leads to a possible problem when the drug is delivered by nasal
inhaler and the drug substance particles enter the humid environment of the respi-
ratory tract. Investigations of other salts in hopes of finding one that is more
stable resulted in the discovery of multiple hydrated crystal forms of various
salts, as summarized in Table 6.

Fig. 20 The structure of nedocromil.
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Table 6 Crystal Forms of Nedocromil

Salt form Crystal forms Ref.

Free acid Unsolvated 31
Calcium Pentahydrate 34

8/3 Hydrate
Magnesium Pentahydrate 32

Heptahydrate
Decahydrate

Sodium Trihydrate 35
Heptahemihydrate

Zinc Pentahydrate A 33
Pentahydrate B
Heptahydrate
Octahydrate

IV. SOLID FORM SELECTION

It is obvious from the preceding discussion that salt and solid form selection are
intertwined. The propensity of a compound, either neutral or a salt, to exist in
different crystal forms is considered as part of the salt selection process. However,
once selected for inclusion in drug product, the solid-state properties of a given
compound must be evaluated in detail. The following section describes the solid-
form selection process as it is carried out with a single chemical entity.

A. Solid Forms

The solid forms attained by organic compounds span a range of molecular order
(Fig. 21). At one extreme is the amorphous state, characterized by no regular
arrangement of molecules, as in a liquid. At the other is the crystalline state. In
a crystal the molecules exist in fixed conformations and are packed against each
other in a regular way. However, there are few if any ‘‘perfect’’ crystals. Imper-
fections in the packing arrangement during growth of a crystal can occur in many
ways and, when present in sufficient number, provide a poor-quality crystal. In-
troduce enough packing dislocations to disrupt every intermolecular interaction,
and the amorphous state results. Between amorphous and crystalline forms there
can be states of partial order, as in liquid crystals.

Generally, organic molecules prefer to exist in crystalline form when solid.
Amorphous material, even when isolable, is thermodynamically less stable than
crystalline material. The practical consequence of this is that there is energetic
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Fig. 21 An illustration of the concept of molecular order in solids.

pressure for an amorphous solid to crystallize, so selection of an amorphous form
of a drug for development must be made with this in mind.

In addition to variations in the relative amount of molecular order in solids,
there can also be variations in the nature of the order. Different crystalline ar-
rangements of the same molecule can exist; this phenomenon is known as poly-
morphism. All types of substances exhibit this behavior, including elements, inor-
ganic compounds, and organic compounds. Different crystal forms of elements
are called allotropes, while different crystal forms of inorganic or organic com-
pounds are called polymorphs. The propensity for polymorphism in organic com-
pounds is great. In a crystalline organic solid, the forces holding the crystal to-
gether, the intermolecular bonds, are much weaker than those holding each
molecule together, the intramolecular bonds. Typical intermolecular attractions
consist of van der Waals and hydrogen bonds, which range in energy from �0.1
to 8 kcal/mole. Intramolecular covalent bonds range from about 50 to 200 kcal/
mole. Thus, only small energy changes need be associated with changes in pack-
ing arrangements.

In many cases organic compounds incorporate water or solvents into their
crystal lattice. These species are called hydrates or solvates, respectively. Crystals
of this type are not strictly polymorphic, which is, by definition, different crystal-
line arrangements of a single substance. Practically, however, hydrates and sol-
vates exhibit the same range of property differences as do polymorphs and must
be considered as viable candidates in the form selection process.

In hydrates and solvates, the amount of water or solvent incorporation can
vary. Often, stoichiometric amounts are found, but not always at a 1:1 ratio of
water (solvent) to organic molecule. Some common hydrate ratios are shown in
Table 7. Many compounds form hydrates or solvates, and examples are given
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Table 7 Common Hydrates

Ratio of
organic:water
molecules Hydrate type

2:1 Hemihydrate
2:3 Sesquihydrate
1:1 Monohydrate
1:2 Dihydrate
1:3 Trihydrate
1:4 Tetrahydrate
1:5 Pentahydrate

later in this chapter. An unusually complex crystal is the antibiotic doxycycline
hydrochloride hyclate, which is a hemiethanolate hemihydrate (Fig. 22) (36).

Crystallographically, polymorphs differ from each other in packing ar-
rangement and, at times, in molecular conformation. The antibiotic nitrofurantoin
(Fig. 23) exists in two polymorphic forms, denoted α and β (37). In each poly-
morph the molecule adopts a planar conformation and forms extended sheets
which are stacked to make a crystal. However, the hydrogen-bonding interactions

Fig. 22 The asymmetric unit of doxycycline hyclate, showing two water molecules, one
ethanol molecule, and two independent conformations of doxycycline. Hydrogen atoms
are omitted for clarity (36).
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Fig. 23 The structure of nitrofurantoin.

that hold each sheet together are different (Fig. 24). Some of the data obtained
from single-crystal X-ray structure determinations of both forms are shown in
Table 8.

A compound whose polymorphic forms differ in both packing arrangement
and molecular conformation is 5-methyl-2-[(2-nitrophenyl)amino]-3-thiophene-
carbonitrile (Fig. 25) (38). This system is striking in that the conformations found
in each of three polymorphic forms can be correlated to the color of the crystals

Fig. 24 Depiction of the different hydrogen bonding patterns which hold molecular
sheets together in the α- and β-polymorphs of nitrofurantoin. Hydrogen bonds are shown
by dotted lines (37).
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Table 8 Crystallographic Data for the α- and β-Polymorphs of Nitrofurantoin (37)

Unit cell lengths (Å) Unit cell angles (deg)
Space

Form group a b c α β γ Z a

α P1 bar 6.774(1) 7.795(1) 9.803(2) 106.68(1) 104.09(2) 92.29(1) 2
β P21/n 7.840(5) 6.486(1) 18.911(6) 90 93.17(3) 90 4

a Z is the number of molecules in the unit cell.

Fig. 25 The structure of 5-methyl-2-[(2-nitrophenyl)amino]-3-thiophenecarbonitrile.

(red, orange, and yellow). The packing arrangements in these forms differ, and
the conformations of individual molecules in each form differ also. Rotations
around the single bonds joining the aromatic rings result in more or less overlap
of the pi electrons in these groups (Table 9, Fig. 26). In the red crystal the confor-
mation attained provides the greatest amount of co-planarity, allowing for maxi-
mum pi overlap. The conformation in the yellow crystal is the least co-planar.

In some cases molecules adopt more than one conformation in a single
crystalline arrangement. When this occurs, each conformer is part of the regular
array from which the crystal is built. An interesting example of this phenomenon
is the reverse transcriptase inhibitor lamivudine (Fig. 27). Two crystal forms of
this material are known (39). Polymorphic form II is unspectacular, characterized
by a highly symmetrical tetragonal lattice containing only one conformer of lami-

Table 9 Torsional Angles Found for Three Polymorphs of
5-Methyl-2-[(2-nitrophenyl)amino]-3-thiophenecarbonitrile (38)

Angle between
Polymorph Space group aromatic rings (deg)

Red P1 bar 46
Orange P21/c 54
Yellow P21/n 106
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Fig. 26 Conformations of 5-methyl-2-[(2-nitrophenyl)amino]-3-thiophenecarbonitrile
having more (left) and less (right) aromatic ring coplanarity. Hydrogen atoms are omitted
for clarity.

vudine. Form I, on the other hand, is quite unusual in that it contains five different
lamivudine conformers and one water molecule in the asymmetric unit (Fig. 28).
Spectroscopic characterization of such crystals can be complicated, as the differ-
ent conformations can give rise to different signals upon solid-state analysis. The
solid-state 13C-NMR spectrum of form II lamivudine exhibits resolved singlets
for each of the eight carbon atoms, but the corresponding spectrum of form I
consists of complex multiplets (39). This NMR feature, often referred to as crys-
tallographic splitting, results from the fact that each conformer provides different,
fixed local environments for each carbon atom in the molecule. Crystallographic
splitting is evident in the solid-state NMR spectrum of a crystalline material
which contains two independent conformations in the asymmetric unit, as shown
in Fig. 29.

It is common to find multiple solid forms of a single organic compound.
For example, the androgen dehydroepiandrosterone (DHEA, Fig. 30) exists in at
least seven solid forms. Three polymorphic forms, three hydrates, and a methanol
solvate were made and characterized (40). Single-crystal structure determinations
were carried out on forms I, S1, S3, and S4 (41,42). Structural features of the
various forms are compared in Table 10 and Fig. 31.

Fig. 27 The structure of lamivudine.
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Fig. 28 The asymmetric unit of lamivudine form I, showing one water molecule and
five independent conformations of lamivudine. Hydrogen atoms are omitted for clarity.

Fig. 29 The solid-state NMR spectrum of a crystalline compound having two conforma-
tions in the asymmetric unit. Note the splitting of many peaks into doublets. Arrows denote
spinning side bands.
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Fig. 30 The structure of DHEA.

So far we have concentrated on the crystalline state, but it is important to
note that amorphous materials may also exist in various forms. An excellent
review of the amorphous state, including a discussion of polymorphism, was
published by Hancock and Zografi (43). It is well known that an amorphous
substance behaves like a glass below and a rubber above its glass transition tem-
perature. In addition, polyamorphism of glasses may be possible. For example,
amorphous permethylated β-cyclodextrin (Fig. 32) was prepared by grinding and
rapid cooling of the melt (quenching) (44). Calorimetric analyses of the products
revealed that the ground material had twice the enthalpy of relaxation of the
quenched material. Relaxation is the process of transformation from a higher-
energy (less ordered) state to a lower-energy (more ordered) state. One explana-
tion is that the amorphous materials prepared by different methods are solids
having different degrees of order, or polyamorphic solids. In the amorphous con-
dition the order under discussion is short-range, spanning fewer molecules than
does the long-range order which is characteristic of a crystal.

More recently, samples of amorphous ursodeoxycholic acid (Fig. 33) were
prepared by grinding and quenching (45). The products behaved differently upon
exposure to ethanol vapor: the ground material crystallized, while the quenched

Table 10 Solid Forms of DHEA

DHEA:water Number of
Form Type (solvent) ratio conformers

I Polymorph — 2
II Polymorph — Unknown
III Polymorph — Unknown
S1 Hydrate 4:1 2
S2 Hydrate 1:1 Unknown
S3 Hydrate 1:1 2
S4 Methanolate 2:1 1
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Fig. 31 Four solid forms of DHEA; polymorph I (top left), monohydrate S3 (top right),
1/4 hydrate S1 (bottom left), and hemimethanolate S4 (bottom right). Solid circles are car-
bon atoms and open circles are oxygen atoms; hydrogen atoms are omitted for clarity
(41,42).

Fig. 32 The structure of permethylated β-cyclodextrin.
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Fig. 33 The structure of ursodeoxycholic acid.

material did not. The authors attributed these behaviors to differences in the mo-
lecular states of the products, namely, polyamorphism.

B. Polymorph Screening

Given all the possible structures available to an organic solid, form selection can
be a daunting task. The process typically begins once the molecular structure of
the active has been selected, but can also accompany salt selection (see above).
The first step in solid form selection is to determine if polymorphic and/or amor-
phous forms of the molecule of interest (drug substance) exist. This process is
called polymorph screening (46). Once forms are identified, they must be charac-
terized and their important properties determined. Only with such data in hand
can a rational selection of final solid form be made.

Polymorph screening is an empirical process at present. While significant
effort is being expended to develop algorithms that calculate crystal structure
based on molecular formula, no programs useful for a wide range of compounds
are available to date (47). One of the primary goals in a polymorph screen is to
prepare as many solid samples of the drug substance under as many different
conditions as possible. In this way, maximum opportunity is provided for the
drug substance to organize into different forms. A more detailed description of
the process follows.

A major consideration for a polymorph screen needs to be addressed at
this stage. A polymorph screen, no matter how extensive, cannot guarantee that
a new polymorphic form will not appear in the future. Stories of appearing and
disappearing polymorphs are plentiful (48). Such occurrences are likely related
to seeding. The first step in crystallization is formation of a seed, which involves
collection of disordered molecules into an ordered array. Seed formation is the
rate-determining step in a crystallization process. Now consider Ostwald’s rule,
which states that in passing from a less stable state (disordered) to a more stable
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state (crystalline), the product state is not the most stable state available, but is
the nearest in energy to the starting state (49). The practical result is that a kinet-
ically favored but metastable crystalline form of a new compound can exist alone
for long periods of time (often years) because seeds of a more stable form are
not present. However, once a seed of the more stable form arises, crystallization
of that stable form can begin and all of the existing metastable material can, and
eventually will, be converted to the stable material. Once a given polymorphic
form has crystallized, its seeds are everywhere, and it can be difficult to remake
original forms.

An example of problems caused by an appearing polymorph may be found
in the case of Abbott Laboratories’ protease inhibitor ritonavir (Fig. 34) (50).
This compound was discovered, developed, manufactured, and marketed over a
span of several years, so countless solid samples were generated during that time.
One dosage form marketed was soft-gel capsules, which were prepared from
crystalline material of the only solid form of drug substance known at that time
(form I). After more than two years on the market, batches appeared which failed
dissolution testing. These capsules were not released to market, but were studied
to determine the cause of the failure. It was found that the capsules contained a
new, more stable crystalline form of ritonavir (form II). Form II dissolves more
slowly than does form I, and was the cause of the dissolution failures. Eventually,
drug substance could no longer be manufactured as pure form I.

The human and financial costs resulting from the appearance of a new
polymorphic form of ritonavir are likely to be significant. One group even sug-
gested that there were likely to be shortages and an interruption in supply of the
capsules to the estimated 60,000 to 70,000 patients with HIV who were taking

Fig. 34 The structure of ritonavir.
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the drug (51). It was also predicted that other protease inhibitors will probably
gain market share at the expense of ritonavir, and that the impact on Abbott’s
bottom line will likely depend on how long it takes to fix the problem (51).

Generation of samples for a polymorph screen can be carried out in many
ways. Available methods were recently reviewed (52). A starting point usually
involves crystallizations from a variety of solvents. Initial experiments should
utilize solvents that provide a wide range of structural type and polarity, as well
as solvents that are being or will be used in the drug substance manufacturing
process. It is important to include water and/or water-containing solvent mixtures
among the solvents selected to encourage formation of hydrates, and it is not
wise to exclude solvents that might never be considered for manufacture; it is
useful to think of polymorph screening as simply a hunt for seeds. In addition,
some effort should be made to generate samples under conditions more favorable
to the production of metastable forms.

Solvents often drive formation of particular solid forms. This is obvious
in the case of solvates, where the presence of a solvent during crystallization is
necessary for its inclusion in the crystal lattice. In some cases different anhydrous,
unsolvated solid forms may be obtained at will, depending on the solvent of
crystallization. Interactions between solute and solvent can affect the nature of
the solute aggregation which leads to seed formation, and thus can control the
crystallization process.

The production of various solid forms using the solvent methods described
above may be illustrated by an investigation of the polymorphism of the anti-
inflammatory sulindac (Fig. 35) (53). The forms were obtained as outlined in
Table 11. Nonsolvated polymorph II resulted only from alcoholic solvents, sug-
gesting that hydrogen-bonding associations between sulindac and the solvent

Fig. 35 The structure of sulindac.
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Table 11 Production of the Solid Forms of Sulindac

Form Production method

Polymorph I Crystallization from chloroform at 5°C
Polymorph II Crystallization from methanol or ethanol at 5°C
Polymorph III Crystallization from chloroform at �20°C
Acetone solvate Crystallization from acetone at 5°C
Chloroform solvate Crystallization from chloroform at 25°C
Benzene solvate Crystallization from benzene at 25°C

prompt organization of polymorph II crystals. Either polymorph I, polymorph
III, or a chloroform solvate could be obtained from chloroform, depending on
the crystallization temperature.

Once samples have been obtained by various crystallization methods, each
should be analyzed by XRPD. If amorphous samples are generated, it will be
immediately obvious from their XRPD patterns (Fig. 5). Comparison of patterns
exhibiting reflections, which are indicative of crystalline material, usually allows
organization of samples into groups based on similarities.

Experience in analysis of XRPD patterns is necessary to carry out the orga-
nization process. It is important to remember that XRPD patterns which differ
in appearance do not necessarily represent different crystalline forms, since the
patterns can be greatly affected by sample size and preparation, which cause
preferred orientation. When the XRPD patterns have been organized, samples
exhibiting each of the pattern types should be analyzed by other methods, such
as DSC, TGA, IR spectroscopy, Raman spectroscopy, or solid-state NMR spec-
troscopy. The data resulting from these analyses can often be used to determine
types of solid forms represented by samples exhibiting different XRPD patterns.
It is also advisable to carry out additional analyses of several samples within an
XRPD group to check for the presence of desolvated solvates. Desolvated sol-
vates arise when loss of crystalline water or solvent is not accompanied by reorga-
nization of the crystal lattice. For example, the antibiotic dirithromycin (Fig. 36)
exists in a crystalline arrangement that can harbor six different solvents, ethanol,
1-propanol, 2-propanol, 1-butanol, acetone, and 2-butanone (54). The XRPD pat-
terns of these isomorphous solvates are nearly identical.

The data in Fig. 37 are typical of those in hand at this stage of a polymorph
screen. Two samples were generated which exhibit different XRPD patterns, and
were thus tentatively classified as pattern A (sample 1) and pattern B (sample 2)
material. The patterns could differ because of preferred orientation, as there are
no peaks in either pattern which clearly have no counterpart (intensities ignored)
in the other pattern. The thermal data in this case are very informative. Sample
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Fig. 36 The structure of dirithromycin.

Fig. 37 XRPD, DSC, and TG data for sample 1 (top) and sample 2 (bottom) generated
during a polymorph screen.
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1 appears to contain volatile material (1.5% weight loss below 125°C by TG)
and exhibits what is likely a melt (sharp endothermic event at 120°C by DSC).
Sample 2 does not contain significant amounts of volatile components. Upon
DSC analysis, sample 2 exhibits a small endothermic event followed immediately
by an exothermic event (70°C), and finally a second endothermic event at 120°C.
The latter data suggest that sample 2 undergoes a melt and immediate crystalliza-
tion to a second form, which melts at the same temperature as does sample 1.
Although each sample ultimately melts at 120°C, sample 1 loses 1.5% weight
concurrent with the melt but sample 2 only loses 0.2%. Calculation of the weight
loss expected for a monohydrate of this material (the molecular weight is 400) is
4.3%. Based on the data in Fig. 18, the following hypotheses might be generated.

Samples 1 and 2 are different solid forms, call them forms I and II, which
exhibit XRPD patterns A and B, respectively.

Form I is a low-order hydrated or solvated form.
Form II is an anhydrous, solvent-free form.
A third form (form III) exists which melts at 120°C. The XRPD pattern

of form III has yet to be observed.

Alternatively, one might hypothesize the following.

Samples 1 and 2 are different solid forms, call them forms I and II, which
exhibit XRPD patterns A and B, respectively.

Each form is an anhydrous, solvent-free form which can sorb water or
solvent.

Form II has a higher melting point (120°C) than does form I (slightly below
70°C).

Clearly, more data are needed to distinguish the two possible situations.
However, the combination of XRPD and thermal analyses has provided an excel-
lent start, making selection of the next steps a matter of answering specific ques-
tions. For example, observation of the XRPD pattern of a sample as it is heated
could be used to determine if a third form exists which melts at 120°C.

The next step of the polymorph screening process is to collect additional
data which will allow identification and characterization of each solid form. Addi-
tional material is usually required. Attempts to scale up the production of each
type of material should first involve simply repeating the procedures, at larger
scale, that provided each material in the first place. If this is unsuccessful, other
methods of production may need to be developed.

Once sufficient material of each type is in hand, many analytical methods
can be brought to bear as needed. It is always worth the effort to attempt to
grow single crystals which are suitable for X-ray structure determination, as this
technique gives an unequivocal picture of the solid form. Waters or solvents of
crystallization, as well as the number of independent conformations of the drug
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substance, are revealed by this method. However, it must be realized that only
one crystal is selected for analysis in an X-ray structure determination. The crys-
tallographer typically searches a batch of crystals to find one that has the best
optical properties, and that crystal may not be representative of the batch. To
understand the relationship of a single-crystal X-ray structure to the samples gen-
erated in the polymorph screen, a calculated XRPD pattern is beneficial. Since
the information in an XRPD pattern is a subset of the information obtained in a
single-crystal study, the XRPD pattern can be calculated from the single-crystal
data. A variety of computer programs are available that perform this operation,
at varying levels of sophistication. Comparison of a calculated pattern to experi-
mentally determined patterns allows unequivocal form assignment. In Fig. 38 are
shown XRPD patterns of two solid forms of a drug substance. Thermal analyses
suggested that form I was a hydrate and form II was an anhydrate. A batch of
form II material was characterized by XRPD and submitted for single-crystal X-
ray analysis, but unexpectedly, the resulting structure contained a molecule of
crystalline water. The calculated XRPD pattern clarified the situation: a crystal
of form I was chosen by the crystallographer from among a much larger number
of form II crystals, because the optical qualities of the former are always better
than those of the latter.

It is not always possible to grow single crystals which are suitable for X-
ray structure determination. In these cases spectroscopic methods can provide
information critical to form characterization. Spectroscopic analysis of samples
should be carried out on solid material that has been altered as little as possible.
For example, an IR spectrum acquired in the diffuse reflectance mode is prefera-
ble to a transmission spectrum for which the sample was prepared as a mull or
KBr disk. It is well established that solid-form interconversions can occur under

Fig. 38 Experimentally determined XRPD patterns for hydrated form I and anhydrous
form II are compared to the pattern calculated from single-crystal X-ray data obtained
from a crystal selected from a batch of form II material.
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the pressures induced by either of these sample preparation techniques. In our
laboratories, vibrational and NMR spectroscopic methods are used routinely. Wa-
ter or solvents of crystallization are often detectable by either method. In addition,
the environments around atoms are locked in a crystal and differ among different
crystal forms. Thus, a given bond can vibrate at different frequencies or a given
atom can resonate at different frequencies from one solid form to another. Some-
times spectroscopy can differentiate solid forms more clearly than XRPD.

More specialized techniques are often useful in form characterization. For
example, TG–infrared spectroscopy or TG–mass spectroscopy combinations
allow identification of volatile materials, making hydrate or solvate identification
easier. Variable-temperature and variable-humidity sample chambers on XRPD
or vibrational spectroscopy instruments provide the ability to watch crystal form
changes associated with changing conditions. The decision to use such methods
depends on the characteristics of the particular drug substance under study.

At this stage in the polymorph screen, enough data should be available
to sort out the number and nature of solid forms obtained from crystallization
experiments. As part of the characterization process, and to continue attempts
to generate new forms, hot-stage microscopic and moisture sorption/desorption
analyses should be carried out.

Hot-stage microscopy is the easiest way to determine if a substance sub-
limes. It has been estimated that two-thirds of all organic compounds sublime
(7), and sublimation is a viable method for sample production in polymorph
screening (52). Polymorphic forms may be missed in a typical screen without
resorting to HSM. For example, a sample obtained by crystallization from solvent
exhibited two endothermic events (at 160 and 180°C) by DSC analysis (Fig. 39).
On initial HSM examination of bulk crystalline material no change was observed
at 160°C, but the event at 180°C was shown to be melting. Cooling of the HSM
sample afforded a crystalline film which, reheated on the hot stage, revealed a
solid–solid transition at about 160°C. The transition was observed as a change
in birefringence colors under crossed polarizers, and was found to be spontaneous
and rapid in both directions. Variable-temperature XRPD analysis was then used
to confirm that different crystalline forms existed above and below the transition
temperature (Fig. 39). Without HSM analysis, the existence of the high-tempera-
ture solid form might have gone undetected.

Evaluation of drug substance by moisture sorption/desorption is a conve-
nient method to search for hydrated forms. Formation of a hydrate is often accom-
panied by a well-defined weight gain, the magnitude of which is indicative of
the order of the hydrate (that is, the molar ratio of water to drug substance). Some
drug substances form multiple hydrates, all of which can sometimes be identified
from the moisture sorption isotherm. For example, the sugar raffinose exists in
several hydrated forms. The stepwise conversion of the trihydrate to the pentahy-
drate is clear from the sorption isotherm at 30°C (Fig. 40) (55). Information about
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Fig. 39 XRPD patterns obtained before (left) and after (right) a solid-state phase transi-
tion (seen as the endothermic peak at 160°C in the DSC trace above).

the stability of both hydrated and anhydrous forms is also derivable from moisture
sorption/desorption analysis.

The effects of pressure on a drug substance should be investigated as part
of any polymorph screen. Common processing operations, such as milling, can
cause solid form transformations. Sometimes grinding can be used to generate
amorphous material, as noted above for permethylated β-cyclodextrin (Fig. 32)
(44) and ursodeoxycholic acid (Fig. 33) (45). It is also possible to bring about
crystalline form changes by grinding, including generation of a metastable form
from a stable form in certain cases. In an interesting example, grinding of the
antineoplastic cyclophosphamide monohydrate (Fig. 41) results in dehydration.
Loss of the water occurs without a significant change in the crystal lattice, af-
fording a metastable, anhydrous crystal form which undergoes a solid-state trans-
formation to a more stable polymorph (56).

Having generated multiple solid samples and analyzed them using multiple
techniques, enough data should be available to define the solid behavior of the
drug substance. Initial XRPD pattern groups can be reorganized into a set of
solid forms, each of which is known to be unique and is well characterized. At
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Fig. 40 Moisture sorption isotherm at 30°C showing the conversion of raffinose trihy-
drate to pentahydrate. This graph was constructed using data from Ref. 22.

Fig. 41 The structure of cyclophosphamide monohydrate.
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this point the screening process is completed, but evaluation of relative properties
remains to be done (see below).

Perhaps the most important guidelines to remember in polymorph screening
are to (a) generate as many samples as possible and (b) utilize multiple analytical
techniques. The latter is critical in our view: be aware that sometimes people
who develop an expertise in a single analytical technique tend to oversell its
capabilities. Assembling all of the data typically acquired during a polymorph
screen into a coherent description of the drug substance is often challenging and,
like any endeavor, made more efficient by experience. It must also be stressed
again that a polymorph screen, no matter how extensive, cannot guarantee that
a new polymorphic form will not appear in the future.

C. Property Evaluation

When the various solid forms exhibited by a drug substance have been found
and characterized, important properties of each form should be determined and
compared. Some properties, such as melting point and hygroscopicity, will have
been obtained in the form characterization process. Investigations of other proper-
ties will require directed research efforts. We will limit our discussion to selected
properties that reflect internal arrangement (thermodynamic stability, solubility,
and dissolution rate), and will not cover bulk properties which may be greatly
affected by both solid form and particle morphology (flowability, particle
size, etc.).

Knowing the relative thermodynamic stability of drug substance forms is
essential to form selection. As in any chemical transformation, the conversion
of one solid form to another is dependent on the relative free energies of the forms
as well as the energetic barrier to conversion. Under a given set of conditions, the
relative thermodynamic stabilities (free energies) of a set of forms is fixed. Any
metastable forms will convert, at some rate, to the most stable form. The conver-
sion rates depend on a number of factors and may be so slow as to be negligible,
as illustrated by the stability of diamond, which is a metastable form of carbon
under ambient conditions. However, choice of a metastable drug substance form
for development must be made with the realization that transformation will occur
if a low-energy pathway presents itself.

It is advisable to determine which of many solid forms is the most stable.
Relative stability orders can be established either qualitatively or quantitatively.
The thermodynamic relationship of forms is valid only at the temperature and
pressure conditions under which the experiments were carried out. Stability or-
ders may differ under different conditions. Since typical processing and storage
conditions are more likely to vary in temperature rather than pressure, it is impor-
tant to understand the thermodynamic relationships of forms over a range of
temperatures.
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In general, two energetic relationships are possible between two solid forms
of the same drug substance at various temperatures. The first is monotropic, in
which the free energies of each form remain constant up to the melting point.
The second is enantiotropic, in which there is a reverse in relative stabilities at
some temperature below the melting point. The easiest way to visualize these
relationships is with energy–temperature diagrams, as shown in Fig. 42. These
are plots of energy versus temperature for hypothetical solid forms (1) and (2),
in which both enthalpies (H) and free energies (G) are shown. The enthalpic
relationship of (1), (2), and the liquid compound remain unchanged from 0 K to
the melting points; ∆H1 � ∆H2 � ∆HL. However, since the entropic contribution
to free energy is temperature-dependent (∆G � ∆H � TTr ∆S), the free-energy
relationships may vary.

In the monotropic system (Fig. 42, upper diagram) the free energy of (1)
remains less than the free energy of (2) at all temperatures. Where the free-energy
curves cross the free-energy curve of the liquid defines the melting points (mp1

and mp2). The heats of fusion are represented by the distance between the solid
and liquid enthalpy curves at the melting points (∆Hf 1 and ∆Hf 2). Notice in the
monotropic system that the more stable solid form (1) has the higher melting
point and the higher heat of fusion.

The enantiotropic system is more complex (Fig. 42, lower diagram). The
relative free energies of (1) and (2) reverse at some temperature below the
melting points, which is called the transition temperature (TTr). The heat of transi-
tion (∆HTr) is given by the distance between the enthalpy curves of (1) and (2)
at TTr. Again, the intersection of the free-energy curves of the solids and the
liquid define the melting points. In this case, however, (1) has the lower melting
point and the higher heat of fusion, since it is the less stable at its melting tempera-
ture.

Various types of data may be used to understand energetic relationships.
The Burger-Ramburger rules are useful in this regard if the appropriate informa-
tion is available (57,58). Three of these are summarized in Table 12. Melting
points and heats of fusion and transition may be obtained from DSC data if the
compound is well behaved (does not decompose at its melting point, for exam-
ple). Densities are easily derived from structures established by single-crystal X-
ray analysis, or may be determined experimentally. Solubility measurements can
also provide information necessary to construct an energy–temperature diagram.
Relative free energies are reflected in equilibrium solubilities; the more stable
solid is the less soluble. A description of the application of thermal, density,
and solubility measurements to energy–temperature diagram construction was
published (59).

It is important to remember that the energy–temperature relationships dis-
cussed above are thermodynamic only. Metastable forms may readily convert to
a more stable form in the solid state (Fig. 39) or may never convert on the human
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Fig. 42 Energy–temperature diagrams for a monotropic system (top) and an enantio-
tropic system (bottom).
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Table 12 Three Burger-Ramburger Rules (57,58)

Rule Description

Heat of transition rule If an endothermic transition is observed at some temperature
below the melting point, it may be assumed that there are
two forms related enantiotropically.

If an exothermic transition is observed below the melting
point, it may be assumed that there are two forms related
monotropically or the transition temperature is higher.

Heat of fusion rule If the higher-melting form has the lower heat of fusion, the
two forms are usually enantiotropic; otherwise they are
monotropic.

Density rule If one form has a lower density than another, the first may be
assumed to be less stable at absolute zero.

time scale (diamond). The mechanisms of polymorphic transformations have
been reviewed (60).

Understanding of the free-energy relationships of various solid forms can
be important for various reasons. It is sometimes desirable to select a metastable,
even amorphous, form of a drug substance for development, as such forms can
offer bioavailability advantages. As mentioned above, this approach should be
taken only with the realization that transformation to a more stable form will
occur if a low-energy pathway presents itself. This pathway could be provided
by relatively routine operations such as milling during processing or storage of
drug product in a high-humidity environment. Certain formulations are more
risky in this regard than others. Suspension formulations, for example, offer the
opportunity for slurry interconversions to occur.

Enantiotropic systems whose transition temperatures fall within normal
processing temperature ranges must be characterized in order to develop robust
crystallization methods. The crystallization of a substance above its transition
temperature can afford a form that is metastable under ambient conditions. Re-
gardless of which form is desired, knowing the transition temperature is critical
to planning the crystallization.

The properties of solubility and dissolution rate are key to the form selec-
tion process. Solubility in this discussion refers to equilibrium solubility, which
is important to both process development and formulation activities. The rate of
dissolution of drug substance in physiological media often correlates to the rate
of attainment of therapeutic blood levels after administration of solid drug prod-
uct. In such cases the appropriate choice of form is critical to product efficacy.

Equilibrium solubility is most easily determined by agitating a mixture of
solid drug substance and solvent until equilibrium is reached, and then measuring
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the concentration of drug substance in solution. Any number of standard methods
can be used to determine the concentration (high-performance liquid chromatog-
raphy, ultraviolet/visible spectrophotometry, or simply evaporation of the solvent
and weighing of the residue, for example).

The application of solubility measurements to crystallization method devel-
opment is illustrated by the data shown in Fig. 43. Solubility curves were deter-
mined for two polymorphic forms of a drug substance, stable form 1 and metasta-
ble form 2. As expected, the stable form was the least soluble. A supersaturation
limit curve was also determined for the drug substance. Either form could be
reproducibly crystallized from a solution of drug substance in water by seeding
while in a concentration/temperature regime below the supersaturation limit. For
example, consider a 50-mg/mL solution. At 70°C this solution is supersaturated
with respect to form 1 but not form 2, so seeding with form 1 and cooling at a
slow enough rate to avoid primary nucleation afforded form 1 only. At 50°C a
solution at the same concentration is supersaturated with respect to both forms;
seeding with form 2, cooling as quickly as possible, and rapid harvest of the
crystal crop afforded form 2 only.

Dissolution rates are typically determined by measuring the concentration
of drug substance in a dissolution medium at various times. For comparison of
solid-form dissolution rates, the experiments should be carried out with excess

Fig. 43 Equilibrium solubility curves for stable form 1 (lower), metastable form 2 (mid-
dle), and the supersaturation curve (upper) for a drug substance in water. Either form
could be reproducibly obtained by adding the appropriate seeds to a solution of 50 mg/
mL of drug substance in water at the appropriate temperature, 70°C for form 1 and 50°C
for form 2. Dissolution rates for these same forms are shown in Fig. 44.
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solid of the appropriate form present throughout. If the goal is to relate dissolution
rate to bioavailability, the medium should be aqueous-based. However, any me-
dium providing a measurable rate may be used if, for example, relative thermody-
namic stabilities are desired.

It is important to realize that particle size can have a dramatic effect on
dissolution rates obtained using powders. Smaller particles, having a greater sur-
face area, dissolve faster than larger ones. It is usually an acceptable practice to
use powders for rate experiments as long as each sample is sieved to a common
particle-size range. An advantage to this method is that dissolution rate and equi-
librium solubility information can be obtained in a single experiment by analyz-
ing samples until the concentration reaches a constant value. In some cases, how-
ever, different solid forms crystallize to give inherently different particle sizes.
In such situations intrinsic dissolution measurements are called for. An intrinsic
dissolution experiment involves compression of each sample into a tablet, which
is retained in a specialized apparatus such that only one face of the tablet is
exposed. The apparatus containing the tablet is then placed in the dissolution
medium, allowing control of the exposed surface area of each sample. In this
way dissolution rates of different solid forms can be obtained which are compara-
ble without consideration of particle size effects. Remember when using the in-
trinsic dissolution method that crystal form changes can occur under pressure,
so preface the dissolution experiment with analyses of solid before and after tablet
formation.

Fig. 44 Dissolution rate curves for stable form 1 and metastable form 2 for a drug
substance in water at approximately 25°C. Equilibrium solubilities for these same forms
are shown in Fig. 43.
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An example of typical dissolution rate results is shown in Fig. 44. Stable
form 1 and metastable form 2 are the same as those whose solubilities are plotted
in Fig. 43. The data shown in Fig. 44 were obtained using sieved powders at
approximately 25°C. Each form dissolves rapidly to a concentration just over 7
mg/mL, which is the equilibrium solubility of form 1. Form 2 continues to dis-
solve until it reaches its equilibrium concentration of just over 11 mg/mL. Based
on the data in Figs. 43 and 44, one might decide to develop metastable form 2
into drug product because it is obtainable at will and it rapidly dissolves to give
a higher concentration (compared to form 1) of drug substance in water. Of
course, form 2 would have to be kinetically stable relative to conversion to the
thermodynamically favored form 1 during processing and storage in drug
product.

V. CONCLUSIONS

Selection of the appropriate solid form of a drug substance is critical to the stabil-
ity and efficacy of the final drug product. Investigations necessary to make a
rational solid form selection should be carried out as early in the drug develop-
ment process as possible in order to (a) provide critical information to manufac-
turing and formulation development activities and (b) avoid having to change
drug substance form late in the drug development process.

Drug substance solid form selection can be approached in a rational man-
ner. The process consists primarily of salt selection and polymorph screening,
both of which involve preparation and property evaluation of many samples. It
is critical that multiple analytical techniques be employed during this work. The
amount of information that needs to be collected is large, and evaluation of it
requires experience and flexibility.
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Changes in solid-state structure of cyclophosphamide monohydrate induced by me-
chanical treatment and storage. Pharm Res 12:299, 1995.

57. A Burger, R Ramburger. On the polymorphism of pharmaceuticals and other molec-
ular crystals. I. Mikrochim Acta (Wien) II:259, 1979.

58. A Burger, R Ramburger. On the polymorphism of pharmaceuticals and other molec-
ular crystals. II. Mikrochim Acta (Wien) II:273, 1979.

59. A Grunenberg, J-O Henck, HW Siesler. Theoretical derivation and practical applica-
tion of energy/temperature diagrams as an instrument in preformulation studies of
polymorphic drug substances. Int J Pharm 129:147, 1996.

60. WC McCrone. Polymorphism. In: D Fox, MM Labes, A Weissberger, eds. Physics
and Chemistry of the Organic Solid State. New York: Interscience, 1965, chap. 8.

Copyright 2002 by Marcel Dekker. All Rights Reserved.



2
Preparation of Drug Samples
for Analysis

David E. Nadig
The R. W. Johnson Pharmaceutical Research Institute,
Raritan, New Jersey

I. INTRODUCTION

In this chapter the topic is the techniques for preparing pharmaceutical samples
for analysis. Sample preparation of pharmaceutical products as well as biological
samples is discussed. The scope of this chapter includes only sample preparation
for chromatographic analysis in which the chromatographic system, not the sam-
ple preparation, achieves the ultimate isolation of the analyte. Isolation and puri-
fication of relatively pure substances for spectral analysis, e.g., infrared spectros-
copy, nuclear magnetic resonance, and mass spectrometry, will be discussed
elsewhere. This chapter is organized into three groups of discussions.

The first part of the chapter reviews some types of samples that a pharma-
ceutical analytical chemist would address. The second part deals with some fun-
damental chemical principles that are critical to the development of rugged sam-
ple preparation methods. The third part contains detailed discussions of specific
techniques that a pharmaceutical analytical chemist should have in his or her
arsenal. Each discussion will attempt to provide some practical examples of the
technique as well as how the technique would fit into the overall analytical
strategy.

The most common pharmaceutical analysis is the quantitative measurement
of the active ingredient and related compounds in the pharmaceutical product.
These determinations require the highest accuracy, precision, and reliability be-
cause of the intended use of the data: manufacturing control, stability evaluation,
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and shelf-life prediction. Determination of drugs and their metabolites in biologi-
cal samples, generally plasma or urine, is important in elucidation of drug metab-
olism pathways as well as comparing bioavailability of different formulas.

II. PHARMACEUTICAL SAMPLES

Table 1 lists types of samples that are typically found in the pharmaceutical ana-
lytical chemistry lab. Different dosage forms and sample types represent different
types of chemical mixtures and offer a different set of sample preparation prob-
lems. Pharmaceuticals are necessarily formulated as chemical mixtures to achieve
the desired physiological effect. The purposes of inactive ingredients are varied:
see Table 2.

The presence of the inactive ingredients is an important consideration when
developing sample preparation methods. The product of the sample preparation
steps must produce a solution with the following properties:

1. The analyte concentration is in the measurable range of the instrument.
2. The purity complements the chromatographic system.
3. The recovery is quantitative or reproducible from sample to sample.
4. The analyte is stable until the sample is analyzed.
5. The sample is compatible with the chromatographic system.

A. Range

The instrumental method must be developed before the sample preparation
method. The concentration of the prepared sample must be within the working
concentration range of the instrumental method. This will determine the volume
of dilution for the sample; if the sample is too dilute, then the sample must be

Table 1 Types of Pharmaceutical Samples

Sample type Explanation

Plasma sample Metabolism or bioavailability
Tablet, capsule Solid mixture
Packaging material, rubber gasket, bottle Solid mixture
Transdermal patch, topical gel Semisolid solution
Elixir Solution
Aerosol Solid in gas
Oral suspension, topical lotion Solid suspended in liquid or
Oral suspension, topical cream liquid–liquid suspension (emulsion)
Candy lozenge Solid–Solid suspension
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Table 2 Pharmaceutical Excipients

Excipient Function

Starch Dilution, improve compressibility
characteristics

Antioxidants Stability
Salts of glycolated starch Tablet disintegration
Natural or artificial flavors, sweeteners Improve taste
Gelatin Contain drug, improve swallowability
Oils Plasticizer
Carbohydrate or acrylic polymers Delay or sustain release
Alcohol Solubility
Magnesium stearate Granulation flow improvement

concentrated using an appropriate sample preparation technique. For example,
trace analysis methods often include a step to evaporate the sample dissolved in
an organic solvent, with subsequent reconstitution in a smaller volume.

B. Selectivity

The sample preparation method must not only deliver a measurable amount of
sample but the compounds accompanying the analyte must not interfere with the
analysis. As an illustration, consider a gravimetric assay in which the detection
step has no discriminating power and the sample preparation provides all of the
specificity. In contrast, an enzyme assay can be performed on a very complex
sample without any sample preparation or isolation of the analyte, because the
changes in substrate concentration can be linked directly to the activity of the
enzyme.

Similarly, the sample preparation must be complementary to the instrumen-
tal method. Chen and Pollack (1) compared four sample preparation techniques
for a capillary electrophoresis assay of a peptide in human plasma. Table 3 is a

Table 3 Comparison of Sample Preparation Techniques for
Biological Samples (1)

Preparation Recovery Clean-up

Ultrafiltration Poor Good
Microcentrifuge Poor Poor
Protein precipitation (acetonitrile) Excellent Poor
Solid-phase extraction Excellent Poor
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summary of Chen and Pollack’s observations of all four sample preparations
and is an excellent example of the method development process. None of the
investigated techniques alone satisfied both sample clean-up and analyte recovery
criteria. The authors decided to combine the two techniques that offered excellent
recovery, acetonitrile deproteination followed by solid-phase extraction. This
combination offered a complement of selectivity that provided for adequate sam-
ple clean-up by removing the compounds that interfered with the instrumental
method.

C. Recovery

The recovery of a sample preparation must be assessed, because the recovery
determines the accuracy of the analysis. For drug substance and drug product
analysis, recovery of 100% is generally required to maintain required levels of
accuracy and precision. For biological samples, less than quantitative recovery
is generally acceptable if the recovery is reproducible.

D. Stability

After the sample is prepared and is awaiting instrumental analysis, the analyte
must be stable for a reasonable amount of time. If necessary, the sample may
require one additional step, such as pH adjustment. This is particularly important
for trace impurity or degradant methods. If the method is used to report degrad-
ants, then the sample must resist degradation so that the method can discriminate
between degradation of the test solution and degradation of the test article.

E. Compatibility with the Instrumental Method

The first concern in the selection of the sample preparation solvent is to optimize
recovery. However, a secondary consideration is the sample solvent’s effect on
the analysis. This is true whether the analytical technique is ultraviolet spectros-
copy (UV), high-performance liquid chromatography (HPLC), or gas chromatog-
raphy (GC). The method development sequence can be described as: (a) develop-
ment of the chromatographic separation, (b) development of the sample
preparation method, and then (c) evaluation and optimization of the interaction
of the sample preparation with the instrumental method.

For UV analyses, the sample and the calibration standard must be dissolved
in the same solvent to eliminate solvent effects on the UV absorbance. The sample
and standard must also have similar pH. For many organic compounds, the UV
absorbance maximum undergoes major shifts depending on the solvent and pH
conditions. When the UV spectrum shifts to longer wavelengths it is termed a
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bathochromic shift, and likewise when the maximum shifts to shorter wave-
lengths it is termed a hypsochromic shift.

This solvent effect has also been attributed to errors in HPLC analysis, in
which the sample solvent used for injection can alter the analyte’s absorptivity
enough to alter the accuracy of the analysis (2), although there is disagreement
over the mechanism of this error (3). This problem can occur only if the slug of
injection solvent has not dissipated prior to the analyte reaching the UV detector.
Although this can be controlled by using identical solvents for calibration and
measurement, it is better to keep the HPLC sample stream consistent throughout
the analysis by dissolving the sample in a mobile phase or by designing a long
enough HPLC separation so that the analyte is dissolved in the mobile phase
when it reaches the detector. For reasons of solubility or stability, it sometimes
is not possible to use the mobile phase as the injection solvent.

A larger concern in selection of HPLC injection solvent is chromatographic
effects. Distortion of chromatographic peaks caused by the sample solvent is a
well-known phenomenon in most method development laboratories and has been
reported extensively (2,4,8,9). It is easily demonstrated by injection of a large
volume of analyte dissolved in a strong solvent, e.g., acetonitrile for a reversed-
phase system. Unless the mobile phase itself is almost all organic in composition,
the analyte peak shape will be sharper when dissolved in the mobile phase than
when dissolved in the strong solvent. The same effect is observed in a normal-
phase system when the injection solvent is too strong (4). This effect results in
changes in retention volume as well as in peak distortion such as tailing, fronting,
and splitting (5,6).

Ng and Ng (4) have designed a computer simulation to model this HPLC
chromatographic effect. According to this model, the sample enters the column
as ‘‘slug’’ or ‘‘slice’’ and peak shapes can be calculated from retention data of
the solute in the mobile phase and retention data of the solute if the sample
solvent is used as mobile phase. If there is a large difference in solvent strength
between the mobile phase and the sample solvent, then the peak will be asymmet-
rical. This simulation also proposes two other significant factors: injection vol-
ume and retention volume. A larger injection volume provides for longer slices
of injection solvent, thus the solute will spend more time in the sample solvent
before it exchanges to the mobile phase. If the retention volume is small, the
solute will spend less time in the mobile phase relative to the time it spends in
the sample volume. Dolan recommended that HPLC injections be made with
sample solvents of mobile phase or a solvent that is one-half that of the mobile-
phase solvent strength (7). Use of a sample solvent that is weaker is generally
acceptable because the sample will lag behind only until the stronger mobile
phase behind the solute reaches it, and then the separation will continue as designed.

Published examples include mostly cases where differences in organic sol-
vent concentration and ionic strength (8,9) accounted for HPLC injection effects.
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Ionic strength is particularly important for ion-exchange HPLC methods. Other
factors affecting mobile phase, such as pH, must also be controlled. If the injected
sample overwhelms the buffering capacity, then retention behavior will be af-
fected if it is dependent on pH.

Injection effects may be minimized by dissolving the sample in a weak
solvent; however, even in the absence of injection solvent effects, the volume of
injection should be optimized depending on the goals and objectives of the assay.
Bristow (10) recommends an injection volume less than one-tenth of the peak
volume to maintain resolution and injection volume up to one-fourth of the peak
volume if sensitivity concerns override resolution concerns. The peak volume is
the volume of mobile phase that contains the peak at the detector (product of flow
rate in volume per minute and peak width in minutes). If the solute’s retention is
increased, the peak is broadened, then the injection volume may be increased
(10). This is consistant with the model developed by Ng and Ng (4).

Sample solvent effects on gas chromatographic analyses involve a very
different set of considerations. For capillary GC, the effect of the injection solvent
has been shown to affect injection precision caused by the expansion volume of
the vaporized injection solvent. If the solvent evaporates too fast to a volume
larger than the injector volume, then the rapid pressure increase in the injector
can cause the sample to leak out through the septum, leading to poor injection
precision (11,12). Different solvents have different expansion volumes and
expansion rates, therefore proper solvent selection can overcome this problem.
Other solutions are smaller injection volume, slower injection speed, or lower
injector temperature (11).

F. Pharmaceutical Solids

The most reliable solid sample preparation is to completely dissolve the entire
sample because the opportunities for recovery loss are minimized. This is possible
for the analysis of drug substance samples for potency or impurities. However,
drug products such as tablets or capsules are solid mixtures that may be formu-
lated with insoluble excipients such as polymers, silicas, and starches, requiring
a liquid–solid sample preparation. The dissolution of a drug in this situation
requires that a solution be made in the presence of undissolved solids. At other
times it is desired to leave behind solids to prevent interference with the chro-
matographic analysis. In these situations the resulting sample is not a clear solu-
tion, so the solvent must be chosen to maximize recovery. Poor recovery can be
the result of undissolved analyte or analyte that is adsorbed or entrapped by the
solids. Adsorption can be reduced by adjustment of sample pH or solvent concen-
tration, depending on the nature of the interaction. Analyte entrapment can occur
if the test article was manufactured with the matrix in the liquid state or for a
residual solvent loosely included in the drug’s crystal lattice (13,14). For residual
solvent methods, it is best to completely dissolve the matrix to access the analyte
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(11). It is often possible to find a solvent which dissolves both the matrix and
the analyte; however, if this is not possible, a liquid–liquid extraction subsequent
to dissolution of the matrix may be necessary (14).

A typical sample preparation method for a solid dose is to add the sample
or a triturated dose to a suitable solvent. Dissolution of the compounds of interest
can be accelerated by stirring, shaking, or sonication. These methods allow the
precise control of volume and temperature. Soxhlet extractors (see Section V.A)
are designed for liquid–solid extraction, but are rarely used.

Many recovery problems such as entrapment or adsorption are not revealed
by the typical standard addition experiments because they may be a result of
the manufacturing process. To assess the recovery, ruggedness experiments are
required in which critical sample preparation parameters such as pH, solvent
composition, or extraction time are varied. Alternatively, recovery can be com-
pared to a second method, such as soxhlet extraction.

Automation of sample preparation of pharmaceutical solids has been quite
successful. A variety of instrumentation is commercially available from several
vendors. The instruments are capable of handling a dosage form, placing it into
a vessel, adding solvent, and mechanically homogenizing the sample until the
analyte is dissolved. Typically, the instrument can then dilute to the desired con-
centration. Some models are also capable of transferring the prepared solution
to a HPLC injector or an ultraviolet spectrophotometer for measurement. These
instruments use accurate balances to control the accuracy of solvent additions
and dilutions.

G. Pharmaceutical Liquids

Pharmaceutical liquids require very minimal sample preparation: they can be
injected directly, diluted in mobile phase or other suitable diluent, or extracted
into an organic solvent. A diluent is chosen to maintain solubility of the analyte
as well as compatibility with the chromatographic system. Pharmaceutical sus-
pensions must be pretreated to dissolve the drug prior to analysis. Another liquid
dosage form is an emulsion, in which the liquid is suspended in a second immisci-
ble liquid such as polydimethylsilicone. The sample preparation must break the
emulsion. In the analysis of a polydimethylsilicone suspension, a liquid–liquid
extraction is generally used to break the emulsion and prepare the sample for
simethicone measurement.

H. Biological Samples

Biological samples represent a very different set of challenging analytical prob-
lems. The concentration of the drug is generally very low, micrograms per millili-
ter or less, and the matrix is very complex. Additionally, the drug is often bound
by protein or even covalently conjugated to form a more water-soluble metabo-
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lite. These problems require special techniques, many times in series. The individ-
ual techniques are discussed below. Wong has also reviewed many of the tech-
niques used for analysis of biological samples (15).

Many of the more complex sample preparation techniques are used for
analysis of biological samples. Liquid–liquid (16) or solid-phase extraction (17)
are often used to isolate the compound from the sample, and sometimes it is
necessary to apply both techniques in sequence to achieve adequate clean-up
(18). Some plasma samples can be analyzed after a quick treatment to remove
the protein (67).

III. FUNDAMENTAL THEORIES CONTROLLING
PREPARATION TECHNIQUES

Before we begin the discussion of specific sample preparation techniques, it is
necessary to review some of the fundamental theories that control these separa-
tion techniques (see Table 4). Phase equilibrium theories, phase contact, and
countercurrent distributions provide the basis for the extraction techniques, e.g.,
liquid–liquid extractions as well as the various solid-phase extraction techniques.
Solubility theories provide the basis for the preparation and dissolution of solid
samples. Finally, understanding of the basic physicochemical theories that control
intermolecular interactions is critical for successful development of sample prepa-
ration methods.

A. Physicochemical Interactions

Several types of intermolecular physicochemical interactions are critical to the
development of sample preparation methods. For the purpose of discussing sam-
ple preparation techniques, the interactions can be divided into four types: ionic,
dipole–dipole, hydrogen bonding, and hydrophobic interactions.

Ionic interactions are interactions of two charged species of opposite
charge. Examples of sample preparation techniques using ionic interactions are
ion-exchange or ion-pairing chromatography. The strength of these interactions
depends on the ionic concentration of the solutions. As the ionic strength in-
creases, the charge–charge interaction decreases. The presence of competing
charged species (high ionic strength) results in weaker attractions of the species
of interest. The pH of the solution plays a critical role, since most charged phar-
maceutical compounds are weak acids or bases that can be neutralized by the
addition of base or acid, respectively.

Dipole–dipole interactions occur when partial charges due to two separate
dipoles of opposite charge come together, such as the adsorption of a solute onto
the stationary phase in normal-phase chromatography. Hydrogen bonding occurs
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Table 4 Summary of Sample Preparation Techniques

Technique Application Principles Requirements

Liquid–liquid extraction Isolation from liquid sample Partitioning Commonly available equipment
and reagents

Solid phase extraction Isolation from liquid sample Step-gradient liquid chromatogra- Supplies are commonly available,
phy mechanisms including automated devices

Column-switching In-line biological prep Combines various liquid chroma- Complex computer-controlled
tography selectivities valve system

Solid-phase microextraction Isolation from liquid samples, di- Partition or adsorption from solu- Inexpensive segments of coated
rect immersion or headspace tion or gas fused silica

Protein precipitation Protein removal for plasma sam- Decreases protein solubility using Commonly available equipment
ple analysis chaotropic agents and reagents

Ultrafiltration Protein removal for plasma sam- Molecular-weight-selective mem- Uses special filtration and low-
ple analysis branes speed centrifuge

Dialysis Protein removal for plasma sam- Molecular-weight-selective mem- Dialysis membranes
ple analysis branes combined with osmotic

pressure
Drug conjugates hydrolysis Chemical hydrolysis of drug me- Hydrolysis Commonly available equipment

tabolites and reagents
Direct HPLC injection Analysis of plasma samples with Achieves molecular-weight selec- Some methods require expensive

no sample preparation tivity using specially designed columns
bonded silica or maintains pro-
tein solubility with surfactants

Derivatization Chemical reaction to improve sep- Treatment of active hydrogen Small volumes of reactive deriv-
aration or detection functional group with electro- atization reagents

philic reagent
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when a hydrogen of one molecule interacts with an electronegative dipole of
another molecule or functional group. Hydrogen-bonding interactions behave
similarly to dipole interactions. These forces are very dependent on the amount
of water present and the polarity of the solvent. The strength is maximized in
nonpolar solvents. Dipole–dipole interactions can affect recovery if the analyte
adsorbs onto an undissolved solid in a solid–liquid sample preparation.

Hydrophobic interactions are important in liquid–liquid extractions as well
as in reversed-phase chromatography. This interaction is driven entropically by
the exclusion of water from the nonpolar species: the inclusion of water in a
nonpolar phase requires the molecular ordering of the water.

B. Solubility

To prepare solid samples for analysis, information about the solubility of the
analyte must be collected. The solubility of a solute is the concentration of the
solute when it is at equilibrium with the solid substance, that is, the solution is
saturated. For the preparation of a solid drug substance or product, the final drug
concentration should be considerably less than the drug’s solubility, to assure
reliable recovery from day to day.

Many factors affect solubility and must be considered. For example, pH,
ionic strength, and temperature can significantly affect solubility. For example,
the aqueous solubility of a carboxylic acid can be orders of magnitude higher at
a pH above the pKa than below the pKa. This is due simply to changes in the
polarity of the molecule. Conversely, the solubility of weak bases such as amines
is higher when the pH is below the pKa of the base. For aqueous sample prepara-
tions, addition of a water-miscible solvent such as acetonitrile or alcohol can be
used to enhance solubility. For example, the solubility of acetaminophen in water
is approximately 11 mg/mL, but the solubility is doubled by adding 2% ethanol
(19).

For methods to measure trace impurity, the sample can be saturated with
respect to the active ingredient because the solubility of the impurity is indepen-
dent of the solubility of the drug. This technique, sometimes called the ‘‘swish
technique,’’ allows for the use of small diluent volume and is an excellent tech-
nique for analysis of traces impurities such as degradants or residual solvents.
However, recovery experiments are critical to demonstrate that the analyte is not
adsorbed or entrapped by the solid drug.

C. Phase Equilibrium

Phase equilibrium theory is the fundamental basis for many of the separations
techniques used for sample preparation, including liquid–liquid extraction, solid-
phase extraction, solid-phase microextraction, and HPLC.
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When a solute X is exposed to two immiscible phases, the partition equilib-
rium can be described by the following equation:

X1 : X2

and the partition coefficient is defined as follows:

Kp �
[X]1

[X]2

where

Kp � partition coefficient
X1 � concentration of X in phase 1
X2 � concentration of X in phase 2

The partition coefficient is a very useful concept for understanding phase equilib-
rium theory and for developing analytical methods; however, partition coeffi-
cients are prone to so many contemporaneous variables, they cannot be cataloged
and indexed. This becomes clear when we look at the derivation of the partition
coefficient equation. For the partitioning process, the free-energy change is de-
scribed as

∆G � ∆G0 � RT ln(aX1) � RT ln(aX2)

where

∆G � free-energy change
∆G0 � standard free-energy change

R � gas constant
T � temperature

aX1 � activity of X in phase 1
aX2 � activity of X in phase 2

at equilibrium, ∆G � 0, so the equation can be simplified:

∆G0 � �RT ln
(ax1)
(ax2)

Kp �
(aX1)
(aX2)

� e �
∆G

RT

Thus the constant Kp is determined by the temperature and ∆G0. Furthermore,
∆G0 for a liquid–liquid extraction is influenced by many other variables, such
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as pH, temperature, ionic strength of the aqueous phase, and the volumes of the
two phases. Therefore, method development efforts must include identification
and control of these critical variables that will influence the extraction. It should
also be noted that for very high concentrations of two solvents that are not com-
pletely immiscible, the partition model is not valid, although many of the same
concepts apply.

IV. VALIDATION

Sample preparation is often the most complex development step in a pharmaceuti-
cal analysis. The objective of sample preparation is to reproducibly provide 100%
of the analyte in a solution that is ready for analysis. The objective of the valida-
tion experiments is to determine if the method is suitable for its intended purpose
by running the method and comparing the results to predetermined criteria which
will assess accuracy, precision, linearity, specificity, range, and ruggedness. Vali-
dation experiments and criteria are periodically suggested by regulatory authori-
ties such as the U.S. Food and Drug Administration, the International Committee
on Harmonization and the U.S. Pharmacopeia for drug substance and drug sub-
stance methods (20–22), as well as bioanalytical methods (23,24). Sample prepa-
ration is a critical part of the analytical method validation.

Validation of accuracy is done by applying the method to samples for which
the amount of analyte is known. This can be done using a series of samples
where the analyte is added to a pharmaceutical placebo or to blank plasma. Some
manufacturing processes, such as wet granulation, can alter the physical form of
the drug product, thus affecting sample preparation effectiveness. In this case it is
difficult to validate the accuracy of the method using spiked placebo experiments,
because recovery of the analyte from a spiked placebo experiment may not be
representative of recovery of an analyte from a manufactured product. Con-
versely, preparing the product using the manufacturing process cannot provide
samples with sufficiently reliable drug content to validate a method. Since it is
not possible to validate the sample preparation procedure, the method develop-
ment should include some robustness experiments which test the sample prepara-
tion variables. For example, mixing-time studies should be performed in which
the time is increased until recovery is maximized.

Validation of bioanalytical methods requires experiments to assess accu-
racy, precision, limit of detection, limit of quantitation, range, linearity, selectiv-
ity, and sample stability (23). The sample preparation step has a great impact on
all these parameters. The extraction efficiency must be experimentally determined
by comparison of extracted samples to unextracted standards (24,25). The unex-
tracted standards, because of interference, must be diluted in saline or the mobile
phase rather than plasma.
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V. SPECIFIC SAMPLE PREPARATION TECHNIQUES

A. Soxhlet Extraction

A classical liquid–solid sample preparation technique is Soxhlet extraction. The
apparatus consists of a pot of extracting solvent which is refluxed to provide
fresh hot solvent to drip through the solid sample. Solubility is maximized by
using the clean hot solvent for dissolution. The sample is contained in a porous
thimble held between the solvent flask and the reflux condenser. The Soxhlet
technique is not often used in routine pharmaceutical sample preparations for
two reasons: the high temperature can cause degradation which is unacceptable
for stability-indicating assays, and the technique is difficult to perform on multi-
ple samples because of time and space requirements.

B. Liquid–Liquid Extraction

Liquid–liquid extraction is generally reserved for more complex samples because
it offers poorer precision than other techniques. It is most commonly used for the
preparation of biological samples in which less precise methods can be tolerated.
Occasionally, however, an extraction is necessary for the determination of a
water-insoluble compound in a water-soluble matrix, such as the analysis of fat-
soluble vitamins in tablets or menthol in pharmaceutical lozenges. In these cases,
the water-soluble matrix must be treated with water to gain access to the analytes,
but the solvent cannot be made sufficiently nonpolar to dissolve the analytes by
adding a water-miscible solvent.

As discussed previously, in partitioning systems, there are some critical
parameters that must be controlled. Selectivity and recovery can be manipulated
by solvent selection (see Table 5). For ionizable drugs, the pH must be controlled
to optimize the recovery. Generally, when the drug is in the ionized form, it is
more soluble in the aqueous phase. Likewise, when the drug is in the uncharged
state, it will generally partition into the organic layer, which is often exploited
in sample clean-up steps called back-extractions. After the analyte is transferred
to the organic solvent, a back-extraction technique can be used to take the sample
back to an aqueous phase by adjusting the pH of the aqueous phase. By using
sequential extractions and back-extractions, a high degree of selectivity can be
achieved. However, care must be taken to maintain reproducible, high recovery.

To overcome poor extraction efficiencies, organic fraction from sequential
extractions can be pooled (26). Liquid extractions are also used for trace enrich-
ment of the analyte by evaporating the organic layer to dryness and then reconsti-
tuting into a smaller volume of mobile phase.

The addition of specific enhancers has been used to effect liquid–liquid
extractions. Valenta et al. (79) have improved the extraction of phenobarbitol by
using specific binding compounds to enhance the partition coefficient. By adding
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Table 5 Typical Liquid–Liquid
Extraction Solvents (in order of
polarity)

Dielectric
Solvent constant (78)

Water 78.54
Methyl ethyl ketone 18.5
Isobutyl alcohol 15.8
Methylene chloride 9.8
Ethyl acetate 6.02
Chloroform 4.806
Diethyl ether 4.335
Toluene 2.379
Carbon tetrachloride 2.238
Benzene 2.284
Cyclohexane 2.023
Hexane 1.890

a soluble artificial receptor to the chloroform phase, the chloroform partition coef-
ficient was improved enough to alter the liquid-phase ratios. The chloroform-to-
serum sample ratio was reduced to 1:2; without the receptor, a ratio of 10:1 was
required to achieve the same extraction efficiency. A more simple case is the use
of the cation methylene blue to form an ion pair with alkylsulfonates (27). The
ion-pair complex is partitioned into chloroform, where the amount of the alkylsul-
fonate can be measured spectrophotometrically in the visible spectrum.

A limitation to liquid–liquid extractions is that they are very difficult to
automate. However, two approaches have been reported. Hsieh et al. reported the
automated liquid–liquid extraction of hydrochlorothiazide from plasma and urine
that simply mimics the actions of the analytical chemist (28). They made use of
a robotic system that was programmed to combine the sample, internal standard
solution, buffer, and solvent. The robot then mixed the sample, transferred the
extract to a new tube, evaporated the extract, and injected it onto an HPLC.

A different automation approach, called solvent extraction-flow injection,
was originally described by Karlberg and Thelander (29). This is a continuous-
flow technique in which the aqueous sample is injected as segments into a stream
of organic solvent. The sample flows through a series of mixing coils until the
analyte reaches equilibrium. The measurement is then done on the separated or-
ganic phase. Lucy and Yeung (30) applied improvements to the separation step
and applied it to the assay of dimenhydrinate with a precision of 2.5–4% and a
throughput of 12 samples per hour.
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C. Solid-Phase Extraction

Solid-phase extraction is a sample preparation technique that has been derived
from liquid chromatography technology and has been applied extensively to the
analysis of biological samples as well as pharmaceutical products. It is a step
gradient technique in which the analyte, dissolved in a weak solvent, is retained
on a stationary phase and subsequent additions of various moving phases of in-
creasing solvent strength results in selective and controlled elution of the interfer-
ences and analytes.

In its most common mode, a small (about 0.1–1 g) open-bed column of
octadecyl-bonded silica is used to retain an analyte from an aqueous sample while
allowing interferences to pass through. Interferences are washed from the column
using an appropriate solvent mixture such that the analyte remains on column.
The analyte is then eluted, typically using a common organic HPLC solvent such
as acetonitrile or methanol. The final eluate is then analyzed directly or exposed to
further treatment such as evaporation to concentrate the analyte or derivatization.
Alternatively, solid-phase extraction can also be used in a reverse mode, that is,
to retain (filter) an interference while passing a sample through the column. In
this case the solvent strength of the sample must be maximized with respect to
the analyte and minimized with respect to the interferences.

Solid-phase extraction is most commonly used with reversed-phase pack-
ings, but the technique also works using other packings, such as in normal-phase
or ion-exchange methods, or in combination with other techniques such as liquid–
liquid extraction (28), to achieve the necessary levels of sample clean-up.

A significant advantage that solid-phase extraction offers over liquid–liquid
extractions is the potential for automation of a routine procedure. The steps of
adding solvent and samples to a small column are simpler to automate than in
liquid–liquid extraction, where mixing of tube contents and removing of solvent
at a liquid–liquid interface is required. The transfer of the eluate from a solid-
phase extraction to the chromatographic system can be automated (31). There
are multiple vendors of off-the-shelf instrumentation for automation of solid-
phase extraction. Another advantage of solid-phase extraction is that it generally
uses smaller volumes of organic solvents compared to more conventional meth-
ods such as liquid–liquid extraction.

The cost of solid-phase extraction can be limited by reusing the columns.
Chen et al. investigated solid-phase extraction column reuse and found that the
extraction efficiency decreases only after two or three reuses (32).

A related technique, solid disk extraction, is very similar except in the
geometry of the solid phase. This technique uses octadecyl-bonded silica im-
bedded into a network of polymer fibers. The flat disk shape allows for excellent
flow properties; thus, most of the applications involve the isolation of trace or-
ganic compounds from a large volume of sample. Tang and Ho described the

Copyright 2002 by Marcel Dekker. All Rights Reserved.



extraction of phenol from a 1-L water sample (33). The use of solid disk extrac-
tion requires quick and tight retention of the drug onto the solid phase, because
the sample path through the solid phase is very short. The advantage of the short
path is that the drug can be removed using a very small volume of elution sol-
vent.

Method development of solid-phase or solid disk methods can be simply
accomplished by the following system. Apply a model sample to the solid phase
and collect the sample as it passes through the solid phase. Directly inject the
collected sample and compare it to an injection of an untreated model sample.
The model sample should simulate the sample in terms of pH and solvent strength
but generally must be cleaner than the intended sample, such as plasma or urine.
If the injection of the collected sample is void of the analyte, then the conditions
are suitable. In this way the conditions may be modified to optimize the sample
conditions. The same procedure can be carried out to optimize the wash and
elution steps.

D. Column-Switching Techniques

Solid-phase extraction is an example of using liquid chromatographic principles
offline to prepare a sample for analysis. Similarly, liquid chromatographic princi-
ples have been applied in-line with an HPLC system, using a series of columns
coupled with multiport liquid valves. Column-switching techniques have been
applied extensively to the HPLC analysis of drugs in biological fluids and other
trace analysis in complex matrices, allowing the analytical chemist to inject the
sample directly, without prior sample preparation.

The technique has many variations, which Koenigbauer and Majors (34)
classified into four types: direct transfer, indirect transfer, reversed transfer, and
loop transfer. The analyte fraction of the first column eluate can be diverted di-
rectly to a second HPLC column (direct transfer), or eluted from column 1 to
column 2 with a step gradient to a stronger mobile phase (indirect transfer), or
eluted into a loop injector prior to the second column (loop transfer). The combi-
nation of the two columns provides sufficient clean-up for a specific analysis.
With reversed transfer, the analyte is concentrated on the head of the first column
and, after the sample interferences are passed through the first column, the analyte
is transferred to the second column by reversing the flow through the first column.

In each case, the solvent strength must be carefully controlled so that the
analyte is retained on the expected part of the column. For example, the reversed
transfer requires a weak mobile phase in column 1 so that the analyte remains
at the head of column 1. For indirect transfer, the stronger eluting mobile phase
for column 1 becomes the separating mobile phase for column 2. Direct transfer
requires that the same mobile phase be used in columns 1 and 2.
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E. Solid-Phase Microextraction

Solid-phase microextraction (SPME) is a technique that was first reported by
Louch et al. in 1991 (35). This is a sample preparation technique that has been
applied to trace analysis methods such as the analysis of flavor components, resid-
ual solvents, pesticides, leaching packaging components, or any other volatile
organic compounds. It is limited to gas chromatography methods because the
sample must be desorbed by thermal means. A fused silica fiber that was previ-
ously coated with a liquid polymer film is exposed to an aqueous sample. After
adsorption of the analyte onto the coated fiber is allowed to come to equilibrium,
the fiber is withdrawn from the sample and placed directly into the heated injec-
tion port of a gas chromatograph. The heat causes desorption of the analyte and
other components from the fiber and the mixture is quantitatively or qualitatively
analyzed by GC. This preparation technique allows for selective and solventless
GC injections. Selectivity and time to equilibration can be altered by changing
the characteristics of the film coat.

The use of this technique in the headspace mode was more recently shown
by Zhang and Pawliszyn (37) to reduce equilibration time, reportedly because
the equilibration of the analyte with a gas phase is about four orders of magnitude
faster than equilibration with an aqueous phase. This is due to the faster diffusion
rate of a molecule in a gas than in water.

Solid-phase microextraction is controlled by diffusion rates and partition
effects. In typical quantitative analyses, for this technique to be reproducible, the
extraction process should continue until the partitioning events reach equilibrium
and all variables affecting the partitioning must be controlled. For a two-phase
system, the extraction is dependent on the analyte’s partition coefficient and the
volumes of the solid phase and the water. In the headspace technique, equilibrium
must be reached between all three phases: the water, the vapor, and the solid
phase.

This relatively new technique has found applications in the analysis of
drugs in biological fluids using direct immersion (36) as well as headspace
(37,38) methods. Headspace methods offer tremendous selectivity advantages for
biological fluid methods because only volatile compounds will be extracted. Ishii
(38) and co-workers used the headspace technique to measure phencyclidine in
whole blood. The addition of base to the sample was made to improve the basic
drug’s vapor pressure. After exposure of the capillary to the headspace at 90°C,
recovery was only about 50% or less but offered excellent linear response. The
technique offers advantages of excellent sample clean-up and concentrated ad-
sorption of the drug onto the small capillary, allowing detection to 1 ng/mL,
which was a several-fold sensitivity improvement over a solid-phase extraction
method (39).
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F. Protein Precipitation Methods

HPLC analysis of plasma samples requires the removal of plasma protein. Solvent
and solid-phase extraction methods achieve protein removal. Proteins can also
be removed by precipitation and centrifugation by adding reagents that reduce
the solubility of the proteins. Typical additives are acetonitrile (40), methanol
(41), or perchloric acid (42). The resulting solution is then injected directly into
the HPLC system. The protein precipitation must also assure that the drug is
released by the protein. Many drugs, particularly hydrophobic drugs, are bound
by plasma albumin protein by as much as 99% or higher. Although this is not
a covalent linkage, the hydrophobic forces are enough to form a very tight bond,
in some cases to specific sites on the albumin protein (43). The addition of misci-
ble solvents often allows for the removal of the drug from the protein.

G. Ultrafiltration

Membrane filters can also be used to separate protein from plasma samples. This
method differs from the other techniques, however, in that protein-bound drug
is removed along with the proteins. In precipitation methods, liquid–liquid ex-
traction, or solid-phase extraction techniques the protein and the solvent condi-
tions undergo changes that release the drug from the protein, thus resulting in
total drug concentration (sum of bound and free). Ultrafiltration is therefore the
most common choice if the free drug concentration is needed. This measurement
in combination with total plasma concentration allows the study of protein–drug
interactions (44).

H. Dialysis

Dialysis is considered the reference method when studying protein binding of
drugs (45) but is also useful for protein removal prior to plasma analysis. Dialysis
is a classical separation method that uses semipermeable membranes to separate
compounds by molecular weight. The protein sample is exposed to a buffer solu-
tion separated by the membrane. After the system is allowed to come to equilib-
rium, the small molecules diffuse to similar concentrations on both sides, while
the sample side contains all of the protein

I. Other Methods to Study Protein Binding

More modern methods for studying qualitative parameters of the drug–protein
complex have been developed; they are not used as sample preparation methods.
They were developed to be more rugged and faster than the older conventional
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methods. These methods include size-exclusion chromatography, frontal analysis
of HPLC, and capillary electrophoresis injections, as well as spectral methods
(45,46,47).

Vaes et al. have used solid-phase microextraction fibers (SPME, see Section
V.E) to study protein–drug binding (48,49). The advantages of using SPME fibers
is that the fiber’s phase volume is so small that the binding equilibrium is not
disrupted by the removal of drug into the fiber phase. Note that one of the reasons
liquid–liquid and solid-phase extraction of plasma sample yield total drug con-
centration is that the liquid or solid-phase volume, i.e., drug capacity, is so much
in excess of the sample’s protein drug capacity that the equilibrium shifts away
from the protein. Vaes et al. showed that the SPME technique gave similar results
to the dialysis reference method and it appears to be a useful method for studying
protein binding as well as routine measurement of free drug in plasma.

J. Sample Preparation of Drug Conjugates

Compounds with poor water solubility are often metabolized in humans to more
water-soluble compounds to improve excretion rates. Acetaminophen, for exam-
ple, is metabolized to form glucuronide, sulfate, cysteine, and mercapturate con-
jugates (41,42). Full characterization of a drug’s metabolism often requires analy-
sis of both bound and free drug, particularly in urine, requiring analyses that are
performed after hydrolysis of the conjugates. The drug conjugate can be hy-
drolyzed by the use of acid, base, or enzyme catalysts (50,65,71,72). Typical
base hydrolysis conditions are pH 12 for 1 h at 80°C. The analyte itself must,
of course, be stable at these severe conditions. More gentle conditions are used
for the enzyme methods. Typical conditions are about 1000–5000 units/mL of
β-glucuronidase at pH 5 for 1–18 h (71,72).

K. Direct-Injection Techniques for Plasma Samples

A critical first goal of plasma sample preparation steps is the selective removal
of plasma proteins. If a plasma sample is injected directly onto a reversed-phase
HPLC system, the proteins will precipitate on the hydrophobic stationary phase,
causing column plugging. Pinkerton (80) addressed this problem by development
of a bi-modal HPLC column in which the reversed-phase layer is bonded only
to the internal pores of the silica. The larger protein molecules are size-excluded
and pass through the column with the solvent front. The outer silica surfaces are
coated with a hydrophillic layer, allowing the proteins to pass through without
retention while the drug and other small molecules enter the pores and undergo
reversed-phase separation. This technique has gained limited popularity, but col-
umn advances are still underway (51). There are two advantages of this technique:
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there is significant time savings and there is no opportunity for recovery loss due
to extraction.

The addition of surfactants to mobile phases has also been used to prevent
on-column precipitation of proteins. The surfactants serve to keep the proteins
in solution, allowing the direct injection of plasma samples (52).

L. Derivatization Techniques

Chemical derivatization reactions in analytical chemistry have been used to en-
hance detection, improve volatility for GC, or enhance selectivity such as for
chiral separations. Sample preparation derivatization reactions occur at an active
hydrogen such as an alcohol, phenol, amine, or sulfhydryl. The reaction types are
largely alkylations, acylations, silylations, and condensations. A comprehensive
review of derivatization reaction is available (53).

Many of the derivatization applications were developed to improve a com-
pound’s volatility so that gas chromatography may be employed. The presence
of highly polar functional groups, such as carboxylic acids, generally results in
poor volatility for gas chromatography because of intermolecular hydrogen bond-
ing. Derivatization techniques are used to mask these functional groups, improv-
ing volatility and allowing analysis by gas chromatography.

Derivatization reactions can improve detection limits in trace analysis by
addition of halogenated acyl or silyl groups for subsequent analysis by gas chro-
matography with electron-capture detection (54) or by addition of a good UV
chromophore or fluorophore for subsequent analysis by HPLC (55).

Selectivity enhancement for chiral analysis can be done by derivatization
of racemic mixtures with a chiral agent. The resulting diastereomers can then be
separated using conventional chromatographic methods (26) such as reversed-
phase HPLC or GC, obviating the need to use chromatographic systems with an
expensive chiral stationary phase.

Solid-phase derivatization is an improvement that allows for the quick re-
moval of the reagent from the sample after the reaction is complete. Fisher and
Bourque described a novel polymeric system for derivatizing amphetamine, a
primary amine to the corresponding dinitrobenzamide for the purpose of en-
hanced HPLC–UV detection (56). The derivatization reagent is a polymeric sys-
tem that contains a dinitrobenzoylbenzotriazole moiety. The benzotriazole func-
tions as a good leaving group for the dinitrobenzoyl upon nucleophillic attack
by the drug’s amine group. The reagent is readily removed because it is attached
to an insoluble polymer. Derivatization efficiency was 72% and the reaction rates
were fast, allowing the derivatization to be completed in less than 10 seconds.

Other advances in derivatizations include the use of the high-temperature
GC injection port as a reaction vessel. Nimz and Morgan (57) describe the deriv-
atization of silyl esters by this technique. Belsner and Buchele describe the analy-
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sis of cardiac glycosides using an in-line postcolumn derivatization to fluorescent
derivatives (58).

M. Residual-Solvent Sample Preparation for Gas
Chromatography

There are four types of sample preparation methods for residual solvents: head-
space sampling, extraction, direct injection, and solid-phase microextraction.

Headspace methods include static methods as well as purge-and-trap meth-
ods. Both can be performed on solid or aqueous samples. In the static headspace
methods, the sample is heated in a closed vessel and, at equilibrium, a portion
of the headspace is injected into the GC (59). ‘‘Purge and trap’’ is a technique
that is popular in analysis of volatile organic compounds in environmental sam-
ples and is used extensively in registered Environmental Protection Agency
(EPA) methods. The techniques have found less use in pharmaceutical analysis.
A temperature-controlled sample is purged with a stream of carrier gas which
carries the volatile residue to a resin trap. The trapped volatiles are then thermally
desorbed and transferred to the GC column for analysis. Each step must be care-
fully controlled with respect to temperature and time. The advantage of the purge-
and-trap techniques and the static headspace techniques is that only the volatile
organic compounds enter the gas chromatograph and there is no large solvent
peak or drug peak to interfere with the analysis. However, the recovery precision
is very dependent on the sample and its tendency to retain the volatile solvents
by adsorption or crystal inclusion.

The preferred sample preparation method for residual solvent analysis of
pharmaceuticals is direct injection of the dissolved sample (11,60). With this
technique, the recovery is most reliable because there is no opportunity for recov-
ery loss due to adsorption or entrapment. The other techniques involve a separa-
tion of the volatiles before the GC injection and there is a risk that the volatile
will be trapped. Typical solvents for this analysis are water, dimethyl sulfoxide,
benzyl alcohol, and dimethylformamide (11,12,61). The three latter solvents are
chosen because they are higher-boiling than commonly used pharmaceutical sol-
vents and thus elute after them and do not interfere with the analysis. Water
offers the advantage that it contributes little interference with a flame ionization
detector.

N. Sample Preparation for Capillary Electrophoresis

Capillary electrophoresis (CE) is a much newer technique, and much is yet to
be learned about optimizing sample preparation and sample solutions for CE
analysis. CE separations are done using flow that is induced by applying an elec-
tric field across a fused silica capillary. In contrast to the loop injectors that are

Copyright 2002 by Marcel Dekker. All Rights Reserved.



used in HPLC, CE requires that the front end of the capillary to be immersed
into the sample. After the sample enters the capillary, the sample is then moved
to a second vial containing the running buffer. The two common sample introduc-
tion methods for CE are hydrodynamic loading and electrokinetic loading. Hydro-
dynamic loading is done by the pressurization of the sample vial with the capillary
inserted. Electrokinetic loading is done by applying the electrical potential with
the capillary inserted in the sample vial. The mode of injection is important in
designing the sample preparation.

Hydrodynamic loading is consistently reported to be the more precise injec-
tion method. Hettiarachchi and Cheung have concluded that hydrodynamic load-
ing should always be used for high-precision quantitative applications because
it is less dependent on the ionic concentration of the sample buffer (62), but
running buffer is the recommended sample diluent.

Electrokinetic loading is less precise because variations of sample ionic
strength will affect the amount of analytes loaded. This has been used as an
advantage to boost sensitivity. Taylor and Reid studied the effects of sample
diluent changes (63) and reported that the use of methanol as an injection solvent
improved the detection limit by a factor of 30 compared to water and a factor
of 3 compared to the use of a field-amplified sample injection (FASI). FASI is
a sample stacking technique in which a slug of water is preinjected to focus the
analytes into tight bands, thereby improving detection limits.

Injection of biological samples that are prepared in organic solvents also
has advantages with hydrodynamic injection. Shihabi and Constantinescu (64)
reported improved plate counts when they used acetonitrile. The ability to use
water-miscible organic solvent as sample diluents is very useful, because the
acetonitrile and methanol are used as precipitation agents as well as elution sol-
vents for solid-phase extraction. It is convenient to inject these solutions directly
into the system. These are also excellent solvents for dissolving pharmaceutical
solids that may be insoluble in water or running buffer. Shihabi and co-workers
(65–67) recently reported direct injections of acetonitrile precipitations using a
hydrodynamic injection as well as limited success when injecting serum directly.

O. Calibration Methods

Three primary methods are used for calibration: external standard calibration,
internal standard calibration, and standard addition. Figs. 1–3 show the typical
response curves for each method.

1. External Standard Calibration

External standard calibration is the most simple calibration method. It can be
used if the recovery of the analyte is 100% and can be expected to be similar
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Fig. 1 External standard calibration.

Fig. 2 Standard additional calibration.
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Fig. 3 Internal standard calibration.

for all expected samples. Consistent sample-to-sample recovery can be expected
only for samples whose matrix is constant and predictable, such as in drug sub-
stances and products. This calibration method also requires reproducible dilution
volumes and injection volumes. If the injection system of the chromatograph
cannot deliver the same reliability, then internal standard calibration should be
used.

2. Internal Standard Calibration

Internal standard calibration similarly requires the preparation of external stan-
dard solutions, but in addition a constant concentration of a second compound
is added to each sample. The sample concentration is directly proportional to the
ratio of the analyte to internal standard. This method is used for the analysis of
biological samples and other more difficult analyses.

The internal standard can perform several functions. Its most common pur-
pose is to correct for sample and standard injection volume. Since each sample
and standard contains a constant internal standard amount, the injected amount
is proportional to the internal standard concentration and the analyte concentra-
tion is proportional to the ratio of the analyte to internal standard signals. Like-
wise, the sample and standard dilution volume can be compensated for by use
of an internal standard.

Proper selection of an internal standard also allows the internal standard
to correct for extraction efficiency. The internal standard is chosen to be similar
in structure, generally a structural analog to the analyte, so that they have similar
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partition coefficients in liquid extractions and extraction efficiencies in solid-
phase extraction. The optimal internal standard is a deuterated or carbon-14 ana-
log of the analyte (68,69), because they have identical chemical properties,
resulting in identical extraction efficiencies and also identical reactivity for deriv-
atization. Since deuterated analogs chromatographically co-elute with the analyte,
they can only be used with mass-selective detectors because mass spectrometers
allow for the mass discrimination of the co-eluting compounds.

3. Standard Addition

Standard addition is a useful calibration method when the sample matrix cannot
be reproduced well enough to prepare standard solutions for calibration. The
sample itself is used to prepare calibration standards by addition of known
amounts of the analyte to three or more aliquots of the sample. The amount of
added standard should cover a range of about 10–100% of the sample concentra-
tion. When the instrument response is plotted against the concentration added,
the sample concentration is determined by calculating the absolute value of the
x intercept. See Fig. 2. This technique is often used in conjunction with internal
standards, where the instrument response is then the ratio of the analyte to internal
standard response. This is a very good reference method to cross-check a primary
method. It is rarely used for routine analysis of multiple samples because each
test article requires multiple sample preparations and analyses.

VI. FUTURE TRENDS

As discussed previously, there have been many attempts to reduce or eliminate
sample preparation steps for analysis of biological samples. These applications
are methods to either automate the sample preparation or insert it in-line. The in-
line development consists of plumbing improvements to allow for linking various
techniques.

Another current trend that is well underway is the use of more specific
analytical instrumentation that allows less extensive sample preparation. The de-
velopment of mass spectrometric techniques, particularly tandem MS linked to
a HPLC or flow injection system, has allowed the specific and sensitive analysis
of simple extracts of biological samples (68,70–72). A similar HPLC with UV
detection would require significantly more extensive sample preparation effort
and, importantly, more method development time. Currently, the bulk of the
HPLC–MS efforts have been applied to the analysis of drugs and metabolites in
biological samples. Kristiansen et al. (73) have also applied flow-injection tandem
mass spectrometry to measure sulfonamide antibiotics in meat and blood using
a very simple ethyl acetate extraction step. This important technique will surely
find many more applications in the future.
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The ultimate development in the field of sample preparation is to eliminate
it completely, that is, to make a chemical measurement directly without any sam-
ple pretreatment. This has been achieved with the application of chemometric
near-infrared methods to direct analysis of pharmaceutical tablets and other phar-
maceutical solids (74–77). Chemometrics is the use of mathematical and statisti-
cal correlation techniques to process instrumental data. Using these techniques,
relatively raw analytical data can be converted to specific quantitative informa-
tion. These methods have been most often used to treat near-infrared (NIR) data,
but they can be applied to any instrumental measurement. Multiple linear regres-
sion or principal-component analysis is applied to direct absorbance spectra or
to the mathematical derivatives of the spectra to define a calibration curve. These
methods are considered secondary methods and must be calibrated using data
from a primary method such as HPLC, and the calibration material must be manu-
factured using an equivalent process to the subject test material. However, once
the calibration is done, it does not need to be repeated before each analysis.

One more trend that is worth mentioning is the miniaturization of sample
preparation techniques. Solid phase microextraction is one good example of
where very small samples are consumed and very small extracts are produced.
Solid phase extractions can also be scaled down by reducing the bed volume or
by use of coated membranes. Likewise liquid–liquid extractions can be scaled
down conserving both sample and solvent.
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I. INTRODUCTION

Chromatography is a general term applied to a wide variety of separation tech-
niques based on the sample partitioning between a moving phase, which can be
a gas, liquid, or supercritical fluid, and a stationary phase, which may be either
a liquid or a solid. The discovery of chromatography is generally credited to
Tswett (1), who in 1906 described his work on using a chalk column to separate
pigments in green leaves. The term ‘‘chromatography’’ was coined by Tswett to
describe the colored zones that moved down the column. The technique lan-
guished for years, with only periodic spurts of development following innova-
tions such as partition and paper chromatography in the 1940s, gas and thin-layer
chromatography in the 1950s, and various gel or size-exclusion methods in the
early 1960s (2). Then in January 1969, the Journal of Gas Chromatography offi-
cially changed its name and became the Journal of Chromatographic Science.
This change reflected the renewed interest in the technique of liquid chromatogra-
phy (LC) and officially signaled the beginning of the era of modern LC. This
renewed interest in the oldest of chromatographic techniques was brought about
both because of the successes and because of the failures of gas chromatography
(GC). On the one hand, GC provided a firm theoretical background on which

* Current affiliation: Eurand America, Inc., Vandalia, Ohio.
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modern LC could build. However, this renewed interest in LC was being driven
because of the inability of GC to handle thermally unstable or nonvolatile com-
pounds. It has been estimated that fewer than 20% of organic compounds have
sufficient volatility and thermal stability to traverse a GC column successfully.
Admirers of LC also liked the selective interaction of its two chromatographic
phases, and easy sample recovery because of its nondestructive detection methods
and room-temperature operation.

In the following years the technique was known by many acronyms. It
was at various times designated high-pressure liquid chromatography, high-speed
liquid chromatography, high-performance liquid chromatography, high-priced
liquid chromatography by cynical research directors, and finally modern liquid
chromatography. The modifiers were all used to signify the difference in the
technique brought about by small-particle-diameter stationary phases and the re-
sulting high pressure needed to drive the mobile phase through the densely packed
columns. These differences resulted in much faster separations with higher reso-
lution than traditional column chromatography. Through the decade of the 1970s
the technique grew with astounding speed, and for nine consecutive years from
the middle 1970s to the early 1980s the technique led all other analytical instru-
ments in growth rate in an annual survey conducted by Industrial Research and
Development magazine.

A discussion of the history of liquid chromatography is beyond the scope
of this volume; an excellent treatment has been published by Ettre (3). However,
some perspective on the beginnings of modern liquid chromatography is useful
for an understanding of the technique as now practiced. The first comprehensive
publication on the technique was a book edited by Kirkland (4), which grew from
a short course offered by the Chromatography Forum of the Delaware Valley.
This then laid the foundation for the definitive book, now in its second edition,
Introduction to Modern Liquid Chromatography (2).

During the development of modern liquid chromatography, advances have
been driven by both instrumentation and chemistry. The technique as now prac-
ticed produces elegant separations that have been developed through chemical
manipulation of the stationary and mobile phases, which are then effected and
detected by modern instrumentation. This chapter is therefore divided into three
broad sections: the first, on the fundamentals of chromatography, provides the
necessary foundation for the second, on instrumentation, and the third, on separa-
tion modes.

II. FUNDAMENTALS OF CHROMATOGRAPHY

Chromatography is a separation method which employs two phases, one station-
ary and one mobile. As a mixture of analytes being carried through the system
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by the mobile phase passes over and through the stationary phase, the individual
components of the mixture equilibrate or distribute between the two phases.

Xm ↔ Xs

The corresponding thermodynamic distribution coefficient K is defined as
the concentration of component (X) in the stationary phase divided by its concen-
tration in the mobile phase.

K �
[X]s

[X]m

(1)

The use of a typical equilibrium constant K in chromatographic theory indi-
cates that the system can be assumed to operate at equilibrium. As the analyte
(X) proceeds through the system, it partitions between the two phases and is
retained in proportion to its affinity for the stationary phase. At any given time,
a particular analyte molecule is either in the mobile phase, moving at its velocity,
or in the stationary phase and not moving at all. The individual properties of
each analyte control its thermodynamic distribution and retention, and result in
differential migration of the components in the mixture—the basis of the chro-
matographic separation. The effectiveness of the separation, however, is a func-
tion of both thermodynamics and kinetics.

A. Thermodynamic Considerations

In order to understand the thermodynamic considerations of the separation pro-
cess, we need to look at the basic equations which describe the retention of a
solute and relate the parameters of retention time, retention volume, and capacity
factor to the thermodynamic solute distribution coefficient.

Figure 1 shows a model chromatogram for the separation of two com-
pounds. The time required for the elution of a retained compound is given by tr,
the retention time, and is equal to the time the solute spends in the moving mobile
phase plus the time spent in the stationary phase, not moving. If a solute is unre-
tained and has no interaction with the stationary phase, it will elute at to, the
hold-up time or dead time, which is the same time required for the mobile-phase
solvent molecules to traverse the column.

Another fundamental measure of retention is retention volume, Vr. It is
sometimes preferable to record values of Vr rather than tr, since tr varies with
the flow rate F, while Vr is independent of F. If we wish to describe the volume
of mobile phase required to elute a retained compound, then the retention volume
is the product of the retention time and the mobile-phase flow rate.

Vr � tr F (2)
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Fig. 1 A model chromatogram for the separation of two compounds.

Vo is a measure of the total volume of space available to the mobile phase
in the system and correlates to to as the volume necessary to elute an unretained
compound.

Vo � to F (3)

The most commonly used retention parameter in high-performance liquid
chromatography (HPLC) is the capacity factor, k ′. While the distribution coeffi-
cient, K, describes the concentration ratios, the capacity factor, k ′, is the ratio of
amounts of solute in each phase.

k ′ �
moles of X in stationary phase

moles of X in mobile phase
�

[X ]sVs

[X]mVm

�
KVs

Vm

(4)

Equation (4) shows that the capacity factor is directly proportional to Vs,
and so k ′ for each solute changes with the stationary-phase loading on the silica
support.

The capacity factor is conveniently measured from retention parameters,
since k ′ also describes the amount of time the solute spends in each phase.

k ′ �
tr � to

to

�
Vr � Vo

Vo

(5)

Rearrangement of Eq. (5) gives

Vr � Vo(1 � k ′) (6)

The retention volume can then be related to the capacity factor by substitut-
ing Eq. (4) for k ′ in Eq. (6), where Vm � Vo.

Vr � Vo � KVs (7)

Copyright 2002 by Marcel Dekker. All Rights Reserved.



B. Kinetic Considerations

It is obvious from Fig. 1 that the chromatographic separation of components in
a mixture is dependent on two factors: the difference in retention times of two
adjacent peaks, or more precisely, the difference between peak maxima and the
peak widths. It was shown in the preceding discussion that the retention of a
solute is a thermodynamic process controlled by the distribution coefficient and
the stationary-phase volume. The peak width, or band broadening, on the other
hand, is a function of the kinetics of the system.

Early papers on chromatographic theory described the technique in terms
similar to distillation or extraction. The Nobel Prize-winning work by Martin and
Synge (5) in 1941 introduced liquid–liquid (or partition) chromatography and
the accompanying theory that became known as the plate theory. Although the
plate theory was useful in the development of chromatography, it contained sev-
eral poor assumptions. The theory assumed that equilibration between phases
was instantaneous, and that longitudinal diffusion did not occur. Furthermore, it
did not consider dimensions of phases or flow rates. An alternative to the plate
theory which came into prominence in the 1950s was the so-called rate theory.
The paper which has had the greatest impact was published by the Dutch workers
van Deemter, Zuiderweg, and Klinkenberg (6). They described the chromato-
graphic process in terms of kinetics and examined diffusion and mass transfer.
The popular van Deemter plot resulted, and the rate theory has become the back-
bone of chromatographic theory.

Several processes, which will be discussed shortly, contribute to the overall
width of the band, and the contribution from each process can be described in
terms of the variance (σ2) of the chromatographic peak, which is the square of
its standard deviation (σ).

The most common measure of efficiency of a chromatographic system is
the plate number, N. Because the concept originated from the analogy with dis-
tillation, it was originally called the number of theoretical plates contained in a
chromatographic column. This is not a useful analogy, since a chromatographic
column does not contain ‘‘plates,’’ but the terminology has become universally
adopted and the original definition has persisted. The expression for the efficiency
of a column is given by Eq. (8).

N � � tr

σ t
�

2

(8)

The parameters tr and σ t must be measured in the same units, so the number N
is dimensionless.

For Gaussian peaks we can express σ in terms of peak width, where the
width of the peak at the baseline (wb) is equal to 4σ (see Fig. 2). N then becomes
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Fig. 2 Evaluation of a chromatographic peak for the calculation of efficiency.

N � � tr

σ t
�

2

� 16� tr

wb
�

2

(9)

Because measurements depending on wb rely on the accurate positioning
of tangents to the chromatographic peak, another common calculation of N uses
the more easily measured peak width at half-height, where w0.5 � 2.354σ.

N � � tr

σ t
�

2

� 5.54� tr

w0.5
�

2

(10)

The assumption for the measurement of peak widths in Eqs. (8)–(10) is
that the peak is Gaussian. Unfortunately, few peaks are truly Gaussian and, in
general, for asymmetrical peaks, N, calculated by a Gaussian-based equation,
increases the higher up on the peak the width is measured. Figure 3 shows the
error in plate-count determinations for asymmetrical peaks as a function of the
peak height at which the width is measured. A more accurate approach to effi-
ciency measurement has been presented by Foley and Dorsey (7), which takes
into account the peak asymmetry.

N �

41.7� tr

w0.1
�

2

1.25 � B/A
(11)
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Fig. 3 Error in plate-count determinations for asymmetrical peaks.

Here the peak width is measured at 10% of peak height and the asymmetric
ratio or tailing factor is calculated as the ratio of B/A (see Fig. 4). For a symmetri-
cal peak, the B/A value will be 1, and the tailed peaks will have values greater
than 1.

The plate number depends on the column length, making comparisons
among columns difficult unless they are all of the same length. Another measure
of efficiency which removes this dependency is given by the plate height, such
that

H � L/N where L � length of column (12)

H can thus be thought of as the length of the column that contains one plate. For
the highest efficiencies, the goal is to attain maximum N and small H values. We
will see that H is proportional to the diameter of the stationary-phase particles,
so a better measure of expressing efficiency is the reduced plate height, h.

h �
H

dp

(13)

where dp � stationary-phase particle diameter.
The reduced plate height is a dimensionless number (H and dp being mea-

sured in the same units), and this calculation allows us to compare efficiencies
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Fig. 4 Measurement of asymmetry factor.

of columns with different particle diameters. A well-operated chromatographic
system should have h values of 2 to 5.

As mentioned earlier, the extent of band broadening, and thus the efficiency
of a chromatographic column, is dependent on several contributing processes.
The four important band broadening phenomena to be considered are (a) resis-
tance to mass transfer, (b) eddy diffusion, (c) longitudinal diffusion, and (d) extra-
column effects. Each of these independently would produce a Gaussian band.
The variances of each band broadening process are additive to give the overall
variance of the system.

σ 2
t � σ 2

rmt � σ 2
ed � σ 2

long � σ 2
ex (14)

1. Resistance to Mass Transfer

As solute molecules interact with the column packing, they continually transfer
into and out of the stationary phase. Resistance to mass transfer relates to the
rate at which the molecules exchange between phases and may be the dominant
cause of band spreading.

If there were no flow through the column, there would be an equilibrium
distribution of the analyte molecules between the mobile and stationary phases
according to its partition coefficient. However, since there is flow, molecules in
the mobile phase are swept downstream, creating a condition of nonequilibrium
in the immediately adjacent stationary phase. In order to restore the system to
equilibrium, some molecules left behind in the stationary phase must desorb and
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enter the mobile phase, and some that were carried ahead must leave the mobile
phase and sorb onto the stationary phase. This mass transfer takes a finite time
and results in band broadening. The faster the mass transfer occurs, the less will
be the effect. Both the stationary and mobile phases play a role in determining
the rate of mass transfer. A discussion of all the contributing factors is given by
Giddings (8), but three of the most important are the diffusion coefficient of the
solute in the mobile phase (Dm), the stationary-phase particle diameter (dp), and
mobile-phase flow velocity (V).

RMT �
d 2

p V

Dm

(15)

A molecule is in constant motion in solution. The larger the volume of
mobile phase the molecule is in, the longer it will take to diffuse to a phase
boundary. In chromatographic columns, the interstitial volume between particles
is on the order of the same size as the particles themselves. Small-particle-diame-
ter packings therefore result in a much higher rate of contact and a greater rate
of mass transfer. A high rate of diffusion of the solute in the mobile phase also
increases the rate of contact by decreasing the time for the molecule to move
between stationary-phase particles. For this reason, many chromatographers
choose low-viscosity solvents as eluents and/or operate the system at elevated
temperatures to increase the diffusion coefficient of the solute in the mobile
phase.

The contribution to band broadening by flow velocity is obvious, since the
faster the mobile phase is flowing, the farther molecules will be swept down-
stream before they exchange phases.

2. Eddy Diffusion

The velocity of the liquid moving through a column may vary significantly across
the diameter of the column, depending on the bed structure. The velocity of sol-
utes being carried through the column by the mobile phase will therefore fluctuate
between wide limits, and the total distance traveled by individual molecules will
also vary. These variations are a result of different flow paths taken as a function
of least resistance. Since the average velocity of the solute determines its retention
time, these random fluctuations result in band broadening. There is still much
disagreement about quantitation of this effect, but a generally accepted propor-
tionality is given by Eq. (16).

ED � dpV 1/3 (16)

The smaller the stationary-phase particle diameter, the closer will be the
packing. This minimizes the variation in flow paths available to the molecules
and reduces band broadening. High flow velocities affect the band broadening
by causing molecules traveling through open pathways to move more rapidly
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than those in narrow pathways. The simple theory of eddy diffusion assumes that
a particle will remain in a single flow path. In practice this is not the case, since
there is nothing to stop it from diffusing laterally from one flow path to another.
This process, called ‘‘coupling,’’ averages out the two flow paths and reduces
the band broadening so that the final band width, although still greater than the
initial band width, is less than if coupling had not occurred. So, rather than a
direct relationship to flow velocity, as theory would predict, eddy diffusion is
more nearly proportional to velocity to the 1/3 power.

3. Longitudinal Diffusion

As solute bands move through a column, diffusion of molecules into the sur-
rounding solvent occurs from the region of higher concentration to the region of
lower concentration in proportion to the diffusion coefficient, Dm, according to
Fick’s law. The faster the mobile phase moves, the less time the zone is in the
column, the less time there is for diffusion, and the lower the band broadening
due to diffusion.

D long �
Dm

V
(17)

In principle, longitudinal diffusion may occur in both mobile and stationary
phases, but because the rate is so small in the stationary phase, this factor can
be neglected.

Combination of terms 1–3 gives the well-known van Deemter equation,

H � A � B/V � CV (18)

where the A term is due to eddy diffusion, the B term is due to longitudinal
diffusion, and the C term to resistance to mass transfer. The familiar van Deemter
plot is shown in Fig. 5.

4. Extra-Column Effects

Band broadening can occur in other parts of the chromatographic system as well
as in the column. Contributions to this extra-column broadening may come from
the injector, the detector flow cell, and the connecting tubing. Slow time constants
of detectors and recorders may also contribute. These extra-column effects are
more severe for early, narrow peaks in the chromatogram than for later, broader
peaks. A more detailed discussion of these effects will be given in the section
on instrumentation.

C. Resolution

We have seen that the effective separation of two peaks is a function of both
thermodynamic and kinetic effects. A common measure of the separation, the
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Fig. 5 Van Deemter plot.

resolution, is the ratio of the distance between peak maxima and the average peak
width.

Rs �
peak separation
avg. peak width

(thermodynamic)
(kinetic)

In order to obtain peak separation, one of the components in a mixture
must be more selectively retained than another, or we may say the column showed
selectivity toward the components in the mixture. Selectivity is measured by the
separation factor or relative retention (α) and may be given by any of the follow-
ing relationships:

α2,1 �
K2

K1

�
k ′2
k ′1

�
t ′r2

t ′r1

�
tr2 � tm

tr1 � tm

(19)

The relationship between the separation factor and the distribution coeffi-
cients K2 and K1 of the two components (2) and (1) emphasizes the thermody-
namic basis of the separation.

Figure 6 illustrates the influence on resolution of peak separation and peak
width. Figure 6a shows two components poorly resolved because of inadequate
selectivity and large band widths. Figure 6b shows the components with the same
band widths but good resolution as a result of improved selectivity. Figure 6c
also demonstrates good resolution, but here narrow band widths are the contribut-
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Fig. 6 Two-component chromatograms illustrating the importance of peak-to-peak sepa-
ration and peak widths on separation.

ing factor even though the selectivity is unchanged. The quantitative measure of
resolution is given by Eq. (19).

Rs �
2(tr2 � tr1)
W1 � W2

(20)

In practice, it is seldom necessary to calculate the value of resolution. More
frequently, the chromatographer simply looks at the shape of the peaks and esti-
mates the Rs value from the peak shape. Of course, the concentrations and/or
responses of the components in a mixture are rarely equal. Figure 7 illustrates
the significance of the resolution value for two components with different relative
concentrations.

The chromatographic control of resolution is a function of several factors.
The fundamental resolution equation is
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Fig. 7 Significance of the resolution value for two components with different relative
concentrations.

Rs � �N 1/2

4 � �α � 1
α � � k ′

k ′ � 1� (21)

where α � k ′2/k ′1.
The plate number N (column factor) can be increased by lengthening the

column, changing the packing particle diameter, or optimizing flow rate. How-
ever, improving resolution by increasing N is expensive in time. Doubling the
column length doubles the elution time, solvent consumption, and pressure while
only increasing Rs by 1.4. Likewise, reducing the particle diameter increases the
resolution but may exceed the maximum allowable pressure.

The selectivity α (thermodynamic factor) can be increased by changing
columns to a different stationary phase of by imposing secondary equilibria
through changes in mobile-phase pH or the addition of complexing agents to the
mobile phase, for example. In order to discuss the effect of selectivity changes,
let us rearrange the fundamental resolution equation, solving for N.
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Nreq � 16R2
s � α

α � 1�
2

�k ′ � 1
k ′ �

2

(22)

If we assume Rs � 1.0 and k ′ � 2, then

α � 1.01 Nreq � 367,000

and

α � 1.05 Nreq � 16,000

Changing α to 1.05 gives us a 96% reduction in required column efficiency
which translates to a 96% reduction in column length, analysis time, solvent
consumption, and solvent disposal. Changing selectivity is certainly the most
efficient way to improve resolution. However, the cost of changing α is in method
development time.

Increasing the capacity factor, k ′, can also increase resolution, particularly
for early-eluting compounds. This is done primarily by going to a weaker mobile
phase. Looking at Eq. (21) again, for Rs � 1.0, and α � 1.05,

for k ′2 � 0.1 Nreq � 854,000

k ′2 � 1.0 Nreq � 28,000

k ′2 � 10.0 Nreq � 8,500

While a 97% decrease in required column efficiency is calculated for
changing k ′ from 0.1 to 1.0, another 70% decrease occurs for a k ′ change from
1.0 to 10.0. It is clear from Eq. (21) that as k ′ becomes large, the resolution is
unaffected by small changes in k ′. Changing k ′ to improve resolution thus has
an upper limit of effectiveness at approximately k ′ � 10. This is illustrated in
Fig. 8.

D. Time Considerations

While any of the above methods will improve resolution, they are far from equal
in terms of their effects on time. Recalling that

tr � to(1 � k ′)

and

H �
L

N

and realizing that

to � L/v where v � average flow velocity
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Fig. 8 Resolution of chromatographic peaks as a function of k ′.

then

to � HN/v

so

tr � (HN/v) (1 � k ′)

rearranging gives

N � �tr v

H � � 1
1 � k ′� (23)

then, setting Eq. (23) equal to Eq. (22) and solving for tr gives

tr � 16R 2
s� α

α � 1�
2

�(k ′ � 1)3

k ′2 �H/v (24)

We can see that to double the resolution by increasing N (holding α, k ′,
H, and v constant) requires a 4� increase in time.
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In the previous section we saw how changes in selectivity can improve
resolution while decreasing analysis time. If we assume N � 10,000 and k ′ �
2, and further if we could manipulate chromatographic conditions such that k ′2
would remain unchanged as we change selectivity, then by Eq. (21) a change in
α from 1.01 to 1.05 would increase resolution from 0.2 to 0.8. We can see from
Eq. (24), then, that with this improvement in resolution and the stated change in
selectivity (holding H and v constant), that retention time would decrease by a
factor of tr2/tr1 � 0.9, or 10%.

Figure 9 shows that the (k ′ � 1)3/(k ′)2 term in Eq. (24) goes to infinity at
both large and small values of k ′. Thus, in the effective range of k ′ values from
1 to 10 (holding H and v constant, and assuming α � 1.05 and N � 10,000),
the resolution would improve by a factor of 1.8 with a reduction in analysis time
of 66%.

We know we can reduce analysis time by shortening the column, but we
have a required efficiency necessary to separate the components in a mixture with
the desired resolution. Assuming that a well-operating chromatograph yielding a
reduced plate height of 3, then 10,000 plates can be generated with 10-µm-diame-

Fig. 9 Plot of capacity factor term versus k ′ for the modified fundamental resolution
equation.
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ter particles in 30 cm, with 5-µm particles in 15 cm, or with 3-µm particles in
9 cm. Assuming a solute with a capacity factor of 2, the retention volumes for
these columns would be 9.0, 4.5, and 2.7 mL, respectively, and the peak base
width would be 360, 180, and 108 µL, respectively.

E. Peak Capacity

Peak capacity is the maximum number of components in a mixture that can be
resolved with a resolution of 1 between the inert peak and the last peak.

PC � 1 � �N1/2

4 � ln(1 � k ′) (25)

As samples become more complex, the ability of a particular separation method
to resolve all components decreases. A statistical study of component overlap
has shown that a chromatogram must be approximately 95% vacant to provide
a 90% probability that a given component of interest will appear as an isolated
peak (9). This is shown graphically in Fig. 10, where the probability of separation
is plotted as a function of the system peak capacity for cases where the number

Fig. 10 Probability of separation as a function of system peak capacity. (From Ref. 10.
Reprinted courtesy of American Chemical Society.)
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of components varies from 10 to 70. A thorough discussion of resolving power
is given by Martin et al. (10).

III. INSTRUMENTATION

The instrumental requirements of modern liquid chromatography were defined
early. In 1963 Giddings noted that for separation efficiencies comparable to GC,
‘‘for the fastest analysis the particle diameter for LC will be about 1/30 of that for
the analogous GC system’’ (11)—thus the origin of high-pressure liquid chroma-
tography! Cramers et al. (12) addressed flow processes in chromatography, and
the integrated form of Darcy’s law, which describes laminar flow conditions for
liquid chromatography, shows that for a given flow velocity, the pressure drop
required is inversely dependent on the square of the stationary-phase particle
diameter—thus the first distinction between traditional and modern LC. High-
pressure systems were developed to force the mobile phase through columns
packed with small-diameter stationary phases, and now the velocity term in the
van Deemter equation was easily controllable, in contrast to traditional gravity-
flow column chromatography, allowing optimization of separations to be more
readily accomplished.

The stationary-phase particle diameters have continually decreased, from
the pellicular packings of the early 1970s to the totally porous 10-, 5-, and 3-
µm diameters of the present. Research reports now are concerned with 1-µm
packings. With this decrease in particle diameter has come more stringent require-
ments for virtually all aspects of the instrumentation, including injection tech-
niques, pumping systems, and detection. Along with the greater pressure drops
required for small-diameter packings, the peak volumes can be extremely small,
which mandates careful attention to extra-column variance contributions. At vari-
ous times in the development of modern liquid chromatography, the column tech-
nology has been ahead of the instrumentation, and vice versa. Hopefully, with
the present maturity of the technique, advances will come more in parallel. Figure
11 shows a block diagram of a typical LC instrument.

A. Pumps

The high-pressure pumping system is at the heart of modern liquid chromatogra-
phy. The requirements are clear. The pump should be able to reproducibly deliver
virtually pulseless flow over a wide range of volume flow rates at pressures up
to 6000 psi; there should be a very small delay for programmed solvent changes
and the solvent contact points should be inert against pH, salt, and organic solvent
variations. An excellent chapter on liquid chromatography equipment has ap-
peared which gives a detailed discussion of the various pumping principles and
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Fig. 11 Block diagram of a liquid chromatograph.

includes an extensive listing of commercially available pumps and pertinent tech-
nical specifications (13). While constant-pressure pumps were used in the early
development of modern LC, constant-flow pumps are now virtually the only
pumps used for analytical liquid chromatography. The constant-pressure pumps
used flow rate as a variable and made the comparison of retention data difficult
at best; constant-flow pumps allow pressure to vary while maintaining a constant
flow rate, and retention volume is then exact and easily calculable.

Three popular types of pumps dominate liquid chromatography as practiced
today. The syringe pump was one of the first pumps used in the development of
modern LC, and has had a rebirth of interest which has been driven by the interest
in micro-LC and supercritical-fluid chromatography. Syringe pumps contain the
solvent in a large reservoir and the solvent is displaced by the action of a stepping
motor such that the reservoir is pressurized and the solvent is delivered to the
column at the defined flow rate. The primary disadvantage of this type of pump
is the limited volume of the syringe (solvent reservoir), which requires periodic
refilling and subsequent cessation of pumping. This problem becomes much less
objectionable with small-diameter columns, and these pumps are now often the
best choice for use with micro-LC, where they provide extremely stable flow
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rates and the syringe volume may be sufficient for an entire day of operation.
These pumps will deliver virtually pulseless flow and are ideal for detectors which
are flow-sensitive, such as electrochemical or mass spectrometric detectors. The
elimination of pulse noise serves to lower the limit of detection, and these pumps
are often the best choice for trace analysis.

Single-head reciprocating pumps are the simplest and among the most pop-
ular pumps currently used. They are generally the least expensive pumps avail-
able, and they are used heavily for quality control and routine applications. Here
a piston is driven reciprocally in a small stainless steel chamber and a check
valve serves to open the chamber to the solvent reservoir during the piston’s
‘‘fill’’ stroke, and close the path to the solvent reservoir during the ‘‘pump’’
stroke. Solvent is then drawn into the chamber by suction, and forced into the
column under pump pressure. Clearly, the single worst feature of the single-head
pump is the discontinuous pump cycle, causing serious solvent pulsations to be
delivered to the column. These pulsations are generally damped with a pulse
dampener which, while reasonably effective, adds a significant precolumn vol-
ume which slows solvent changeover and gradient formation.

Dual-head reciprocating pumps offer lower solvent pulsation at the expense
of mechanical complexity. Here two pistons fill and pump 180° out of phase and
in theory provide ‘‘pulseless’’ flow. Dual-head pumps are more expensive and
have either two check valves (series heads) or four check valves (parallel heads).
Both designs generally provide for some type of pressure or flow feedback control
to further compensate for minor flow variations during switching from one head
to the next. A detailed discussion of the mechanics of these and other pumping
systems is provided elsewhere (13).

The mechanism of solvent mixing is also pertinent to the discussion of
pumping systems. Even for isocratic separations, it is generally not advisable to
premix the solvents manually and pump the resulting solvent mixture. Slight
variations in the preparation of the solvent mixture from one time to the next
can lead to slight variations in solvent strength, and selective solvent evaporation
over the duration of usage of a single solvent preparation can also cause retention
time ‘‘creep.’’ There are two popular methods for solvent mixing and gradient
formation, generally classified as low-pressure mixing or high-pressure mixing.
In a low-pressure mixing system, a proportioning valve, operated on a time base,
proportions the desired ratio of solvents, which are mixed by a static or dynamic
mixer before they are pumped. Some commercial systems are capable of control-
ling three or four different solvents, providing ease of solvent selection for
method development. Alternatively, high-pressure mixing systems use a separate
pump for each solvent, and the solvents are mixed under high pressure. Subtle
advantages and disadvantages are apparent with each system. The most obvious
problem of high-pressure mixing systems is expense. Providing a separate pump
for each solvent adds rapidly to the price of a chromatographic instrument. An
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often frustrating problem of low-pressure mixing systems is their greater suscepti-
bility to bubble formation. The individual mobile-phase components must be
thoroughly degassed before mixing, to prevent bubbles from forming at the point
of mixing and subsequently becoming trapped in the pump head. They also gener-
ally have a larger volume between the point of mixing and the top of the column.
Care must be exercised with both types of solvent mixing when proportioning less
than about 10% of one solvent. Here the proportioning valve may be operating at
such a low time rate for the minor solvent as to cause irreproducible mixing. An
equivalent problem for high-pressure mixing systems may arise when one pump
is required to pump at a flow rate lower than that required for reproducible flow.
A simple test of the accuracy and delay time of gradient formation is to spike
one solvent with a UV-absorbing compound, such as acetone, and run a slow 0–
100% gradient, following the actual formation with a UV detector.

B. Sample Introduction

An important factor in obtaining both good performance and accurate quantitative
analysis is the reproducible introduction of sample onto the top of the column.

The injection process plays an important role in determining total peak
width, as it is one of several important sources of extra-column variance. Kirkland
et al. (14) and Colin et al. (15) have addressed this problem in detail. Sternberg
(16) has shown that the variance contribution from the injection process cannot
be less than (V inj)2/12, where V inj is the volume injected. In reality, the contribution
will always be greater than this, as this is the theoretical limit representing a
rectangular plug injection. While both syringe and valve injection methodologies
exist, syringe injection is rarely used except during studies concerning the injec-
tion process itself.

Direct syringe injection through a self-sealing septum was the first method
of sample introduction used in the development of modern liquid chromatogra-
phy, but this method has several serious drawbacks. In contrast to GC, where
direct syringe injection is the most common method, in LC the high pressures
present at the top of the column make this method of sample introduction difficult.
Generally, mobile-phase flow must be stopped and the pressure allowed to fall
to ambient before the injection can be made. Along with the obvious inconve-
nience comes other problems. Small pieces of septum are occasionally torn loose
and collect at the top of the column, causing pressure buildup. There is an inherent
loss of quantitative precision through the addition of ‘‘syringe error,’’ the impre-
cision of reproducibly injecting microliter quantities of sample; and finally, this
injection method does not lend itself to automation, making it impractical for
routine users of liquid chromatography.

By far the most common method of sample injection is through the use of
a rotary valve. These are typically four- or six-port devices which allow the sam-
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ple to be loaded into an external loop, by use of a syringe at atmospheric pressure,
and subsequent activation of the valve shifts the solvent flow stream such that
the sample loop is incorporated into the flow, and the sample is delivered onto
the top of the column under pressure. A diagram of a typical injection valve is
shown in Fig. 12. These devices have a number of advantages which account
for their great popularity. The quality of the injection profile is not dependent on
operator skill as with direct syringe injection, and if the external loop is overfilled,
syringe error is eliminated. This greatly increases the precision of quantitative
analysis, and the reproducibility of the injection process is generally quoted at
�0.2%. The external loops may also be only partially filled, giving added flexi-
bility in terms of injection volume. It is here, however, that a serious mistake is
often made by those unfamiliar with the details of LC theory. The most common
injection loop volumes are from 5 to 20 µL, and analysts often fail to utilize the
variable of injection volume to improve the limit of detection. Very often much
more sample can be loaded onto the top of the column than is delivered by the
fixed-volume loops. This will be discussed in more detail in a later section. Coq
et al. (17) have investigated extra-column variance contributions from the use of
very large sampling loops, and have shown that volumes of up to several millili-
ters can be injected with variance of as little as 1.01 times the minimum if the
sampling loop is packed with glass beads. This study was concerning the injection
process only, and does not address the sample loadability of the chromatographic
column. A major advantage of the valve injectors is their ease of automation.
Microprocessor-controlled autoinjectors are now used routinely, which allows
unattended or overnight operation of the chromatograph. The rate and volume

Fig. 12 Flow diagram of a typical LC injection valve.

Copyright 2002 by Marcel Dekker. All Rights Reserved.



of the injection process can be programmed, including multiple injections from
the same sample vial.

C. Column Hardware

The chemistry of the separation process will be dealt with in a later section; here
we look at column configurations and dimensions. By far the most common col-
umn material is stainless steel. It is generally inert (except to acid halides) and
is able to withstand the high operating pressures necessary for the densely packed
columns. At least one column manufacturer advocates glass-lined stainless steel
columns, although the benefits of this seem small. Similarly, one manufacturer
offers radially compressed columns, which are soft-walled and are operated in
a radial compression module, where hydraulic pressure forces glycerol around
the sides of the column at a constant applied pressure. This concept reduces wall
effects and channels, thereby increasing chromatographic efficiency. This im-
provement is small, however, unless the columns are operated at the optimum
flow velocity. At velocities greater than optimum, resistance to mass transfer is
the dominant band broadening process, and the reduction in the wall effects is
inconsequential (18).

The inside diameter and length of the columns vary greatly. Commercially
available analytical columns range from 1.0 to about 8 mm in inside diameter,
and from 3 to over 30 cm in length. A survey conducted in 1994 is very illustrative
of column usage (19). From a sampling of 171 respondents, 61.2% reported using
columns with diameters of either 4.0 or 4.6 mm, and 25-cm column lengths were
the most popular for the 4.6-mm-i.d. category. Furthermore, over 71% reported
they used columns packed with 4- to 5-µm stationary-phase particles. An interest-
ing observation is that the percentage of respondents reporting using columns
with internal diameters of 2.0–2.1 or 3.0 mm almost doubled to 24.2% from
1991 to 1994.

The internal diameter of the column affects several chromatographic as-
pects. In the beginnings of modern liquid chromatography there was much discus-
sion of the ‘‘infinite diameter’’ effect (20–22). Due to slow radial mass transfer,
for certain combinations of particle diameter and column diameter, solute injected
directly onto the center of a column will traverse the length of the column without
ever approaching the column walls. For poorly packed columns this significantly
increases column efficiency, by eliminating wall effects. However, for well-
packed columns the effect is rather small. The practical utilization of this phe-
nomenon also requires specialized injection apparatus and decreased column
sample capacity. For these reasons, this concept is now little discussed.

The internal diameter directly affects mobile-phase usage, sample loading
capacity, sample dilution, and peak volumes. A 2.0-mm-i.d. column will use 80%
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less solvent than one of 4.6 mm i.d., and is generally compatible with existing
equipment. A 1.0-mm-i.d. column will use 95% less solvent than a 4.6-mm-i.d.
one, but will likely require new capital equipment. This small saving in solvent
consumption in going to the 1.0-mm-i.d. column is illustrated in Fig. 13. The
fundamental equation describing retention in a chromatographic process, which
was introduced in Sec. II, is

Vr � Vm � KVs

where Vr is retention volume, Vm is the mobile phase or void volume, K is the
thermodynamic distribution coefficient, and Vs is the stationary-phase volume.

It is clear that as the internal diameter of the column increases, so does the
mobile-phase volume, and then the volume of mobile phase that is necessary for
any given chromatographic analysis. This affects the cost of the analysis, both
directly in increased usage of chromatographic solvents, and also through in-
creased solvent disposal cost. This cost factor is one of the primary reasons driv-
ing the interest in small-diameter columns, which will be discussed in more detail
shortly.

Sample loading is also directly affected by column diameter, as it can be
shown that (23)

V inj,max �
Vr

N 1/2
(26)

Fig. 13 Effect of column diameter on solvent consumption.
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where V inj,max represents the maximum injection volume for a given tolerable loss
in resolution, and N is the column efficiency. Likewise, sample dilution and peak
volume are also affected (23),

Vp �
4Vm(1 � k ′)

N1/2
(27)

and

hp �
q inj N1/2

(2π)1/2 Vr

(28)

where Vp and hp are peak volume and peak height, respectively, k ′ is capacity
factor, and q inj is the amount injected.

The peak volume is also an important consideration when determining the
importance of extra-column band broadening processes. It is well known that

σ2
t � σ 2

intra � σ 2
extra (29)

where σ2 represents the variance of the chromatographic peak, with subscripts
referring to total, intra-column and extra-column processes, respectively. The
extra-column contribution is a constant amount determined by the injector, con-
necting tubing, the detector flow cell, and electronics. Clearly, the extra-column
contribution becomes more important as the peak volume becomes small. This
places severe restrictions on the design of injectors, detectors, and connections
as the chromatographic process is miniaturized. For this reason, the use of short
columns packed with 3-µm particles may be best accomplished by columns of
wide diameter. Stout et al. (24) have discussed the use of 8 � 0.62 cm columns
packed with 3-µm particles which provide high-speed separations with a mini-
mum of concern for extra-column contributions.

A too-often-overlooked consideration in extra-column contributions is the
diameter of the connecting tubing. Dolan (25) has thoroughly discussed the effect
of tubing on the operation and maintenance of an efficient chromatographic sys-
tem. Tables 1 and 2 show the volume of the tubing, in milliliters per centimeters
and the maximum length allowable for a 5% increase in bandwidth for several
typical dimensions.

As was shown in the survey of column usage (19), the most popular length
for analytical columns is still 25 cm, with a significant migration to 15-cm
lengths. The hesitancy to go to shorter columns is somewhat surprising. Smaller
stationary-phase particle diameters and shorter columns reduce analysis times,
solvent consumption, disposal costs, and peak volume, which translates into
higher sensitivity and lower limits of detection. A discussion of the effects of
varying stationary-phase particle diameter and column length on retention and
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Table 1 Tubing Conversions

Internal diameter
Volume

(in.) (mm)a (µL/cm)b

0.007 0.18 0.25
0.010 0.25 0.51
0.020 0.50 2.03
0.030 0.75 4.56
0.040 1.00 8.11
0.046 1.20 10.72

a Nominal value.
b Calculated from English internal diameter

measurements.
From Ref. 25.

peak volumes was given in Sec. II. A thorough comparison of the performance
and practical limitations of 3- and 5-µm-diameter column packings has been per-
formed by Cooke et al. (26). They showed that, for most practical applications,
5-µm stationary-phase particles are the best compromise, as going to short col-
umns with 3-µm particles places severe restrictions on extra-column volumes,
detector cells, and electronics. Going to shorter columns while maintaining the

Table 2 Guide to Tubing Length and Inner Diameter

Maximum length (cm) for 5%
Column characteristics increase in band width

L (mm) dc (mm) dp (µm) N 0.007 in. 0.010 in. 0.020 in.

33 4.6 3 4,400 22 9 *
50 4.6 3 6,677 33 14 *
100 4.6 3 13,333 67 27 *
150 4.6 5 12,000 167 68 *
250 4.6 10 10,000 556 228 14
250 4.6 5 20,000 278 114 *
250a 2.0 5 20,000 50 20 *
250b 1.0 5 20,000 12 * *

L � column length, dc � column internal diameter, dp � particle diameter, N � column plate number;
flow rate � 1 mL/min, except: a0.2 mL/min; b 0.05 mL/min.
* Less than 8 cm.
From Ref. 25.
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same stationary-phase diameter is often advantageous as well; shortening the
column by a factor of 2 will halve the analysis time and solvent consumption,
and will only reduce the resolution by a factor of 1.4.

The interest in small-diameter columns for liquid chromatography, with
inside diameters �1.0 mm, has waned somewhat since the early 1980s. The initial
interest in small-diameter columns was driven by the tremendous improvement in
efficiency found in gas chromatography upon going from packed to open tubular
columns. In liquid chromatography, however, many problems have prevented the
practical realization of the goals. Guiochon has shown that a packed column and
an open tubular column of the same length give approximately the same effi-
ciency and the same analysis time if the diameter of the particles in the packed
column is half the diameter of the capillary column and if both are operated at
the optimum flow velocity (27). This means that open tubular capillary columns
must be only a few micrometers in diameter just to be competitive with conven-
tional packed columns. He also showed that the speed advantage found with open
tubular columns in gas chromatography does not exist in liquid chromatography
(27). Because the liquid-phase compressibility is negligible compared to that of
the gas phase, the much larger permeability of the open tubular column has no
consequence for the average velocity at which the column is operated. For those
few separations where more than about 100,000 plates are necessary, open tubular
columns for LC do offer a permeability advantage over the linking of several
traditional packed columns. However, this technology is still far from being rou-
tine or commercially available. An excellent overview of the advantages and
technological barriers for microcolumn liquid chromatography is given by No-
votny (28).

An often-cited advantage of microcolumn LC is that of enhanced detection.
However, careful examination of these claims reveals that most often compari-
sons are made between micro- and traditional LC columns with a fixed sample
injection volume. Here there will certainly be enhanced sensitivity with the small-
diameter column, as sample dilution is proportional to the square of the inside
diameter of the column. However, if the injection volumes onto different columns
of different diameters are scaled proportionally to the square of their diameters,
then the dilution of the two samples will be equivalent (29). This means that
microcolumn LC will only offer enhanced detection sensitivity when the avail-
able sample volume is limited. A critical comparison of micro- and standard LC
columns in terms of sample detectability using UV absorbance detectors has been
made by Cooke et al. (30).

With columns of any diameter, a common problem is contamination of the
top of the column by strongly retained compounds present in the sample being
analyzed. Repeated injection of these samples can affect column performance
through changes in plate count, capacity factor, and occasionally solute selectiv-
ity. For these reasons it is advantageous to use a ‘‘guard’’ column when dealing
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with real samples. Most often the guard column is a short column, typically 1–
5 cm in length, packed with the same packing as the analytical column, and is
located between the injector and analytical column. The guard column is then
discarded and replaced at intervals dependent on the contamination level present
in the sample being analyzed. While its use slows degradation of the analytical
column, it represents a further site for sample dilution and dispersion. Kirkland
et al. have shown, with both variance calculations and experiments, that it should
be possible to use pellicular packing in the guard column without significantly
degrading the separation from the analytical column, as long as the sample is
retained to the same extent or less on the guard column compared to the analytical
column (14). A second problem which can occur with modern siliceous stationary
phases is the slow dissolution of the silica in the predominantly aqueous mobile
phases used in reversed-phase liquid chromatography. This problem can be over-
come by the use of a ‘‘saturator’’ column, located between the pump and injector
(31). The saturator column is filled with bare silica, of any particle diameter, and
serves to saturate the mobile phase with dissolved silicates. This greatly slows
dissolution of the analytical column and, by virtue of its placement, adds no
extra-column volume to the separation system. Guard and ‘‘scavenger’’ columns,
including expected lifetimes, dimensions, suggested packings, and dispersion
characteristics, have been thoroughly discussed by Dong et al. (32).

A too-often-overlooked aspect of liquid chromatography is temperature
control. While liquid chromatography is (generally) a room-temperature tech-
nique, it is a constant-room-temperature technique. As the partitioning of a solute
between the stationary and mobile phases is thermodynamically driven, changes
in temperature will affect that partitioning. This leads to changes in retention
time and peak height and possible misidentification of solute peaks. Gilpin and
Sisco (33) performed a careful study on the effects of temperature on precision
of retention measurements in both normal and reversed phase LC. They showed
that a 1°C change in temperature can result in up to a 5% change in retention
in reversed-phase systems, and in some cases 25% or more for normal-phase
systems. Chmielowiec and Sawatzky have also shown with the separation of
polyaromatic hydrocarbons that peak inversion can occur over a 5° change in
temperature (34)! Changes in solute selectivity are also possible with changes in
temperature, and this will be addressed in a later section. Poppe et al. have ad-
dressed temperature gradients which arise from viscous heat dissipation and the
effect of this on the efficiency of modern LC columns (35,36). Perchalski and
Wilder have also noted the importance of preheating the mobile phase to the
column temperature before it enters the column (37).

The method of thermostatting the column is also of interest. There are three
popular methods, each of which has disadvantages. Water jackets and circulators
are likely the best way to ensure temperature control and homogeneity, yet this
is the most inconvenient due to the necessity of locating a bulky water bath next

Copyright 2002 by Marcel Dekker. All Rights Reserved.



to the chromatograph and running hoses to the column. Water does, however,
provide excellent heat transfer and has a high heat capacity. The mobile phase
can also be conveniently preheated by thermostatting the guard column and/or
saturator column. Column block heaters are popular commercially, yet these are
more expensive and have been reported to suffer from ‘‘hot spots’’ or uneven
heating. Block heaters also require the use of certain length columns to fit prop-
erly, without the use of lengthy connecting tubing which increases extra-column
band broadening. Finally, air baths or ovens have been popular with some manu-
facturers, yet these exhibit poor heat transfer characteristics and require lengthy
precolumn tubing to equilibrate the mobile phase to the column temperature.

D. Detectors

Detection in liquid chromatography has long been considered one of the weakest
aspects of the technique. Low concentrations of a solute dissolved in a liquid
modify the properties of the liquid to a much smaller extent than low concentra-
tions of a solute in a gas. For this reason there is no sensitive universal, or quasi-
universal, detector such as the flame ionization or thermal conductivity detectors
for GC. A comprehensive review of detectors has been published by Fielden
(38), as well as two recent books by Scott (39) and Patonay (40). The Fundamen-
tal Review issue of Analytical Chemistry, published in even-numbered years,
contains a comprehensive review of developments in instrumentation for LC,
including detection techniques.

Detectors can be broadly classified into bulk property and solute property
detectors. Bulk property detectors continuously monitor some property of the
mobile phase, such as refractive index, conductance, or dielectric constant, which
changes as solute is added to the mobile phase. Bulk property detectors have a
finite signal in the absence of a solute, and this results in two serious limitations
of these detectors. First, the addition of a low concentration of solute will add
only a small increment to what may already be a large background signal; as a
result, these detectors generally have poor limits of detection and are in general
not suitable for trace analysis. Second, as they also respond to the mobile phase,
the signal changes with changes in mobile-phase conditions, and these detectors
are largely incompatible with gradient elution techniques. Solute property detec-
tors respond to some specific property of certain compounds, such as the ultravio-
let absorbance detector. These detectors generally have much lower limits of
detection, but are applicable only to those compounds showing that specific prop-
erty. While the search for a sensitive, universal detector continues, it is likely
that this elusive detection scheme would create more problems than it would
solve! Selective detectors can be used advantageously to simplify the chromatog-
raphy in many instances; two solutes need not be separated if the detector re-
sponds only to one of them.
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There are also two classifications for the response observed; some detectors
give a concentration-dependent signal, which is proportional to the concentration
of solute in the mobile phase and independent of the mobile-phase flow rate. If
the mobile-phase flow rate is stopped, the signal decreases to zero with a time
constant approximately that of the detector response time. Electrochemical detec-
tors and mass spectrometers belong to this category.

1. Figures of Merit

Before discussing the individual types of detectors, there are certain figures of
merit that are relevant to all detection techniques.

a. Sensitivity

Sensitivity is likely the most often misused word in analytical chemistry. Sensitiv-
ity refers to the response per unit concentration, not the lowest amount of solute
detectable. Sensitivity is usually determined from the slope of the calibration
curve, and is correctly reported in units of signal/amount of solute.

b. Noise

There are two types of noise relevant to chromatographic-determinations. Detec-
tor, or electrical, noise is the random fluctuation of the baseline signal in the
presence of mobile-phase flow. Noise values can be reported as either peak-to-
peak values, or as a root-mean-square (rms) value. The rms value can be esti-
mated easily as 1/5 the peak-to-peak value. This estimation follows from statistical
considerations; noise is a randomly occurring phenomenon, and as such the val-
ues should follow Gaussian statistics. Ninety-nine percent of the values should
then fall within the mean value �2.5 standard deviations. It has been recom-
mended that the baseline region measured be sufficiently wide as to encompass
at least 20 base widths of the analyte peak (23). The measurement of noise in
chromatographic systems has been addressed in detail (23).

Chemical noise is also present in most chemical analyses. This arises from
other solutes which give rise to a nonrandom signal at the same retention time
as the solute of interest. This noise is much more difficult to discuss and quanti-
tate, as the accurate estimation of this noise would require a true sample blank
containing the exact matrix minus the solute of interest.

c. Detection Limit

The limit of detection (LOD) is that amount of solute that can be distinguished
with some level of certainty from the baseline noise. For spectrochemical analy-
sis, the IUPAC recommends the LOD be defined as that amount of solute giving
a signal three times the standard deviation of the blank. This can be easily calcu-
lated from
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LOD �
3Sb

S
(30)

where Sb is the standard deviation of the blank and S is the analytical sensitivity.
A tutorial on the statistical basis of this measurement has been published by Long
and Winefordner (41). Many different definitions of the LOD are found in the
chromatographic literature, which, when coupled with the chromatographic vari-
ables, makes evaluation of reported LODs extremely difficult. As well as the
inherent noise and sensitivity of the detector, for a true chromatographic LOD,
the column void volume, solute capacity factor, column efficiency, and injection
volume all play an important role, as seen in Eq. (27). The difficulties of assessing
chromatographic LOD values have been discussed by Karger et al. (29) and by
Foley and Dorsey (23).

d. Linearity

To be useful for quantitative purposes, the detector response should be linear
with amount of solute over a reasonable range of solute concentrations. Most
often the logarithm of the detector response is plotted versus the logarithm of
the amount injected, and the linear range is taken as that concentration range
over which the slope of the corresponding line is 1.00 � 0.03. However, as
Colin et al. have pointed out (13), such a plot dampens fluctuations and may be
misleading. They have recommended that a plot of the ratio of detector signal
to amount injected versus the logarithm of amount injected is much more instruc-
tive.

e. Response Time

Response time refers to the finite time a detector takes to respond to an instanta-
neous change in solute concentration in the detector cell. At least two methods
of reporting this figure of merit exist, so the analyst must compare numbers care-
fully. The time constant is the time necessary for a device to respond to 0.632
of maximum peak height after application of a step change, while the response
time is generally taken to be the time necessary for a device to respond to 0.90
of maximum peak height after application of a step change. The response time
of the detector and subsequent recording device can modify both peak shape and
peak height, causing an apparent decrease in both column efficiency and detector
sensitivity. Both theoretical and experimental treatments of this effect have been
reported (16,40,42). It is generally assumed that the detector response time should
modify the peak by �5%, and Scott (40) has shown that to meet this requirement
the maximum value of the detector time constant should be no greater than 32%
of the time standard deviation of the earliest eluting peak. For a 10-cm column,
packed with 3-µm-diameter stationary phase operating with a reduced plate
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height of 2, a solute capacity factor of 2, and a void time of 50 s, this means
that the maximum response time of the detector should be 0.37 s. Modern detec-
tors usually have a user-variable time constant, with a minimum value of 0.05 or
0.1 s; however, many older fixed-wavelength detectors have a fixed time constant,
which often exceeds 1 s. Alternatively, if the time constant is too short, the filter
is not eliminating as much noise as is desirable, and the limit of detection may
be adversely affected.

f. Cell Volume

The dimensions of the detector cell are also important for both maximum detector
sensitivity and to prevent loss of peak resolution obtained from the column. For
optical detectors it is desirable to have a long optical path length, and many
commercial detectors have a 1-cm path length while still maintaining a total cell
volume of only 8 µL. It is generally assumed that the volume of the detector cell
should be �25% of the volume of the fastest-eluting peak. For traditional 4.6-
mm-i.d. columns of 10 cm or longer, this is not difficult to achieve. However,
for short columns packed with small-diameter stationary-phase material, or for
very-small-i.d. columns, this can be a severe restriction. A good perspective on
the design of optical flow cells for traditional and small-diameter columns has
been given by Cooke et al. (30).

g. Quantitation

There is much debate over whether peak height or peak area should be used for
quantitation. Both have their uses, and selection depends on the type of analysis
being performed. McCoy et al. (43) published the results of a cooperative study
comparing the precision of peak height and peak area measurements in liquid
chromatography. In general, for well-behaved peaks, precision of area measure-
ments is usually better than height measurements, although peak height is less
dependent on flow rate than is peak area. One of the problems affecting peak
areas is that neighboring peaks can cause band broadening, resulting in poor
resolution from other components or the solvent front. In addition, noisy baselines
can contribute to inaccurate measurements. On the other hand, variations in reten-
tion time as a result of temperature or mobile-phase composition changes will
affect peak height measurements, as peaks become broader and shorter with in-
creasing k ′ values. Another problem causing peak height variation occurs when
columns degrade and the plate count decreases.

Another issue concerning quantitation of chromatographic peaks is which
method of integration should be used. Papas and Delaney (44,45) have evaluated
chromatographic data systems, and Papas and Tougas (46) have examined the
accuracy of peak deconvolution algorithms within chromatographic integrators.
The most reliable and simple peak area deconvolution methods found were the
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tangent skim (TS) method and the perpendicular drop (PD) method, even though
both are inherently inaccurate. When the resolution of two overlapping tailed
peaks decreases, the PD method becomes very inaccurate for the smaller peak;
dropping a perpendicular makes the smaller peak grossly overestimated, whereas
the larger peak is underestimated. Criteria for deciding whether to use either
tangent skim or perpendicular drop are not well defined. A general rule of thumb
employs the peak height ratio, and a value of 10:1 has been suggested as the
decision point. Very real and large differences in decision criteria exist among
manufacturers, leading to large differences in peak quantitation. Any given exam-
ple of overlapping peaks would be deconvoluted differently by different integra-
tion systems, leading to potentially large discrepancies not attributed to the physi-
cal separation.

2. Ultraviolet-Visible Absorbance Detectors

UV-visible detectors were among the first detectors utilized for liquid chromatog-
raphy and remain by far the most popular. There are now three popular types of
UV-visible detectors: fixed-wavelength detectors which operate from a discrete
source, variable-wavelength detectors which utilize a continuum source and a
monochromator, and rapid-scanning detectors which are generally based on a
linear photodiode-array light detector. A survey (47) reported that in 1985, 78%
of respondents reported using a variable-wavelength detector, and 18% reported
the use of a diode array, although both of these figures are almost assuredly much
higher now. Unfortunately, this was the last survey run by LC-GC, and another
would be very revealing.

A fixed-wavelength detector will generally offer lower limits of detection
than a variable-wavelength detector operated at the same wavelength. The 254-
nm detector is almost ubiquitous; the use of a low-pressure mercury lamp gives
a very strong source at 253.6 nm, and with the use of a silicon photodiode light
detector gives a very inexpensive detector with high signal-to-noise ratio. The
inherent sensitivity of this detector makes it useful for virtually all organic com-
pounds with any degree of conjugation or other chromophore. This detector can
also be used at other wavelengths by filtering the emission source to give other
lines, or even using phosphor screens to give lines not available from mercury.
These other wavelengths will have significantly lower signal-to-noise ratios, how-
ever. The American Society for Testing and Materials (ASTM) has developed
a standard practice for testing fixed-wavelength detectors (ASTM E685) (48).
However, not all important criteria are included. Larkins and Westcott have com-
pared several commercially available UV detectors using an otherwise identical
chromatographic system and found significant differences in apparent column
efficiency due to differences in detector design which contribute to extra-column
band broadening (49). Results of a cooperative study on the precision of LC
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measurements at low signal-to-noise ratios have shown that the best overall preci-
sion is noted for peak area measurements (as compared to peak height) with
fixed-wavelength detectors (as compared to variable wavelength) (50).

The popularity of variable-wavelength detectors has increased greatly, both
due to improved sensitivity from operating at the wavelength of maximum ab-
sorbance of the solute of interest, and also due to the ability to operate at wave-
lengths where other solutes will not absorb. Perhaps the greatest operating diffi-
culty with these detectors is the somewhat limited lamp lifetime, especially when
compared to the low-pressure mercury lamp used in the fixed-wavelength 254-
nm detector.

The most information rich of these detectors is the photodiode array. Here
entire spectra are collected simultaneously over some desired wavelength range,
which offers several advantages. First, every compound can be quantitated at its
wavelength of maximum absorbance, which can offer advantages for trace analy-
sis. Second, compounds not resolved chromatographically can sometimes be re-
solved spectrally; arguably, no area has benefited from the application of chemo-
metric techniques as much as has LC with photodiode array detection. Finally,
the molecular absorption spectrum can be used for peak identification and peak
tracking. These detectors have been increasing rapidly in popularity, not because
of improvements in the detectors themselves, but rather because of improvements
in the software available for post-run data manipulation. Castledine and Fell pub-
lished a review of various strategies for peak-purity assessment in LC using
photo-diode array detection (51). Figure 14 shows a typical three-dimensional
chromatogram, absorbance versus time, as generated by a diode array detector.

3. Refractive Index Detectors

Refractive index (RI) detectors were reported used by 37% of the respondents to
the detector survey (47). These are clearly the most popular of the truly universal
detectors. Dark has published a review of the evolution of both UV-visible and
refractive index detectors (52). RI detectors are an excellent example of the prob-
lems facing universal detectors. They respond to changes in the refractive index
of the mobile phase, and this changes not only with solute concentration, but
also with temperature, pressure, dissolved gases, and changes in mobile-phase
conditions. Therefore, they are generally applicable only for isocratic separations,
and to be operated at maximum sensitivity they need careful temperature and
flow control. Modern detectors can respond to changes in the index of refraction
as low as 1 � 10�8 refractive index units, which should be compared with a
change of 4 � 10�4 for a temperature change of 1°C and 4 � 10�5 for a pressure
change of 1 atm. Clearly, this can be the cause of great frustration! Three general
designs are employed in commercial instruments, and a good description of each
is given by Yeung and Synovec in a tutorial on advances in LC detection (53).

Copyright 2002 by Marcel Dekker. All Rights Reserved.



Fig. 14 3-D chromatogram from a diode-array UV absorption detector: (a) blended veg-
etable oil; (b) the blended vegetable oil after reaction with a resole phenolic resin. (From
N Hessefort, M Hedstrom, W Greive. LC-GC 7:130, 1989. Reprinted courtesy of Aster
Publishing Company.)
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RI detectors are highly useful for preparative chromatography, where they
can be operated at low sensitivity, and for polymer or macromolecular separa-
tions, where the change in refractive index from that of the mobile phase will
be great, even for low concentrations of solute.

4. Fluorescence Detectors

Fluorescence detectors were reported used by 31% of the respondents to the sur-
vey (47). The fluorescence detector is a near-ideal detector for those solutes that
exhibit molecular fluorescence. It exhibits excellent limits of detection because
of near-zero signal in the absence of a fluorescing solute, it is highly selective,
and, through the use of a photodiode-array light detector, it can give additional
structural information about the solute. Commercial fluorescence detectors gener-
ally provide detection limits about 100 times lower than commercial absorption
detectors. Many biologically active compounds, pharmaceutical products, and
environmental contaminants are naturally fluorescing. In addition, many derivati-
zation schemes exist to add a fluorophore to a nonfluorescing solute. A review
of luminescence detection, including chemiluminescence and postcolumn deriv-
atization techniques, has been published by Brinkman et al. (54).

The design of commercial fluorescence detectors generally follows one of
three directions. The simplest and least expensive instrument uses a low-pressure
mercury lamp as an excitation source, and the total luminescence is then collected
at a right angle to the line of excitation. More complicated (and expensive) instru-
ments add either one or two monochromators to select the excitation and emission
wavelengths. With one monochromator, the excitation wavelength is chosen, and
the emission wavelengths are selected with the use of a cutoff filter. Alternatively,
two monochromators can be used to select both the excitation and emission wave-
lengths. Clearly, added selectivity comes with additional control of excitation
and emission wavelengths. Some commercial detectors allow programming of
the emission wavelength to select the appropriate wavelength for each eluting
solute.

Laser excitation for fluorescence detection has received much research in-
terest, but as of yet there is no commercially available instrument. Fluorescence
intensity increases with excitation intensity, and it is generally assumed that laser
excitation would then offer improved limits of detection. However, as Yeung
and Synovec have shown, various types of light scattering, luminescence from
the flow cell walls, and emission from impurities in the solvent all increase with
source intensity as well, yielding no net improvement in signal-to-noise ratio
(53). Where laser excited fluorescence may prove useful is for the design of
fluorescence detectors for microbore packed and open tubular LC columns, where
the laser source can be focused to a small illuminated volume for on-column
detection.
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Spectroscopists have shown many powerful variations on the fluorescence
experiment, which can generate additional selectivity and structural information.
These include two-photon excitation (55); supersonic jet expansion (56); con-
stant-energy synchronous fluorescence, where the excitation and emission mono-
chromators are scanned synchronously to maintain a constant energy difference
(57); and pulsed excitation for the real-time measurement of fluorescence life-
times (58). However, it is far from certain that these techniques will ever be
useful for the practicing analyst.

5. Electrochemical Detectors

Electrochemical detectors were reported used by 21% of the respondents to the
detector survey (47). Electron transfer processes offer highly sensitive and selec-
tive methods for detection of solutes. Various techniques have been devised for
this measurement process, with the most popular being based on the application
of a fixed potential to a solid electrode. Potential pulse techniques, scanning tech-
niques, and multiple electrode techniques have all been employed and can offer
certain advantages. Two excellent reviews of electrochemical detection in flow-
ing streams have appeared (59,60), as well as a comprehensive chapter in a series
on liquid chromatography (61).

This technique has increased rapidly in popularity over the past several
years. In certain situations an electrochemical detector can offer picogram limits
of detection. Furthermore, it is one of the few detectors that is easily adaptable
for use with microcolumns. White et al. have shown the feasibility of using a
single carbon fiber as the working electrode inserted into the end of a 15-µm-
i.d. capillary column (62,63). Slais has reviewed the use of electrochemical detec-
tors with low-dispersion (microbore) columns (64).

The early development of electrochemical detectors was driven by the need
for increased sensitivity for certain neurotransmitters. The commercialization of
the technique was an entrepreneurial effort by Peter Kissinger, one of the early
developers, who was quoted as saying, ‘‘We were essentially willing to give the
technology away for free to any company that would commercialize it, but at
the time nobody wanted it’’ (65).

By far the most popular of the electrochemical detection techniques is am-
perometric detection. Here a fixed potential is applied to the electrode, most often
glassy carbon, and a solute which will oxidize (or reduce) at that potential yields
an output current. Very little of the solute species, often less than 10%, is involved
in the actual electron transfer process. A second method is coulometric detection.
Here 100% of the solute species is converted, which offers advantages of no
mobile-phase flow dependence on the signal and absolute quantitation through
Faraday’s law, but a large-area electrode must be used. This then makes the
electrode much more susceptible to fouling, and offers no improvement in signal-
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to-noise ratio. While more of the solute species is converted, the larger electrode
area contributes proportionally more noise as well.

The efficient use of an electrochemical detector is somewhat more compli-
cated than the popular spectroscopic detectors. Knowledge of the oxidation (or
reduction) potential of the solute(s) of interest is necessary, but this is best esti-
mated from the chromatographic system. Generally a hydrodynamic voltammo-
gram is prepared, a plot of peak current versus potential, and the potential is set
at the lowest potential that will yield an acceptable signal. Lower operating poten-
tials give lower noise and better selectivity against other solutes present. Oxida-
tive electrochemistry is the most convenient, and by far the most popular. Reduc-
tive electrochemistry adds complications, as trace amounts of metal ions present
from the chromatographic system, hydrogen ion, and dissolved oxygen are all
easily reducible, and contribute to background noise. For this reason, to operate
near the limits of detection, it is necessary to replace all Teflon tubing in the
chromatographic system with stainless steel and vigorously deaerate the mobile-
phase supply.

There are two popular designs for the flow cells, a thin-layer design and
a wall-jet design, both shown in Fig. 15. The potentiostats are generally of the

Fig. 15 Amperopetric electrochemical detector cells: (a) thin-layer design; (b) wall-jet
design. Legend: (1) inlet from column; (2) working electrode; (3) cell block; (4) passage
to reference electrode; (5) to counter electrode.
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three-electrode design to ensure a constant potential on the working electrode.
As background noise is dependent on mobile-phase conditions, it is difficult to
utilize these detectors with gradient elution separations.

6. Conductance Detectors

Conductance detectors were reported used by 15% of the respondents to the de-
tector survey (47). The measurement of electrical conductance is a subset of
electrochemical detectors, although it is generally considered separately since it
is a non-Faradaic electrochemistry; that is, no electron transfer reaction takes
place. Conductance is one of the oldest of the LC detection techniques and is a
universal technique for ionic solutes. Conductance detection went through a pe-
riod of low popularity because of the difficulty of detecting a low concentration
of an ionic solute in the presence of a highly conducting mobile phase. The popu-
larity of the technique has increased dramatically since the introduction in 1975
of a postcolumn method of removing the background conductance from the mo-
bile phase (66). This technique has since become known as ‘‘ion chromatogra-
phy,’’ and will be discussed in a later section. Electrochemical detectors for ion
chromatography, including conductance detectors, have been reviewed by Jandik
et al. (67). This reference also includes an excellent discussion of cell designs,
development of electronic measurement circuitry, and temperature effects.

7. Postcolumn Reaction Detection

Postcolumn reaction detection was reported used by 9% of the respondents to
the detector survey (47). The most popular LC detectors are solute property detec-
tors. From a cursory glance at the popular detection techniques already discussed,
it is apparent there are many classes of important compounds for which there is
no sensitive solute-property detector. For this reason, many types of postcolumn
chemistries have been devised to derivatize separated solutes to form a detectable
species. Postcolumn reaction detection has been thoroughly reviewed (68,69).

Derivatization reactions can be performed either pre- or postcolumn. As
outlined by Brinkman, there are important advantages to using the postcolumn
techniques whenever possible (68). First, the analytes can be separated in their
original form, which often permits the adoption of published separation proce-
dures. Second, artifact formation is generally not a serious problem, in contrast to
precolumn derivatization, where it increases the separation difficulty and causes
problems with quantitation. Third, the reaction does not need to be complete and
the reaction products need not be stable; the only requirement is reproducibility.
Several reaction principles have been extensively applied. These include true
chemical derivatization such as with dansyl chloride or o-phthalaldehyde; UV
irradiation, which can convert the analyte of interest into a more easily detectable
species; solid-phase reactions, including catalytic reactions such as with the use
of immobilized enzymes; and chemiluminescence techniques.
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8. Hyphenated Techniques

Hyphenated detection schemes generally involve the coupling of a spectrometric
technique which can offer structural elucidation information. Easily the most
heavily applied of this group is LC coupled with mass spectrometry. LC–MS
has proven to be a much greater challenge than was originally thought. There
are at least four different commercially available schemes for interfacing these
two seemingly incompatible instruments; unfortunately, none of them seems to
be universally applicable to all separation processes. Garcia and Barcelo have
provided a good discussion of the possible interfaces (70). Other molecular spec-
troscopic techniques that have been extensively utilized are FT–IR (71) and NMR
(72). While the information content of these combinations is exceedingly high,
the coupling of the instruments is not trivial. Generally, compromises must be
made in the performance of either the chromatographic system or the spectro-
scopic system. LC–MS is the subject of the following chapter in this volume.

9. Other Detection Techniques

Virtually every imaginable (and even some unimaginable!) instrument has been
utilized as a detector for liquid chromatography. Most of these have been nothing
more than research curiosities; many have not exhibited the low limits of detec-
tion or the small cell volume necessary for a popular, useful detection technique.
The reader is encouraged to consult the latest issue of the Fundamental Review
issue of Analytical Chemistry, published in June of even-numbered years, for a
thorough review of detection schemes.

IV. SEPARATION MODES

The heart of liquid chromatography lies in the highly selective chemical interac-
tions that occur in both the mobile and stationary phases. It is now possible to
rapidly separate compounds whose difference in free energy of transfer between
the mobile and stationary phases is only a few calories per mole. Columns exhib-
iting virtually every type of possible selectivity exist—from shape selectivity to
charge selectivity to size selectivity to enantio-selectivity. It is also possible to
generate additional selectivity through clever manipulations of the mobile phase;
additives that interact with the solute in the mobile phase can create unique selec-
tivities in columns that do not show that type of selectivity.

Most LC stationary phases are now either bare of surface derivatized micro-
sporous silica particles of 10, 5, or 3 µm in diameter. These small-diameter pack-
ings provide very high efficiencies due to rapid mass transfer, in contrast to the
much larger pellicular packings of the 1970s. In a survey of column usage taken
in 1994, 24.6% of respondents reported using 1–3 µm materials; 71.3% reported
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using 4–5 µm materials, and 26.3% reported using 6–10 µm materials (19). One-
micrometer nonporous packings have been reported in the literature, although
there are many practical barriers to their routine use, including extremely small
peak volumes, and viscous heating of the stationary phase from the mobile-phase
flow (73).

A. Adsorption Chromatography

Adsorption, or liquid–solid chromatography, is the oldest of the chromatographic
separation techniques, and was the workhorse of chromatography until the devel-
opment of derivatized silicas. In the survey of column usage, adsorption chroma-
tography was reported used by only 8.8% of respondents to the 1994 survey (19).
The two most common adsorbents are silica gel and alumina, with silica being
by far the most popular. Porous carbon also enjoys some popularity, but remains
largely the research object of a few academic groups. Chromatography on silica
and alumina stationary phases has been well treated by Engelhardt and Elgass
(74), chromatography on carbon has been reviewed by Unger (75), and the use
of alumina in liquid chromatography has been discussed by Billiet et al. (76). A
comprehensive book on porous silica and its properties and use as a chromato-
graphic stationary phase has been published by Unger (77).

This mode of chromatography with polar stationary phases and nonpolar
mobile phases is known as ‘‘normal-phase’’ chromatography, and is so named
because it was the chromatographic technique originally described by Tswett. It
is best suited for the separation of polar compounds, but has fallen into disfavor
because of several rather serious drawbacks. First, irreversible adsorption is an
unpredictable but often encountered event. The adsorption sites on silica and
alumina are not energetically homogeneous, and adsorption of solute onto the
strongest of these sites can lead to extreme peak tailing, or even irreversible
adsorption. Second, day-to-day reproducibility of retention times is often poor.
Since the stationary phase is polar, the strongest mobile phase is a polar solvent.
This means that any variation in water content of the mobile phase can cause
dramatic differences in retention, and as the water content of typical organic
solvents can vary even with room humidity, it is extremely difficult to control.
Along with this change in solvent strength comes an even more serious problem.
The additional water content of the mobile phase can also lead to a change in
the activity of the silica or alumina stationary phase. Caude and Rosset et al.
have extensively studied the influence of water on retention data in liquid–solid
chromatographic systems and found in one instance that capacity factors changed
by up to one order of magnitude as the water content of the mobile phase changed
from 100 to 600 ppm (78–80).

Nevertheless, there are still applications where adsorption chromatography
will perform better than other separation techniques. These include class separa-
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tions, isomeric separations, and especially preparative-scale separations. Here,
the economy of the silica or alumina packings is a very powerful advantage.

Retention mechanisms of adsorption chromatography have been exten-
sively studied. There are two popular models for this process. The ‘‘displacement
model,’’ originally proposed by Snyder, treats the distribution of solute between
a surface phase, usually assumed to be a monolayer, and a mobile phase as a
result of a competitive solute and solvent adsorption. A treatment of this model,
including the significance of predictions of solvent strength and selectivity in
terms of mobile-phase optimization strategies, has been published by Snyder (81).

Alternatively, Jaroniec and Martire have described liquid–solid chromatog-
raphy in terms of classical thermodynamics (82). They show that a rigorous con-
sideration of solute and solvent competitive adsorption in systems with a nonideal
mobile phase and a surface-influenced nonideal stationary phase leads to a gen-
eral equation for the distribution coefficient of a solute involving concurrent ad-
sorption and partition effects. This equation is phrased in terms of interaction
parameters and activity coefficients, which would need to be evaluated or esti-
mated in actual applications.

B. Ion-Exchange Chromatography

Ion-exchange chromatography was reported used by 12.1% of the respondents
to the 1994 survey (19). This method of separation has seen a large resurgence
of interest since the development of postcolumn methods for removing the back-
ground electrolyte, allowing sensitive detection of trace levels of analytes (66).
This ‘‘new’’ technique of ion chromatography has been reviewed by Dasgupta
(83) and covered extensively in a revised book (84). Ion exchange was first recog-
nized as a means of chemical analysis in 1947. At the National Meeting of the
American Chemical Society in New York City there was a symposium in which
reports were given of the separation of the rare-earth elements on columns of
ion-exchange resins, research that had been done under wartime secrecy in the
Manhattan Project. The fission of uranium produced all of the rare-earth elements,
and they had to be separated; G. E. Boyd and his associates suggested ion ex-
change for this purpose (85). This was an especially challenging task, as the
lanthanide contraction gives these elements highly similar charge-to-size ratios.
With modern ion-exchangers, this separation can be performed in less than 30
min. Figure 16 shows a separation in less than 20 min which originally took
hours to perform (86).

Ion-exchange chromatography involves the reversible exchange of ions be-
tween mobile and stationary phases. The stationary phase has charge bearing
functional groups, with the most common mechanism being simple ion exchange.
The sample ion is in competition with the mobile-phase ion for the ionic sites
on the ion exchanger. Simple ion-exchange separations are based on the different
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Fig. 16 Separation of the lanthanide ions on 5-µm Nucleosil SCX. (From Ref. 86. Re-
printed courtesy of American Chemical Society.)

strengths of the solute-ion/resin-ion pair interactions. Traditional ion exchangers
are polystyrene resins which have been cross-linked with divinylbenzene and
then sulfonated to form strong acid cation exchangers, or quaternized to form
strong base anion exchangers. Silica gel which has been surface derivatized to
give exchangeable groups is also highly popular as a stationary-phase material.
These will be discussed in more detail in the section on bonded-phase chromatog-
raphy. Other support materials, such as alumina, agarose, and polymethacrylate,
have all received recent research interest, as there are large differences in the
ion-exchange properties of macromolecules, such as proteins, on sorbents based
on these supports.

The technique of ‘‘ion chromatography’’ was originally developed by
Small et al. (66) to allow the use of conductivity detection at high sensitivity.
Conductivity is a universal detection technique for ions, but the large concentra-
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tion of ions present in the mobile phase made it difficult to detect low concentra-
tions of an ionic solute. Using a ‘‘stripper column’’ that was opposite in charge
to the analytical column, they developed separation chemistries in which the mo-
bile-phase ion would exchange onto the stripper column and the ion released
would form water. For example, for cation analysis, HCl could be used as the
mobile phase, and the stripper column would be an anion exchanger in the OH�

form. Then the pertinent reaction would be

HCl � resin OH� → resin Cl� � HOH (31)

While the original technique required occasional regeneration of the strip-
per column, new membrane suppressers allow continuous regeneration. Sup-
pressed-ion chromatography has been patented; therefore other companies have
developed highly sensitive methods of conductivity detection that are not based
on removal of the background electrolyte. These rely on both electronic suppres-
sion of the background conductivity and on the development of very-low-capacity
ion-exchange resins which permit the use of dilute electrolyte solutions as the
mobile phase. These systems still exhibit somewhat poorer limits of detection
than the suppressed methods.

Ion-exchange packings can also be used to separate neutral and charged
species by mechanisms other than simple ion exchange. Furthermore, since ion
exchange can be performed under conditions approximating physiological condi-
tions, it has become an important technique in the purification of biological mac-
romolecules. The reader is encouraged to consult the latest Fundamental Review
issue of Analytical Chemistry for the most recent advances in these areas.

C. Size-Exclusion Chromatography

Size-exclusion chromatography (SEC) was reported used by only 8.5% of the
respondents to the 1994 survey (19). This is somewhat surprising in view of the
large polymer and biotechnology industries, and may reflect the fact that many
practitioners of this technique do not consider themselves ‘‘chromatographers,’’
and either did not respond or were not included in the survey mailings. An excel-
lent if somewhat dated book is available on SEC (87).

Size-exclusion chromatography is fundamentally the easiest mode of chro-
matography to understand and perform. The technique is known by many names,
gel permeation, gel filtration, and steric exclusion to name a few, and is applicable
to a wide range of materials covering both high and low molecular weight. It is
unique among all of the LC techniques in that separation is from purely entropic
forces. There should be no enthalpic contribution to retention. In other words,
interactions such as adsorption, ion exchange, and partitioning should be absent
in the ideal size-exclusion system.

Copyright 2002 by Marcel Dekker. All Rights Reserved.



Exclusion columns contain porous particles with different pore diameters.
A solute injected onto such a column will diffuse into those pores that have a
diameter greater than the effective diameter of the solute, and the effective diame-
ters of the various solutes control elution order. The component with the largest
effective diameter will elute first, since as this diameter gets larger the number
of pores that it can fit into decreases. Thus, if a molecule is of such a diameter
that it cannot diffuse into any of the pores, it is defined as totally excluded and
will be unretained, so it will elute with the void volume of the column. A solute
that is capable of diffusing into all the pores is said to totally permeate the pack-
ing. A solute of this type will require a much larger volume of solvent to achieve
elution. Separation of components may be achieved if they elute with a retention
volume between Vo and the total permeation volume.

The selection of the pore size of the packing generally depends on the size
of the solute molecules to be separated. Each size-exclusion packing of different
pore size will have its own calibration curve, or plot of molecular size versus
elution volume. Neither the exclusion limit nor the permeation limit is sharply
defined, because the pores of the packing do not have a narrow distribution of
sizes around the limits. If the pore distribution is wide, the curve will have a
steep slope, large-molecular-weight operating range, but poor resolution for spe-
cies close in size. If the pore distribution is narrow, the curve will be flatter, with
good resolution of molecules of closely related size, but a small-molecular-weight
operating range.

One of the most serious disadvantages of SEC is limited peak capacity;
that is, only a few separated bands can be accommodated within the total chro-
matogram, as all peaks must elute between the total exclusion volume and the
total permeation volume.

There are two popular stationary-phase materials. Polystyrene–divinylben-
zene resins are useful materials, and the pore size can be easily controlled by the
amount of divinylbenzene crosslinking. Silica and derivatized silica are also
heavily used, and provide better mechanical rigidity. The problem with these and
all packings used for SEC is to find a material that will be truly inert to all
chemical interactions with the solutes.

D. Bonded-Phase Chromatography

Early in the development of modern liquid chromatography, attempts were made
to adjust the stationary-phase chemistry in a fashion analogous to gas chromatog-
raphy; that is, viscous organic liquids were physically coated onto an inert sup-
port. This proved highly frustrating for routine users and researchers alike. While
there were many commercially available liquids for use as phases, the inability
to keep a constant amount of the liquid coated on the support led to extremely
poor reproducibility. Even when the mobile phase was presaturated with the or-
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ganic liquid to slow dissolution, the shear forces of the liquid mobile phase rush-
ing past the immobile supports were enough to physically strip the liquid from the
support. Liquid–liquid chromatography is now practiced by only a few research
groups.

In the late 1960s the technology was developed to chemically bond func-
tional groups onto spherical silica particles, and these ‘‘bonded phases’’ provided
the efficient, highly reproducible stationary phases needed for liquid chromatog-
raphy to gain acceptance as a routine method of analysis. Interesting perspectives
on the early development of bonded phases can be found in a book devoted to
the history of liquid chromatography (88). A recent tutorial on bonded phases,
and the remaining challenges in both normal and reversed-phase bonded-phase
chromatography was published by Dorsey and Cooper (89).

The synthetic technology for preparing these bonded phases has advanced
greatly since their first introduction. Early problems with a lack of reproducibility
from column to column, even from the same manufacturer, have largely been
solved. This irreproducibility was a result of many factors, including poor control
of the physical and chemical properties of the initial silica as well as the bonding
reaction. Realization of the importance of the starting silica material has led many
column manufacturers now to make their own starting silica. It is now generally
assumed that commercial columns from the same manufacturer should give reten-
tion variations of �5%. Variation from one manufacturer to another, however,
may be dramatic. Differences in synthetic methodology and in starting silica both
play a role in the retention properties.

It is not within the scope of this chapter to provide a comprehensive discus-
sion of silica gel chemistry. An excellent treatise is available (77). The parameters
that most significantly affect bonding chemistries and solute retention properties
are surface area, pore volume, pore diameter, trace metal impurities, and thermal
pretreatments. Both Sander and Wise (90) and Sands et al. (91) have studied the
effect of pore diameter and surface treatment of the silica on bonding reactions.
Boudreau and Cooper (92) have studied the effects of thermal pretreatments at
180, 400, and 840°C on the subsequent chemical modification of silica gel, and
showed that thermal pretreatment at temperatures 	200°C can produce more
homogeneous distribution of ‘‘active’’ silanols which are available for subse-
quent derivatization.

An extremely thorough review of bonded phase has been published by
Sander and Wise (93). By far the most popular synthetic scheme for the prepara-
tion of bonded phases involves the aptly named ‘‘monomeric reaction.’’ Here a
functionalized silane with a single leaving group is reacted with silica to form a
siloxane bridge. The generalized reaction is depicted in Fig. 17. The primary
advantage of monomeric stationary phases is that they provide a very well-
defined single layer of coverage of the silica surface. With careful control of the
reaction conditions, the end product is very reproducible in terms of bonding
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Fig. 17 Generalized bonding reaction for derivatization of silica surface by alkylsilanes.
X � leaving group. R′ and R are any desired functionalities; R′ is typically methyl, and
R is C8, C18, etc.

density of the grafted groups. The most popular leaving group is chloride, al-
though methoxy, ethoxy, and dimethylamino groups, among others, have also
been used. The most common reaction involves slurrying the starting silica with
a functionalized dimethylchlorosilane in a suitable solvent such as toluene along
with an ‘‘activator’’ or scavenger base and refluxing for several hours. Some
manufacturers, for some bonded phases, then use a second silanization reaction
with a trimethylchlorosilane to react with as many remaining hydroxyl sites as
possible. This ‘‘end-capping’’ reaction is to prevent hydrogen-bonding solutes
from interacting with these remaining hydroxyls and causing a mixed retention
mechanism.

If a di- or trireactive silane is used in the synthetic scheme, a more complex
surface chemistry results. These phases are generally referred to as ‘‘polymeric
phases.’’ In this case, there are a number of possibilities for reaction sites. The
silane may simply anchor at two (or three) silica surface sites and still yield only
a single layer of surface coverage. More likely, however, one or more of the
leaving groups on the silane will hydrolyze and then react with other leaving
groups to form a polymeric network extending out from the silica surface. This
polymerization reaction may occur in solution before bonding to the silica sur-
face, after the silane has already been bonded to the surface, or both. Both the
extent of cross-linking and the amount of silane bonded to the surface are very
sensitive to the reaction conditions. Early work with polymeric phases led to a
belief that they were irreproducible and generally showed poor stationary-phase
mass transfer characteristics. The reactions are, however, simpler to run, and for
this reason polymeric phases have continued to be commercially available. While
the polymeric phases do result in a higher carbon content, or more bonded
‘‘mass,’’ they are still not free from the secondary interaction of solutes with
residual hydroxyl sites. While the silica surface may be totally protected, hy-
droxyl sites will often occur on the ‘‘last’’ silanes in the polymeric network from
hydrolysis of the leaving groups. Sander and Wise (94) have shown that poly-
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meric phases can be made reproducibly when reaction conditions are carefully
controlled. Using a single lot of silica and carefully controlling the water content
in the reaction mixture, they reported the preparation of a polymeric phase with
a relative standard deviation of only 0.96% in surface coverage over four trials.

This bonding technology has the advantage of being able to ‘‘tailor’’ the
surface chemistry of small-diameter silica particles to give virtually any desired
interaction. There are reports in the literature of virtually every conceivable func-
tional group being bonded to the surface, both alone and in mixtures to give
mixed interaction phases. While this seems ideal, the bonded phases suffer from
one serious flaw: they have only a limited pH stability. At pH � 2.5, the Si–C
bond is cleaved, and at pH 	7.5 soluble silicates are formed, and the column
material actually begins to dissolve! High pH can be tolerated, if absolutely neces-
sary, by placing a silica ‘‘saturator’’ column between the pump and injector. This
sacrificial column serves to saturate the mobile phase with soluble silicates, so
that the analytical column is preserved.

1. Normal-Phase Chromatography

Bonded-phase columns in the normal mode were reported used by 14.1% of the
respondents to the 1994 survey (19). The term ‘‘normal-phase’’ chromatography,
sometimes referred to as ‘‘straight phase,’’ defines the chromatographic condition
that retention of solutes decreases with increasing solvent polarity. That is, the
stationary phase is (usually) more polar than the mobile phase. The types of
solutes amenable to this separation mode are generally polar solutes, with the
order of retention and types of separations being quite similar to those of adsorp-
tion chromatography. The stationary phases are typically formed with a propyl
spacer away from the siloxane bridge, terminating in an appropriate polar func-
tionality. The most common terminating groups are –CN, –NH2, and –(OH)2.
An overview of retention on bonded-phase, normal-phase packings has been pro-
vided by Snyder (95).

Normal-phase, bonded-phase columns offer a number of advantages com-
pared with traditional adsorption chromatography. These all arise from the ener-
getic nonhomogeneity of the hydroxyl sites on bare silica. The most ‘‘active’’
sites on bare silica can lead to irreversible adsorption, peak tailing, and slow
equilibration with changing solvent systems in adsorption chromatography. How-
ever, during a surface derivatization, it is these highly energetic hydroxyl sites
which react first with the derivatizing agent. This means that the remaining unre-
acted hydroxyls are the weakest, and cause little interference with the separation.
Irreversible adsorption is seldom a problem with bonded-phase columns. Control
of water content is not as crucial; while water will still modify the mobile-phase
strength, it will not cause deactivation of the stationary phase as with bare silica
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or alumina. Finally, solvent reequilibration is much more rapid, which means
that gradient elution techniques can be used advantageously.

A wide choice of solvents and columns is available to effect separation.
The selectivity of both the mobile and stationary phases have been approached
from a logical perspective. Snyder first proposed classifying solvents into a ‘‘sol-
vent selectivity triangle,’’ based on their proton donating, proton accepting, and
dipole interaction abilities (96), shown in Table 3 and Fig. 18. To effect a change
in selectivity on a particular column, the goal is to investigate solvents from as
near the apices of the solvent selectivity triangle as possible. Using hexane
as the carrier, or weakest solvent, Glajch et al. (97) recommended chloroform as
the best proton-donating solvent, methylene chloride as the best dipole interaction
solvent, and ethyl ether, or methyl-tert-butyl ether as the best proton-accepting
solvent. Figure 19 shows the location of the recommended solvents for both nor-
mal- and reversed-phase chromatography.

The specific chemical interactions from the stationary phase have been ap-
proached in the same manner. Snyder (95) first proposed that the three types of
bonded phases should provide maximum differences in selectivity. He assigned
the amino-phase to group I, the cyano- phase to group VI, and the diol-phase
to group IV. Cooper and Smith (98,99) have extensively studied the three
common types of normal-phase, bonded-phase columns and, using extended solu-
bility parameters, have experimentally located the three columns on a stationary-
phase selectivity triangle, shown in Fig. 20. Both the amino-phase and the cyano-
phase fall near the predictions; however, the diol-phase shows significantly less

Table 3 Classification of Solvent Selectivity

Group Solvent

I Aliphatic ethers, tetramethylguanidine, hexamethyl phosphoric acid amide (tri-
alkyl amines)

II Aliphatic alcohols
III Pyridine derivatives, tetrahydrofuran, amides (except formamide), glycol

ethers, sulfoxides
IV Glycols, benzyl alcohol, acetic acid, formamide
V Methylene chloride, ethylene chloride
VI (a) Tricresyl phosphate, aliphatic ketones and esters, polyethers, dioxane

(b) Sulfones, nitriles, propylene carbonate
VII Aromatic hydrocarbons, halo-substituted aromatic hydrocarbons, nitro com-

pounds, aromatic ethers
VIII Fluoroalkanols, m-cresol, water (chloroform)

From Ref. 96.
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Fig. 18 Snyder solvent selectivity triangle for solvents of Table 3.

Fig. 19 Selectivity triangles for preferred solvents in reversed-phase and normal-phase
chromatography: ⋅-⋅-⋅-⋅-, reversed phase; -----------, normal phase. (From Ref. 97. Re-
printed courtesy of Elsevier Scientific Publishers.)
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Fig. 20 Stationary-phase selectivity triangle. Circles represent expected locations based
on solvent selectivities; I, amino (pure proton donors); IV, diol (alcohols); V, cyano (pure
dipole interactions). (From Ref. 99. Reprinted courtesy of Friedr, Vieweg & Sohn.)

acidic character than predicted. Smith and Cooper (99) attribute this to the partic-
ular diol-phase studied, which contained an ether linkage, which they suggested
was acting to neutralize to some extent the acidity of the hydroxyl groups through
hydrogen bonding. It would be highly useful to study other diol-columns to see
if this phenomenon is unique to this particular linkage group. If not, columns
with other functional groups in the acidic apex of the selectivity triangle would
be highly desirable.

Normal-phase, bonded-phase columns are likely underutilized for separa-
tions where they should be the method of choice. This is due both to the ease
of use of reversed-phase, bonded-phase columns, discussed next, and also to the
many problems inherent in the use of bare silica and alumina. Very straightfor-
ward method development in normal-phase chromatography can be performed
by combining the solvent and stationary-phase selectivity triangles. The three
columns, each used with the three recommended modifiers, should provide the
maximum difference in selectivity available. These nine experiments, used in
conjunction with chemometric optimization schemes, should then provide a ratio-
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nal method for methods development in normal-phase chromatography. A tutorial
on chemometric solvent optimization has been provided by Glajch et al. (100).

2. Reversed-Phase Chromatography

Reversed-phase chromatography was reported used by 50.9% of the respondents
to the 1994 column survey (19). The term ‘‘reversed-phase’’ chromatography at
first seems inappropriate for what is by far the most popular mode of modern
liquid chromatography. The term itself can be traced to Howard and Martin (101)
in 1950. In attempting the separation of long-chain fatty acids, they realized that
the ‘‘normal’’ mode of chromatography, using a polar stationary phase and a
nonpolar mobile phase, would not work, as the hydrophobic compounds had too
little retention to effect a separation. They were able to treat Kieselguhr with
dimethyldichlorosilane vapor and then coat this hydrophobic support with a non-
polar liquid stationary phase. Both the polarity of the phases and the respective
elution order of solutes were reversed from traditional chromatographic systems,
and they christened the technique ‘‘reversed-phase’’ partition chromatography.

The popularity of the reversed-phase mode is the result of several advan-
tages over normal-phase chromatography. As the stationary phase is nonpolar,
the weakest mobile phase is water, and the strength is adjusted by adding polar
organic solvents. These aqueous mobile phases provide optically transparent mo-
bile phases at very low solvent costs, compatibility with many biological samples,
compatibility with electrochemical detectors, and the ability to control secondary
chemical equilibria as a further means of modulating separational selectivity.
Furthermore, the interactions of the solute with the stationary phase are weak,
which provides rapid mass transfer with little chance of irreversible absorption,
and provides rapid equilibration with solvent changes, making the technique ideal
for gradient elution methods.

Because of the popularity of the technique, much work has been devoted
to understanding the retention mechanism of reversed-phase chromatography.
The conditions of reversed-phase chromatography require a nonpolar stationary
phase, but this condition can be met by many different ligands. In fact, there are
commercially available columns of at least C1, C2, C4, C8, C18, C30, phenyl, and
cyano functionalities, where the carbon numbers refer to the length of a fully
saturated hydrocarbon chain. While the cyano phases are not highly nonpolar,
they can behave in a reversed-phase manner. The question then arises as to how
these different phases affect retention and the retention mechanism.

Although many statements exist in the literature about correlations between
chromatographic properties and carbon content of the bonded phase, this is not
the relevant parameter. As Unger et al. (102) pointed out early in the history of
bonded phases, carbon content alone is often misleading because of differences
in the surface areas of the original silica, which results in different surface densi-
ties of the bonded alkyl groups. As the surface area of various chromatographic
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silicas ranges from about 60 to several hundred square meters per gram, the actual
surface density of the bonded alkyl chains must be calculated for relevant compar-
isons among different stationary phases. This surface density is most often de-
scribed in units of µmol/m2, but careful consideration is also necessary here be-
fore accepting literature values. The relevant surface areas should be the area of
the underivatized silica, as this is where the bonding reaction occurs and is the
point of attachment of the alkyl chains. This then gives the relevant chain density.
Some workers have reported the area of the derivatized silica, which may be 30–
70% lower and which will give highly inflated surface densities.

One popular model of retention has been the ‘‘solvophobic theory,’’ which
relates retention to the surface tension of the mobile-phase solvents (103). As
important as the solvophobic theory has been to the development of modern LC,
it is based on an incorrect model of the relevant solution processes. It supposes
that retention can be modeled in terms of the association of two solute molecules
in a single solvent rather than on the transfer of a solute from one solvent to
another. Hence the solvophobic theory does not take cognizance of the interac-
tions of the solute with the second ‘‘solvent,’’ the cavity in the stationary phase;
it takes into account only the cavity in the mobile phase.

The actual partitioning process involves (a) the creation of a solute-sized
cavity in the stationary phase, (b) the transfer of the solute from the mobile to
the stationary phase, and (c) the closing of a solute-sized cavity in the mobile
phase. Furthermore, the alkyl chains of the stationary phase cannot be completely
bulklike, since they are constrained by the interface. Chains in the bulk state are
defined as those that have the freedom to explore all possible conformations. But
when chains are grafted to an interface, such as silica, two constraints prevent
access to all possible conformations. The first is the boundary condition imposed
by the interface; certain configurations are prohibited by the requirement that
the chain cannot penetrate the solid interface to which it is grafted. The second
constraint, which applies only at sufficiently high surface densities of the grafted
chains, arises from lateral interactions among neighboring chains. Both con-
straints cause interfacially grafted chains to be more ‘‘ordered’’ than bulk chains.
In the present context, ordering refers to the partial alignment of the chains normal
to the interface. Such interfacially constrained systems of chains have been re-
ferred to as ‘‘interphases.’’

Dill has described mean-field statistical mechanical theory which accounts
for the interactions of the solute in both the mobile and stationary phases
(104,105), and Dorsey and Dill have reviewed the theory and experimental veri-
fication of theory of retention in reversed-phase liquid chromatography (106).
Partitioning is strongly dependent on the surface density of the grafted chains,
increasing with surface coverage of the silica by hydrocarbon, until it reaches a
point at which lateral packing constraints among neighboring chains give rise to
chain ordering. Beyond that density, further increases in surface density lead to
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entropic expulsion of solute (106,107). The chain anisotropy at these higher den-
sities also leads to higher solute selectivities (106,108). Hence the stationary
phase plays a role of fundamental importance in retention and selectivity in re-
versed-phase liquid chromatography.

This statistical mechanical theory has dealt only with small molecules, and
only with pure alkyl chain phases. There is still much that is not understood,
including effects from the variation of pore diameter of the silica, the effect of
other functional groups such as phenyl and cyano, and retention processes involv-
ing larger molecules, including both synthetic and biopolymers.

Antle et al. (109,110) have studied variations in retention and selectivity
among different reversed-phase columns. They showed that differences in solute
retentivity were correlated with three effects: (a) the effective phase ratio of the
column as measured by the average retention of all solutes; (b) the ‘‘polarity’’
of the bonded phase; and (c) the dispersion solubility parameter of the bonded
phase. The phase ratio of the column is a function of the chain length, the bonding
density, and the surface area of the silica, and is almost never reported. This
alone may account for many discrepancies in the literature concerning the effects
of chain length.

The choice of functional group is of interest to both those interested in the
fundamental mechanisms of retention as well as to practicing chromatographers.
Antle et al. (109,110) have suggested the use of C8, cyano, and phenyl columns
for maximum change in column selectivity, or as apices of the ‘‘column selectiv-
ity triangle.’’ These columns have independently been found to provide a wide
range of selectivity for the separation of PTH-amino acids (100). Cooper and
Lin (111) used solutes and solvents at the apices of Snyder’s solvent selectivity
triangle to systematically characterize retention on these three types of columns,
and concluded that differences in retention are due primarily to differences in
basic group selectivities of the three phases. These differences in basic group
selectivities were found not to affect the retention of nonbasic solutes. The three
solvents which give maximum difference in retention are methanol, acetonitrile,
and tetrahydrofuran. Their location in the Snyder solvent triangle is shown in
Fig. 19.

E. Secondary Equilibria

Certainly one of the major advantages of the aqueous-based mobile phases used
in reversed-phase liquid chromatography is the ability to control secondary chem-
ical equilibria. In liquid chromatography the primary equilibrium is the distribu-
tion of the solute between the stationary and mobile phases. Any other equilib-
rium involving the solute in the mobile or stationary phases is considered
‘‘secondary.’’ These secondary equilibrium processes change the chemical form
of the solute, and can be used advantageously to change retention of solutes that
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will enter into the secondary equilibrium. Typical equilibria that are employed
are ionization control of weak acids and bases, ion pairing of strong electrolytes
with a hydrophobic counterion, complexation of a metal ion or ligand, and sol-
ute–micelle association. Both Karger et al. (112) and Foley (113) have thoroughly
reviewed the use of secondary equilibria in liquid chromatography. Foley and
May have addressed the optimization of these types of separations, and have
derived a general equation to predict the optimum mobile-phase conditions
(114,115). They showed that the selectivity of secondary chemical equilibria-
based separations had been substantially underestimated because nonoptimum
mobile-phase conditions were employed in previous selectivity estimates.

Ionization control and ion pairing are the two most popular techniques used.
Ionization control gives the ability to separate weak acids and bases based on
differences in the pK values. Figure 21 is a dramatic example of the effect of
pH on the separation of two weak acids with pKa values of 3.68 and 3.85, and
shows the value and utility of the optimization theory of Foley and May
(114,115).

Ion pairing extends reversed-phase chromatography to the separation of
ionic solutes, which are generally unretained by hydrophobic stationary phases.
A hydrophobic counterion, such as octyl sulfonate or tetrabutyl ammonium ion,
is added to solution and forms a coulombic ion pair with oppositely charged

Fig. 21 Separation of 3- and 4-chlorobenzoic acid; pKa 3.68 and 3.85, respectively.
Optimum pH predicted from theory of Ref. 114 was 4.58, optimum found was 4.57 �
0.05. Changes in relative peak heights with pH are due to changing molar absorptivities,
not a reversal in elution. (From Ref. 114. Reprinted courtesy of American Chemical So-
ciety.)

Copyright 2002 by Marcel Dekker. All Rights Reserved.



Fig. 22 Adsorption isotherms of alkyl sulfates on ODS Hypersil from standard mobile
phase of water–methanol, 80:20, made 0.02 M in phosphate buffer pH 6.0 and 0.05 M
in Na�. (From Ref. 116. Reprinted courtesy of Elsevier Scientific Publishers.)

solutes. The mechanism of retention of these systems is still somewhat subject
to debate. What is clear is that these separation systems are not very robust; that
is, the separations are extremely sensitive to changes in temperature, organic
modifier content, salt content, concentration of counterion, etc. The hydrophobic
counterions are in general surface active, and adsorb on the stationary phase. Ion-
pairing chromatography is performed at counterion concentrations on the steep
slope of the adsorption isotherm of the counterion on the stationary phase, mak-
ing the technique very sensitive to changing conditions. Figure 22 shows the
adsorption isotherms of several typical ion-pairing agents on a C18 stationary
phase (116).

F. Gradient Elution

Gradient elution, or solvent programming, provides the most general solution to
the general elution problem in liquid chromatography. The general elution prob-
lem is common with complex mixtures, and can be characterized by poor separa-
tion of components with small k ′ values, excessive separation times for compo-
nents with large k ′ values, and broad elution bands that are difficult to detect for
components with large k ′ values. Gradient elution involves a continuous change
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in mobile-phase conditions to increase the strength of the mobile phase. Gradient
elution separations generally provide faster separations with improved limits of
detection and less tailing for most compounds present in the sample. Gradient
elution theory has been largely developed by Snyder, and an excellent treatment
is available (117).

The first consideration in developing an appropriate gradient is the shape
of the gradient, usually described as the change in volume composition of the
‘‘B’’ solvent, or strong solvent. A linear solvent strength (LSS) gradient is the
desired form, as this provides approximately constant peak variance, equal resolu-
tion for both early- and late-eluting peaks, and regular band spacing. The actual
change of solvent composition then depends on the retention processes of the type
of chromatography being utilized. It is generally assumed that a linear solvent
composition change with time provides a LSS gradient for reversed-phase, nor-
mal-bonded phase, and ion-exchange chromatography with pH gradients. A con-
cave solvent composition change with time provides an approximately LSS gradi-
ent for liquid–solid chromatography and ion exchange with salt gradients.

As well as gradient shape, gradient steepness is important. This is generally
described as

ϕ′ �
change in volume fraction B

time
(32)

Well-retained compounds essentially do not move until k ′instantaneous � 10, where
k ′instantaneous is the capacity factor of a solute under the mobile-phase conditions at
that instant at the top of the column. This means that injected solutes remain at
the top of the column until the gradient has progressed to the point that
k ′instantaneous is approximately 10. If the gradient is too steep, there will be poor
resolution; and if the gradient is too shallow, broad peaks will result and time
will be wasted. Just as there are optimal values for k ′ for isocratic separations,
there are also optimum values for gradient steepness. These are based on the
same considerations of the opposing figures of merit of resolution and peak
height. Table 4 shows approximate optimum values of ϕ′ for reversed-phase col-
umns of differing void times for seven typical ‘‘B’’ solvents (118).

Just as important as steepness is consideration of the concentration of the
beginning and ending solvent. If the beginning, or ‘‘A’’ solvent, is too strong,
or the ending, or ‘‘B’’ solvent is too weak, the quality of the separation will be
degraded. In the first case there will be poor resolution of the first-eluting peaks,
and in the second case compounds will continue to elute after the end of the
gradient, affecting detectability and time of analysis. If the A solvent is too weak,
or the B solvent too strong, all peaks will occupy one part of the chromatogram
and time will be wasted. Ideally, the first peak should have k ′ � 1, and the last
peak should elute just as the final solvent reaches the column exit.
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Table 4 Optimal Gradient Steepness (for maximal resolution) in Reversed-Phase LC

ϕ′ (%v/min change in B)

Solvent B to � 10 s to � 30 s to � 1 min to � 2 min

Methanol 40 13 6.7 3.3
Acetonitrile 39 13 6.5 3.2
Acetone 35 12 5.9 3.0
Dioxane 34 11 5.7 2.8
Ethanol 33 11 5.6 2.8
Isopropanol 29 10 4.8 2.4
Tetrahydrofuran 27 9 4.5 2.3

From Ref. 118.

There are also several practical considerations in designing a gradient elu-
tion separation. First, in reversed-phase chromatography, water quality is crucial.
Any trace organic contaminants will collect at the top of the column during the
aqueous-rich portion of the gradient, and will elute as ghost peaks as the solvent
strength increases. A blank gradient, consisting of the exact program with no
sample injection, should always be run to check for ghost peaks. Second, there
may be reproducibility problems at extremes of either the A or B solvent. Here
the proportioning valve for a low-pressure mixing system is working at an ex-
tremely low time base, or with a high-pressure mixing system the pump may be
pumping at less than its certified minimum flow rate.

Perhaps the worst problem of gradient elution separations is the need to
reequilibrate the column with the initial solvent before a second sample can be
run. An often-quoted rule of thumb is that up to 20 column volumes of the initial
solvent may be necessary for this reequilibration process. The best test of reequili-
bration is the elution time of a weakly retained solute. These solutes will be
greatly affected by an incompletely equilibrated stationary phase, and the reten-
tion time will vary. Cole and Dorsey have described a simple and convenient
method for the reduction of column reequilibration time following gradient elu-
tion reversed-phase chromatography (119). Their method utilizes the addition of
a constant 3% 1-propanol to the mobile phase throughout the solvent gradient
to provide consistent solvation of the stationary phase. They noted reductions in
reequilibration times of up to 78%!

G. Physicochemical Measurements

As well as for chemical analysis, liquid chromatography can be used to obtain
physicochemical information. A recent book (120) and two reviews have dealt
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with these techniques (121,122). While diffusion coefficients, kinetic parameters,
critical micelle concentrations of surfactants, and other information have been
estimated from chromatographic data, by far the most common application is
the estimation of hydrophobic parameters, especially as models of partitioning
processes. These estimates are based on linear free-energy relationships and are
then used as estimates of bioavailability, bioaccumulation, soil sorption and trans-
port, etc.

An entire area of chemistry, often referred to as quantitative structure activ-
ity relationships (QSAR), has been built around estimation of partitioning, avail-
ability, and activity of compounds, and the most often used measure is the octa-
nol–water partition coefficient. The chromatographic estimation of these values
is often referred to as quantitative structure retention relationships (QSRR). Liq-
uid chromatography has a number of advantages over traditional shake-flask
methods, including the ability to measure several solutes simultaneously, access
to a much wider dynamic range of the partition coefficient, and the ability to
handle impure solutes. Unfortunately, there is much contradiction in the literature
about the usefulness of the chromatographic correlations. It is not surprising that
there is little agreement from one report to another. Liquid chromatography has
long had a reputation for having little reproducibility of separation from columns
of one manufacturer to another, which is a function of differences in both the
base silica as well as in the density of the grafted alkyl chains. Illustrative of this
problem is the comparison of two reports correlating chromatographic retention
with octanol–water partition coefficients. Thus and Kraak (123) reported that a
phenyl bonded phase gave significantly better correlations than an octadecyl
bonded phase. Minick et al. (124), using the same type of phenyl column, but a
different octadecyl column, reported significantly better correlations with the C18

column! Recent reports suggest that capillary electrophoresis in the micellar
mode (MEKC) may be much more useful for the estimation of octanol–water
partition coefficients than LC. Herbert and Dorsey described a universal calibra-
tion curve for over 100 solutes with widely varying functionality, covering in
excess of 9 orders of magnitude in log Kow and 4 orders of magnitude in log
capacity factor (125). This method reduces the laboratory-to-laboratory variabil-
ity and the long analysis time due to the multiple mobile phases necessary in
current LC methods, while retaining many of the desired advantages of chromato-
graphic techniques.

Hopefully, these problems will be resolved in the near future. DeYoung
and Dill (126) have shown that the partition coefficient of benzene into bilayer
membranes decreases with increasing chain density of the bilayer membranes,
analogous to the decrease in partitioning of solutes to reversed-phase stationary
phases of sufficiently high chain density (vide supra). This gives hope that re-
versed-phase stationary phases of significantly higher chain density than now
commercially available will give true models of biological partitioning processes.
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Hsieh and Dorsey have recently shown such promise (127), with a study using
a high-density C18 stationary phase. They found that correlations of log k ′w (reten-
tion in 100% water) with bioavailability are equivalent to or better than correla-
tions of bioavailability with the octanol–water partition coefficient.

V. CONCLUSIONS

Modern liquid chromatography is a mature technique, but is far from being static
in terms of understanding and discoveries. Innovations and improvements in liq-
uid chromatography are now coming from chemistry research, rather than instru-
mentation research. The future will bring more selective separations, improved
understanding of retention processes, better estimates of physicochemical infor-
mation, and untold hours of fun for those involved in making these discoveries.
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I. INTRODUCTION

Mass spectrometry (MS) has become one of the most important analytical tools
employed in the analysis of pharmaceuticals. This can most likely be attributed
to the availability of new instrumentation and ionization techniques that can be
used to help solve difficult bioanalytical problems associated with this field (1–
8). Perhaps the best illustration of this occurrence is the development of electro-
spray (ESI) and related atmospheric-pressure ionization (API) techniques, ion-
spray (nebulizer-assisted API), turbo ionspray (thermally assisted API), and
atmospheric pressure chemical ionization (APCI; nebulization coupled with co-
rona discharge), for use in drug disposition studies. The terms ESI and ionspray
tend to be used interchangeably in the literature. For the purpose of this review,
the term API will be used to describe both ESI and ionspray. In recent years
there has been an unprecedented explosion in the use of instrumentation dedicated
to API/MS (4,6,8–14). API-based ionization techniques have now become the
method of choice for the analysis of pharmaceuticals and their metabolites. This
has made thermospray (TSP), the predominant LC/MS technique during the
1980s, obsolete (15). Numerous reports describing the utility of API/MS for phar-
maceutical analysis have appeared in the literature over the last decade (7). The
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increased sensitivity that can be attained with API-based methodology, together
with the availability of robust instrumentation, has resulted in TSP being phased
out as a practical technique in pharmaceutical analysis. Thus, methodology based
on TSP ionization will not be discussed in detail in this review. The pharmaceuti-
cal industry has certainly been at the forefront of implementing API/MS, and
this, perhaps, reflects the utility of this technique for the analysis of pharmaceuti-
cals. Several reviews have appeared recently concerning the use of MS in drug
disposition and pharmacokinetics (6,16–18).

The use of stable isotope analogs has assumed increasing importance in
drug disposition studies (18–20). The isotope cluster technique is particularly
useful. This method allows for the recognition of metabolites in complex biologi-
cal matrices such as urine and plasma (21,22). Numerous methods have been
developed for the deconvolution of isotope clusters from stable isotope analogs
so that mass spectral identification can be facilitated (20,23). In the field of phar-
macokinetics, stable isotope analogs are used as internal standards for quantita-
tive purposes (24), to determine bioequivalence (25,26) and in chiral drug dispo-
sition (27,28). In studies regarding chiral drugs, the use of a pseudo-racemate,
where one enantiomer is labeled and the other is unlabeled, provides the basis
for a robust method that can be used to determine pharmacokinetic parameters
of individual enantiomers and their metabolites (27–31). An exciting innovative
approach to the use of stable isotopes was pioneered by Abramson and his co-
workers (32), who introduced the chemical reaction interface (CRI) mass spec-
trometer for isotope-independent quantitative analysis. This type of approach
could ultimately provide an alternative to utilizing radioisotopes in drug disposi-
tion studies (33,34). There is a genuine need for this type of methodology in view
of the increasing cost of disposal of radioactive waste, the cost of radiolabeled
compounds, and the increasing reluctance to dose normal subjects with radiola-
beled compounds.

Tandem MS (MS/MS) is used in combination with a number of different
ionization techniques for pharmaceutical analysis (7,35). In fact, a major factor
that has ensured the rapid acceptance of API-based methodology is the ability
to conduct collision-induced dissociation (CID) of molecular ions and MS/MS
analysis. The resultant product ion spectra (36), constant neutral loss (CNL) spec-
tra (37–40), or precursor ion spectra (41) can be obtained with extremely high
sensitivity. The combination of CID with a soft ionization process that produces
abundant molecular species provides very powerful methodology for use in struc-
tural studies. It is also possible in some instances to obtain significant structural
information using API techniques without employing a tandem mass spectrome-
ter, by performing CID in the API source of a single-stage mass spectrometer
(in-source collisions) (42). Thus, even relatively simple single-quadrupole instru-
mentation can often provide rich structural information. The enormous literature
that has accrued over the last decade illustrates the importance of MS in the field
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of pharmaceutical analysis. The present review will focus on literature published
since 1991 and will use selected examples rather than attempting to cite all the
references that have accrued in the field. This should provide the reader with
sufficient information to allow consultation of all the relevant background
sources.

II. INTRODUCTION TO IONIZATION TECHNIQUES

Electron ionization (EI) is the oldest available technique in MS and is still useful,
particularly when compounds can be derivatized to improve their EI characteris-
tics (18). Although numerous soft ionization techniques are available for the anal-
ysis of drug conjugates, in some suitable cases derivatization can be performed
in order to facilitate their analysis by EI/MS (43). The advantage of EI is that
extensive fragmentation can occur in the source of the mass spectrometer, and this
can provide a wealth of structural information. Furthermore, the fragmentation
processes that occur are very reproducible. Thus, it is relatively easy to reproduce
spectra obtained in other laboratories. Because it is a relatively soft ionization
technique, positive chemical ionization (PCI) is often used to complement data
obtained with EI. Fragmentation processes are normally much reduced compared
with EI, and protonated molecular or adduct ions are detected, depending on the
type of gas employed (18). This can be extremely useful, both in structural studies
and in quantitative studies, where inadequate specificity is obtained using EI.

The exquisite sensitivity of electron-capture negative chemical ionization
(ECNCI)/MS has facilitated quantitative determinations of drugs (18,27,44,45–
51) at femtomole and attomole concentrations. ECNCI/MS is the method of
choice when pharmacokinetic determinations require a very high level of sensitiv-
ity. The method normally requires that analyte molecules are derivatized so that
they can capture thermal electrons generated in the source of the mass spectrome-
ter. Because it is relatively easy to prepare in high yield under very mild condi-
tions, the pentafluorobenzyl (PFB) derivative has found the widest applicability
(52). The derivative is extremely efficient in capturing gas-phase thermal elec-
trons, but paradoxically, it is lost during ionization through a homolytic cleavage
to produce the molecular negative ion (M) � PFB. This process is known as
dissociative electron capture and occurs with almost all PFB derivatives, indepen-
dent of whether they are attached to oxygen or nitrogen. Dissociative electron
capture provides an anion that contains the intact analyte molecule and virtually
no fragmentation is observed. Therefore, assays using this technique have high
specificity in addition to high sensitivity.

Liquid secondary-ion (LSI) MS has the highest sensitivity when using Cs�

ionization, but more studies have been conducted using fast-atom bombardment
(FAB) with Xe atoms, probably because of the wider availability of this technique
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(18). Most studies have employed the use of off-line LC purification of metabo-
lites followed by LSI analysis using FAB/MS (53). One problem that is often
encountered in LSI/MS is the interference from material present in organic sol-
vents used to extract drugs and their metabolites from biological fluids. Even
HPLC-grade solvents contain significant amounts of impurities. A recent study
has advocated the use of reversed-phase extraction cartridges in the final stage
of sample purification to remove such impurities (54).

FAB/MS has made an enormous contribution to the structural character-
ization of drug conjugates. This technique has been responsible for the char-
acterization of structures that would have previously required a formidable effort.
Conjugates tend to show prominent ions from the protonated molecule in the
positive-ion mode or ions from molecules that have lost a proton in the negative-
ion mode. Polar metabolites that have been identified by FAB and LSI/MS in-
clude sulfates (55), glutathione adducts (39), ether-linked glucuronides (56,57),
ester-linked glucuronides (58), and N-glucuronides (59–61). Significant improve-
ments in sensitivity have also been obtained using flow techniques (62). However,
there are few reports concerning the use of flow LSI/MS for trace analysis, pre-
sumably because of the reluctance to use fused-silica capillary columns. Most
reports on the use of flow techniques either employ direct infusions or sample
splitting from a conventional column. Although TSP ionization has played an
important role in the past, it has largely been superseded by API methods for
the analysis of pharmaceutical compounds. For a thorough discussion of this
methodology, one should refer to recent reviews (6,18).

III. ATMOSPHERIC-PRESSURE IONIZATION (API)
TECHNIQUES

API techniques have experienced tremendous growth in the past few years, and
are unquestionably the most rapidly evolving techniques currently being used in
the analysis of pharmaceuticals. The tremendous interest in API and APCI stems
from the recognition that they are powerful techniques for both structural and
quantitative analyses of drugs and their metabolites (5,10,13,63–68). More tradi-
tional ionization techniques, such as particle-beam (PB), TSP, continuous-flow
(CF) LSI, and CF-FAB, have now been overshadowed by the utility of API tech-
nology (7,8,14). The relatively low cost and high sensitivity of quadrupole ion
trap (IT) instruments has further increased the availability and utility of API/MS
(69,70). However, CF-LSI/MS is still being employed in selected applications,
particularly with magnetic sector instruments (71,72). Other novel techniques,
such as LC coupled with time-of-flight (TOF)/MS (73) and capillary electropho-
resis (CE)/MS, are maturing to the point where they are having a significant
impact in the area of pharmaceutical analysis (74).
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For API-based ionization techniques, LC is typically conducted using nar-
row-bore (2.1-mm inside diameter) or conventional columns (4.6-mm inside di-
ameter). The narrow-bore columns are ideally suited for LC/MS coupling be-
cause the optimal flow rates of these columns (between 100 and 500 µL/min) can
be accommodated quite easily by current API interfaces. If sufficient quantities of
material are available, it is possible to split the LC effluent from the column into
the API source. The effluent that does not pass into the API source can be col-
lected and stored for use in additional analytical studies. The mechanism by
which API results in the conversion of charged droplets to ions in the gas phase
is not completely understood (9,63,75). However, it is known that the charged
droplets contain both positive and negative ions, and the predominant charge is
dependent on the polarity of the induced potential. Heat exchange with a counter-
current flow of gas causes rapid size reduction of the droplets until the coulombic
forces overcome attractive forces, and the droplets explode into smaller droplets.
These droplets undergo further ion evaporation so that ions are transferred from
the condensed phase to the gaseous phase and are then analyzed by the mass
spectrometer (9). Ionization of compounds using API-based techniques appears to
be much less sample-dependent than TSP ionization. The interface is not heated;
therefore, the thermal degradation of samples, often observed using TSP, is elimi-
nated.

API has been particularly useful in the analysis of platinum-containing
drugs and their metabolites (76). An impressive study on the metabolism of the
HMG Co-A reductase inhibitor pravastatin used API (77). Biotransformation
pathways that were elucidated included: isomerization, ring hydroxylation, ω-1
oxidation of the ester side chain, β-oxidation of the carboxy side chain, ring
oxidation followed by aromatization, oxidation of a hydroxyl group, and conjuga-
tion. Structural assignments were confirmed by 1H-NMR spectroscopy. API has
been used in the analysis of sulfonamides (78) and a series of β-agonists (79).
In one study (67), LC/API/MS was employed to investigate the metabolism of
the dopamine D2 agonist N-0923 by using an in-vitro isolated liver perfusion
system. This method did not require the use of radioactivity or extensive sample
clean-up procedures. The parent drug was found to be metabolized to at least 15
different metabolites, nine of which were new. All metabolites were exclusively
excreted into the bile, except for the despropyl metabolite, which was also detect-
able in the perfusate. 5-O-Glucuronidation and N-depropylation followed by 5-
O-glucuronidation were the most important metabolic routes. N-dealkylation of
the thienylethyl group followed by 5-O-glucuronidation and sulfation was a sec-
ond major metabolic pathway.

LC/MS has also proved useful in obtaining information concerning stereo-
chemical factors in drug disposition studies (80). LC/MS was used to determine
the identity of the metabolites excreted in bile after isolated rat liver perfusions
with the quaternary ammonium derivatives of the enantiomeric drugs dextrorphan
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and levorphanol. The drugs were labeled with deuterium and mixed with unla-
beled drugs to create an artificial isotope pattern in the mass spectrum. This aided
in the recognition of unknown metabolites. In mass spectra that were recorded
under normal conditions, fragmentation was absent and metabolites of N-methyl
dextrorphan and N-methyl levorphanol were visible as parent ‘‘doublets.’’ The
metabolite structures were further confirmed using CID experiments. For N-
methyl dextrorphan, the glucuronide, the glutathione conjugate, and the glucuro-
nide of the N-demethylated metabolite were found in bile. For N-methyl levor-
phanol, the glucuronide, the glutathione conjugate, the sulfate conjugate, and the
glucuronide of a hydroxylated N4-methyl levorphanol were excreted in bile. Thus,
LC/MS allowed for the demonstration of the remarkable selectivity occurring in
the metabolism of these quaternary ammonium compounds in the rat liver.

LC/MS was also used to study the deposition of cyclosporine and its metab-
olites in needle biopsy samples from kidney and liver, where sample size was
limited (66). The limit of detection in the single-ion monitoring mode was 500
fg (450 amol). Several other thermally labile drugs and their metabolites have
been analyzed by API-based techniques, including metabolites of the neuroleptic
agent haloperidol (81), and a potentially neurotoxic pyridinium haloperidol me-
tabolite (82), the polyether antibiotic semduramicin (83), the PGE2 antagonists
SC-42867 and SC-51089 (84), the H2-receptor antagonist famotidine (68), metab-
olites of the antitumor agent 5,6-dimethylxanthenone (53), and the immunosup-
pressant cyclosporine A (85). API/MS has also been used to identify the presence
of over 40 metabolites of the antiulcer agent omeprazole (22).

IV. COLLISION-INDUCED DISSOCIATION (CID)

CID requires the tandem pairing of two mass analyzers (tandem mass spectrome-
ters). In this technique, an ion of one particular mass is allowed to pass through
the first analyzer into a field-free region, where it collides with an inert gas to
form product (product) ions. The product ions are then separated in the second
analyzer, which in turn transmits them to the detector (4,35). The type of instru-
mentation used in these studies can be a triple-stage quadrupole mass spectrome-
ter, a four-sector mass spectrometer, or a hybrid of sector and quadrupole mass
spectrometers. In the triple-stage quadrupole instrument, the first and third quad-
rupoles act as the first and second analyzers, respectively. CID is conducted
within the second analyzer stage (quadrupole or octapole), where only the Rf is
varied. The tandem four-sector instruments employ an electrostatic and magnetic
sector as the first analyzer and an electrostatic and magnetic sector as the second
analyzer; a collision cell is located between the two analyzers. CNL scans (con-
ducted using quadrupole instruments) can be employed to screen for particular
metabolites that may be present in a complex biological matrix. In this mode of
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operation, the first analyzer is scanned through the desired mass range and the
second analyzer is scanned at a constant mass lower than the first analyzer. This
makes it possible to characterize molecules with particular structural features
such as glucuronides or sulfates. Metabolites can then be characterized based on
their full CID spectra (37,86–90). Another useful mode of operation involves
scanning for parents of selected product ions. In this mode, the second mass
analyzer is fixed to transmit the product ions of interest, and the first mass ana-
lyzer is scanned over a wide mass range to detect the parent ions for this product
ion. A signal is obtained on the detector when a true parent ion is allowed to
pass through the first mass analyzer, and the appropriate product ion is transmitted
through the second mass analyzer. This can be particularly useful when it is
difficult to detect a molecular ion because of interfering substances that are pres-
ent in the biological matrix. A combination of CNL and parent-ion scans can be
used to classify the number and type of primary metabolites and polar drug conju-
gates that are present in a complex sample matrix (4,91–93). The resulting infor-
mation can be used to assess the overall biotransformation routes that are avail-
able to a drug or other xenobiotic substance.

LC/API/MS/MS is rapidly becoming the method of choice for the struc-
tural characterization of drug metabolites. For example, novel glutathione conju-
gates of disulfiram and diethyldithiocarbamate (94) and valproic acid derivatives
(92) were identified using this technique. This methodology has also proved use-
ful in the analysis of chemotherapeutic agents. One example of this technique is
the first direct structural elucidation of glucuronide conjugates of tamoxifen in
human urine samples using on-line LC/API/MS/MS (95). A minor N-oxide me-
tabolite was also identified in plasma extracts using CID. In another study (96),
the mechanism of cytotoxicity of the antineoplastic mitoxantrone was determined
using LC/MS/MS techniques. The identification in bile and urine of glutathione
and N-acetylcysteine conjugates of 2-chloroethyl isocyanate as metabolites of
the antitumor agent N,N′-bis(2-chloroethyl)-N-nitrosourea have also been re-
ported using LC/API/MS/MS methods (97). CID in combination with API and
MS/MS provided structural information, allowing for the identification of com-
mon fragmentation pathways and the differentiation of isomeric sulfonamides.
In another study (98), following intraperitoneal administration of Compound A
(a breakdown product of the volatile anesthetic, sevoflurane), the presence in bile
of two types of Compound A–glutathione conjugates, and the urinary excretion
of two types of Compound A–mercapturic acid conjugates, was demonstrated
by using API–MS/MS. MS/MS has also been used for quantitative purposes
(99,100). A particularly innovative study involved the cross-validation of a radio-
immunoassay for the class II antiarrhythmic agent MK-0499 in human plasma
and urine using LC/API/MS/MS (101). Another study (99) quantitated dihydro-
codeine and its metabolite, dihydromorphine, in human serum using GC–MS/
MS (in multiple reaction monitoring mode) after one simple extraction step and
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derivatization to their respective pentafluoropropionic esters. The sensitivity of
the method was excellent and allowed for the reproducible quantification of dihy-
drocodeine and dihydromorphine with limits of quantification of 2 ng/mL and
40 pg/mL of serum, respectively.

FAB is a particularly powerful structural tool when used in combination
with CID and MS/MS. FAB MS/MS has been used in numerous studies to char-
acterize oligonucleotide adducts of the antitumor drug cisplatin (102); show that
an impurity in the oxytocin antagonist atosiban contained 5-aminovaleric acid
instead of a proline (103); identify the in-vitro metabolites of cyclosporine A
(85); analyze 2-amino-1-benzylbenzimidazole and its metabolites (88); character-
ize metabolites of the H2-receptor antagonist mifentidine (104); analyze metabo-
lites from the antimuscarinic agent cimetropium bromide (37,54); identify S-oxi-
dized metabolites of the investigative calcium channel blocker, AJ-2615, in rat
plasma (105); and identify N-acetylcysteine conjugates of 1,2-dibromo-3-chloro-
propane (106). These reports illustrate the diverse applications of CID in combi-
nation with FAB and MS/MS that have appeared in recent years. It is anticipated
that API techniques will make an equally valuable contribution to the field of
drug disposition in the next few years.

An interesting application of CID involves the use of on-line CF dialysis
TSP coupled with MS/MS for quantitative screening of drugs in plasma (107).
The potential utility of the method was demonstrated by the quantitative analysis
of the anticancer drug rogletimide in the plasma of patients after treatment. In-
vivo microdialysis and TSP/MS/MS of the dopamine uptake blocker 1-[2-[bis(4-
fluorophenyl)methoxy]ethyl]-4-(3-phenylpropyl)-piperazine (GBR-12909) was
conducted in the rat (108). The maximum concentration of GBR-12909 in the
brain for a dose of 100 mg/kg i.p. was determined to be 250 nmol/L, with the
maximal concentration occurring approximately 2 h post injection. This repre-
sents a 40-fold lower concentration of GBR-12909 in the brain as compared to
cocaine concentrations obtained at a dose of 30 mg/kg. The authors suggested
that this could explain the discrepancy between relative in-vivo and in-vitro po-
tencies of the two drugs. A combination of microdialysis and FAB/MS/MS was
used to follow the pharmacokinetics of penicillin G directly in the bloodstream
of a live rat (109). After intramuscular injection of the antibiotic, the blood dialy-
sate was allowed to flow into the mass spectrometer via the continuous-flow/
FAB interface.

V. ATMOSPHERIC-PRESSURE CHEMICAL IONIZATION
(APCI)

APCI is becoming increasingly popular for the routine analysis of drugs and their
metabolites. The ionization of analytes by APCI results from the effect of a co-
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rona discharge rather than through ion evaporation, which occurs with other API
techniques (7,63). This provides several advantages over other API techniques
for the accurate and precise analysis of drugs and their metabolites in biological
fluids. Thus, APCI can be employed in combination with LC flow rates of up to
1 mL/min, making it possible to use conventional (4.6-mm) LC columns. These
columns are more rugged (and permit faster reequilibration after gradient elution)
than the microbore (2.0-mm-i.d.) columns normally used at lower flow rates. In
addition, greater volumes can be injected on-column, which makes it easier to
filter and transfer aqueous solutions containing the analytes. Perhaps the major
advantage of APCI is that, in contrast to conventional API methodology, little
suppression of ionization by the constituents of the biological matrix is observed
(110). For assays that use minimal extraction, when there is likely to be substan-
tial contamination from the biological matrix, APCI is clearly the method of
choice. Mobile-phase additives are often required either to improve chromatogra-
phy or to improve the sensitivity of APCI (111). Assays based on LC/MS tend
to perform minimal chromatography and rely on the power of the mass spectrom-
eter to provide specificity so that large numbers of samples can be analyzed.
However, great care has to be taken to ensure that none of the metabolites or
constituents from the biological matrix interferes in the analysis (7,110). In order
to eliminate such potential problems, care must be taken to ensure that potentially
interfering substances are well separated. The use of stable-isotope internal stan-
dards eliminates any problems that could arise through suppression of the internal
standard signal by endogenous contaminants or by metabolites that may be pres-
ent in different plasma samples.

APCI was used to determine the metabolic fate of the antineoplastic drug
1-(2-chloroethyl)-3-cyclohexyl-1-nitrosourea (CCNU) (112). The identification
of carbamoylated thiol conjugates as products of CCNU in rats and humans was
a novel finding, in that it represents for the first time structurally characterized
metabolic species that provide evidence for the in-vivo carbamoylating activity
of chloroethylnitrosoureas. In rats, 4-hydroxycyclohexyl, 3-hydroxycyclohexyl,
and cyclohexyl isocyanate were trapped and identified as glutathione conjugates
in the bile and as N-acetyl-l-cysteine conjugates in urine. In the case of the pa-
tient, the N-acetyl-l-cysteine conjugates of 4-hydroxycyclohexyl and 3-hydroxy-
cyclohexyl isocyanate were identified in the urine. LC/APCI/MS/MS has also
been employed for monitoring human urine extracts for the conjugated metabo-
lites of 4-hydroxyandrost-4-ene-3,17-dione, an anticancer drug (113). This pro-
vided the first evidence of the presence of the sulfate conjugates and analogs in
patients’ urine. The same technique of APCI/MS/MS has allowed the determina-
tion of the β-adrenergic blocker timolol in plasma after ocular administration to
volunteers. Using multiple reaction monitoring, timolol and its deuterated internal
standard were detected quantitatively (114). This technique was also used recently
in a quantitative assay for the antibiotic azithromycin in human serum (115).
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LC/APCI/MS/MS in the negative-ion mode was employed for quantitation
of the glucuronide metabolites of the new pharmaceutical agent BW 1370U87
(116). In an excellent study, Matuszeweski et al. (110) demonstrated that assays
based on LC/MS/MS can sometimes provide erroneous data. They demonstrated
that conventional API/MS techniques such as ESI, ionspray, and turboionspray
may be adversely affected by lack of specificity and selectivity. This could arise
through ion suppression caused by the sample matrix or result from interference
by an unknown metabolite. LC/APCI/MS/MS proved to be the technique that
was least affected by such problems. However, the use of conventional chromato-
graphic methodology was advocated until assay specificity could be ascertained.
By paying attention to such details, high sensitivity and reproducibility was at-
tained for analysis of the human 5α-reductase inhibitor, finasteride, at concentra-
tions in the pg/mL range (110).

VI. ADDITIONAL TECHNIQUES

A. Chemical Reaction Interface Mass Spectrometry
(CRIMS)

CRIMS is a relatively new technique that has been shown to be useful in detecting
stable isotopes (117–119). The CRI completely decomposes analytes to individ-
ual atoms in a helium flow that comes directly from a GC or through an LC
interface. The atoms are then allowed to recombine with atoms from a reagent
gas such as oxygen or sulfur dioxide. The elemental and isotopic characteristics
of these newly formed molecules (usually NO or CO2) are monitored by a conven-
tional mass spectrometer. A number of studies have been conducted using this
technique (118–122). The accuracy of the LC/CRIMS method was evaluated in
two studies by comparing the LC/CRIMS data with on-line radioactivity detec-
tion (33,34). The results of these studies indicated that the LC/CRIMS technique
is a stable-isotope-sensitive and compound-independent detection tool that is es-
pecially suitable for drug metabolism studies. An excellent correlation between
the CRIMS and the radioactive methods was observed. The use of CRIMS in
combination with continuous-flow isotope ratio MS (123) could provide both
mass balance data on total metabolites as well as quantitative information on
each individual metabolite.

B. Capillary Electrophoresis Mass Spectrometry (CE/MS)

Another interfacing technique that has stimulated significant interest in recent
years involves the interfacing of CE with API/MS (124–130). In this technique,
charged compounds are separated under the influence of a high electric field in
small-diameter capillary tubes filled with buffer. Efficient separations, short anal-
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ysis times, and low sample consumption make CE a very attractive separation
technique. Developments in CE/MS interfacing have been based either on API
at atmospheric pressure or on continuous-flow (CF) FAB. The CE/MS interface
is needed to facilitate coupling of the low-CE buffer flow to the mass spectrome-
ter or to introduce the matrix required for the CF-FAB process. A make-up liquid
is introduced either by a liquid junction or as a sheath flow arrangement. The
buffer in the liquid junction is typically the same as the separation buffer for CE
and provides a suitable make-up buffer flow to sustain a stable spray to the API
mass spectrometer. The coupling of CE with API requires some compromise to
be reached with the electrophoretic buffer in order to obtain a high ion current
response. Involatile buffers such as sodium citrate, phosphate, and borate, com-
monly used in CE separations, are generally not appropriate in conjunction with
MS, because the ion evaporation mechanism which produces gas-phase ions un-
der these conditions operates best with volatile buffers at low concentrations.
On-line CE in combination with API/MS was employed for the analysis of me-
tabolites of the antiestrogen, tamoxifen (128). An SDS concentration of 7 mM
lowered the API/MS signal response of N-desmethyltamoxifen by a factor of
approximately 3. However, separation of tamoxifen metabolites using 7 mM SDS
was augmented relative to the unadulterated methanol electrolyte. This enabled
the separation of α-hydroxytamoxifen and 4-hydroxytamoxifen, which were not
resolvable in methanol electrolyte devoid of SDS. A recent study has demon-
strated that CE can be interfaced with an IT and that quantitative measurements
can be performed in biological fluids (74).

VII. FUTURE DIRECTIONS IN LC/MS INTERFACING

A. Electrospray Ionization and Sector Instruments

Interfacing API with sector instruments makes it possible to perform mass mea-
surements with relatively high accuracy. This can provide a direct means to deter-
mine the charge state of a particular peak in an ion envelope, which can be partic-
ularly important in structure elucidation of macromolecular biomolecules. A
number of groups have initiated research in this area (131–133). In one study
(132), accurate mass measurements were obtained for a number of compounds
with molecular weights in the 500–16,000 Da range. Mass accuracies in the low-
parts-per-million range were obtained for positive and negative ions. These mass
measurements were sufficiently accurate to permit the determination of elemental
compositions for smaller molecules, and they provided confidence in the mass
assignments for larger biomolecules. The API mass spectrum of the lysozyme
[M � 9H]9� species measured at a resolution of 10,000 permitted the determina-
tion of the masses of individual isotopes to within 0.15 Da (12 ppm) of the theo-
retical value.
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B. Electrospray Ionization and Fourier-Transform Ion
Cyclotron Resonance Mass Spectrometry
(FT–ICR/MS)

Considerable effort has also been invested into the coupling of API and FT–
ICR/MS for the analysis of drugs and biomolecules (134–138). High-resolution
measurements to obtain accurate molecular masses and improvements in absolute
detection limits by signal averaging and other techniques are the goals of these
studies. One interesting study (139) combined CE–API/FT–ICR/MS for the di-
rect analysis of proteins. The on-line acquisition of high-resolution mass spectra
(average resolution 
45,000) was determined for both the α- and β-chains of
hemoglobin acquired from the injection of 10 human erythrocytes (corresponding
to 4.5 fmol of hemoglobin). Several groups have also coupled MALDI with FT–
ICR/MS (140,141). This technique is particularly useful for high-sensitivity anal-
ysis of high-molecular-weight biomolecules. FT–ICR/MS is becoming a more
general and routinely applicable instrument with potential utility in pharmaceuti-
cal analyses.

C. Electrospray Ionization and Ion Trap Mass
Spectrometry (IT/MS)

The interfacing of API with the IT is another rapidly emerging area that offers
new analytical opportunities for pharmaceutical laboratories (142). ITs combine
advantages of quadrupole filters such as ease of operation and unit-mass resolu-
tion with some advantages of FT–ICR/MS instruments such as trapping and se-
lection of ions, multistage MS/MS, and high-resolution measurements. The ex-
cellent sensitivity of the ITs and their low cost relative to conventional quadrupole
filters suggests that bench-top IT instruments for LC/MS/MS will eventually
compete with triple-stage quadrupole instruments for pharmaceutical analysis.
On-line LC/MS with ITs has been described for thermospray (143), MALDI
(144), particle-beam (145,146), and API interfaces (126,142,147–149). In addi-
tion, a new method of selected ion monitoring has recently been described that
is capable of unit-mass isolation throughout the operation mass range of an IT
mass spectrometer (150).

D. Electrospray Ionization and Time-of-Flight Mass
Spectrometry (TOF/MS)

Another area of recent interest is the interfacing of API techniques with TOF
mass spectrometers. TOF/MS instruments combine ease of operation, relatively
low cost, excellent ion transmission, and virtually unlimited mass range. The
only significant disadvantage with respect to other mass spectrometers is the lim-
ited mass resolution. A tremendous effort in development and performance opti-
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mization of TOF instruments is stimulated by MALDI as a powerful ionization
technique for biological macromolecules (4,151,152). Other groups have de-
scribed API in conjunction with TOF instruments (153–155). In one of these
studies (155), it was discovered that by orienting the ion source perpendicular
to the field-free drift region, the longitudinal energy spread of the ion packet was
substantially reduced. This allowed a mass resolving power of over 1000 to be
achieved for both low-mass and high-mass ions of biological interest. Also, the
sensitivity of the instrument allowed for the routine detection of low-picomole
and sub-picomole quantities of large, multiply charged species such as cyto-
chrome c. The potential utility of this instrument for conducting rapid off-line
screening of chromatographic effluents is evident in light of its simplicity, rapid
scanning speed, and high sensitivity. A combination of quadrupole or IT and
TOF analyzers will permit relatively high-resolution MS/MS studies, making it
possible to characterize product ions derived from unknown metabolites more
accurately (73).

VIII. METABOLISM STUDIES

A. In-Vitro Studies

Polar conjugates of drugs and their metabolites can be prepared by synthesis or
from in-vitro incubations. Unusual N-glucuronides of the calcium channel antag-
onists gallopamil and verapamil were synthesized in an elegant study by Mutlib
and Nelson (156). FAB mass spectra of the conjugates were obtained and charac-
teristic ions were found in the FAB mass spectra of glucuronides isolated from
the bile of rats dosed with gallopamil and verapamil. Fortunately, glucuronides
can also be readily prepared in vitro. For example, glucuronides of the antiepilep-
tic agent lamotrigine (157) the neuroleptic fluphenazine (56), and the combined
α- and β-adrenoceptor antagonist labetalol (158) were prepared by UDPGA-forti-
fied microsomal preparations. The lamotrigine glucuronide was unusual in that
glucuronidation occurred at N2 of the triazine ring, which led to the formation
of a quaternary glucuronide. Glutathione conjugates can be prepared either syn-
thetically or by the use of immobilized glutathione transferases. The availability
of these conjugates has allowed their mass spectral characteristics to be examined
so that they can then be identified from in-vivo metabolism studies. In addition
to the preparation of conjugates, in-vitro studies can be useful for helping to
establish the primary routes of metabolism of a particular drug. Perfused rat liver
preparations have provided valuable information concerning the metabolism of
the dopamine D2 agonist N-0923 (67); the morphinan analogs N-methyl dextror-
phan and N-methyl levorphanol (80); the antitumor agent ET18-OME (159); the
inotropic agent ethimizol (160); and the antitumor agent 5,6-dimethylxanthe-
none (53).

Hepatocytes and microsomes can also provide information concerning
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pathways of metabolism that occur in vivo (81,86,96,128,161–165). In one of
these studies (162), metabolism of the antimalarial agent WR 238605 was investi-
gated using rat liver microsomes. Metabolism involved O-demethylation, N-deal-
kylation, N-oxidation, and oxidative deamination. In addition, C-hydroxylation
involving the 8-aminoalkylamino side chain, which was previously unknown for
8-aminoquinoline analogs, was found to be an important metabolic pathway. In
another study (164), it was shown that the oxidation of the angiotensin II receptor
antagonist losartan to its active carboxylic acid metabolite E3174 in human liver
microsomes was catalyzed by CYP2C9 and CYP3A4. The immunosuppressive
agent FK506, a 23-member macrolide, was shown to produce two metabolites
when incubated with human microsomes (166). However, these were eventually
shown to be different conformers with the same structure. The negative FAB
mass spectrum of the metabolite showed a molecular ion at m/z 766, indicating
that it was simply a demethylation product, although it was not possible to de-
termine which of the seven methyl groups had been lost. Hepatic microsomes
from rat, monkey, and humans were used to study the oxidative metabolism
of L-746,530 and L-739,010, two potent and specific 5-lipoxygenase inhibitors
(163). These experiments have shown that L-739,010 and L-746,530 can form
intermediates that irreversibly bind to the hepatic microsomal proteins and that
the dioxabicyclo portion of the molecule is a reactive moiety. Covalent binding
is an important issue because of its potential to mediate toxic responses, such as
idiosyncratic and immunoallergic reactions. Differences in the in-vitro metabo-
lism of the neuroleptic drug haloperidol were demonstrated by using mouse and
guinea pig hepatic microsomes (81). In another study, rat hepatocytes were used
to examine metabolism of the NSAID ibuprofen. Cellular extracts and the media
were analyzed for ibuprofen using a stereoselective GC/MS assay (167). When
(R)-(�)-ibuprofen was incubated with the hepatocytes, its concentration declined
in an apparent first-order manner with the concomitant formation of metabolites.
(R)-(�)-ibuprofen was also shown to undergo a chiral inversion to the (S)-(�)-
enantiomer. However, the (S)-(�)-enantiomer was not converted to the (R)-(�)-
enantiomer, indicating that chiral inversion was unidirectional in these cells. Rat
and human hepatocyte cultures were also used to elucidate the metabolism of
the PGE2 antagonists SC-42867 and SC-51089 (84). In a recent study (168),
incubations of primary cultures of rat hepatocytes with CI-937 resulted in the
formation of three glutathione conjugates and one glucuronic acid conjugate. The
structures of the glutathione conjugates were established by reference synthesis
with activated horseradish peroxidase, LC/MS/MS, and two-dimensional NMR
measurements. The glucuronic acid derivative of CI-937 was identified by
MS.

Microsomal incubations coupled with mass spectral analysis of products
has also been conducted for the H2-receptor antagonist mifentidine (104), the
immunosuppressant tacrolimus (169), the antipsychotic drug tiospirone (170),
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and the antifertility drug norgestimate (171). Primary metabolites of the important
immunosuppressive drug cyclosporine isolated from human urine were shown to
undergo further biotransformations when incubated with human liver microsomes
(172). Five of the 14 new metabolites were characterized by FAB/MS.

In-vitro studies have also been conducted in order to provide mechanistic
support for proposed pathways of metabolism. Three studies have examined the
metabolism of valproate by rat liver mitochondria. In two of these studies, it
was demonstrated that valproic acid undergoes metabolism through β-oxidation
(173,174). An unidentified metabolite observed in these studies was later shown
by LSI/MS/MS to be valproyl-AMP formed during the activation of valproic
acid in rat liver (175). Aldehyde oxidase isolated from mouse liver cytosol was
shown by in-vitro studies to be involved in the oxidative metabolism of the anti-
schistosomal agent niridazole (176). Metabolism of the LTD4 antagonist verlu-
kast was investigated using rat liver and kidney cytosols (72). In rat liver cytosol,
the metabolite was a 1,4 Michael addition product in which GSH had added to
position 12 of the styryl quinoline of verlukast. Incubation with kidney cytosol
produced the GSH, cysteinylglycine, and cysteine conjugates of verlukast. In bile
collected from rats dosed intravenously with 50 mg/kg of verlukast, approxi-
mately 80% of the dose was recovered up to 4 h post dose. The GSH conjugate
accounted for 16.5% of the dose. The cysteinylglycine, cysteine, and N-acetylcys-
teine conjugates were observed and together accounted for 7.5% of the dose.
Verlukast accounted for 14.5%, and the remainder of the metabolites (40.5%)
were oxidation or acyl glucuronide metabolites.

The glucuronide metabolite of AZT was isolated from rat and human liver
microsomal incubations (177), and the formation of a toxic metabolite of AZT
was demonstrated in rat hepatocytes and liver microsomes (177). The metabolism
of tamoxifen was examined in human liver homogenate and human Hep G2 cell
line preparations by LC/API/MS (178). Several metabolites were detected in the
human liver homogenate extracts, namely, N-didesmethyltamoxifen, α-hydroxy-
tamoxifen, 4-hydroxytamoxifen, N-desmethyltamoxifen, and tamoxifen N-oxide.
All of these metabolites, except the N-didesmethyltamoxifen, were observed in
the samples after incubating tamoxifen with the human Hep G2 cell line. In-
vitro studies have also used MS to examine potential drug–drug interactions.
For example, (179) demonstrated that the α2-agonist, dexmedetomidine, inhibited
metabolism of the anesthetic alfentanil, whereas clonidine had no effect.

B. In-Vivo Studies in Animal Models

Drug metabolism studies in animal models provides important information con-
cerning the structures of metabolites before embarking on costly human studies.
MS is used to provide confirmatory information if synthetic metabolites are avail-
able and to help in the structural characterization of novel metabolites. Many
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studies have employed off-line HPLC purification of urinary metabolites fol-
lowed by mass spectral analysis. Surprisingly, in view of the recognized utility
of soft ionization techniques, a number of studies published over the last few
years have employed EI for the structural characterization of metabolites. This
probably reflects the availability of EI instrumentation coupled with the ease of
operation in this mode, although studies which use API techniques are becoming
much more prevalent.

There have been numerous studies involving in-vivo animal models to elu-
cidate the metabolism of particular drugs (22,91,98,119,180–182). The nonsteroi-
dal antiestrogen tamoxifen is subject to extensive biotransformation in humans
and laboratory animals (183). In particular, the dimethylamino group of tamoxi-
fen undergoes N-demethylation and formal replacement with a hydroxyl group,
affording the major metabolites tamoxifen amine and tamoxifen alcohol, respec-
tively. In this particular study in ovariectomized rats, tamoxifen was eliminated
in part as metabolites arising from conversion of its basic side chain to an oxy-
acetic acid moiety. Thus, tamoxifen acid was characterized spectrally from the
urine of rats after intraperitoneal administration of tamoxifen. It was not detected
in fecal extracts. In contrast, a second metabolite, 4-hydroxy-tamoxifen, was de-
tected and characterized only from fecal extracts, indicative of a qualitative differ-
ence in routes of elimination for tamoxifen and 4-hydroxy-tamoxifen. Fifteen
metabolites of the anticonvulsant drug stiripentol were identified in the urine of
rats treated with the drug (184). The major pathway of metabolism involved
hydroxylation of the methylenedioxy ring. Yet another study involved the charac-
terization and formation of the glutathione conjugate of clofibric acid (185). In-
vivo studies indicated that, following an intravenous infusion of clofibric acid to
rats (75 mg/kg), the concentration of clofibryl glutathione excreted in bile over
4 h was about 0.1% of the concurrent clofibryl glucuronide concentrations. Al-
though these results indicated a minor role for glutathione-catalyzed reactions in
clofibrate metabolism in vivo, they did define 1-O-acyl glucuronides as a new
class of substrates for glutathione S-transferase. The tricyclic antidepressant,
trimipramine, was shown to undergo extensive metabolism in the rat (186). In
this extremely thorough study, 20 metabolites were identified in the urine after
hydrolysis with β-glucuronidase. Four major routes of metabolism were identi-
fied: aliphatic and aromatic hydroxylation, and two different kinds of N-demeth-
ylation. In another study, four new rat urinary metabolites of the potent antihista-
mines, tripelennamine and pyrilamine, were identified (187). The metabolites
arose by N-dealkylation pathways most likely as a consequence of oxidation α-
to the nitrogen atom undergoing N-dealkylation. An interesting mechanism for
the depyridination of tripelennamine and pyrilamine is proposed that involves
the formation of an oxazine intermediate. In a recent study (98), following intra-
peritoneal administration of Compound A (a breakdown product of sevoflurane),
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the presence in rat bile of two types of Compound A–glutathione conjugates,
and the urinary excretion of two types of Compound A–mercapturic acids conju-
gates, was demonstrated by API/MS/MS. In other studies, a new urinary hydrox-
ylated metabolite of aprophen in the rat was identified (188), and the antiarrhyth-
mic agent, bucromarone was shown to undergo both O- and N-dealkylation in
rats and mice (189).

A thiazolidinedione hypoglycemic agent, CP-68,722, was shown to un-
dergo biotransformation to seven metabolites in the rat (190). Five of the metabo-
lites arose by hydroxylation and one by oxidation of the chromone. Chlorphenir-
amine, a potent antihistamine, underwent extensive metabolism in the rat and
was shown to form primarily hydroxylated metabolites (21). The new antiathero-
sclerotic agent CI 976 was shown to undergo both β- and ω-oxidation in the rat
in a manner analogous to long-chain fatty acids (191). A new meta-hydroxylated
metabolite of the antiarrhythmic drug mexiletine was identified in the hydrolyzed
urine of rats dosed with the drug (192). Three metabolites of the new anticonvul-
sant drug felbamate that arose through oxidation and hydrolysis were identified
in the rat, rabbit, and dog (193). Unchanged drug and metabolites were excreted
mainly in the urine. In an extension of earlier in-vitro studies, stable-isotope meth-
odology was used to investigate the mechanism by which (R)-(�)-ibuprofen un-
dergoes chiral inversion in vivo in the rat (194). The data were consistent with
stereoselective formation of a CoA thioester of (R)-(�)-ibuprofen and conversion
of this metabolite to an enolate tautomer. This resulted in the formation of a
symmetrical intermediate through which racemization of ibuprofen occurred in
vivo. Two novel N-oxide metabolites of metyrapone, a diagnostic drug used to
test pituitary function, were identified in the urine of rats dosed with the drug
(195). The N-oxides were surprisingly stable under EI conditions, and it was
possible to observe molecular ions for both of the metabolites. A combination
of EI and PCI/MS was used in the identification of urinary metabolites of imida-
pril, a new ACE inhibitor (196), in several animal models.

LSI/MS methodology has been employed in the analysis of peptide drugs, a
new and important area for pharmaceutical research. For example, three truncated
peptide metabolites of the synthetic decapeptide RS-26306 were characterized
by FAB/MS (197). Initial FAB analyses were unsuccessful due to interfering
substances derived from the biological matrix. However, hexyl ester formation
allowed protonated molecular ions to be detected. The synthetic anticoagulant
decapeptide MDL 28,050 underwent hydrolysis at four peptide bonds when ad-
ministered to rats, and metabolites were excreted in the urine (198). Six resulting
peptides, a des-alanine impurity present in the drug together with a metabolite
derived from this impurity, were identified by CF–LSI/MS. Two biliary metabo-
lites of irinotecan, a new antitumor agent, were identified in the rat (199). The first
characterization of intact sulfate and glucuronide metabolites of the neuroleptic
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fluphenazine was conducted using FAB/MS (55). An interesting study concern-
ing the metabolism of chlorpromazine N-oxide revealed that it could be reduced
and excreted as an ether glucuronide in the bile of rats dosed with the drug (200).
This is the first systematic study of N-oxide disposition that has been conducted
using modern techniques of structural characterization. A combination of LSI
and EI/MS was used in metabolism studies of the anticancer agent crisnatol
(201). PCI/MS has been used primarily in quantitative studies and in combination
with other ionization techniques, but there are two recent reports on its use in
combination with MS/MS. Using this technique, it was possible to identify 17
hydroxylated urinary metabolites of praziquantel in the mouse (202). As noted
above, numerous reports of API techniques for drug metabolism studies are ap-
pearing in the literature (22,203). A combination of API MS/MS and FAB/MS/
MS was used to identify the major metabolites of the anticancer agent mitoxan-
trone in pig urine (204). In a recent elegant study, LC/API/MS/MS was used in
combination with NMR spectroscopy to identify four glutathione conjugates (in
rat bile) derived from a nephrotoxic degradation product of the anesthetic agent
sevoflurane (205).

C. In-Vivo Studies in Humans

Human drug metabolism studies have made extensive use of EI methodology
(206,207). The uricosuric drug benzbromarone was found to be extensively me-
tabolized in humans, forming two major metabolites (206). The metabolites were
1′-hydroxybenzbromarone and 6-hydroxybenzbromarone. Benzbromarone was
hydroxylated in vivo at the prochiral center C1′ to 1′-hydroxybenzbromarone.
Analysis of 1′-hydroxybenzbromarone from plasma and urine extracts by chiral
HPLC revealed that two peaks were eluted which showed a mean enantiomeric
ratio of 2:1 for plasma and 7:3 for urine. These data demonstrate that the forma-
tion and elimination of this metabolite is enantioselective. LSI/MS was used in
studies that were focused upon the identification of polar conjugates (208,209).
FAB/MS provided fascinating data regarding 12 new cyclosporine metabolites
present in human bile from liver-grafted patients being treated with cyclosporine
(172). One of the metabolites was a glucuronide conjugate and the others arose
primarily through oxidative metabolism. The monohydroxylated, carboxylated
metabolite was found to be elevated in patients with cholestasis. FAB was also
used to identify a hydroxylated metabolite of diflunisal in human urine (210).
FAB/MS/MS was used to determine the metabolic fate and disposition of taxol
in cancer patients (211). Total urinary excretion was 14.3 � 1.4% (SE) of the
dose, with unchanged taxol and an unknown polar metabolite as the main excre-
tion products. Total fecal excretion was 71.1 � 8.2%, with 6α-hydroxytaxol be-
ing the largest component. Unchanged taxol and four other metabolites were also
identified from fecal extracts.
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Many of the published studies concerning human metabolism have used
either EI or LSI techniques. However, as with animal studies, PCI has made a
contribution in selected cases. In the metabolism of tiospirone it was found that
sulfoxide and sulfone metabolites could be readily detected by PCI (170). Evi-
dence for oxidative activation of the anticancer agent mitoxantrone was obtained
by PCI MS/MS (212). GC/PCI/MS provided an efficient method for profiling
metabolites derived from phenobarbitone, primidone, and their N-methyl and N-
ethyl derivatives (213). The difficulty often encountered in obtaining sufficient
quantities of metabolites for profiling studies in human subjects has stimulated
a number of studies using highly sensitive ECNCI/MS methodology. Valproic
acid and 14 of its metabolites were quantified using four internal standards in
human urine (214). A carbomylglucuronide of the antiviral agent rimantadine
was identified in human urine (215). In an important study (216), GC/ECNCI/
MS was used to demonstrate that the mucolytic agent S-carboxymethyl-l-cyste-
ine (CMC) was metabolized to thiodoglycolic acid, its sulfoxide, and (3-carboxy-
methylthio)lactic acid. Thus, CMC is not excreted as the sulfoxide or as its decar-
boxylation product. This careful study has provided compelling evidence that
CMC does not undergo polymorphic sulfoxidation, as had been suggested previ-
ously.

There are a number of reports concerning the use of API-based techniques
in human metabolism studies (64,113,178,217–222). Metabolism of the new H2-
receptor antagonist ebrotidine was investigated using LC/MS (221). Using APCI
in both the positive and negative modes allowed for the identification of ebroti-
dine, 4-bromobenzenesulfonamide, and four S-oxidized metabolites in human
urine. Employing LC MS/MS techniques (220), the antipsychotic agent iloperi-
done was found to be extensively metabolized to a number of metabolites by
rats, dogs, and humans. It was shown that iloperidone was metabolized via O-
dealkylation, oxidative N-dealkylation, reduction, and hydroxylation. Identifica-
tion of some of the unknown metabolites in rat bile was successfully achieved
by a combination of LC/NMR and LC/MS with a minimum amount of sample
clean-up. The utility of coupling a semipreparative HPLC to an LC/MS instru-
ment for further characterization of collected metabolites was also demonstrated.
The major metabolites of stanozolol in human urine were identified using LC
APCI and API/MS/MS (203). Conjugated metabolites were identified using the
API technique. The identification of two human urinary metabolites of the antitu-
mor agent biantrazole (CI-941) was determined using LC/API methodology
(217). One metabolite was identified as an oxidation product of CI-941 with both
side chains oxidized at the hydroxymethylene groups, and other metabolite was
the analogous monooxidation product. The biotransformation of pravastatin in
humans was studied using API/MS (77). The parent drug was the major drug-
related material found in the urine, and at least 15 metabolites were also detected.
None of the metabolites accounted for more than 6% of the dose; but careful use
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of API/MS and NMR spectroscopy made it possible to provide structures for
virtually all of them. In another study (112), the metabolism of the antineoplastic
agent 1-(2-chloroethyl)-3-cyclohexyl-1-nitrosourea (CCNU) was examined using
LC/MS/MS techniques.

IX. SUMMARY

This review highlights the important role of MS in the analysis of pharmaceuti-
cals. GC/EI/MS and GC/ECNCI/MS were used extensively for quantitative anal-
yses until the early 1990s. Over the last few years there has been a dramatic shift
to the use of methodology based on LC/API/MS (6,18). However, for assays
that require the ultimate in sensitivity, GC/ECNCI/MS is still the method of
choice. There have been several reports concerning the coupling of CE with API/
MS for drug analysis (74,130). Whether this technique has practical utility for
routine drug disposition studies remains to be seen. The power of MS/MS in
combination with API ionization techniques has been aptly illustrated in the study
of Weidolf and Covey (22), in which more than 40 metabolites were detected.
The development of quantitative methodology for the analysis of pharmaceuticals
and their metabolites is still heavily reliant on the availability of authentic stan-
dards. This can overcome the potential problem of analyzing individual metabo-
lites that may have quite different ionization characteristics. The groundbreaking
studies of Abramson and his colleagues on the development of CRIMS may even-
tually provide methodology for quantitative studies that are compound-indepen-
dent (32). This will permit quantitative analyses to be performed without the need
to synthesize authentic standards. The introduction of MALDI/MS (151,223) will
affect significantly our ability to analyze macromolecular drugs such as proteins
and targeted monoclonal antibodies (224). The wide availability of LC/API/IT
methodology is making it a valuable technique for the identification of unknown
drug metabolites (70,225). Some reports are emerging describing the use of LC/
API/IT for routine quantitative determinations (69), although it is not yet fully
accepted for such applications. LC/API/TOF and various hybrid variations in-
cluding the quadrupole/TOF and IT/TOF (73) instruments afford higher resolu-
tion than can be obtained with triple-quadrupole instruments. Therefore, this
methodology should also find a niche for drug metabolism studies. There are
several groups using a combination LC/MS with LC/NMR (226) in order to
facilitate metabolite identification, particularly for unstable compounds. This
combination of techniques holds significant promise for the rapid metabolite iden-
tification. The search for improved sensitivity continues. LC/MS sensitivity will
continue to improve through advances in instrumentation together with the devel-
opment of novel API sources such as that described recently by Wang and Hacket
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(227). It is anticipated that LC/MS methodology will eventually be used to the
exclusion of all other techniques for the analysis of pharmaceuticals.
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5
Ultraviolet–Visible
Spectrophotometry

John H. Miyawa and Stephen G. Schulman
University of Florida, Gainesville, Florida

I. INTRODUCTION

The absorption of electromagnetic radiation of wavelengths between 200 and 800
nm by molecules which have π electrons or atoms possessing unshared electron
pairs can be employed for both qualitative and quantitative analysis; as such, it
is known as spectrophotometry. As a wide variety of pharmaceutical substances
absorb radiation in the near-ultraviolet (200–380 nm) and visible (380–800 nm)
regions of the electromagnetic spectrum, the technique is widely employed in
pharmaceutical analysis.

The relationship between the concentration of analyte and the intensity of
light absorbed is the basis of quantitative applications of spectrophotometry. In
addition, features of absorption spectra such as the molar absorptivity, spectral
position, and shape and breadth of the absorption band are related to molecular
structure and environment and therefore can be used for qualitative analysis.

This chapter deals with the origin, nature, and measurement of the spectra
of molecules arising from the absorption of near-ultraviolet and visible radiation
and the dependence of the spectra on molecular structure, reactivity, and interac-
tions with the environment. In addition, the instrumentation employed to obtain
the spectra and the techniques used in absorption spectrophotometric analysis are
discussed.

The absorption of near-ultraviolet or visible light by molecules occurs as
a result of the interaction of the electric field associated with a light wave or
photon with molecular electrons. The intensity, position in the spectrum, and
appearance of the spectral band produced by this interaction depends on the ener-
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gies of the molecular electrons and their dynamic characteristics with respect to
the rest of the molecule. It is therefore appropriate to begin consideration of
spectrophotometry with some of the details of the electronic structure of mole-
cules and the nature of the interaction of the latter with the electric fields associ-
ated with electromagnetic radiations.

II. MOLECULAR ELECTRONIC STRUCTURE

Electronic absorption spectra originate with the excitation of the electrons which
form the bonds holding the molecule together. A chemical bond originates from
the overlap of occupied atomic orbitals. The geometry of the overlap classifies
the type of chemical bonding, and the occupancy of the molecular orbital is gov-
erned by the Pauli exclusion principle (i.e., a maximum of two electrons can
occupy one orbital). In σ bonds the overlap of two atomic orbitals occurs along
the line joining the nuclei of the bonded atoms.

Because the electronic charge is localized between two atoms, electronic
repulsion prevents the formation of more than one σ bond between any two atoms
in the molecule. Electrons engaged in σ bonding are usually bound strongly, and
considerable energy is required to promote these electrons to vacant molecular
orbitals. This means that absorption spectra involving σ-electron excitations oc-
cur well into the vacuum ultraviolet (�200 nm) and are not observed in the
spectral region encompassing the near-ultraviolet and the visible.

π-Bonds are formed by the overlap of two atomic orbitals at right angles
to the line joining the nuclei of the bonded atoms. π-bonding is weaker than σ-
bonding and consequently, π-electrons are higher in energy than σ-electrons. In
a π-bond, the distribution of electronic charge is concentrated above and below
the plane containing the σ- bond axis. While σ-electrons are strongly localized
between the atoms they bind, π-electrons, not being concentrated immediately
between the parent atoms, are more free to move within the molecule and are
frequently distributed over several atoms. If several atoms are σ-bonded in series,
and each has a p orbital with the proper spatial orientation to form a π-bond with
the others, a set of π-orbitals is formed which is spread over the entire series of
atoms. These π-orbitals are said to be delocalized or conjugated. In some cyclic
organic molecules, π-delocalization may extend over the entire molecule. These
compounds are said to be aromatic, and they comprise the largest group of sub-
stances of interest in absorption spectrophotometry.

Because π-electrons are not concentrated between the bonded atoms, they
are not as tightly bound as σ-electrons. Hence, they can be excited to higher
orbitals with smaller energies. For molecules containing isolated π-bonds, the
transitions involving π-electrons are still in the vacuum ultraviolet or at the limit
of the near-ultraviolet (e.g., ethylene absorbs at 180 nm). Molecules containing
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delocalized π-electrons usually have π-electron spectra in the near-ultraviolet
(e.g., butadiene absorbs at 220 nm), while the superdelocalized π-systems, the
aromatic molecules, have π-electron spectra which range from the near-ultravio-
let for small molecules to the near-infrared for large ones.

In all atoms of the Periodic Table which have more than four electrons in
the valence shell (e.g., nitrogen), there are electrons in the valence shell which
are already paired. These electrons are unavailable for conventional covalent
bonding and yet have energies comparable to other electrons in the same shell.
Consequently, they are called nonbonding or n-electrons. Because the n-electrons
are higher in energy than either the σ- or π-electrons, they must be considered
as potential contributors to the spectral features of molecules possessing them.

While nonbonded electron pairs in molecules do not enter into covalent
bonding in the usual sense, they may exhibit a secondary kind of valency by
being transferred into vacant molecular orbitals in suitable acceptor molecules.
This results in the transformation of a coordination complex in which the bond
formed between the electron-pair donor and the acceptor is said to be a coordinate
covalent or dative bond. Brønsted basicity is the simplest example of coordinate
covalent bond formation. A Brønsted base donates a pair of nonbonded electrons
to a vacant 1s orbital of a hydrogen ion to form the conjugate acid. The σ-bond
formed between the base and the hydrogen ion results in the loss of identity of the
nonbonded pair previously localized on the base. The formation of coordination
complexes has significance in the interpretation of spectra of compounds having
nonbonded electron pairs.

In addition to the occupied molecular orbitals which comprise the chemical
bonds of molecules, each molecule has associated with it several higher-energy
molecular orbitals which are normally unoccupied. These are called antibonding
orbitals. Antibonding orbitals may have their electron density lying along the
bonding axis and are then denoted as σ*-orbitals.

Electronic absorption entails the promotion of an electron, by the absorp-
tion of energy, from an originally occupied bonding or nonbonding orbital to an
originally unoccupied molecular orbital (Fig. 1).

In all organic molecules except free radicals, the nonbonding orbitals are
normally doubly occupied and the electrons in these orbitals have vectorially
opposite spin angular momenta. However, when an electron is promoted to a
higher orbital, the orbital originally occupied and the antibonding orbital occu-
pied both become singly occupied it is then no longer required that the two elec-
trons have opposite spins, and there is a finite probability that one electron will
change spin.

The lowest possible electronic energy a molecule can have is referred to
as its ground electronic state and corresponds to the state having the configuration
in which all electrons are in the lowest energy orbitals available. Promotion of
an electron from an orbital which is occupied in the ground state to one which
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Fig. 1 The order of orbital energies and approximate order of electronic transition ener-
gies in a hypothetical unsaturated molecule containing a heteroatom with a nonbonded
electron pair (n).

is normally unoccupied in the ground state is called an electronic transition and
results in the formation of an electronically excited state of the molecule. Because
there are several unoccupied orbitals in each molecule, several electronically ex-
cited states are possible. Each electronic state of a molecule is characterized by
a particular distribution of electronic charge in the molecule. This means that the
dipole moment of an electronically excited molecule will generally be different
from that of the same molecule in the ground electronic state. In fact, a substantial
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change in the dipole moment accompanying electronic transition is a requirement
for the occurrence of an intense band in the absorption spectrum.

The electronically excited states of organic molecules which absorb in the
near-ultraviolet and visible regions are created by the promotion of π-electrons
to π*- and n-electrons to π*- or σ*-orbitals. The states resulting from these pro-
motions are called π,π*-, n, π*-, and n,σ*-states, respectively. The formation of
π,σ*-states is also possible, but because of the relatively low energies of the π-
orbitals and the higher energies of the σ*-orbitals, transitions from the ground
state to π,σ*-states are invariably observable only in the vacuum ultraviolet (at
wavelengths � 200 nm). Generally, the production of n,σ*-states is observable
only in heteroatom-substituted, saturated compounds such as alkyl mercaptans.
The n,σ*-states and π,π*-states of small conjugated olefinic molecules are pro-
duced in transitions giving rise to absorption bands in the near-ultraviolet, be-
tween 200 and 250 nm.

Electronic states are also designated by spin angular momentum. In most
organic molecules the ground state has an even number of electrons which are
paired in the lowest-lying molecular orbitals. There are two possible orientations
of the spin angular momentum vactor of an electron. In the ground states of most
organic molecules, the number of electrons with either spin vector orientation is
the same and the net spin angular momentum is zero. States which have zero
spin angular momentum (i.e., no unpaired electrons) are called singlet states.

If an electron is promoted from an occupied orbital to a higher, previously
unoccupied orbital, the electron promoted will usually retain its original spin, in
which case the excited state will also be a singlet state. If, however, the promoted
electron does change spin, there will be two unpaired electrons in the molecule.
In a molecule with two unpaired electrons there are three possible orientations
of the resultant spin angular momentum vector in an externally applied magnetic
field, each having a slightly different energy (in the same direction as the field
vector, opposite to the field vector, or normal to the field vector). Thus, a molecule
with two unpaired electrons is said to be in a triplet excited state.

The triplet states are of great importance in fluorescence and phosphores-
cence spectroscopy. However, the formation of a triplet excited state from a
ground singlet state by direct absorption of radiation requires a change in spin
angular momentum. A photon of light, however, has zero spin angular momen-
tum. The production of the triplet state from the ground singlet, therefore, violates
the law of conservation of angular momentum and thus is extremely improbable.
This is manifested in absorption spectra in the form of vanishingly small band
intensities. Consequently, singlet–triplet absorption spectra are not normally ob-
served in typical absorption spectra.

In unsaturated molecules having nonbonded electron pairs, it is possible
to have excited states formed by the promotion of an n-electron to a vacant orbital.
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Excited states formed in this way are called n,π*-states. While the bonding π
orbitals are much lower in energy than the atomic orbitals from which they are
formed, the n-electrons are only slightly lower in energy than atomic valence-
shell electrons. As a result, the n-electrons are higher in energy than π-electrons
in the same molecule, and the energy separation between the n orbitals and π*
orbitals is smaller than the separation between the π and π* orbitals.

Hence, n,π*-excited states generally lie lower than π,π*-excited states in-
volving the same π* orbital. In aromatic molecules, n-orbitals are most often
encountered in nitrogen heteroatoms and in carbonyl-substituent groups. The n-
orbital is usually an sp2 hybrid directed in the plane of the aromatic ring and
therefore at right angles to the π- and π*- orbitals.

Not all nonbonded electron pairs are projected perpendicular to the π- and
π*-orbitals. Some, such as those in exocyclic amino groups and hydroxy groups,
lie almost parallel to the π-orbitals of the aromatic ring and in this case may
participate in the π-electron structure of the aromatic system. The excited states
formed by the promotion of these electrons (which will hereafter be called lone-
pair or l electrons, to distinguish them from n-electrons) are generally found to
behave more like π,π*-states than n,π*-states. These π,π*-like states will hereaf-
ter be called intramolecular charge transfer states (or l,π*-states), because they
arise from the transfer of an electron from the exocyclic group to the aromatic
ring. In n,π*-states the promoted electron is localized near the group from which
it originated, but in l,π*-states the promoted electron may be displaced far from
its site of origin.

Intramolecular charge-transfer excited states may also arise from the pro-
motion of a π-electron from the aromatic ring to a vacant π*-orbital localized
on an exocyclic group. This phenomenon is often observed in aromatic carboxylic
acids, aldehydes, and ketones, where the carbonyl group is conjugated with the
aromatic ring.

The arrangement of the atoms comprising a molecule determines the molec-
ular geometry. The atoms, however, are not rigidly fixed in space, but execute
periodic motions with respect to one another and with respect to the center of
mass of the molecule. These periodic motions of the molecular atoms are called
normal vibrations. They result from the tendency of the positively charged nuclei
to repel each other and the tendency of the bonding electrons to hold them to-
gether. Because of the mobility of the bonding electrons, the nuclei never come
to rest but rather vibrate about an equilibrium position. The close interrelationship
between electronic and vibrational structure arises from the dependence of both
the electronic and vibrational properties on the electronic distribution of the mole-
cule. The valence electrons may be thought of as ‘‘springs’’ which hold the vi-
brating molecule together. These ‘‘springs’’ will have restorative properties
which vary with the electronic distribution in the molecule. As a result, the equi-

Copyright 2002 by Marcel Dekker. All Rights Reserved.



librium positions of the component nuclei of the molecule may be different for
different electronic states of the same molecule.

Just as it is possible to produce electronically excited states by the alteration
of the electronic distribution of the molecule, it is possible to produce vibra-
tionally excited states by displacing the atoms of the molecule. These states are
vibrationally excited by comparison with the lowest-energy vibrational mode pos-
sible for the molecule, and their attainment requires the absorption of energy in
steps or quanta, each of which is of the order of 10% of the magnitude of the
energy required to promote an electron to a higher orbital. Because of differences
in electronic distributions, each electronic state of a molecule has its own group
of associated vibrational energy levels.

At room temperature (298 K), it may be assumed to a good degree of
approximation that in any given electronic state of a molecular species, only the
lowest vibrational level is populated if the system under consideration is in ther-
mal equilibrium with its surroundings. This approximation will greatly simplify
the consideration of the shapes and fine structures of electronic absorption bands.

III. THE ABSORPTION OF LIGHT BY MOLECULES

A. The Interaction of Light with Molecular Electronic
Structure

A light wave is an electromagnetic disturbance traveling in a straight line with
an in-vacuo speed (c) of 3.0 � 1010 cm/s. Perpendicular to the direction of travel
of the wave there is an alternating electric field, and perpendicular to the direction
of travel of the wave and to the plane of oscillation of the electric field vector
there is an alternating magnetic field. The frequency of oscillation of the electric
and magnetic field vectors is called the frequency of the light, ν. The distance
traveled by the wave during the period of one complete cycle of the electric vector
is called the wavelength of the light, λ. The speed, frequency, and wavelength of
the light wave are related by the equation

c � λν (1)

Because of the electric field associated with light, an electron placed in the path
of a light wave will experience a force and is capable of absorbing energy from
the electric field of the light wave. If an electron belonging to a molecule in its
ground electronic state absorbs energy from the electric field of a light wave, the
electron will be promoted to an unoccupied orbital and will be transported from
one site to another in the molecule. The net result will be that the molecule will
have absorbed energy from the light and will be raised from the ground state to
an electronically excited state. However, not all frequencies of light can be ab-
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sorbed by a given molecule. Quantum theory tells us that the energy associated
with one wavelength of light of frequency ν is

E � hν �
hc

λ
(2)

where h is a proportionality constant known as Planck’s constant (h � 6.625 �
10�27 erg/s). A necessary condition for light of frequency ν to be absorbed by a
molecule in its ground state is that the energy gap between the ground state and
the excited state to which excitation occurs is exactly equal to hν, or

Ee � Eg � hν (3)

where Eg and Ee are the energies of the ground and excited states, respectively.
If Ee � Eg is not equal to hν, absorption will not occur and the molecule is said
to be transparent to light of frequency ν. The absorption of light by a molecule
causes an electronic transition. Because the distribution of molecular electronic
charge changes when light is absorbed, the absorption of light by a molecule is
also called an electronic dipole transition. The dipole moments associated with
the various electronically excited states of a molecule are different, and the line
along which the resultant dipole moment changes during the transition is called
the direction of polarization of the electronic transition. The period or time of
the absorption process is given, classically, by

T �
1
ν

(4)

Consequently, light of λ � 300 nm (3.0 � 10�5 cm) which has a frequency of
1 � 1015 s�1 will be absorbed in 1 � 10�15 s.

B. Electronic Absorption Spectra

The electronic absorption spectrum of a molecule is a graphical representation
of the intensity of light absorbed in producing electronic transitions in the mole-
cule as a function of the frequency of the light. In regions where the intensity
of light absorbed is high, strong absorption bands are said to occur. In regions
of frequency where the intensity of light absorbed is low, weak absorption bands
are said to occur. Most absorption spectra recorded on commercial scanning spec-
trophotometers are represented as absorbance (absorption intensity) versus wave-
length; this is a situation arising from electronic and optical convenience to the
manufacturer of the instrument. A more physically meaningful spectrum would
display absorbance versus frequency, because the frequency is linearly related
to the energy gaps between the molecular electronic states represented in the
spectral bands, while the wavelength is inversely related to energy.
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Equations (2) and (3) suggest that absorption should occur at discrete values
of λ or ν in the absorption spectrum and should therefore appear as narrow lines
as is the case in atomic spectra. In molecules, however, each electronic state
consists of several vibrational substates. In the ground electronic state nearly
all absorbing molecules occupy the lowest vibrational sublevel. However, if the
absorbing sample is scanned over a wide range of UV or visible wavelengths,
excitation to some or all of the various vibrational sublevels of the terminal ex-
cited electronic state will occur. Since the vibrational sublevels of the excited
state differ slightly in energy, the absorption will occur over a fairly broad wave-
length region in the spectrum, giving rise to an absorption band rather than a
line. Depending on the spectral region where absorption occurs and the rigidity
of the molecule, absorption bands corresponding to a single electronic transition
may range from about 50 to 100 nm in breadth.

C. The Spectral Positions of Electronic Absorption Bands

In the smaller aromatic molecules (derivatives of benzene, naphthalene, and
phenanthrene) having no n-electrons, three absorption bands, corresponding to
π→π* transitions, are normally observed in the visible and near-ultraviolet re-
gions. In benzene itself, the shortest wavelength of these bands actually lies in
the far ultraviolet at �184 nm. In larger aromatic molecules, e.g., anthracene
derivatives, additional bands may be observed at the short-wavelength end of the
ultraviolet, but these will not be of concern here. According to the free-electron
model, the lowest π*- and highest π-orbitals of an aromatic ring system become
closer in energy as the number of fused rings increases (or, in general, as conjuga-
tion of the π-system is extended). As a result, the longest-wavelength absorption
bands of anthracene lie at longer wavelengths (lower transition energy) than their
counterparts in naphthalene, which in turn lie at longer wavelengths than those
in benzene (Fig. 2).

The absorption spectra of substituted aromatic molecules bear remarkable
similarities to the spectra of the parent hydrocarbons. Aromatic ring substituents
exert their influences on the positions of spectral bands by electrostatically and
electromerically altering the energies of the lowest excited states relative to that
of the ground state. In this regard an aromatic ring is said to be a chromophore,
because it is the part of the substituted molecule responsible for the general spec-
troscopic region where absorption takes place. The substituent is called an auxo-
chrome because it affects the exact region where the absorbing molecule displays
its absorption bands.

Auxochromes which do not conjugate with the chromophore or conjugate
weakly, such as –NH�

3 , –SO�
3 , –CH3, –Cl, –Br, and nitrogen as a heteroatom in

molecules such as pyridine and quinoline, exert their influences on the spectral
bands of the chromophore predominately by their electrostatic or polarizing ef-
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Fig. 2 The order of energies of the highest occupied π-orbital, the nonbonding (n)-
and lone-pair (l) orbitals, and the lowest unoccupied π*-orbital of a typical substituted
heteroaromatic molecule and the corresponding transitions. The relative position of the
lowest π*-orbital, π*exo, results from the substitution of an exocyclic group having vacant
π-orbitals (an electron acceptor) onto the aromatic system. The line denoted p represents
the energy of an atomic p-orbital from which the n- or l-orbital arises.

fects on the charge distributions of the electronic states involved in the transitions
giving rise to the spectral bands. Since the excited states are generally more
polarizable than the ground state, the excited states are usually somewhat more
stabilized than the ground state by the polarizing effect of the substituent, and
small shifts to longer wavelengths (red shifts) of the spectral bands of the substi-
tuted molecules are usually observed. In the cases of –SO3

�, where valence-
shell expansion of the hexavalent sulfur atom (d-orbital participation), and –CH3,
where hyperconjugation may be involved, weak conjugative effects which are
more pronounced in the excited state may also be responsible for the fact that
molecules such as toluene absorb at wavelengths slightly longer than where ben-
zene absorbs.

Substituents which conjugate strongly with aromatic rings donate electrons
to or withdraw electrons from the π-system of the chromophore and thereby ex-
tend the size of the conjugated system. Those substituents which demonstrate
this behavior in the ground electronic state usually behave in the same way, but
to a much more exaggerated degree, in the excited states of the substituted mole-
cules. The positions of the absorption bands of molecules containing strongly
conjugating substituents vary from those of the parent hydrocarbons according
to the difference between the degree of electron donation to, or electron with-
drawal from, the chromophore in the ground and excited states. Groups such as
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–NH2, –OH, –O�, –SH, and –S� have unshared pairs of electrons which can be
transferred into π*-orbitals belonging to the chromophore. These groups are best
considered by treating the lone pair, in the ground state of the substituted mole-
cule, as residing in a molecular orbital which is essentially localized on the exocy-
clic substituent group. The energy of this orbital is slightly lower than that of an
atomic 2p orbital but considerably greater than that of the highest occupied π-
orbital of the aromatic ring (Fig. 3). The energy gap between the highest occupied
orbital (lone pair) and the lowest unoccupied orbital of the substituted molecule
is thus lower than the corresponding gap of the unsubstituted molecule, and as
a result, the absorption spectrum of the substituted molecule lies at longer wave-
lengths than that of the parent molecule.

Electronic absorption in the donor-substituted molecule entails transfer of
an electron from the substituent group to the aromatic ring. Hence, the higher
the energy of the lone-pair orbital, the lower is the energy required to cause
the intramolecular charge-transfer process associated with absorption. Because
nitrogen has a smaller atomic number than oxygen, its lone-pair electrons are
less tightly bound by the exocyclic substituent and the energy of the nitrogen
lone pair is higher than that of the oxygen lone pair. This is why β-naphthylamine

Fig. 3 Near-ultraviolet absorption spectrum of benzene (B), naphthalene (N), and an-
thracene (A).
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absorbs at longer wavelengths than does β-naphthol. In general, amino-substi-
tuted aromatic rings will absorb at longer wavelengths than the corresponding
hydroxy-substituted aromatic rings. Protonation of the nitrogen lone pair removes
it entirely from the spectroscopic process because it is converted, by protonation,
to a σ-bond. Hence, the spectrum of the β-naphthylammonium ion is almost the
same as that of naphthalene (Fig. 4). Dissociation of β-naphthol to form the β-
naphthoxide ion raises the energy of the oxygen lone pairs because of repulsions
produced by the negative charge of the residual lone pair created as a result of
dissociation. Consequently, absorption in the β-naphtholate anion occurs at lower
energies or longer wavelengths than in β-naphthol. The lone pairs of sulfur atoms
are higher in energy than the lone pairs of oxygen because of the greater radius

Fig. 4 The absorption spectrum of the cations (1C and 2C) and neutral molecules (1N
and 2N) derived from 1-naphthylamine and 2-naphthylamine, respectively. Note the simi-
larities of the spectra of the cations and their resemblance to the spectrum of naphthalene
(Fig. 3).
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of the former, which contributes to lower electrostatic attractions by the sulfur
nucleus. Mercaptoaromatics, such as β-naphthylmercaptan, therefore, absorb at
longer wavelengths than their oxygen counterparts, such as β-naphthol.

Electron acceptor groups such as –NO2, –COOH, –CHO, and –CN may
be considered to interject vacant low-energy π*-orbitals into the aromatic system
between the highest π- and lowest π*-orbitals of the unsubstituted chromophore
(Fig. 3). Because the energy gap between the highest π- and lowest π*-orbitals is
smaller in the acceptor-substituted molecules, electronic absorption which entails
transfer of an electron from the aromatic ring to the acceptor group occurs at
longer wavelengths than in the parent hydrocarbon. Protonation of an acceptor
group lowers the energy required to promote an electron from the aromatic ring
to the acceptor group. This is reflected in the lowering of the π*-orbitals of the
substituted chromophore and causes the absorption spectrum of the protonated
molecule to move to longer wavelengths relative to that of the unprotonated mole-
cule. Hence, solutions of 9-anthraldehyde, which are yellow by virtue of absorp-
tion near 400 nm, turn red, indicating absorption near 500 nm, upon addition of
concentrated sulfuric or perchloric acid. Similarly, dissociation of an acidic ac-
ceptor group such as –COOH leaves a residual negative charge on the substituent
which repels electrons of the aromatic ring. This raises the energy of the lowest
π*-orbitals of the carboxylic acid and causes the absorption spectrum to shift to
shorter wavelengths (blue shift). Almost all aromatic carboxylic acids will show
a blue shift upon dissociation to the corresponding aryl carboxylate.

In carbonyl compounds, the more strongly electron donating the substitu-
ents attached to the carbonyl group are, the higher the energies the π*-orbitals
of the compound will be and the shorter will be the wavelengths of absorption.
Hence, the π → π* absorption spectra of aromatic carbonyl compounds will fall
into the following decreasing order of absorption wavelength:

O
�

	 O
�

	 O
�

	 O
�

	 O
�

H CH3 OH NH2 O�

It should be mentioned here that in dealing with carbonyl compounds only the
π → π* absorption spectra have been considered. These compounds may also
show weak n → π* absorption bands. In aldehydes and ketones the n → π*
absorption bands occur at wavelengths longer than the longest-wavelength
π → π* absorption bands. However, the n → π* transitions are essentially local-
ized on the carbonyl groups and entail electron transfer from the oxygen atom
to the carbon atom. Electron-donating substituents such as –OH, –OR, and
–NH2 attached to the carbon atom of the carbonyl group repel the n-electron in
the n,π* excited state, considerably raising the energy of the latter. Hence, in
carboxylic acids, esters, and amides, and in carboxylate anions, the n → π* ab-
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sorption bands are displaced to very short wavelengths (�250 nm), are well hid-
den under the intense shorter-wavelength π → π* bands, and are rarely observed.

A heteroatom in the aromatic ring may be thought of as a special kind of
substituent. Two types of heteroatoms may be distinguished. If the heteroatom
contributes one π-electron to the aromatic system, it will be bonded to the adja-
cent atoms, very much like aromatic carbon. It will exert its effect on the elec-
tronic structure of the molecule by virtue of its possession of nonbonded electron
pairs and by its ability, relative to that of aromatic carbon, to attract π-electrons.
Nitrogen, as it occurs in pyridine, quinoline, isoquinoline, and acridine, is the
only common member of this class of heteroatoms and will hereafter be referred
to as pyridinic nitrogen.

If the heteroatom contributes two electrons to the π-electronic structure of
the molecule (e.g., nitrogen in pyrrole or indole, oxygen in furan, sulfur in thio-
phene), it essentially represents a charge-transfer donor-type substituent. Its effect
on the electronic structure and spectra will be dominated by its ability to donate
electrons and to a lesser extent by considerations of electronegativity. Thus, the
interactions of nitrogen, oxygen, and sulfur in, say, indole, benzofuran, and
benzothiophene, with their aromatic systems, are similar to the interactions of
amino, hydroxy, and mercapto exocyclic groups with their aromatic systems.

The principal difference between the nonbonded electron pair of a pyridinic
nitrogen atom and the lone pair of a pyrrolic nitrogen atom is the orientation of
the orbital accommodating the unshared pair with respect to the pπ-orbitals of
the aromatic system. The nonbonded orbitals of pyridinic nitrogen atoms are
directed in the plane of the aromatic ring and perpendicular to the pπ-orbitals.
As a result, there is poor overlap between the two types of orbitals and therefore
low transition probability. The lone pairs of pyrrolic nitrogen atoms are directed
perpendicular to the plane of the aromatic ring and parallel to the p � orbitals
of the aromatic system, allowing for strong conjugation in the ground state and
intense intramolecular charge transfer upon electronic absorption.

The pyridinic nitrogen atom is slightly more electronegative than the carbon
atoms to which it is bonded. Thus the heteroatom has a slight polarizing effect
on the electronic distribution of the heterocyclic ring. However, if no charge-
transfer donor (e.g., –NH2, –OH) substituents are substituted onto the aromatic
ring, the effect of the pyridinic nitrogen atom on the ground and π,π*-states of
the aromatic ring is so nearly identical that the separation between these states
in the heterocyclic ring is practically the same as in the corresponding homocyclic
molecules. Thus, the absorption bands of the heterocyclic molecule are almost
identical in spectral position with those of the parent homocyclic molecule. If,
however, electron-donor substituents are also present, the excited states are so
much more strongly polarized by the heteroatom that the absorption spectra lie
at longer wavelengths than in the homocyclic system.

Copyright 2002 by Marcel Dekker. All Rights Reserved.



Because of the presence of the non–bonded electron pair, pyridinic nitrogen
atoms have basic properties. Protonation at the pyridinic nitrogen atom has a
substantial effect on the absorption spectrum. This arises from the dramatic in-
crease in electronegativity of the heteroatom resulting from the acquisition of a
formal positive charge. In this case the polarizing effect of the protonated nitrogen
atom is so strong that its differential effects on the ground and excited state of
the heterocycle are immediately obvious. The excited states, being more polariz-
able than the ground state, are more stabilized by the electrostatic attraction of
the protonated nitrogen atom, and the spectrum shifts to the red relative to the
spectrum of the unprotonated heterocycle.

The n-electrons associated with pyridinic N-heterocyclics are also capable
of participating in n → π* transitions. The absorption bands corresponding to
these transitions are of low intensity and lie at wavelengths longer than the longest
π → π* bands. However, in polycyclic heterocyclics such as quinoline, isoquino-
line, and acridine, they are not easily observed because they are buried under the
long-wavelength tailing of the much more intense longest-wavelength π → π*
band. In pyridine the shoulder at �270 nm on the longest-wavelength π → π*
band is believed to be an n → π* band overlapped by the π → π*. In polyazaaro-
matics such as pyrazine, pryrimidine, pyridazine, triazine, and tetrazine, the n →
π* transitions tend to move to longer wavelengths with increasing numbers of
nitrogen atoms in the ring. This no doubt is a result of repulsion between non-
bonded electron pairs, which raises the energies of the n-orbitals and decreases
the gap between the n-orbitals and the π*-orbitals of the aromatic ring.

Protonation of a nonbonded electron pair will completely eliminate
n → π* absorption bands in molecules containing only a single pair of n-elec-
trons. This is due to the conversion of the nonbonded pair to a σ-bond by proton-
ation. In molecules having more than one nonbonded pair, protonation will shift
the n → π* transition to shorter wavelengths by diminishing repulsion between
the electrons in the n-orbitals. The foregoing arguments are valid for substituent
effects in substituted nonaromatic conjugated molecules as well as in substituted
aromatics.

The introduction of a second substituent into an aromatic ring may have a
very small or a very dramatic effect on the positions of the absorption bands. If
both substituents are electron donors or electron acceptors, the effect of the sec-
ond substituent will usually be rather small. If the two substituents are not identi-
cal, the electron donor with the highest-energy lone pair will dominate the spec-
trum. For example, the absorption spectrum of m-aminophenol will be very close
to that of aniline. If the two substituents are electron acceptors, the one with the
stronger electron-withdrawing influence will appear to be the dominating factor.
The absorption spectrum of pyridine 3-aldehyde, for example, appears in very
nearly the same place as the spectrum of benzaldehyde. If, however, one substitu-
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ent is electron-withdrawing and one is electron-accepting, the spectral features
will be much more red-shifted when both substituents are present in the aromatic
ring than when either one is present alone. In essence, one may view the spectro-
scopic transition in the electron donor and acceptor disubstituted molecule as
involving charge transfer from the lone pair of the donor group to the lowest π*-
orbital associated with the acceptor group.

There are certain special cases of substituent effects which limit the gener-
ality of the foregoing arguments. In 9-substituted anthracenes (such as 9-anthroic
acid), when the substituent is bulky, steric hindrance between the substituent
group and the peri hydrogen atoms in the 1- and 8-positions interfere with copla-
narity of the substituent with the anthracene ring. In 9-anthroic acid the carboxyl
group is perpendicular (or nearly so) to the anthracene ring, so the longest-wave-
length transition does not contain an appreciable charge-transfer component. As
a result, the absorption spectrum of 9-anthroic acid is almost identical to that of
anthracene. Similarly, in certain o-substituted biphenyls, steric hindrance to co-
planarity prevents coupling of the entirety of each aromatic system, so their spec-
tra resemble those of substituted benzenes. In certain o-disubstituted compounds,
such as salicylic acid, intramolecular hydrogen bonds may form between the
substituents. In salicylic acid, the phenolic proton is hydrogen-bonded to the car-
boxyl group.

The intramolecular hydrogen bond leaves a partial negative charge on the
hydroxyl group, making it a better electron donor, and leaves a partial positive
charge on the carboxyl group, making it a better electron acceptor. As a result,
the longest-wavelength absorption band of salicylic acid lies at slightly longer
wavelengths than that of the electronically similar but non-hydrogen-bonded o-
methoxybenzoic acid. However, when salicylic acid dissociates, the residual neg-
ative charge left on the carboxyl group which inhibits its electron-acceptor prop-
erties is partially offset by a strengthening of the intramolecular hydrogen bond.
As a result, the anticipated blue shift of the longest-wavelength absorption band
of salicylic acid is almost negligible, although o-methoxybenzoic acid demon-
strates a substantial blue shift of its longest-wavelength absorption band upon
dissociation, as is typical of carboxylic acids.

D. Intensities of Spectral Bands

The intensity of an absorption band (the absorbance) is determined by the rate
of transition between the ground and excited states of the electronic transition
giving rise to the band. The rate of transition is determined by the intensity of
exciting radiation, the path length of exciting radiation through the sample, the
concentration of potential absorbers in the sample, and the probability that an
absorptive transition will occur from the ground to an excited state of the ab-
sorber. In quantitative analysis, it is the concentration of absorbers that is of
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interest. However, the concentration of absorbers, the optical depth of the sample,
and the intensity of exciting radiation are experimentally controllable variables.
Ultimately, the probability of absorptive transition, which is a function of molecu-
lar electronic structure and the nature of the transition, determines whether ab-
sorption will occur intensely enough to be analytically useful.

The probability of absorptive transition between two electronic states is
described quantum mechanically by a term called the transition moment integral,
R. Although the quantum mechanical derivation of R is beyond the scope of this
treatment, it is appropriate to visualize R as the change in electronic dipole mo-
ment of the molecule which absorbs radiation (i.e., if e is the electronic charge
and r is the vector along which the displacement of electronic charge in the atom
occurs as a result of the transition, then R � er). The spectroscopic significance
of R is that the molecular probability (or intensity) or radiative transition is pro-
portional to R 2. The greater the value of the electronic dipole moment change in
the electronic transition, the greater will be the inherent intensity of the transition.

For absorptive transition it can be shown that the measurable integrated
inherent intensity (the molar absorptivity, ε) of an absorption band, expressed as
absorbance A per unit concentration of absorber c and optical depth d of the
sample, is given by

ε �
A

cd
� �

∞

0
εdν̄ � 1.085 � 1038ν̄m|R|2 (5)

where ν̄m, the reciprocal of the wavelength at the center of the band, is measured
in cm�1, ε′, the absorptivity at any given value of ν̄ in the spectral band of interest,
is usually expressed in terms of L/mole cm (where c is expressed as moles/L
and d in cm), and R is expressed in esu cm. For Gaussian-shaped bands,

�
∞

0
ε′dν̄ 	 εmν̄1/2 (6)

where εm is the absorptivity at the band maximum (center), and ν̄1/2 is the band
width at half-maximum absorption.

The absorbance is defined by the Beer-Lambert law,

A � �log
I

I0

� �log T (7)

where I and I0 are the intensities of exciting light transmitted through the sample
in the presence and absence, respectively, of the absorbing species, and T is called
the transmittance. Although in analytical practice it is customary to measure A
and ε at some nominal analytical wavelength, Beer’s law is, strictly speaking
valid only for A and ε integrated over the entire spectral band. For Gaussian
bands, ε is proportional to εm, a fact that justifies using absorbances and absorptiv-
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ities measured at the band maximum provided that they are measured using light
that is highly monochromatic. However, for ε ≠ εm and for non-Gaussian spectral
bands, the absorbance measured at a single nominal wavelength will not necessar-
ily be truly proportional to the concentration of absorbers and will give less than
ideal analytical results.

The magnitude of the transition moment integral depends in large part on
the molecular electronic distributions in the ground state and the excited state
participating in the absorptive transition. In particular, the spatial properties of
the orbitals accommodating the optical electron in the ground and excited states
are important in determining the magnitude of R. The n → π* transitions of N-
heteroaromatics, azaaromatics, and carbonyl compounds involve promotion of
an electron from an sp2 orbital to a π*-orbital directed at right angles to the
former. There is little or no overlap between the n-sp2-orbital and the π*-orbital
and, as a result, the probability of promoting the n-electron to the π*-orbital
through a region of space quantum mechanically forbidden to it (this amounts
to ionization and recapture of the n-electron) is low. This results in a very small
value of R and therefore of εm. Typically, n → π* transitions have εm � 1000
and are said to be symmetry-forbidden transitions. Although n → π* transitions
play a major role in the practicability of fluorescence or phosphorescence analy-
sis, they are usually of little or no value in quantitative trace analysis by absorpti-
ometry. The n → σ* transitions are also symmetry-forbidden.

The π → π* transitions of unsaturated, conjugated, and aromatic molecules
and their derivatives are usually allowed transitions corresponding to intense ab-
sorption bands of ε � 1000–100,000. However, in some of the long-wavelength
transitions of the highly symmetrical unsubstituted aromatic molecules (e.g., ben-
zene and naphthalene), the ground and excited states are highly symmetrical in
their electron distributions. As a result, these transitions entail no change in elec-
tronic dipole moment and theoretically R � 0. These transitions which include
the longest-wavelength absorption bands of the aromatic hydrocarbons are weak
(e.g., for benzene, εm � 200). Transitions having low intensity because of highly
symmetrical charge distributions in ground and excited states are also said to be
symmetry-forbidden.

If heteroatomic or exocyclic substituents are introduced into a highly sym-
metrical aromatic ring the substituents, by virtue of breaking down the electronic
symmetries of highly symmetrical molecules, can intensify ordinarily forbidden
transitions. Thus, the longest-wavelength absorption band of benzoic acid is about
five times more intense than that of benzene, and those of quinoline and isoquino-
line are about 10 times more intense than that of naphthalene. The greater the
extent to which a substituent interacts with the excited states of the parent hydro-
carbon, the greater will be the breakdown in the symmetry of the electronic distri-
bution of the excited states and the greater will be the transition dipole moment
R. This means that the strongly interacting substituents will not only produce
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greater red-shifting of the absorption bands but will also give rise to more intense
absorption bands than will weakly interacting substituents.

E. The Shape and Structure of Absorption Bands

The electronic transition from the ground state to an electronically excited state
will often entail changes in vibrational as well as electronic energy. This results
from excitation of the molecule to one of the various vibronic levels of the excited
electronic state. This process can be illustrated by a diagram of potential energy
versus internuclear separation. Such a diagram is very difficult to represent for
a polyatomic molecule, but it can be instructive for a diatomic molecule (Fig. 5).

Fig. 5 The influence of the Franck-Condon principle on the appearance of the absorption
band in a diatomic molecule where the equilibrium internuclear separations are (a) identi-
cal in the ground and excited states, (b) smaller in the excited state, and (c) greater in the
excited state. The spectra representations (d), (e), and (f) correspond to the situations
depicted in (a), (b), and (c), respectively. The numbers in (a) represent the vibrational
quantum numbers in the ground and excited states and in (d), (e), and (f) the transitions
between these sublevels.

Copyright 2002 by Marcel Dekker. All Rights Reserved.



The horizontal distances between the minima in Fig. 5 represent the differences in
equilibrium internuclear separation between ground and excited states. The verti-
cal distances between the curves represent the differences in energy between the
ground and excited states for any given internuclear separation. Figure 5a shows
the potential energy curves for the case where the ground and excited states have
the same internuclear separation. In Figs. 5b and 5c are shown the circumstances
occurring when the excited-state equilibrium internuclear separations are more
and less compressed, respectively, than the ground-state equilibrium geometry.

Absorptive electronic transitions in molecules occur about 10 times faster
than vibrational transitions. This is the basis of the Franck-Condon principle,
which states that electronic transitions occur without change of position of the
nuclei. Therefore, in Fig. 5 an electronic transition can be represented as a vertical
line between a vibrational level in the ground state and one in the excited state
to which transition takes place. At room temperature most absorbing molecules
in the ground electronic state will occupy the lowest vibrational level. Transitions
from this vibronic state to the various vibronic levels of the excited state will
occur with intensities that depend σ/n vibrational as well as electronic factors.
The multitude of vibronic transitions that accompany each electronic transition
give the electronic absorption band its breadth—i.e., its bandlike appearance in
contrast to the linelike appearance of an atomic absorptive transition. Among the
factors that govern the vibrational components of the electronic transition is spa-
tial overlap of the vibrational states, i.e., the probability that a given internuclear
separation will be the same for both vibrational states involved in the transi-
tion.

In Fig. 5a, where the equilibrium internuclear separations of ground and
excited states are identical, the lowest vibrational level of the ground electronic
state, to a first approximation, coincides with all of the vibrational levels of the
excited state and all of the possible vibronic transitions are likely to appear in
the corresponding absorption band (Fig. 5d). However, in Figs. 5a and 5b the
lowest vibrational level of the ground state coincides poorly in space (or not at
all) with the lower vibrational levels of the excited state. In these cases the lowest-
energy (longest-wavelength) vibronic states will appear weakly or be absent from
the corresponding absorption bands. The maxima of the absorption bands will
then occur near the centers or toward the short-wavelength sides of the absorption
bands (Figs. 5e and 5f) rather than on the long-wavelength side as in Fig. 5d.
Figure 5d is typical of the absorption spectra of unsubstituted aromatic hydrocar-
bons. Figures 5e and 5f are typical of the absorption spectra of functionally substi-
tuted aromatic hydrocarbons. In substituted hydrocarbons, low-energy torsional
vibrations due to the substituents are often imposed on the vibrational structure,
which, for the most part, corresponds to breathing vibrations of the ring. In this
case the vibrational structure of the absorption bands may be blurred or obliter-
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ated, giving rise to structureless bands with the same general intensity distribution
as shown in Figs. 5e and 5f.

F. The Influence of the Solvent on the Absorption
Spectrum

The solvents in which absorption spectra are observed play a substantial role in
determining the spectral positions and shapes and affect to a somewhat lesser
degree the intensities of absorption spectral bands. The effects of the solvent on
the absorption spectra are determined by the nature and relative strengths of the
interactions of the solvent molecules with the ground and electronically excited
singlet states of the absorbing solute molecules.

Solvent interactions with solute molecules are predominantly electrostatic
in nature and may be classified as induced dipole–induced dipole, dipole–induced
dipole, dipole–dipole, or hydrogen bonding. The position of an absorption-band
maximum in one solvent relative to that in another depends on the relative separa-
tions between ground- and excited-state energies in either solvent and therefore
on the relative strengths of ground- and excited-state solvent stabilization.

Induced dipole–induced dipole and dipole–induced dipole interactions
(van der Waals forces or dispersion forces) are the weakest of solvent–solute
interactions and are predominant in solutions of nonpolar solutes in nonpolar or
polar solvents and/or polar molecules in nonpolar solvents. These interactions,
which are closely related to the polarizabilities of the solute and solvent, account
for the small shifts to lower frequency of the absorption spectra of molecules
upon going from the gas phase to solutions in nonpolar media. Presumably, the
π,π* excited states of the nonpolar aromatic hydrocarbons and other conjugated
hydrocarbons are more polarizable than the ground state, leading to stabilization
of the excited states relative to the ground state and shifts of the absorption bands
to the red.

If the π,π* or intramolecular charge-transfer excited state of a polar (substi-
tuted) molecule has a higher dipole moment than its ground state (most molecules
fall into this class), the excited state will be more stabilized by interaction with
a polar solvent than the ground state. As a result, upon going from a less polar
to a more polar solvent, the absorption spectrum will shift to longer wavelengths.
Although this generalization is often made, it is, strictly speaking, applicable only
to dipolar aprotic solvents or, in general, to solvents in which hydroyen bonding
between solvent and solute is either weak or nonexistent. In a few cases, the
ground state of the solute is more polar than the excited state. In this circumstance,
going to a more polar solvent stabilizes the ground state more than the excited
state, causing a shift to higher frequency with increasing solvent polarity (dielec-
tric strength)—a feature seen with 9-aminoacridine.
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Dipole–dipole interactions decrease with the third power of the distance
between interacting molecules. As a result, dilution of a solution of a polar solute,
in a polar solvent, with a solvent of lower polarity results in an essentially contin-
uous decrease in the dipole–dipole interaction with increasing mole fraction of
the solvent of lower polarity. In molecules whose excited states are more polar
than their ground states, this means that the spectrum will blue-shift continuously
as the mole fraction of nonpolar solvent increases.

Hydrogen-bonding solvents having positively polarized hydrogen atoms
are said to be hydrogen-bond donor or protic solvents. They interact with the
nonbonded and lone electron pairs of solute molecules. Hydrogen-bonding sol-
vents having atoms with lone or nonbonded electron pairs are said to be hydro-
gen-bond acceptor or basic solvents. They interact with positively polarized hy-
drogen atoms on electronegative atoms belonging to the solute molecules (e.g.,
in –COOH, –NH2, –OH, –SH).

Hydrogen bonding is a shorter-range and therefore stronger interaction than
nonspecific dipole–dipole interaction. It involves some degree of covalency and
is manifested only in the primary solvent cage of the solute. Dilution of a solution
of a solute in a hydrogen-bonding solvent by a nonpolar, nonhydrogen-bonding
solvent will not normally disrupt the hydrogen bonding in the primary solvent
cage and will therefore cause very small spectral shifts. Because most hydrogen-
bonding solvents are also polar, hydrogen bonding and nonspecific dipolar inter-
action are usually both present as modes of solvation of functional molecules.
Accordingly, the spectral shifts actually observed upon going from one solvent
to another are a composite of dipolar and hydrogen-bonding effects which may be
constructively or destructively additive. This makes it rather difficult to interpret
solvent-induced spectral shifts unambiguously.

Due to the involvement of nonbonded and lone electron pairs in n → π*
intramolecular charge-transfer transitions, hydrogen-bonding effects play a major
role in the appearances of these spectra. Dipolar effects are most pronounced in
intramolecular charge-transfer spectra because of the large dipole-moment
changes accompanying the associated transitions.

Nonbonded electron pairs interact strongly with protic solvents. Because
the orbital accommodating the n-electrons has two electrons in the ground state
and only one in the n,π* excited state, the ground state is more stabilized by
hydrogen bonding with a protic solvent than the excited state. This means that
the absorption bands arising from n → π* transitions should move to higher
energies or shorter wavelengths when an aprotic solvent is replaced by a protic
solvent. This is indeed the case: the n → π* shoulder at 270 nm observed on the
longest-wavelength π,π* band of pyridine dissolved in hexane disappears when
the spectrum is taken in ethanol or water. Presumably the n → π* band of pyridine
blue-shifts and is submerged in the π → π* band at shorter wavelengths. The
n → π* bands of benzaldehyde and acetophenone at �330 nm move to distinctly
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shorter wavelengths upon going from aprotic to protic solvents. It has been sug-
gested that the blue-shifting of the n → π* bands and the red-shifting of π,π*
bands (or intramolecular charge-transfer bands) upon going to protic (and invari-
ably more polar) solvents be used to distinguish between these types of transi-
tions. This, however, is not advisable. Although n → π* absorption bands invari-
ably move to shorter wavelengths upon going to more protic solvents, many
π → π*-type transitions (especially those involving l electrons) also blue-shift
in highly protic solvents.

Protic solvents interacting with lone pairs on functional groups which are
electron-withdrawing in the excited state (e.g., CN, CCO) enhance charge trans-
fer by introducing a partial positive charge into the electron-acceptor group. This
interaction stabilizes the charge-transfer excited state relative to the ground state,
so the absorption spectra are expected to shift to longer wavelengths with increas-
ing hydrogen-bond donor capacity of the solvent. Increasing hydrogen-bond do-
nor capacity of the solvent produces shifts to shorter wavelengths when the sol-
vent interacts with lone pairs on functional groups which are electron donors in
the excited state (e.g., –OH, –NH2). Hydrogen-bond acceptor solvents produce
shifts to lower frequency when solvating hydrogen atoms on functional groups
which are electron donors in the excited state (e.g., –OH, –NH2). This is effected
by the partial withdrawal of the positively charged proton from the functional
groups, thereby facilitating transfer of electronic charge away from the functional
group. Solvation of hydrogen atoms on functional groups which are charge-trans-
fer acceptors in the excited state (e.g., –COOH) inhibits charge transfer by leav-
ing a residual negative charge on the functional group. Thus, the latter interaction
results in shifting of the spectrum to shorter wavelengths.

G. The Influence of Coordination by Metal Ions

The coordination of absorbing molecules by metal ions is actually an acid–base
reaction, with the metal ion acting as a Lewis acid (electron-pair acceptor) and
the ligand acting as a Lewis base (electron-pair donor). In this regard, the coordi-
nation of ligands by non-transition metal ions is analogous to the protonation of
the ligand. In the latter case, the hydrogen ion functions as the Lewis acid. As
a result, many of the changes of the electronic spectra of the ligands, produced
by metal ions coordination, are similar to the changes caused by protonation
of substituents described earlier (e.g., both protonated and zinc-coordinated 8-
quinolinol absorb at �350 nm). However, the analogies between electronic spec-
tral changes in the ligand produced by protonation and those produced by coordi-
nation with transition metal ions are weak, and often there are spectral phenomena
observed with transition metal ion coordination that have no equivalent in coordi-
nation with hydrogen ion.

The spectra of transition metal complexes contain absorption bands in the

Copyright 2002 by Marcel Dekker. All Rights Reserved.



visible, showing that they possess closely spaced electronic energy levels. In
these species the central metal ion is surrounded by a certain number of ligands,
which are generally either negative ions, as in [Fe(CN)6]3�, or dipolar molecules
whose negative ends are oriented toward the metal ion as in [Co(NH3)6]3�. The
transition metal ions all possess incompleted shells. The d-orbitals all have the
same energy in the isolated metal ions. However, when surrounded by ligands,
some d-orbitals are raised in energy more than others. Electronic transitions be-
tween the lower-energy d-orbitals (occupied) and higher-energy d-orbitals (unoc-
cupied) give rise to the ligand field spectra which give transition metal ions their
characteristic colors (e.g., pink for manganese and green for nickel). A detailed
description of the ligand field theory, which treats ligand field spectra quantita-
tively or semiquantitatively, is beyond the scope of this chapter. Because they
are symmetry-forbidden, the ligand-field absorption spectra are very weak
(ε � 10) and therefore not useful for trace analysis. For example, Cu(H2O)4

2�,
which is blue in concentrated solutions, appears colorless in a 1 � 10�4 M solu-
tion. However, transition metal complexes often demonstrate very intense absorp-
tion bands (ε � 103–105) in the visible and near-ultraviolet, which are analytically
useful at trace concentrations. These bands originate from transitions involving
the promotion of the d-electrons of the metal ion to vacant π*-orbitals of the
ligand or from π-electrons of the ligand to the d-orbitals of the metal ion. Since
the d → π* and π → d transitions involve upper and lower states with very
different electronic distributions, they are strongly allowed. This accounts for
their high intensities. The intense colors of the Fe(II)–phenanthroline complex,
the Fe(III)–phenol complexes, and the Cu(I)–biquinolyl complex are all exam-
ples of d → π* transitions which have been used in spectrophotometric pharma-
ceutical analysis. In addition, the colors of oxyhemoglobin, the cytochromes,
vitamin B12, and the oxidizing enzyme P-450 are all due to d → π* transitions.

IV. INSTRUMENTATION

The basic spectrophotometer generally consists of a light source from which a
given wavelength or range of wavelengths is selected by a wavelength selection
device. The radiation selected is directed through the analytical sample and the
transmitted light monitored by a detector. The light intensity measured by the
detector is subsequently compared to that transmitted by a reference substance,
the ratio being displayed usually as an absorbance but less commonly as a percent
transmittance on a readout device.

A. Light Sources

There are two commonly used sources of light in UV–visible absorption spectro-
photometry, hydrogen or deuterium discharge lamps and incandescent filament
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lamps. The discharge lamps emit most of their light output in the range 200–
360 nm. They consist of a quartz envelope filled with hydrogen or deuterium at
low pressure (approx 5 torr), into which project the closely spaced ends of an
anode and a cathode. The passage of an electric current across the tips of the
anode and cathode leads to excitation of the intervening gas molecules, which
subsequently dissociate into photoexcited atoms that emit energy in the form of
ultraviolet radiation. The light output with deuterium lamps is about 3–5 times
brighter than that in hydrogen discharge lamps. In some instruments the light
emitted is collected and focused into the wavelength selection device by use of
a concave mirror.

Incandescent lamps commonly find use as sources of visible light. They
consist basically of a metal wire filament, usually of tungsten, which is sealed
inside an evacuated glass envelope. The filament is heated by the passage of an
electric current and then emits a broad band of energy with a maximum dependent
on the temperature of the filament. For example, a tungsten filament heated to
2860 K has a radiation maximum in the near-infrared at about 1000 nm. Only
about 15% of the light output from the filament occurs in the visible region,
with most occurring in the infrared. Generally, higher temperatures will shift the
maximum to shorter wavelengths, but this does compromise the lifetime of the
filament. Most of the current instruments have both kinds of lamps, with a switch-
ing device permitting scanning over the whole UV–visible range (200–800 nm)
in one sweep. Improvements in lamp technology have made it possible to employ
deuterium lamps over the whole range.

In some of the more sophisticated instruments, lasers have been employed
as light sources. These have the advantage of generating a high-intensity mono-
chromatic light output which is useful for high-absorbance samples; a conse-
quence of this is improved sensitivity and resolution. Laser beams are also more
easily focused than beams from conventional light sources. This is useful when
the sample cell is small in size, as in flowing streams. Tunable diode lasers are
most commonly used for spectrophotometric analyses. Unfortunately, due to their
high costs, lasers are not commonly used as light sources for routine analysis
by UV–visible spectrophotometry. Their availability has led, however, to the
development of newer spectrophotometric techniques such as photoacoustic and
thermal lens spectrometry.

High-intensity line sources still occasionally provide a simple source of
high-intensity monochromatic light and have found use in portable instruments,
designed for specific analyses.

B. Wavelength Selection Devices

The wavelength selection device in most instruments is a monochromator. The
monochromator consists of an entrance slit, a dispersive device, a collimator, and
an exit slit. The slits are narrow planar apertures that are used to isolate a narrow
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band of light. The entrance slit is placed between the source and the collimator
and the exit slit is placed between the focusing device and the sample. The widths
of the slits are frequently variable and significantly influence the quality and
accuracy of the analysis. Collimators are either lenses or concave mirrors which
serve to align the incident light beam into parallel light rays which then impinge
on the dispersive element.

There are two types of dispersive elements, prisms and gratings. The prisms
are constructed of transparent material of known refractive index. In prisms the
incident light is refracted to varying extents, depending on its wavelength, gener-
ating a range of wavelengths that impinge upon the exit slit. The different materi-
als give rise to prisms of different angular dispersion. Prisms are generally good
for the separation of light of shorter wavelengths, but they are less efficient for
the separation of light of longer wavelengths. Furthermore, the resolving power
(R) of prisms as defined by

R � b dη/dλ (8)

where b is the base width of the prism and dη/dλ is the dispersive power of the
prism, which is characteristic of the prism material. From Eq. (8) it can be seen
that it would require large prisms to efficiently separate long wavelengths of light.
Such large prisms would not only be difficult to construct, but would result in
unduly expensive instruments. As a result, grating monochromators are more
commonly used nowadays. These may be either reflection or transmission grat-
ings. A transmission grating consists of a series of finely spaced parallel lines
on a transparent material, whereas a reflection grating consists of a series of
equally spaced parallel grooves cut into a reflecting surface. Reflection gratings
are more commonly used in UV–visible spectrophotometers, because the entire
optical system can then be contained within a smaller volume.

In a grating the incident beam is diffracted at each of the surfaces generating
an interference pattern. The different wavelengths of light undergo constructive
interference at different angles, permitting wavelength selection by pivoting the
grating through different angles, thereby focusing different wavelengths of light
onto the exit slit. The higher-order interference patterns can be removed by the
use of appropriate filters. Older instruments employed filters as a means of wave-
length selection. These were either interference or absorption filters. Interference
filters consist of a thin layer of transparent dielectric medium between two thin
reflective metal films, whose thicknesses are carefully controlled. A portion of
the light in the incident beam is transmitted through the first metal film and under-
goes a series of reflections through the dielectric medium between the films,
generating an interferometric pattern. Those constructive interferences of second
or higher order emerge from the second metal surface. The filters typically allow
through a small band of wavelengths of spectral band width 10–15 nm with a
maximum percent transmission of about 40%. The higher orders of constructive
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interferometric light that emerge from the filter are less intense with increasing
order and can be selected by the use of additional filters. The interference filters
permit through more light than monochromators with the same bandpass, but
lack the versatility of monochromators. Interference filters are usually available
for the ultraviolet, visible, and infrared regions of the electromagnetic spectrum.
Absorption filters, on the other hand, select a desired range of wavelengths by
absorbing undesired wavelengths. They typically consist of a colored plate of
glass. The filters may be bandpass or cutoff filters. Bandpass filters transmit a
band of light of about 30–250 nm in width and generally transmit 5–20% of the
incident light. Cutoff filters transmit essentially 100% of the incident light beyond
a certain wavelength, cutting off light of shorter wavelengths in short-wavelength
cutoff filters and longer wavelengths in long-wavelength cutoff filters. The cutoff
wavelength is generally defined as the wavelength where the absorbance of the
filter is unity (10% transmittance). Absorption filters lack the selectivity possible
with monochromators and are available only for the visible region. They are used,
however, for eliminating unwanted orders of light emerging from interference
filters.

C. Sample Cells

Sample cells are commonly made of quartz or fused silica and readily transmit
light of 200- to 800-nm wavelength. However, less expensive cells, constructed
of high-quality glass and, more recently, plastic are available but are useful
largely in the visible region of the spectrum, though some plastics do permit
measurements at wavelengths as short as �300 nm. The cells are available in
various shapes and sizes, many of which are constructed for specialized applica-
tions. The two most common shapes are cylindrical and rectangular. The cylindri-
cal cells are often used in low-cost filter photometers, whereas the rectangular
cells are used in high-precision instruments. Cell path length is largely dependent
on the application and ranges from 5 µm to 5 m. Smaller sample volumes with
extremely long path lengths have also been employed. In these cases the increased
path length at constant cell volume provides additional analytical sensitivity.
Flow-through cells have found use in flow injection analysis and liquid chroma-
tography as well as in process analysis. In flowing streams the cell volumes em-
ployed can vary considerably, ranging from 5 to 50 µL depending on the analyti-
cal sensitivity required. However, the path length employed is commonly 1 cm.
The choice of cell shape or size is largely dependent on the instrument employed
and the application.

Autosampling devices have also been developed for automated instru-
ments. These are often microprocessor-controlled and have found use in the anal-
ysis of large samples, eliminating the operator error often associated with long
analysis periods.
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D. Detectors

1. Photoemissive and Photomultiplier Tubes

The photoemissive tube consists of an anode and a cathode enclosed in a transpar-
ent envelope. The cathode consists of a semicircular metal sheet plated with a thin
layer of photoemissive alkali metal (cesium or rubidium). A negative potential of
about 90 V is applied across the gap between the cathode and anode, which
facilitates electron migration to the anode following electron release by the im-
pact of light photons on the cathode. The magnitude of the current is proportional
to the intensity of the incident light. Photomultiplier tubes have the additional
feature of possessing multiple anodes, referred to as dynodes, which are coated
with an electron-rich material of low ionization potential such as BeO, GaP, or
CsSb. Across each subsequent dynode an increasing potential is applied, which
serves to both accelerate the electrons and enhance electron yield. As a result,
high electronic gains can be achieved. A stable and regulated power supply is
important for consistency of yield for a given light intensity. Both photoemissive
and photomultiplier tubes generate amplifiable currents. However, they have lim-
ited ranges of optimum spectral response and are both limited by thermal and
shot noise.

2. Photovoltaic Cells

The photovoltaic cell consists of a metal plate enclosed in a plastic case. Sand-
wiched between the plate and a glass window is a thin layer of semiconducting
material such as selenium, plated with a thin layer of gold or silver. When light
impinges upon the silver layer, it emits electrons by the photoelectric effect.
These electrons pass through the selenium layer and onto the metal plate. The
current generated by this effect is proportional to the intensity of incident light
and can be measured. Despite the advantage of not requiring an external power
source, the signal is not easily amplified due to the low internal impedance. As
a result, photovoltaic cells find limited use in portable instruments. Other disad-
vantages include limited sensitivity, limitation of their usefulness to dilute sam-
ples, and the fact that they have slow response times and exhibit fatigue with
time.

3. Photodiode Array Detectors

Photodiode array detectors are an offshoot of semiconductor technology. In semi-
conductors, impurities have been added to pure silicon to create two classes of
materials. The addition of arsenic, bismuth, phosphorous, or antimony creates a
pentavalent material (n-type) that is able to function as a donor of electrons. The
addition of trivalent elements such as aluminium, boron, gallium, indium, etc.,
to silicon gives rise to the p-type material, in which the trivalent material is able
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to accept electrons to make up for its electron deficiency. The trivalent metals
have only three electrons in their outer shells. Application of a potential differ-
ence to n-type material causes electron movement from negative to positive po-
tential (cathodic). With p-type material the applied potential difference is mani-
fested as apparent movement of positive charge from positive to negative
potential (anodic).

Photodiode array detectors consist of an array of p-n type semiconductor
diodes mounted onto a semicircular plate facing the light source. In these instru-
ments the transmitted light beam from the sample is split into its component
wavelengths by a dispersive element, and the various wavelengths of light fall
onto different photodiodes on the semicircular plate. Interaction of a photon with
the semiconducting layer of the diode generates a flow of current, the magnitude
of which is proportional to the intensity of transmitted light. The advantage here
is that temporal scanning is no longer necessary and the whole spectrum can be
obtained almost instantaneously. The quality of spectra obtainable with diode
array instruments is, however, limited by the spectral wavelength range as well as
the number of diodes covering the entire spectral range. Diode array instruments,
despite having a slower response time, have found application as detectors in
chromatographic separations, where the spectrum of the emerging solutes may
be used for semiquantitative characterization of the solutes. The diode array de-
tectors are significantly useful in multiple signal detection, peak identification,
and peak purity determinations.

E. Readout Devices

Readout devices convert the electrical signal emerging from the detectors to an
analog or digital signal that is more understandable to the operator. The electrical
signal is either converted to a plot of voltage versus time or digitized as numerical
values of voltage versus time. For scanning instruments the time can be read as
wavelength for a consistent known scan rate. In the diode array instruments all
measurements are recorded simultaneously, and can be issued as a single spec-
trum or incorporated into a three-dimensional profile with time. The use of micro-
processors in data acquisition and handling has facilitated the development of
simultaneous multicomponent determinations over a range of wavelengths as op-
posed to single-wavelength measurements. They have also facilitated extensive
manipulation of the data obtained from the instruments, such as smoothing, over-
laying, derivatization, etc.

F. Instrument Configuration

The simplest instrument configuration is the single-beam configuration, in which
a single light beam is transmitted from the source through the described modules
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Fig. 6 Schematic diagram for the layout of a single-beam UV–visible spectrophotom-
eter.

to the detector (Fig. 6). In double-beam instruments the light beam emerging
from the source is split into two separate beams for the sample and the reference
paths, respectively. This modification is associated with increased instrumental
cost and lower light energy throughput as a result of the splitting of the source
beam (Fig. 7). The double-beam instruments have largely superceded the single-
beam instruments because in the double-beam instruments it is possible to elimi-
nate the instability and drift arising from temporal differences in scanning the
reference and sample cells.

Fig. 7 Schematic diagram for layout of a double-beam UV–visible spectrophotometer.
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Forward and reverse optical designs have also been tried. In the reverse
optical arrangement the wavelength selection device is placed between the sample
cell and the detector, as opposed to being between the source and the sample
cell in the forward optical arrangement. The reverse optical design is reported
to improve detection limits as a result of greater light throughput, but does not
eliminate stray light as well as does the forward optical arrangement.

V. QUALITATIVE AND QUANTITATIVE ANALYSES

A. Qualitative Analysis

The ultraviolet–visible spectra of most compounds are of limited value for quali-
tative analysis and have been largely superseded by the more definitive infrared
and mass spectroscopies. Qualitative analytical use of ultraviolet–visible spectra
has largely involved describing compounds in terms of the positions and molar
absorptivities of their absorption maxima, occasionally including their absorption
minima. Indeed, some organic compounds are still characterized in terms of the
number of peaks in the UV–visible spectrum and their absorbance ratios. This
is usually the case in phytochemistry and photodiode array chromatography and
when the analyst has a limited range of compounds to work with whose spectra
are known to differ. In the pharmacopeias, however, absorbance ratios have found
use in identity tests, and are referred to as Q-values in the U.S. Pharmacopia
(USP).

Ultraviolet–visible spectrophotometry has also been applied to titrimetry.
In this case the variation in the absorbance of the analyte with addition of titrant
is used to obtain a spectrophotometric profile from which titration end points
and/or equilibrium constants, etc., can be determined. This has been applied to
the whole range of titrations in which a chromophore is generated. These include
acid–base, redox, and complexometric titrations.

B. Quantitative Analysis

Ultraviolet–visible spectrophotometry is perhaps the most widely used spectro-
photometric technique for the quantitative analysis of chemical substances as
pure materials and as components of dosage forms. It has found increasing use-
fulness as a means of assaying pharmaceutical substances described in the phar-
macopeias.

Pharmaceuticals are usually marketed as formulations containing more than
just the active ingredient(s). The other components, referred to as excipients, are
added to the formulation to enhance efficacy, improve the appearance of the
product, or facilitate certain stages in production. All of these other materials
present in the dosage form can, and often do, complicate the analyses of the active
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ingredient(s). Hence, in most spectrophotometric analyses of pharmaceuticals, a
separation stage is often included in the analytical procedure. Physical isolation
of the active ingredient from all other dosage form ingredients is not always
possible, and when these other excipients are known to interfere with the spec-
trum of the analyte they are referred to as interferents. Interferents are broadly
considered to be those substances that modify the shape of the absorption spec-
trum, usually contributing to the absorption measured. The presence of inter-
ferents in an analytical sample can be inferred from the failure of the absorption
curve to return to zero absorption in regions where the analyte is known not to
absorb. For purposes of this discussion we can divide spectrophotometric analy-
ses into single-component and multicomponent analyses. Single-component anal-
ysis is more commonly applied, and it involves the isolation of the analyte of
interest from other dosage form excipients. Multicomponent analysis, on the other
hand, does not involve isolation of the analyte of interest from the all the other
possible interferents present in the dosage form, but rather involves the retention
of one or more interferents whose spectrophotometric profiles in the analytical
solution are known. The use of UV-visible spectrophotometry in quantitative
analysis is centered around the Beer-Lambert law, which relates the absorbance
of an analyte to its concentration:

A � ε Cd (9)

where A is the absorbance, ε is the molar absorptivity (L mole/cm), c is the
concentration (mole/L), and d is the path length (cm). The Beer-Lambert law
applies rigorously only to integrated absorption bands from absorption-versus-
energy plots. In these cases the area under the curve is directly proportional to
the concentration of the absorbing species. It is possible, however, to apply the
law to nominal single-wavelength analyses, especially when the analytical wave-
length is at the absorption maximum. The Beer Lambert law, however, does not
necessarily hold at single wavelengths that are significantly different from the
wavelength of maximum absorption, especially when the absorbance is rapidly
changing.

1. Monocomponent Analysis

In a simple analysis, the analyte can be quantified by measuring its absorbance
at a given wavelength, then substituting for absorbance (A) molar absorptivity
(ε), and pathlength (d) in Eq. (9) and solving for concentration (c). If the molar
absorptivity (ε) is not known and a pure sample of analyte is available, a calibra-
tion curve (of absorbance versus concentration) can be drawn. The slope of the
calibration curve is given by the product ε d. When the path length (d) is known,
the molar absorptivity (ε) can be calculated. Occasionally, a single sample may
be used, but this is less reliable than drawing a calibration curve. Linear interpola-
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tion on the calibration curve can also be used to read the concentration of an
analyte whose absorbance is known. This approach is particularly useful when
apparent deviations from the Beer-Lambert law are observed. In applying the
Beer-Lambert law to analyses it is important that the solvent does not interfere
with the analysis. The solvent must not only dissolve the analyte, but must also
have a low volatility and be transparent in the spectral region of interest. Thus
volatile solvents necessitate that the sample cell be sealed during the analysis or
that the measurements be carried out as quickly as possible. Similarly, solvents
with a UV cutoff in the near-UV do not permit analytical measurement at wave-
lengths shorter than the cutoff wavelength.

Ionizable compounds may have to be dissolved in buffered solutions, to
ensure that only one form of the analyte exists in solution. The pH employed is
commonly at least two pH units above or below the pKa, depending on which pH
yields the optimal chromophore. Just as pH equilibria can be employed, chemical
complexation equilibria can also be employed to improve analytical selectivity.

A number of organic compounds have found use as chemical derivatization
reagents. Usually these have served as chromogenic reagents that generate a chro-
mophore upon interaction with the analyte. Organic compounds used for this
purpose include the crown ethers, diazotizing reagents, and the porphyrines. Their
uses have been largely for metal analysis, as many metal complexes are chromo-
genic. In some cases, however, the complexing reagents have served to enhance
selectivity by facilitating extraction of the analyte—usually by ion-pair extrac-
tion.

2. Multicomponent Analysis

Spectrophotometric multicomponent analyses are based on mathematically pro-
cessing a composite absorption spectrum made up of the spectra several compo-
nents that contribute additively to the overall spectrum. In all cases, some idea
of the nature of the contributing spectra is required for the mathematical pro-
cessing of the composite sample spectrum. A host of techniques of varying com-
plexity have been reported in the literature.

a. Experimental Techniques Applied to Multicomponent Analysis

Difference spectrophotometry involves the exploitation of the ability to chemi-
cally modify the spectrophotometric profile of the analyte alone in the presence
of other possible interferents. The analyte may be modified by alteration of pH
or through chemical reaction in either the reference or sample cell. pH-induced
difference spectrophotometry is most commonly employed, due to its simplicity,
though reagents to covalently modify the analyte have also found use. The selec-
tive modification of the analyte alone in the presence of interferents permits quan-
titation on the basis of spectral differences between the otherwise identical refer-
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ence and test solutions. A useful test for indicating whether selective modification
of the analyte alone has been achieved involves confirming that there is zero
absorbance at the isosbestic points of the two spectral species of the analyte.

Derivative spectra are literally the derivatives of the normal spectra. Their
analytical advantage stems from the fact that the slopes of the spectra of sub-
stances of narrow spectral bandwidth are usually higher in magnitude than those
of substances with broad spectral bandwidth. As a result, the analyses of sub-
stances with narrow spectral bandwidth can often be performed in the presence
of substances with broad spectral bandwidth, where the spectrum of the analyte
appears as a shoulder on the spectrum of the broad-bandwidth interferant. The
differentiation procedure was initially carried out manually. However, electronic
differentiation techniques developed more recently have simplified the applica-
tion of the techniques to pharmaceutical analyses. It is worth noting that though
higher derivatives appear to improve resolution, the spectra obtained are also
significantly distorted by noise. A trade-off is therefore required.

b. Mathematical Correction Techniques

The simultaneous-equations method is a simple case of multicomponent analysis
that is applicable to the simultaneous determination of two absorbing species
present in a solution. When two or more absorbing species are present in the cell
and the Beer-Lambert law is obeyed, the absorbance at a given wavelength is
the sum of the absorbances of the two species at that wavelength. That is,

A tot � A1 � A2 (10)

where A tot is total absorbance and A1 and A2 are the absorbance of species 1 and
2, respectively, at the wavelength of measurement.

From Eq. (10) we can therefore say that

A tot � ε1 C1 l1 � ε2 Cl2 (11)

for each wavelength of measurement. Hence, if the molar absorptivities ε1 and
ε2 are determined from standard solutions, two simultaneous equations can be
written whose solution would afford the concentrations of the absorbing species.
For n species, n analogous equations can be drawn, permitting the calculation of
the concentrations of all n species. It is worth noting that significant errors may
be introduced into the calculation if the individual spectra overlap considerably.
A number of modern instruments incorporate microprocessors that are prepro-
grammed to solve simultaneous equations of this sort. In these cases, the operator
specifies the appropriate wavelength values and the predetermined molar absorp-
tivities (ε) of the species to be determined. The microprocessor then calculates
the concentrations. The absorbance ratio method is a modification of the simulta-
neous-equations method which confers on the analysis the advantage of requiring
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less stringent experimental technique. In the technique, two wavelengths are em-
ployed for measurement, one of which is at an isosbestic point for the two spectra.
An equation can be drawn relating the fraction of the absorbing components to
the absorption at one wavelength and the absorption at the isosbestic point used
to eliminate one concentration variable in the equation drawn for the other wave-
length.

Thus it has been shown that in a two-component system, the fraction of a
component fp is given by the relation

fp �
Qm � Qq

Qp � Qq

(12)

where Qm � A2/A1 Qx � ap2/ap1, Qq � aq2/aq1, api and aqi are the absorbances
of pure p and q at wavelength i, and A is the absorbance of the mixture. Hence
the concentration of component p is given by

c �
Qm � Qq

Qp � Qq

⋅ A1

ap1

(13)

because at the isosbestic point the molar absorptivities for the two components
p and q are identical.

In most analyses it may be possible to separate the analyte(s) from the other
dosage form ingredients, but this is not always the case. When this is not the
case, the dosage form excipients may be able to interfere with the analyses. To
deal with this problem, a number of specific techniques have been developed for
the analysis of a variety of analytes in the presence of interferants.

The absorption spectrum of interferants is commonly linear, but nonlinear
interferant absorption has been reported. A number of mathematical techniques
have been developed to correct for nonlinear interfering absorption. Most of the
correction techniques are based on assuming that the interferents have an absorp-
tion profile that can be represented by some mathematical function. The simpler
correction techniques, such as the geometric correction technique(s), assume a
linear interferant absorption profile. A basic approach to the technique can be
seen from the three-point geometric correction technique, a modification of which
has found applicability to the analysis of vitamin A in fish oils. Higher-order
functions have also been used to describe the interfering absorption, and in these
cases more involved formulas have been developed.

More involved mathematical correction techniques have also been devel-
oped; these include, among others, the use of orthogonal polynomial techniques
to correct for the distortion of spectra induced by interferants.

The orthogonal function method has been used for the correction of irrele-
vant absorption in multicomponent spectrophotometric analysis. Each component
makes a fundamental contribution shape to the overall shape of the spectrum,
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the spectrum being considered as a composite of these contributing spectra. The
contribution of each component is represented by a coefficient whose magnitude
is in part linearly concentration-dependent. In applying the method a part of the
spectrum is selected in which the analyte and interferent show significant varia-
tion in their contributions to the overall shape of the spectrum. Since being sug-
gested in the 1960s, the orthogonal polynomial method has been applied to the
analyses of a number of compound preparations. Algorithms have also been pro-
posed for computerization of the calculations.

Multivariate analytical methods have also been applied to the analysis of
drug substances. The methods have a significant component of matrix analysis,
and the Beer-Lambert law is basically rewritten in matrix form, permitting matrix
analysis of absorbance data. A number of other mathematical algorithms have
also been developed for the quantitation of analytes in multicomponent mixtures.
These have either been iterative methods or methods based on multiple least-
squares regression. The multiple least-squares regression methods require a
knowledge of all the components of the multicomponent mixture, whereas the
iterative methods such as the Kalman or the simplex method are less restrictive
in the sense that interferents whose spectra are not known need not be included
in the database.

The general protocol is transformation of the absorption data to reduce
noise. Then, for an n-dimensional data matrix a square covariance matrix is ob-
tained by a series of transformations. If the data matrix is not square, its square
is obtained by multiplying the matrix by its transpose. The covariance matrix is
then analyzed relative to the calibration matrix to determine concentrations in
the unknown mixture. The eigenanalysis performed on the covariance matrix
generates eigenvectors, the number of which should correspond to the number
of components in the mixture. When the number of eigenvalues is greater than
the number of components, this suggests interaction.

Analyte–analyte and analyte–matrix interactions can and often do compli-
cate the analysis, usually showing up as additional significant eigenvalues. A
heavy reliance on appropriate choice of working wavelength is a drawback of
these techniques. The wavelength range should include 10–20% of the baseline,
but application to quantitative UV–visible analysis has been reported with vary-
ing degrees of success.

3. Errors in Spectrophotometric Measurements

The errors that arise in spectrophotometric measurements arise from either of
two sources. They may arise from instrumental factors or from chemical factors.

Instrumental errors can arise from several sources. Electronic noise in the
detector, referred to as Johnson or shot noise, is a primary source of error. A less
important source of error is flicker in the light source.
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The ideal absorbance range for most measurements is in the region of 0.5
to 1.5 absorbance units for most modern instruments, as the concentration-versus-
absorbance curve is relatively linear between these absorbance values.

Other instrumental factors affecting analytical accuracy include spectral slit
width. As slit width is increased,the fine structure of absorption bands is lost as
the incident light is no longer monochromatic, a requirement for the Beer-lambert
law to hold. The area under the absorption band is less affected by the monochro-
maticity of light than the intensity at a particular wavelength, and for this reason,
more accurate measurements tend to make use of integrated areas under the ab-
sorption band rather than intensities at the peak maxima. Therefore it is useful
to indicate the slit width employed in calculating molar absorptivities. The scan
rate is another instrumental factor that can introduce error in measurement. This
is an important consideration when entire spectra are employed. Generally, fast
scan rates tend to distort spectra in the direction of the scan, altering the positions
of both maxima and minima as well as diminishing peak intensities. This intro-
duces both qualitative and quantitative errors into the measurement. The distor-
tions arise from the relatively slower response time of the recorder as compared
to the rate of signal change. The distortion is best countered by slowing down
the scan rate, to give the instrument time to average out instrumental noise. This
provides a more accurate measurement.

The combination of instrumental factors that gives rise to measurement
errors forms the basis for the greater tolerances seen in pharmacopeial limits set
for compounds determined by instrumental techniques when compared to those
determined by, say, titrimetry.

A number of chemical factors may also contribute to errors in measurement.
These factors generally lead to deviations from the Beer-Lambert law, and can
largely be controlled once they are recognized as potential sources of error. Sol-
ute–solute interaction, for example, whether it leads to aggregation or precipita-
tion of the aggregate, diminishes the apparent concentration of the analyte of
interest. Aggregation of hydrophobic polycyclic aromatics at high concentrations
in aqueous media is one such example where deviation from the Beer-Lambert
law would be seen. Similarly, dimerization of molecules, for example, carboxylic
acids, or even polymerization of analyte in solution may also lead to apparent
deviation from the Beer-Lambert law. Both can be controlled to some extent by
use of appropriately diluted solutions.

Ionization or even complexation of the analyte in solution can also lead to
apparent deviation from the Beer-Lambert law. Again, by appropriate control
of pH or complexation conditions it is possible to ensure that only one form
predominates in solution, permitting quantitation of the absorbing species. Mea-
surement of absorbance at the isosbestic point has been used to counter this prob-
lem. However, this approach is limited by the fact that the absorbance of the
analyte at this point is frequently not high enough.

Copyright 2002 by Marcel Dekker. All Rights Reserved.



Fluorescence from absorbing species in solution may also contribute to
interference. However, this kind of interference is rare and minimal because, first,
the lower source intensities employed in UV–visible spectrophotometry imply
that fewer fluorescent species become excited, and second, the fluorescence emit-
ted, if any, will be too weak to significantly influence the accuracy of measure-
ment.

It is perhaps for all these possible contributions to analytical error that it
is important to carry out a quantitative analysis by employing a calibration curve
obtained from a calibration series, as this will not only confirm adherence to the
Beer-Lambert law, but also correct for errors introduced by the various factos
described.
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I. INTRODUCTION

The introduction of radioimmunoassay (RIA) in 1959 by Rosalyn S. Yalow and
Solomon A. Berson for the measurement of insulin in human plasma (1) revolu-
tionized endocrinology and the clinical chemistry laboratory. RIA combines the
specificity of an antigen–antibody reaction with the sensitivity of radioactivity
measurement. Other nonisotopic labels have been developed with similar sensi-
tivity but without the safety and regulatory complexities in handling radioisotopes
(2). Immunoassay (IA) is an indirect method which measures the effect of varying
concentrations of a compound/analyte in the test fluid on an in-vitro reaction of
the specific antibody and the antigen. The label may reside on the antigen or the
antibody. Depending on whether limited or excess reagent assay protocol is used,
analyte concentration is inversely or directly proportional to the formed anti-
body–antigen complex, respectively, and can be determined through mathemati-
cal calculation.

A wide variety of compounds can be quantified by IA. These range from
large polymeric proteins, nucleic acids, receptors, and structural proteins, to
small-molecular-weight haptens of drugs or their metabolites (3). IA can also be
designed to measure the amount of antibody in a test system, where the antibody
becomes the analyte. IA belongs to the class of binding assays which also includes
specific binding proteins, receptors, and nucleic acid probes.

In 1968, G. C. Oliver et al. were the first to publish an RIA procedure for
the measurement of a drug (digitoxin) in biological fluid (4). Since then, IA has
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proven useful in the quantification of many drugs and biologics (5,6). In general,
however, the pharmaceutical chemist has been reluctant to use IA unless all other
methods of analysis have proven fruitless. This is due largely to a misunder-
standing that the immunoanalytical method, being a biological assay, is a ‘‘black
box.’’ The lack of appropriate resources for method development in many bioana-
lytical laboratories results in a lack of understanding of the method’s strengths,
weaknesses, and inappropriate methods of application.

With proper planning and trained personnel, IA can be utilized as a specific,
accurate, and precise method with sensitivity below the femtomole (10�15 mole)
level. Using specific antibodies and automation, rapid assay throughput for sam-
ples of limited volumes can be achieved. The purpose of this chapter is to provide
a perspective of the present state of IA technology and to give insight into the
theory, techniques, and applicability of this method to pharmaceutical substances.
The role of IA and related binding assays in the future of pharmaceutical analysis
is also discussed.

II. THEORY AND PRINCIPLE

A. The Antibody-Antigen Reaction

The basic IA measures the reaction of an analyte with its specific antiserum. A
labeled antigen or antibody is used as the tracer to quantitate the extent of the
reaction. The label can be radioisotopic or nonisotopic. In enzymatic IA, the
antigen–antibody reaction is linked to an enzyme reaction which releases a chro-
mophore detected by colorimetric, UV, or fluorimetric devices.

When the antigen–antibody complex (AgAb) formation is at equilibrium
with the free antigen (fAg) and free antibody (fAb),

Ag � Ab B AgAb

the equilibrium constant (K) is defined as

K �
AgAb

[fAg] [fAb]

or

[AgAb]
[fAb]

� K[fAg]

The fraction of Ab occupied can be expressed by

[AgAb]
[AgAb] � [fAb]
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or

1

1 �
1

K[fAg]

IAs are classified by several groupings. If the antigen–antibody complex
is separated from the unbound reactants before quantitation, it is referred to as
a heterogeneous assay. For homogeneous assays, the detection of the bound com-
plexes can be differentiated from the unbound reactants, and no separation pro-
cess is needed. Another classification is competitive and noncompetitive IA. The
measure of occupied or unoccupied Ab determines whether an IA is competitive
or noncompetitive, not whether the label is on the Ag or Ab. A broader classifica-
tion is limited-reagent assay and excess-reagent assay (7,8). They will be dis-
cussed in more detail.

Limited-reagent methods measure unoccupied antibodies; therefore, opti-
mal sensitivity is achieved as antibody approaches zero. Excess-reagent methods
measure occupied antibodies; therefore, optimal sensitivity is achieved as anti-
body approaches infinity. Table 1 compares the general features of these two
types of assays.

B. Limited-Reagent Assay

Many conventional RIAs follow limited-reagent assay protocols. The following
scheme depicts the AgAb reaction:

Table 1 Limited Versus Excess-Reagent Assays

Limited reagent Excess reagent

Measures the unoccupied Ab [fAb] Measures the occupied Ab [AgAb]
Analyte observed Reagent observed
Indirect measurement, relies on subtraction Direct measurement on the occupied

from total [AgAb]
Signal is maximum at the minimum of [AgAb] Signal is maximum at maximum of

[AgAb]
Maximum sensitivity as [Ab] → 0 Maximum sensitivity as [Ab] → ∞
[Analyte] � 1/[Ab] [Analyte] � [Ab]
Assay time usually longer, dependent on time Assay time usually shorter

to reach equilibrium
Sensitivity dependent on K Sensitivity independent on K
Usually less cross-reactivity against other com- Usually more cross-reactivity against

pounds other compounds
Generally competitive assays Generally noncompetitive assays
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With limited amount of Ab, the unlabeled antigen (analyte) competes with
the labeled antigen Ag* for limited binding sites. Bound fraction (AgAb) is sepa-
rated from free (Ab), and the signal [Ag*Ab] complex (the Ab fraction not occu-
pied by the analyte) is measured. The amount of analyte is inversely proportional
to the bound [Ag*Ab] complex in a hyperbolic function as in Fig. 1. Methods
for transforming or linearizing these functions are presented in the section on
data reduction (Sec. V).

C. Excess-Reagent Assay

Wide (9) and Miles and Hales (10) developed the first immunoradiometric
(IRMA) assays where excess Ab was labeled. Later, ‘‘two-site’’ or ‘‘sandwich’’
assays using an excess amount of first Ab to capture the analyte from the sample
matrix, and a labeled second Ab provided the signal for quantitation (11).

Sandwich assay:

Bound fraction is separated from free; the signal [AgAb*] or [Ab1–Ag–
Ab2*] complex (the Ab fraction occupied by the analyte) is measured. The
amount of analyte is proportional to the bound complex in a hyperbolic function.
Methods similar to those used for transforming or linearizing limited-reagent
assays can be applied to these excess-reagent functions.

In homogeneous assays, bound complex releases a differentiated signal
from the unbound reactants, so no separation process is needed. Whether to mea-
sure the occupied or unoccupied Ab can be determined in a similar fashion as
in the case of heterogeneous assay as described above.

D. Precision and Sensitivity

Sensitivity and precision are interrelated in an assay system. Precision is defined
as the reproducibility of replicate analyses at different levels of the analyte, within
assay and between assays. The variability of the measurement is dependent on
the concentration of the analyte being measured. Sensitivity is defined as the
level of measure for a nonzero quantity that can be measured with a predeter-
mined precision. The term ‘‘low limit of quantitation’’ (LLOQ) is often used as
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Fig. 1 The dose–response relationship of the unlabeled drug and the antibody-bound
labeled drug in a limited-reagent assay. The fraction of antibodies unoccupied by the unla-
beled drug (i.e., bound by the labeled drug) is measured as shown in the BOUND curve.
As the concentration of the unlabeled drug increases, the percent labeled drug bound by
the antibody decreases. On the other hand, in an excess-reagent assay, the fraction of
antibodies occupied by the drug is measured. As the drug concentration increases, the
signal increases similarly to the FREE curve shown for the limited-reagent assay.

an empirical assay parameter for the lowest concentration that can be reliably
quantified with acceptable precision both within and between assays. Acceptance
criteria for LLOQ should be defined for each assay system and should adhere to
industry standards for bioanalytical sample analysis (12). Usually the LLOQ is
the lowest acceptable standard with precision and accuracy of no more than 20%
C.V. and relative error at five repetitive determinations.
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E. Accuracy

Accuracy is a measure of the ability of the assay to quantify the true value of
the standard substance. This definition incorporates both precision and specificity.
It implies that, to be accurate, the procedure must be reproducible as well as
unbiased by potentially interfering compounds. However, for the purpose of char-
acterizing the IA, it is important to know if the assay can measure the ‘‘true’’
value of a standard substance in the absence of potentially interfering compounds.
This can be accomplished by repetitive measurements of known concentrations
of the standard drug. From these data, it is possible to determine a mean and
standard deviation as well as any possible bias that might be characteristic of the
assay system.

Because sensitivity is the principal advantage of IA, optimization of assay
sensitivity is paramount. Fundamental requirements to optimize assay sensitivity
are assay protocol design and reagent concentrations. Computer optimization
techniques to improve sensitivity have been reported (13–16). Because of the
complexity and variability of assay protocols, empirical approaches are more
widely practiced. Ekins compared the sensitivities achieved by different method
designs (17,18). Advances in chemiluminescent and time-resolved fluorescent
labels enables IA sensitivity to reach attamole levels (18–20).

F. Specificity

Specificity is the freedom from interference caused by substances other than the
intended compound. Interference can be caused by (a) heterologous antibody
populations, (b) cross-reactivity with structurally related compounds, and (c) non-
specific interference due to low-molecular-weight compounds that alter the reac-
tion conditions.

Heterology can be the result of immunizations with an impure antigen or
a generalized antibody response to a specific antigen. Causes of nonspecificity
can be minimized by (a) purifying immunogens prior to immunization of test
animals, (b) choosing the appropriate animal species, and (c) immunizing large
numbers of animals to increase the chance of obtaining an ‘‘ideal’’ antiserum.
Monoclonal antibodies can be produced without a purified immunogen as long
as vigorous screening is performed to assure identification of a true monoclone
with the desired specificity. Two-site assays using two antibodies, each directed
against different distinctive determinants of the antigen, provide additional assay
specificity.

Cross-reactivity due to structural identity for certain immunoreactive func-
tional groups is the most common cause of IA interference. Structural similarity
can occur between analogs or metabolites and the parent drug. Cross-reactivity
also occurs with endogenous substances that are immunochemically similar to
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certain drugs, e.g., thyroxine and diazepam (21). Specificity of an antibody can
be directed to certain functional groups by choosing sites for conjugation to pro-
tein which are remote from the groups that impart specificity (22). Specific IAs
had been developed for the androgens, progestins, estrogens, theophylline, and
digoxin using this approach (23–27).

Precision, accuracy, and specificity have meaning only for the concentra-
tion tested. Therefore, it is imperative to test the range of concentrations of drug
and potentially interfering substances that will be encountered during sample
analysis. For example, a cross-reactivity of 1% with cortisone concentrations of
1–50 ng/mL is acceptable for a prednisone RIA because after a standard 20-mg
dose of prednisone, the prednisone concentrations in plasma will exceed or equal
the cortisone concentrations. In contrast, similar cross-reactivity with cholesterol
at these concentrations would render the assay useless without prior separation
of prednisone and cholesterol, because cholesterol is present in concentrations
of 150–250 mg/mL in plasma (�1000 � prednisone). It is apparent that cross-
reactivity per se is not the problem. Cross-reactivity in combination with the
anticipated concentrations of the cross-reacting substance determines the resul-
tant assay interference.

Nonspecific interference can be encountered as a result of changes in tem-
perature, ionic strength, and pH, or as a result of the presence of hemolysis or
excessive quantities of bilirubin, heparin, and urea. Any of these factors can alter
the composition of the incubation medium and affect the kinetics or equilibrium
of the antigen–antibody reaction. Nonspecific interference contributes to assay
variability and results in a decrease in sensitivity. This is particularly prevalent
in early enzyme IA applications. Assay sensitivity can be greatly improved with
increased assay specificity.

When the source of interference is attributed to the sample matrix, the term
‘‘matrix effect’’ is used. This may be caused by specific or nonspecific interfer-
ence, or both. It will be discussed later, in Sec. III.F.

Besides choosing the appropriate Ab, the assay method can be designed
or manipulated to improve assay specificity using (a) protein precipitation, (b)
liquid/liquid or solid-phase extraction, (c) HPLC separation of the analyte from
the interfering compounds, (d) sample dilution with buffer or control matrix, or
(e) an affinity solid phase (e.g., antibody-coated microtiter plate or polystyrene
beads) to capture the analyte followed by wash steps. Affinity-purified antibodies
and protein blockers are used in EIA to decrease nonspecific binding in plate
assays. Increasing incubation time to reach equilibrium also improves binding
specificity.

Precision, accuracy, and specificity of the IA procedure can be verified by
comparison of results from actual samples using both the IA and an alternative
analytical technique if one is available. If an alternative technique is not available,
the IA results should be compared with the without prior chromatographic separa-
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tion of potentially interfering substances. If discrepancies are observed, the chro-
matographic separation should be included as an integral part of the IA technique.

III. METHODS IN IMMUNOASSAY

Development of an IA technique for a specific drug is dependent on four pro-
cesses: (a) preparation and purification of an antigenic form of the drug—this
may be the drug itself, but for conventional drugs it requires a drug–protein
conjugate; (b) production and characterization of specific antibodies; (c) produc-
tion and purification of a nonexchangeable label on either the drug compound
or antibody; (d) development of a suitable assay design, which often includes
steps to separate interfering compounds and free drug from bound antibody–drug
complexes. These four development processes are not totally independent of each
other and usually proceed from initiation to completion with some overlap. The
fundamental procedures necessary to fulfill these requirements are discussed in
this section.

A. Conjugate Preparation

Most drugs are low-molecular-weight and/or low-immunogenicity (hapten), be-
cause drugs that are immunogenic in humans are generally not extremely useful
as therapeutic agents. To make them immunogenic, these compounds must be
coupled to a suitable protein carrier. In some instances a suitable functional group,
such as a carboxyl, thiol, amino group, or an active hydrogen, is present in the
drug molecule. In other cases the drug requires derivatization to include an appro-
priate functional group so that the compound can be linked to the carrier protein.

Drugs of high molecular weight (polypeptides and polysaccharides 	
2000–5000 Da, nucleic acids 	 5000 Da) from human sources are not immuno-
genic to humans but are usually immunogenic in animals. Many humanized/
chimeric peptides, proteins, and antibodies are somewhat immunogenic in hu-
mans and should be potent immunogens in selected animal species. Conjugation
may not be required for these compounds to produce antibodies in animals.

Another use for drug conjugation is for signal labeling. For example, the
drug will be conjugated to an enzyme in EIA; to biotin, avidin, or streptavidin
in biotin amplification; to a protein for adsorption onto a solid-phase support; or
to polystyrene beads by direct covalent linkage.

Several reactive groups on proteins can be used for conjugation with the
drug moiety. These groups include the terminal amino and carboxyl groups, the
�-amino group of lysine, the carboxyl groups of aspartic and glutamic acid, the
phenolic groups of tyrosine, and sufhydryl group of cysteine (28–35). Reactive
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groups of tyrosine, histidine, and tryptophane had been used to react with standard
drugs by diazotization. A few popular reagents are listed in Table 2.

If the drug lacks a suitable reactive group, sometimes one can be introduced
through reduction, oxidation, or disulfide exchange. Photoreactive cross-linkers
are also used for compounds that are difficult to conjugate (36).

Bovine serum albumin (BSA), gamma globulins, egg albumin, hemocya-
nin, fibrinogen, and thyroglobulin have been used in preparation of drug–protein
conjugates. The use of synthetic polymers and polypeptides to increase the num-
ber of reactive sites on the carrier has not met with much success. Although the
number of drug molecules linked to the carrier molecule is substantially in-
creased, the titer and specificity of these antisera show no improvement over those
obtained using conventional conjugates. It is important to design the conjugating
position and linkage bridge so that antigenic determinants will be remote from the
site of conjugation (37). Some authors have improved specificity by introducing
reactive functional groups into the steroid nucleus for conjugation that are far
removed from the sites desired for specificity determination (38). It is useful to

Table 2 Conjugating Reagents Used for Various Functional Groups

Functional
group Reagent Conjugate References

R1ECOOHa Carbodiimide 30–34

R1ECOEOECCNER″
|

NHER′

R′ENCCCNER″
R2ECOOHa R1ECOER2

RENH2 NHS estersb

RENHECOER′ 28, 29

RESH Maleimides 35

RESH Alkyl/aryl halides
Nonselective Arylazides R′EPhenylENER 36

—photoactivation

a Sequential reactions conjugating R1 with R2 using carbodiimide.
b NHS esters � N-hydroxysuccinimyl esters.
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prepare several hapten–protein conjugates with two different carriers and at sev-
eral hapten–carrier coupling ratios. For example, a highly immunogenic carrier
such as keyhole limpet hemocyanin at high coupling ratio is used to prepare the
conjugate for an immunogen, while the soluble BSA at a low coupling ratio
results in a conjugate for hapten immobilization on the solid-phase support. BSA
can be modified to increase the immunogenicity by substituting the anionic car-
boxyl groups with cationic aminoethylamide groups. Higher and prolonged anti-
body responses were reported from immunogens conjugated to cationic
BSA (39).

Proteins from the same biosynthetic origin share common subunits. Anti-
bodies were raised selectively against the subunit carrying the specific determi-
nants. For example, antibodies produced from the differentiating β-subunit of the
pituitary hormones as immunogen have better selectivity than those from the
native hormone, which contains both α- and β-subunits (40).

Once a suitable reactive group is present in the drug molecule, the method
for conjugating drug to protein must be selected. General methods for preparing
and characterizing steroid–protein conjugates have been described by Erlanger
et al. (41,42). Similar methods for preparing drug–protein conjugates have been
described by Erlanger (43) and by Landon and Moffat (5). The most commonly
used methods for conjugating drug to protein include the carbodiimide (44), car-
bonyl–diimidazole (45), mixed anhydride (46), Schotten-Baumann (47), Man-
nish (48), glutaraldehyde (49), and diazotization (50) reactions.

Bifunctional reagents are often used for cross-linking carrier protein to hap-
ten or protein to protein. Reagents that react with two or more identical functional
groups are homo-bifunctional cross-linkers. Mixed products result from inter-
and intramolecular conjugation forming dimers and polymers. Reagents that react
with two or more different functional groups are hetero-bifunctional cross-link-
ers. To minimize self-conjugation and polymerization and to decrease side-reac-
tion products, sequential and controlled reaction of one functional group at a time
should be conducted. The other unreacted functional groups can be protected
(blocked), or the reaction conditions controlled to favor one over the other func-
tional group. It is also important to conduct reactions under mild conditions,
including appropriate pH and temperature, with an optimal hapten-to-protein
ratio.

Various lengths of spacer arm can be used for optimal steric effects. Several
authors have investigated the effect of the number of hapten molecules per protein
(51), the bridge used to couple hapten to carrier (52–54), the protein carrier used
(55), and the site of conjugation (56–58) on the production of antisera. From
these and other studies, it has been ascertained that several aspects of immunogen
production are relevant to the final antibody titer and specificity. About 5–20
hapten molecules per carrier molecule yields the highest titered antisera. A bridge
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containing four carbon atoms between hapten and carrier yields more specific
and higher titered antisera. The site of conjugation is the most important control-
lable factor in determining antibody specificity. A higher hapten/protein ratio
of the conjugate will increase immunogenicity; however, it may decrease the
immunoactivity and the enzyme tracer activity. Therefore, one hapten/protein
ratio should be used to prepare a conjugate for tracer/solid-phase support and
another one to prepare the immunogen.

After the reaction, the conjugate should be separated from the reagents and
side products after using size-exclusion, ion-exchange, or affinity liquid chroma-
tography. The purified fraction is collected and the hapten–protein ratio is charac-
terized. For monoclonal antibody production, it is not as important to purify and
characterize the conjugate because of later clone selection. If the conjugate is to
be used for enzyme-tracer or solid-phase support coating, the conjugate must be
tested for the activity of enzyme or immunocomplexation.

B. Labeling Methods

1. Radioisotopic

The two most commonly used radiolabels in RIA are 3H and 125I, although 14C,
131I, 57Co, 75Se, and 32P have also been used. 3H and 125I are commonly used because
they provide adequate activity (1 Ci/mM or greater) and have long enough half-
lives (12 years and 60 days, respectively). Tritium has the advantage of direct
incorporation into the molecular structure of the drug, whereas 125I has the advan-
tage of high activity and ease of counting.

a. Tritium Labels

Drugs that are used extensively for research are generally available with tritium
labels. However, custom 3H labeling is required for many substances. Unless a
radiochemical laboratory is available in-house, this is usually accomplished more
efficiently, if not more economically, using a reliable commercial source (59).
Specific tritium labels are generally obtained by reducing an appropriate precur-
sor in the presence of 3H. The resulting labeled compounds usually possess suffi-
cient activity for RIA use and are less susceptible to tritium exchange in aqueous
solution.

b. Iodination

Labeling drugs with 125I for the use in RIA procedures was introduced with the
first drug RIA (digitoxin) by Oliver et al. in 1968 (4). The use of a tyrosine
methyl ester (TME) conjugate of digitoxin was introduced for 125I labeling in the
same publication. Along with the TME derivative, histidine (60), hydrazone (61),
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tyrosine, tyramine, and histidine residues (5) have been coupled with biological
substances and drugs to serve as sites for iodination. Techniques have been devel-
oped to iodinate carrier prior to conjugation using acylating (62) and chelating
(63) agents as well as polycationic compounds (64). This process decreases iodin-
ation damage to the hapten, which has been an inherent disadvantage of iodine
labels.

Iodination can be performed using one of many procedures, including the
chloramine-T (65), monochloride (66), exchange (67), and enzymatic (68) iodin-
ation methods. The most suitable iodination procedure depends on the stability
of the drug and the specific activity that is sufficient to meet the sensitivity re-
quirements of the assay. Harsh radioiodination methods tend to damage the anti-
gen, whereas the milder iodination processes may not yield high specific activity.
The goal is to obtain a labeled form of the drug with sufficient label to yield the
desired sensitivity but at the same time maintain the structural integrity of the
molecule.

It also must be cautioned that conjugating the carrier for iodination at the
same position as the drug–protein conjugate for antibody production may result
in antisera which have higher affinity for the carrier or bridge than for the drug
(69). The 125I-tyramine radiolabel was introduced into the 6-position through a
carboxymethyloxime bridge to estradiol to allow exposure of the discriminating
epitopes on the A and D rings of the steroid.

c. Quality Control and Comparison of 3H and 125I Labels

Quality control of 3H- and 125I-radiolabeled compounds is imperative. The labeled
compounds should be tested for identity, radiochemical purity, and specific activ-
ity. The two most common quality-control problems for iodinated drugs are (a)
damage during the reaction and (b) radiation damage following synthesis. Chro-
matographic separation of labeled antigen from the excess reagents and multiple-
iodinated products should be conducted immediately after iodination. Hunter (70)
reviewed several iodination methods and discussed the causes of iodination dam-
age. Increases in nonspecific binding counts, change in slope, and decreases in
sensitivity are signs of radiation damage.

125I labels usually have higher radioactivity than 3H labels. The counting
time for a large number of samples are much shorter for 125I than for 3H labels
because 125I can be counted in a multiwell counter at a much shorter time (gener-
ally 1 min for 125I, versus 10 min counting time for 3H). On the other hand, most
compounds can be tritiated, but not all can be successfully radioiodinated. Some
compounds can form adducts of one or more iodine groups which have different
binding reactions with the antibody. 125I labels have shorter shelf-lives than 3H
labels because of the shorter half-life and higher energy causing radiation dam-
age. Multiple 125I labels per molecule of high radioactivity and a need for derivati-
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zation before iodination may change the nature of the ligand, causing low affinity.
3H labels usually have higher affinity but lower sensitivity.

2. Nonisotopic Labels

Radioisotope requires radiation safety processes to monitor their use, expensive
equipment, training of personnel in safe handling of the materials, and waste
management. In addition to safety issues, nonisotopic labels are more efficient
signals than radioisotopes. For 125I, only one signal per 7.5 � 106 molecules is
being detected, while at least one signal per molecule will be detected for noniso-
topic labels. A chemiluminescent label gives one detectable event per labeled
molecule, while a fluorescent label gives many detectable events per labeled mol-
ecule. The signal is amplified for enzyme labels by every reaction generated. In
the last decade, nonisotopic labels have surpassed the popularity of radioisotopic
labels (71).

a. Enzyme Labels

Theoretically, enzyme immunoassays (EIA) can offer greater versatility in assay
designs and better sensitivity than RIA (17,72–74). The drug or the antibody is
labeled with an enzyme. The assay protocol depends on whether occupied Ab
(e.g., enzyme captured in the Ag–Ab–Enz complex) or unoccupied Ab (e.g.,
Ag–Enz) is measured. For detection, a chromogenic substrate is added. The en-
zyme reaction releases the chromophore product which is then quantified by col-
orimetric, fluorimetric, or luminometric measurement. Drugs can be conjugated
to an enzyme using similar conjugation methods as those used in the preparation
of antibodies. Extra care must be used to preserve the enzyme activity. The anti-
body can be labeled with an enzyme using protein-to-protein linkers. Either ho-
mo- or hetero-bifunctional cross-linking can be used for conjugation. The
enzymes that are widely used and their chromogenic substrates are listed in
Table 3.

b. Fluorescence Labels

Fluorimetric detection usually provides greater sensitivity than colorimetric de-
tection (75). A fluorescent signal can be obtained by using fluorescent labels or
enzyme substrates. Fluoresceins, rhodamines, and umbeliferones are the more
commonly used labels. However, the results have not met the theoretical expecta-
tion because of interferences from light scattering, high background fluorescence,
and quenching (76,77). Polarized fluorescence detection results in less back-
ground noise. Fluorescence polarization immunoassay (FPIA) has been used in
the commercial TDx immunoassays for many drug-monitoring programs in
clinical chemistry laboratories (78).
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Table 3 Some Enzymes and Substrates Commonly Used for EIA

Enzyme Substrates λm (nm)

Horseradish peroxidase (HPR) H2O2/ABTS OPD or TMB 415, 492, 450
Alkaline phosphatase (AP) PNP 405
β-Galactosidase ONPG 420
Urease Urea/bromcresol yellow 588

Urease peroxidase Glucose � HPR chromogen
Glucose oxidase/peroxidase Couple enzyme reaction

Glucose � HPR chromogen
Acetylcholinesterase Acetylthiocholine, DTNB 412

ABTS � 2,2′-azino-di(3-ethylbenzthiazoline sulfonic acid-6)
OPD � o-phenylenediamine
TMB � 3,3′,5,5′-tetramethylbenzidine
PNP � p-nitrophenyl phosphate
ONGP � o-nitrophenyl-β-d-galactopyranoside
DTNB � 5,5′-dithio-bis-(2-nitrobenzoic acid)

Time-resolved luminescent labels using lanthanides with decay times of
micro- to milliseconds have been developed. Because the decay time is distinctly
shorter than that of the background fluorescence from the biological matrix, back-
ground noise can be totally eliminated by taking the reading after the rapid decay
of background fluorescence (79). The fluorescence signal of lanthanides are en-
hanced by chelate formations with β-diketones (80–82).

The common fluorogenic substrates used for three widely used enzyme
tracers are p-hydroxyphenylacetic acid for HRP, 4-methylumbelliferyl phosphate
for alkaline phosphatase, and 4-methylumbelliferyl-β-d-galacto-pyranoside for
β-galactosidase.

c. Luminescence Labels

Luminescence can be triggered by chemical reactions (chemiluminescence) or
biochemical reactions (bioluminescence) (83). Light is produced by the decay of
the molecule from electronically excited to ground state. Chemiluminescent la-
bels provide high sensitivity because a much greater signal can be observed (84).
One type of label is the conjugates of luminols, acridinium esters, or their deriva-
tives (85). Many of these are patented for commercial assays. A second type
of luminescence label uses conventional enzyme labels, such as peroxidase and
alkaline phosphatase (AP), which catalyze reactions that generate luminescence
(86,87). Analogs of substituted phenols and naphthols, 6-hydroxylbenzo-thiazol,
tetramethylbenzidine, OH radicals, steroids, azide, and many others have been
found to enhance the luminescent signal (88–90). For example, horseradish per-
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oxidase catalyzes the oxidation of luminol to the excited state in the presence of
hydrogen peroxide. A fluorescence signal is produced when the excited molecule
decays to aminophthalate. The intensity of the signal is enhanced by the addition
of phenols.

Bioluminescence reactions of NADP or ATP catalyzed by luciferase en-
zyme labels with electrochemical detection have been investigated (91–93).

d. Signal Amplification

Signals can be amplified by two types of mechanisms. The first uses a high accu-
mulation of the enzyme labels, while the second uses a high yield of the enzyme
product from a multiple-enzyme cascade (94,95).

The biotin system is an example of the first type. Avidin is a glycoprotein
in egg white which has four active sites with high binding affinity for biotin
(Kd � 10�15M) (96). A high number of the small-molecular-weight biotin can be
conjugated to an antibody or enzyme without affecting the biological activity. The
biotinylation factor is one amplification; binding of four biotins to each avidin
represents another amplification; and each avidin can be conjugated to multiple
analytes for an additional amplification factor. Two- to 100-fold increases in sen-
sitivity over the conventional method were reported. Streptavidin, a neutral pro-
tein, has replaced the positive-charged avidin in many applications, resulting in
less nonspecific binding (97,98).

Enzyme product signals can be amplified by enzymatic cycling systems.
For example, as shown in Fig. 2, when alcohol dehydrogenase/diaphorase and

Fig. 2 Enzyme amplification for alkaline phosphatase. The primary substrate is NADP�.
The product NAD� is recycled through a coupled-enzyme redox system of alcohol dehy-
drogenase and diaphorase for continuous generation of the color product Formazan.
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excess alcohol and NADP� were added to the alkaline phosphatase system, the
redox cycle amplified the product yield 40-fold, and to a final visible product in
red color (99–101). However, extreme care must be used during the assay to
prevent nonspecific reactions.

C. Antibody Production

1. Polyclonal Antibodies

Polyclonal or monoclonal antibody production can be chosen, depending on the
resources available and the method design. For polyclonal antibodies, a suitable
animal species can be chosen based on the animal facility. It is necessary to
immunize multiple animals to assure reasonable success because of the variability
in immunogenic responses from one animal to another. There are many immuni-
zation schemes and various adjuvants are used by different laboratories. A com-
mon procedure involves mixing the purified immunogen with emulsified
Freund’s adjuvant in a concentration of about 10–50 mg/mL. One milliliter of
the emulsion is injected intradermally, subcutaneously, and/or intramuscularly
at weekly or monthly intervals into multiple sites along the back and flank of a
suitable animal species. Other adjuvants, such as the muranmyl peptide analogs
and carbohydrate-based adjuvants, have been used to enhance immunogenicity
with less harmful effect to the animal (102). Antibody titer is determined about
3 months after the initial immunization. Booster injections, using small quantities
of immunogen (103,104), are continued at 1- to 3-month intervals until satisfac-
tory titers are obtained. Sufficient blood is then collected and antiserum is har-
vested for characterization. Antiserum from different animals, and even from the
same animal at different times, will have different characteristics. Each antiserum
lot from a single animal must be characterized with respect to affinity (105,106)
and specificity. If antisera from different blood samplings are pooled, the pooled
antiserum should be recharacterized to establish the precision, accuracy, and
specificity of the pool. Superior antisera can be aliquoted into small ampoules and
stored at about �70°C or lyophilized for storage. After thawing the antiserum, it
should be stored in the refrigerator. Repeated freezing and thawing should be
avoided.

If the antisera are partially nonspecific, it may be possible to improve the
specificity using fractionation (107), immunoadsorption (108–110), or immuno-
saturation (111) techniques.

2. Monoclonal Antibodies

A single clone of lymphocytes is formed by a hybridoma through fusion of a
sensitized lymphocyte and a myoloma cell, producing an antibody with a unique
structure (112). Usually, immunized mouse spleen cells are fused with myoloma

Copyright 2002 by Marcel Dekker. All Rights Reserved.



mutant cells which are deficient in hypoxanthine guanine phosphoridyl trans-
ferase (HGPRT) in the presence of polyethyleneglycol (113). A pure preparation
of the immunogen is not required for immunization. Antibodies produced by the
hybridomas are screened against the antigen, selecting reactions with specific
epitopes or immuno-complexation that parallel certain bioactivities. Assays used
for clone screening must be efficient to provide fast results over a huge number
of possible cell lines. Automated microtiter plate assays are generally used for
the screening process. If possible, the immunoassay method intended to be used
for the drug should also be used for monoclonal antibody screening.

Molecular biology can be used to identify the peptide sequences which can
be synthesized as immunogens for monoclonal antibody production. After a few
hybridoma clones are selected, they are diluted and allowed to grow again to
assure that true monoclones are selected. Large-scale production takes place in
cell culture or in-vivo ascites fluid (113–115). The original cell lines are kept in
cryopreserved aliquots in liquid nitrogen. The antibodies are often purified with
protein A, protein G, or HPLC column before use (116,117).

Generally, polyclonal antibodies are easier to produce, and high-affinity
polyclonal antibodies can be obtained. Monoclonal antibodies are more specific
to a certain epitope. They provide continuous production of exactly the same
defined reagent and are more preferable for excess-reagent assays. The double
sandwich technique has used two antibodies from monoclonals or combinations
of mono- and polyclonals, with specificity against two different epitopes of the
analyte. One antibody functions as a capturing antibody for the analyte and the
other as the label carrier (118).

3. Fab Fragments and Chimeric Antibodies

Mass or steric configuration of large immunoglobulins may interfere with binding
between analyte and the Fab-binding region of the antibody molecule. Steric
hindrance is one of the causes of a high-dose hook effect, where the response
decreases with increases in analyte concentrations (119,120). Papain can be used
to digest the antibody into three components: two Fab fragments and one Fc
fragment. Each Fab fragment contains one binding site; the Fc fragment contains
no binding sites, but it is responsible for most of the mass and potential antigenic-
ity of the antibody. The Fc component of the immunoglobulin molecules can
cause interferences because of binding of complement proteins and rheumatoid
factors to Fc (121). After enzyme hydrolysis, the Fab fragments can be purified
by liquid chromatography. Papain immobilized on agarose gel provides easy con-
trol of digestion and separation of the crude digest from the enzyme (122,123).
A protein A column can also be used for purification (124–126). It binds the Fc
and intact IgG molecules, allowing the Fab fragment to be eluted. Chimeric (hy-
brid) antibodies can be constructed to distinguish between one site on an antigen
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and another on an enzyme (127,128). Both specificity and sensitivity can be in-
creased using chimeric antibodies (129–131). Antibody engineering through ex-
cision and replacement of the C-region has produced mouse/human chimeras of
murine V-region coupled with human C-region for therapeutic antibodies, in-
vivo diagnosis, and radioimaging (132,133).

D. Antibody Characterization

An antiserum is characterized by its affinity and specificity of binding to the
desired analyte relative to other substances in the sample matrix. It is not neces-
sary to determine titers for monoclonal antibodies, because their affinity and spec-
ificity are unique.

Affinity is often defined by antibody titer, i.e., dilution required to reach
a specified percent binding with the analyte. For polyclonal antibodies, titer
should be determined for each blood-sample collection. Various dilutions of the
antisera are allowed to bind the labeled antigen. Antibody dilution required to
obtain 30% or 50% binding is defined as the titer. High titer is necessary for
efficient use of antiserum. At a high dilution, only antibodies of high avidity
from a few clones will be bound to the antigen; antibodies with low affinity will
not be active. Therefore, polyclonal antibodies with high titer used at a high
dilution may have better specificity than those of low titer. Yalow and Berson
(134) observed that extensive dilution of a heterologous antibody population
would ultimately result in essentially a single class of the highest-affinity sites
remaining at a significant concentration. Dilution of both antiserum and sample
can minimize the influence of potentially interfering substances (both specific
and nonspecific). This is restricted only by the activity of the labeled hapten and
the equilibrium constant K of the antiserum. Therefore, higher-affinity antiserum
is more amenable to this type of specificity improvement.

Scatchard plots can be constructed to estimate the affinity constant: r/[anti-
gen] is plotted versus r, where r is the molar ratio of bound antigen to antibody
(135,136). For monoclonal antibodies, a straight line is obtained, with the slope
equal to K. For polyclonal antibodies, the average K of multiple binding clones
can be calculated. However, it will be difficult to assess K if a complex curvilinear
plot is obtained. The same IA method used for sample analysis should be used
to test binding avidity.

It is useful to run preliminary standard curves of the few selected antisera
to have an initial look at the curve range, sensitivity, and linearity.

A specific antibody is desirable because it enables an IA to be performed
with limited or no sample clean-up. For reagent-excess methods, it is very impor-
tant to choose specific antibodies. Cross-reactivity of polyclonal antiserum from
each blood collection or each clone of monoclonal antibodies is tested against
known metabolites, drug degradants, concomitant drugs, and the protein carrier
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used in immunogen conjugates. The B/B0 ratio is plotted versus the concentra-
tions of the test antigens. The percent cross-reactivity at ED50 is calculated by
the ratio of the drug concentration over that of the test compound’s concentration
at 50% displacement.

E. Separation Techniques and Immunoassay Protocol
Designs

1. Precipitation of Antigen–Antibody Complex

For most IA, it is necessary to separate free from bound labeled antigen. Several
methods that employ physicochemical and immunological separation have been
devised. Physical methods include filtration, chromatography, electrophoresis,
charcoal–dextran adsorption, and adsorption on ion-exchange resins. Chemical
methods include organic solvents, such as ethanol, dioxane, and polyethylene
glycol (PEG), or salts, such as sodium, zinc, and ammonium sulfate, to precipitate
antibody-bound hapten. The most widely used precipitation procedure for bound
antigen is the physiological second-antibody method. This method employs an
antibody against the gamma-globulin of the animal species used to produce anti-
body to the drug substance to precipitate the drug–antibody complex. For exam-
ple, if the anti-drug serum is prepared in rabbit, an anti-rabbit gamma-globulin
serum is used to precipitate the drug–antibody complex. Pre-precipitation of pri-
mary and secondary antibody (137) or pre adsorption of the secondary antibody
on solid-phase support (138) can be used to decrease the incubation time for the
second antibody reaction. Many physicochemical methods tend to be lengthy,
harsh, and nonspecific. PEG and charcoal–dextran are used more often than oth-
ers. PEG is used to facilitate precipitation of the secondary–primary antibody
and drug-binding complex. Charcoal–dextran is often used for tritium-labeled
RIA because of the convenience of decanting the drug–antibody complex solu-
tion into the counting vials, leaving behind the unbound drug, which is adsorbed
on the charcoal particles.

2. Protein Immobilization on Solid Phase

Protein immobilization on solid phase has provided versatility in separation tech-
niques and IA formats. Most proteins can be adsorbed onto plastic or glass solid-
phase support surfaces (139). Cellulose acetate, cellulose nitrate, polymethyl-
methacrylate disk, filter paper, and other synthetic solid-phase supports have been
used (140,141). Noncovalent hydrophobic, electrostatic, and hydrophilic bonds
form between proteins and the surface of the solid phase (142–144). Covalent
linkages between proteins and solid-phase supports can also be developed (145).
Some solid-phase supports with activated surface groups are commercially avail-
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able. Surfaces can be test tubes (coated tubes) (146,147), polystyrene or glass
beads (148,149), magnetized particles, dipsticks, or microtiter plates (150). De-
pendent on the IA design, adsorbed protein can be drug–protein conjugates (e.g.,
drug–BSA and drug–thyroglobulin), secondary or primary antibodies, or enzyme
conjugates. Generally, overnight incubation of the protein solution with the solid-
phase support in the refrigerator or at room temperature is used. Coated solid-
phase support is rinsed with buffer; the residual uncovered sites of the solid-
phase surfaces are blocked with another protein such as casein (from nonfat dry
milk) or BSA to decrease nonspecific binding (151). After being washed, the
solid-phase support can be stored over a period of time. The physical chemistry
of protein immobilization has been studied on the varies types of solid-phase
support. These include protein interactions under various conditions of protein
concentration versus surface area, surface type, buffer pH, ionic strength, incuba-
tion time, and temperature (152).

Immobilization may alter the binding activity of the protein (153–156). It
is important to establish the parameters of protein immobilization steps to assure
consistence in the amount of protein adsorbed and the biological activities of the
immobilized protein. Second, it is important to monitor nonspecific binding
among lots of solid-phase support. Many ELISA techniques are unable to achieve
theoretical sensitivity because of the background noise from nonspecific binding.
Storage stability of the immobilized protein solid-phase support must be estab-
lished on various storage conditions. Bleeding or leaching of protein from the
solid phase during storage and assay process should also be tested.

Protein immobilization has offered tremendous ease in separation tech-
niques and flexibility in assay design protocols. For example, coated-tube assays
are designed with simple procedures of adding sample and radiotracer to coated
tubes, incubating, decanting, and counting. Polystyrene beads have increased sur-
face area as an advantage over coated tubes. Application of multichannel pipettes,
96-well microtiter plates, 96-probe plate washers, and plate readers have in-
creased assay throughput as well as flexibility in assay designs.

One widely used format is the double-antibody sandwich technique
(145,157) shown in Fig. 3. This technique requires that two antibodies against
the analyte’s specific epitopes be prepared. The first antibody (Ab1) is immobi-
lized onto a solid-phase support (SP) by noncovalent adsorption or covalent bind-
ing. The residual sites of the solid-phase surfaces are blocked by protein. This
SP–Ab1 can be prepared ahead and stored for a period of time. The drug analyte
in the sample is captured by the immobilized Ab1. After washing, a second anti-
body labeled (Ab2*) with the signaling agent (radioisotopic, enzyme, or other
nonisotopic label) is introduced and the double-antibody immunocomplex SP–
Ab1–Ag–Ab2* is formed. This assay protocol provides high specificity based
on two antibodies binding to two separate epitopes of the analyte. Background
noise is decreased as a result of specific binding and washing steps.
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Fig. 3 Double-antibody sandwich technique. The capturing antibody (Ab1) is immobi-
lized onto the solid phase. The analyte from the sample is captured by forming Ab1–Ag
immunocomplex. After washing off the extraneous materials from the sample, the re-
porting antibody (Ab2, which has an enzyme label in this illustration) is introduced. The
double-antibody sandwich is formed: Ab1–Ag–Ab2E. Compounds not recognized by both
Ab1 and Ab2 will be washed away. A chromogenic substrate is added to produce the
product for detection. The occupied Ab2 by the Ag is measured; this is an excess-reagent
assay. As the sample analyte concentration increases, the signal responses increases pro-
portionally.

The double-antibody sandwich technique is applicable to large molecules.
Small analytes have difficulty forming the double-antibody sandwich immuno-
complex. The smallest analytes reported that have been used in a double sandwich
assay are peptides of around 10 amino acid residues (158). The double-antibody
sandwich technique measures the occupied antibodies using an excess-reagent
assay protocol. A limited-reagent assay protocol can also be designed, as shown
in Fig. 4. In this format, the antibodies are immobilized onto the solid phase,

Fig. 4 Antibody immobilization in a limited-reagent assay format. The antibody is im-
mobilized onto the solid-phase support. Labeled antigen and sample are introduced, and
they compete with one another to form immunocomplex (Ab–Ag or Ab–AgE) with the
limited antibody sites on the solid-phase support. After washing, the substrate is added
to produce the detecting product. The antibody unoccupied by the sample analyte is mea-
sured; as the concentration increases, the signal responses decreases.
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similar to Fig. 3. However, instead of using a labeled second antibody, the antigen
is labeled. The labeled antigen competes against the unlabeled analyte in the
sample to form immunocomplex, SP–Ab–Ag or SP–Ab–Ag*, with the limited
antibody sites on the solid phase. The unoccupied antibodies are measured. This
assay protocol is applicable to both large and small molecules. For small mole-
cules, except for tritium labels, an appropriate spacer arm may be placed between
the label (e.g., 125I or nonisotopic label) and the antigen to avoid different steric
configuration problems of the labeled antigen (159).

A small antigen can be immobilized onto a solid phase by covalent conjuga-
tion to a carrier protein which is easily adsorbed on the solid phase. Figure 5
illustrates such an assay design. It is convenient to use secondary antibodies
against the animal host species which is used to produce the primary antibodies.
Labeled secondary antibodies can be a common, indirect signal carrier for the
primary antibodies. Figures 6a and 6b show design expansions of Figs. 3 and 5,
respectively, using labeled secondary antibodies. Antiserum against mouse, rab-
bit, sheep, goat, and guinea pig are commercially available in various labels as
well as in biotinylated derivatives.

Protein-immobilization techniques have gained popularity in many re-
search laboratories. It is paramount to take all precautions to decrease background
noise in the assay design. Therefore, it is better to: (a) use affinity-purified anti-
bodies, (b) use an antibody–enzyme conjugate that has high specific activity, and
(c) use high-quality reagents to prepare assay buffers and blocking solutions (e.g.,
water purified from organic matter and electrolytes, peroxide-free Tween-20 and
Triton-X 100, protease- and lipid-free BSA). For each batch of new antibodies

Fig. 5 Immobilization of analyte–protein conjugate. A small molecule can be conju-
gated to a carrier protein such as BSA or thyroglobulin and be immobilized onto a solid
phase: antigen–protein–solid phase (Ag–P–SP). Labeled primary or secondary antibody
(AbE) and sample (Ag) are introduced. The analyte in the sample competes with the immo-
bilized Ag to form immunocomplex (Ab–Ag or AbE–Ab–Ag–P–SP) with the limited
amount of antibody. Ab–Ag is washed away, and the AbE that is not occupied by the
sample analyte is detected by substrate signal development.
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(a)

(b)

Fig. 6 Assay design using a general secondary antibody label. It is more cost-effective
to label the secondary antibody against the animal host species than to label the primary
antibody. Assay protocols of Figs. 3 (Fig. 6a) and 5 (Fig. 6b) can be modified to use this
strategy. Variations of enzyme amplification or biotinylation can also be introduced.

and conjugates, titers should be determined. A two-component checkerboard titer
for microtiter plates can be set up to test the interaction of the two components
to optimize their concentrations. Serial dilutions are made in each direction for
each component on the plate. Incubation time, temperature, shaker speed, and
plate washing speed should be tested, optimized, and followed consistently
throughout the study.

3. Disequilibrium Assays

In a limited-reagent assay, sensitivity can be increased using disequilibrium prin-
ciples (160–162). Drug is allowed to preincubate with the antibody to reach an
equilibrium before the tracer is added and then incubated for a short time (disequi-
librium). Under such conditions, the number of antibody-binding sites available
for the labeled antigen are minimized and sensitivity is maximized. However, this
method does not always improve sensitivity (163) and may result in decreased
specificity (164). An alternative, more productive method to improve sensitivity
is to obtain high-titer antisera and high-activity antigen so that the concentration
of both label and antibody can be decreased, resulting in increased sensitivity
(134). Another approach is to use an excess-reagent method (72).
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4. Homogeneous Assays

When binding of analyte to antibody changes the kinetics of light emission, it
allows discrimination of free versus bound label. Separation of the bound from
the free label is not required for quantitation, and direct measurement can be
made in the reaction solution. Homogeneous methods are simple, rapid, and can
be readily automated. Examples include widely used commercial devices and
kits for drug monitoring: EMIT (Enzyme Multiplied Immunoassay), which ap-
plies the fluorescence-excitation energy transfer differences (165), and TDx,
which uses the differences in the fluorescence polarization between the bound
and free labels (166). Large numbers of hapten-type molecules for drugs of abuse,
therapeutic drugs, and small-molecular-weight hormones are available in kits for
automated assays in clinical laboratories.

An enzyme-channeling IA was first developed by Ullman utilizing two
consecutive enzymatic reactions (167–169). Two enzyme labels are brought in
close proximity via an antibody–antigen binding complex. The first reaction
product is present in high local concentrations and results in a large signal by
being the substrate of the second reaction. Enzyme-channeling IA on dipsticks
has been applied for therapeutic drugs based on the principles of enzyme immu-
nochromatography (170).

Recombinant DNA technology was applied to IA in the development of
the homogeneous cloned enzyme donor IA (CEDIA) (171–173). The enzyme
β-galactosidase from Escherichia coli is a tetramer formed spontaneously from
inactive monomers. Mutation of the Z gene in the lac operon of E. coli and
recombinant techniques yield inactive enzyme fragments that can be used as an
enzyme donor (ED), while the other fragments becomes an enzyme acceptor
(EA). The haptenic analyte is conjugated to ED. The reaction of ED and EA is
affected by the analyte in the sample competing with the ED–analyte conjugate
for antibody binding. Antibodies are immobilized onto the solid-phase support.
Sample, enzyme-donor, and substrate reagents are introduced. As the sample ana-
lyte concentration increases, more antibody-binding sites are occupied by the
analyte and become unavailable to bind the hapten-conjugated ED which then
forms the active enzyme with EA, resulting in an increased response. This assay
design works well for small molecules. Commercial kits have been developed
for thyroxine, cortisol, vitamin B12, folate, phenytoin, and digoxin, with a growing
menu for other haptens.

F. Assay Specificity

1. Matrix Effect

Matrix effects can be a problem for immunoassays, especially for a method with-
out any prior sample clean-up. It can be caused by either nonspecific or specific
interferences from the sample matrix and reagents. Possible matrix effects can
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be assessed by comparing a standard curve with calibrators prepared in assay
buffer versus those in the intended sample matrix. The amount of nonspecific
binding (NSB), maximum percent of binding in the absence of analyte (Bmax),
and the slope will provide an early indication of possible matrix interferences.
High NSB, low percent binding to the antibody, and a shallow slope often indicate
problems that could be caused by matrix effect.

Selectivity against the endogenous compounds in the sample matrix is
tested on separate matrix samples from at least six undosed individuals (or various
lots of control matrix from commercial sources). If there are structural similarities
between the drug and endogenous compounds, a larger number of control lots
(e.g., 
 20) should be tested. Control matrix is tested for NSB, Bmax, and recovery
of a known amount of analyte added at or near the limit of quantitation. If the
NSB and Bmax from various control matrix lots are similar, the standard deviation
of B0 (Bmax � NSB) is an indication of the variability of the noise level, which
can be used for the estimation of the limit of detection. If a sample from an
undosed individual exhibits a response deviating more than one standard devia-
tion from mean response, interfering material is most likely present. To determine
whether interference is specific or nonspecific, a parallelism test should be con-
ducted.

A useful tool to test matrix effect is parallelism. Test samples from a clini-
cal trial and/or samples from various control batches, with known amounts of
analytes added, are diluted with control samples containing no analyte, and these
are used as standard calibrator preparations. Various dilutions (e.g., 2-, 4-, 6-,
8-, 10-, and 20-fold) are prepared and analyzed against the standard calibrators.
The dose–response curves of the diluted samples are compared to those of the
standard calibrators. A parallel line of the test (or spiked) sample shows that the
compound present in the sample has the same antigen–antibody binding response
as the analyte and, therefore, is very probably the analyte itself. If the line is not
parallel to the standard curve line, and the concentrations at higher dilutions agree
with one another, the matrix effect is nonspecific and could be overcome by
dilution.

Sometimes, matrix effects can be corrected by normalization of the NSB/
B0. This must be tested by showing that the interference is consistent in multiple
samples taken at different times from the untreated individual. In other instances,
predose samples from each patient (or test animal) are used to construct the cali-
brator standards for quantitation. In such cases, it may be better to do sample
clean-up to eliminate matrix interferences, because it is not always possible to
obtain adequate predose sample volumes from each subject.

2. Sample Clean-up

The simplest processing step to overcome matrix effect is to dilute the sample
threefold or more in buffers containing chaotropic or chelating agents such as
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Tween-20, Triton-X 100, and EDTA. In other cases, matrix effect and potentially
interfering substances of drug metabolites and analogs should be removed by
sample clean-up preceding the IA. Sample extraction as applied to other analyti-
cal methods can be applied to IA. Therefore, these methods will not be elaborated
here. Briefly, liquid/liquid and solid-phase extractions are most commonly used.
HPLC-IA has the combined advantages of the selectivity of HPLC and the sensi-
tivity of IA (IA becomes a sensitive detector for the HPLC method). However,
sample clean-up by HPLC is labor-intensive and has not been popular for large
numbers of samples. New techniques in perfusion chromatography using porous
immunoaffinity columns coupled with enzyme chemiluminescence detectors may
be a novel way to address this problem (174).

For every sample clean-up method, it is important to investigate the recov-
ery of the parent drug as well as the potentially interfering compounds. Any
organic solvent must be evaporated completely and the residue reconstituted in
the assay buffer to avoid altering the antibody-binding activity.

The sample extraction step can also serve as a concentration step to increase
the assay sensitivity. Direct IAs generally use a sample volume of 0.1 mL or
less, while it is common to extract 1.0 mL of human biological fluid.

3. Cross-validation with Another Method

Because IA methods are generally more economical and/or faster, a strategy in
drug development is to use IA method as a main method to analyze large numbers
of samples and to use another method to analyze a subset of these samples. Corre-
lation plots of one method against another over various concentrations are con-
structed for method comparison. For example, cyclosporine IA methods using
polyclonal and monoclonal antibodies had been compared with HPLC methods
on samples from various types of patients (175–179). Several authors have con-
cluded that the correlations were excellent for samples from normal volunteers
and some patient types. An investigator in a drug-development and monitoring
program should consider using comparative methods; a method that is fast and
easy to handle can be chosen for high-volume analysis, while a second, more
elaborate method can be used to validate the first.

4. Exploiting Nonspecific Antibodies

During the course of drug development, several analogs may be considered as
candidates for investigation. Immunogens designed not to discriminate among
epitope differences of the analogs can be used to produce nonspecific antibodies.
The antibodies will recognize the common structure, and one method can be used
for several drug analyses. This will save a lot of time and cost. If certain analogs
are possible precursors/metabolites of one another, separation methods prior to
IA could be used to provide the required selectivity.
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Broughton et al. (180) have demonstrated that the use of nonspecific anti-
sera to gentamicin could also be applied to the analysis of sisomicin if gentamicin
were not present in the samples, because cross-reactivity with other substances
was minimal. We have successfully used anti-prednisone antiserum to measure
cortisone in serum in the absence of prednisone. This was possible because cross-
reactivity with other compounds was not significant (181).

Drug-monitoring programs in clinical chemistry also use nonspecific anti-
bodies to detect drugs of abuse, such as cannabinoids, opiates, and bezodiazep-
ines. References are listed in Table 4 in Sec. VIII. Investigators deliberately
pooled and mixed antisera against several analytes to develop a common IA
method for multiple analytes. For example, antiserum against testosterone (T)
and antiserum against 5α-dihydrotestosterone (DHT) were used to analyze sam-
ples for both T and DHT simultaneously (182). A multivariable (three-dimen-
sional) standard curve was created which allowed the independent estimation of
T and DHT concentrations when both T and DHT were present in samples. The
method is valid as long as both assays are precise, and the procedure avoided
the need for tedious, time-consuming chromatographic separation.

IV. COMMERCIAL KITS

A. Application to Pharmacokinetic and Pharmacodynamic
Measurements

Many RIA and EIA kits are readily available for drugs of abuse and for drugs
whose plasma concentrations have been correlated with therapeutic and toxic
effects. The individual components of the kit, such as control standards, labeled
hapten, and antisera, are also available from many commercial sources. The ease
of using such kits is apparent, but the buyer must be aware of the potential pitfalls
as well. Often the kits are made for purposes other than drug quantitation in
clinical studies, drug pharmacokinetics for bioavailability assessment, or pharma-
codynamics of biochemical markers (183). Instead, their intended uses are for the
detection of drug abuse (toxic concentrations), therapeutic doses, and diagnosis of
diseases or certain physiological conditions. The lowest limit of the calibrator
range is often greater than that of the desired limit of quantitation for a pharmaco-
kinetic or pharmacodynamic study. To save reagent and labor costs, the number
of standards in a calibrator set is limited (usually no more than five standards),
and they are not run every time a sample set is run. Calibration curves are run
weekly or monthly and the curve parameters are stored until quality-control sam-
ples (QCs) do not perform according to predetermined standards. Calibrator stan-
dards and QCs may or may not be in the same intended matrix of the patient
samples. Calibrators are usually prepared in protein-based buffer or stripped se-
rum. If the stripped serum is prepared by adsorption to activated charcoal (184),
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the matrix will be very different from the intended matrix. It is better to prepare
the stripped serum using adsorption to specific antibodies linked covalently to a
solid-phase support (such as an immunoaffinity column), as long as antibody
leaching from the support is monitored (185). Commercial kit QC values are
generally determined by the mean values from multiple laboratories and not by
the theoretical values of the QC preparation.

B. Adhering to Industry Guidelines During Kit Use

The lists of commercial IA kits are growing, especially for therapeutic drug moni-
toring and biochemical markers (186). Automation is available for some of these
kits. The pharmaceutical bioanalytical laboratory should be able to take advantage
of the convenience of commercial kits if the following six cautions are exercised.

1. Purity or potency of the reference-standard compound must be docu-
mented. A certificate of analysis should be obtained from the supplier.
Whenever possible, a universal concentration or activity unit should
be used to provide a constant basis for comparison among studies.

2. Standards and QCs should be prepared from separate weighings. If kit
standards are used, it is prudent to check their accuracy against an in-
house preparation or standards from another lot or source.

3. Standards and QCs should be prepared in the same matrix as the in-
tended samples.

4. For analytes that have endogenous levels, standards can be prepared
in ‘‘treated’’ or surrogate matrix. Comparison of responses of spiked
analyte in the standard matrix versus the sample matrix should be per-
formed to demonstrate the lack of matrix effects.

5. Sufficient standards concentrations are required to establish a complete
standard curve. The concentrations of standard curve ranges should
cover the expected sample concentrations.

6. Three levels of QCs are prepared over the standard curve range. If
dilutions are to be made, QCs of similarly high concentrations should
be prepared to mimic the samples.

It is the responsibility of the individual laboratory to rigorously evaluate
each new lot of IA kits for sensitivity, precision, accuracy, and specificity to
assure assay reliability. Lot-to-lot variation in kit reagents has been verified by
several authors with respect to digoxin RIA kits (187–189). It is necessary to
assure the availability of a large number of kits with the same antibody lot from
the manufacturer before the evaluation. Once the evaluation is found to be satis-
factory, reservation of these kits should be made to cover the entire study. If a
tracer lot has to be changed during a study (such as 125I label, which has a short
shelf life), QC performance should be checked to ensure that assay performance
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is similar to that of the previous tracer lot. For a new lot of enzyme marker,
conditions of the enzyme reaction (e.g., various enzyme dilutions and incubation
times) should be checked by running a validation curve.

C. Improving Assay Specificity and Sensitivity

Many commercial kits for drug monitoring are designed for a higher concentra-
tion range than the range that is suitable for pharmacokinetic or pharmacody-
namic studies. Often the commercial kits may not be specific for the parent com-
pound of interest. For example, many kits developed for drug monitoring are
intended for urine samples, where the concentrations are high and the method
measures both parent and polar conjugates excreted in the urine. Sample extrac-
tion can separate the parent compound from the polar metabolites as well as serve
as a sample concentration procedure to increase the assay sensitivity (190).

D. Using Commercial Reagents

Besides commercial kits, many immunochemical reagents are available
(191,192): anti-drug antibodies, anti-enzyme antibodies, radioisotopic labels,
nonisotopic labels, secondary antibodies, and biotinylated conjugates. Because
of the flexibility in IA designs, investigators can consider several options from
the availability of the commercial materials in addition to in-house resources in
preparing the IA reagent components.

V. DATA REDUCTION AND QUALITY CONTROL

A. Data Reduction

Based on the law of mass action, the concentration–response curve in a limiting-
reagent reaction can be expressed mathematically according to the following
equation:

B

T
�

q

[S � S*]

where q is the binding capacity of the antibody, T is the total activity in the
system, B is the bound activity, and S and S* are the unlabeled and labeled anti-
gen, respectively. The curve has the form of a hyperbola (Fig. 1). However, the
most common graphic display method is to plot log concentration versus response
(Fig. 7). The resulting sigmoidal curve is commonly displayed throughout IA
literature. Variance in data points along the curve is reasonably uniform. Many
equations have been derived and empirical plotting procedures have been devised
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Fig. 7 Typical RIA log concentration–response curve. (From Ref. 647.)

in an attempt to linearize data processing. Several standard calibration plots are
presented in Fig. 8. The most common linearizing method used in IA data reduc-
tion is the following log-logit transformation:

Logit y � ln� y

1 � y �
where y � B/B0, B is the bound-labeled analyte, and B0 is the maximum binding
of labeled analyte when no unlabeled analyte is present. Both B and B0 are sub-
tracted for the background blank. This method of transforming IA data has been
studied extensively by Rodbard and co-workers (193–195), as well as by other
authors (196–198). However, because this transform, like any other, introduces
nonuniform variance in the linear calibration curve (199), weighted regression
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is required to obtain a calibration curve with normally distributed error (200).
Computer programs have been written to fit these complex curves (197,198,201).

Several other linearizing methods have been published (199,202,203), but
nonuniform variance is inherent in these methods as well. No single linearized
plotting method will be appropriate for all IA data (200,204). It may be necessary
to investigate several plotting methods before choosing the most appropriate one.
This problem can be circumvented if the sigmoidal log concentration–response
curve is retained.

Another widely used curve-fitting algorithm is the four-parameter logistic
(4PL), which is a different version of the log-logit method (195,205).

y �
a � d

1 � (X/c)b
� d

where y � response, X � dose, a � B0 (response at zero dose), d � response
at infinite dose, c � dose resulting in response halfway between a and d (ED50),
and b � exponent, usually near �1. If b is negative, the roles of a and d are
reversed, and the equation can be applied to excess-reagent IA methods.

When the curve is asymmetric around the two sides of the ED50, another
term is introduced to provide an estimate for this asymmetry and a better fit. This
becomes the five-parameter logistic (5PL) model:

y �
a � d

[1 � (X/c)b]m
� d

If m � 1, the equation is the same as the 4PL.
Data regressions based on the law of mass action are generally adequate

for most situations. However, this model only retains validity in liquid-phase
reactions at equilibrium without cooperativity. Reactions that involve solid-
phase, multiple cooperative binding, and not reaching equilibrium, deviate from
the model. Therefore, empirical equations that are not based on the law of mass
action have been used for curve fitting also. Among these, polynomial (205) and
spline functions are often used (206–209). Polynomial regression can be a sec-
ond-order (parabolic) or third-order (cubic) function:

Y(X ) � a0 � a1X � a2X 2

or

Y(X ) � a0 � a1X � a2 X 2 � a3 X 3

Spline functions using piecewise third-order polynomials can be used to
fit each interval between standards. The entire function and its first and second
derivatives are continuous:

Y(X ) � a0j � a1j X � a2j X 2 � a3j X 3
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(a)

Fig. 8 Data reduction methods to linearize immunoassay concentration–response
curves. (From Ref. 647.)

where the constants aij are between standard j and standard ( j � 1). Iterative
curve-fitting programs have been written for polynomial equations with con-
straints that result in no maxima, no more than one minima, and only one turning
point (210).

More standard points are needed to adequately define a curvilinear function
than to define a linear function. Weighted least-square regression methods are
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(b)

generally used, where the sum of the weighted residual squares of Y is minimized
to improve the fit. The linear portion on a log-log, logit-log, or 4- and 5-PL
regression should have a slope that approaches unity. A slope of less than unity
indicates that the assay will have great variability even with a very small change
in response.

Deviations from the linearized logit-log plot in the low- and high-concen-
tration regions may indicate that improper background corrections have been
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applied due to nonspecific binding (210), hindered binding (211), antibody heter-
ogeneity, and/or high-dose hook effect (212).

Acceptance criteria for accuracy and precision of standards and QCs must
be determined during method validation, and are analogous to acceptance criteria
for chromatographic methods. IAs may not be as inherently precise as chemical
methods, because IAs measure a reaction rather than a physicochemical property
of the analyte. In cases where internal standards are not used for recovery correc-
tion, two to three replicate assays may be conducted on a single sample to im-
prove precision. Despite all of the available mathematical transformations, it is
important to remember that this is not a linear system and caution must be used
as the concentrations approach either the upper or lower end of the standard
curve. For example, variability becomes too large to be acceptable as the B/B0

value goes beyond �0.1 or 	0.9 for most limited reagent assays.

B. Quality Control Samples

1. Preparation of QC Samples

Because IA methods tend to be subjected to matrix effects, it is imperative to
prepare QCs in the same matrix as the intended sample. Guidelines for pharma-
ceutical assays recommend that at least three QC concentrations (low, intermedi-
ate, and high on the standard curve) be batched with the unknown samples for
analysis. This means that QCs are prepared at the same time samples are gener-
ated and stored with samples under identical conditions. In some cases, the stan-
dard curve range for an IA is not able to cover the entire range of concentrations
observed in the unknown samples. When this occurs, QCs concentrations in the
range of the observed unknown sample concentrations should be prepared and
diluted along with the unknown samples before analysis to evaluate the influence
of the dilution process. Parallelism of the high-QC sample should be evaluated.

Sometimes a clinical site may deviate from the study protocol-defined sam-
ple-collection procedures. For example, instead of collecting blood into heparin-
ized tubes, the sample may be collected into a tube containing another anticoagu-
lant, such as citrate or EDTA. Under these conditions, it is necessary to cross-
validate each of the plasma/serum matrices: QC samples in the deviant matrix
must be prepared and processed along with the deviant samples to ensure that
the method is validated in the new matrix.

2. Interlaboratory and Commercial QC Samples

In addition to QCs prepared in-house, QCs prepared in another laboratory at the
same location or at another location can be used to assess interlaboratory accuracy
and precision. For example, as part of the CLIA 88 proficiency test program,
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QCs are prepared at a central laboratory and sent to various clinical chemistry
laboratories that participate in the program. The mean observed values among
the laboratories, not the theoretical values of the QCs, are used for laboratory
proficiency evaluation. Criteria are set differently for different tests by CLIA
88 regulations. Also, bioanalytical laboratories involved in a drug-development
program may exchange QCs and test samples to ensure lab-to-lab reproducibility
in the analyses.

QCs for analytes used in certain high-volume analyses are available from
commercial sources. However, unless they are prepared in the exact matrix that
is of interest to the analyst, they are of no practical use.

VI. AUTOMATION

In the last decade, automation for IA has developed to meet the challenging needs
in hospital clinical chemistry laboratories to provide fast throughput and random-
access sample analysis. Technologies in solid-phase support and nonisotopic la-
bels enable high-throughput automation of homogeneous to heterogeneous IA.
In this section, we briefly discuss automation available in clinical chemistry and
how this can be utilized together with other semiautomation advances in analyti-
cal chemistry for pharmaceutical IA.

A. Batch Process

1. Homogeneous Assays

The early automated instruments were designed for batch-mode analysis. The first
complete automated assays were homogeneous assays such as the Syva EMIT
(165,213,214) and Abbott TDx (215). General-purpose open systems such as
chemical analyzers with automatic pipetting, incubation controls (on time and
temperature), and data processing can be applied to homogeneous assays. Sys-
tems such as the Hitachi 911, which provides multiple reagent-addition steps,
offers the flexibility for the researcher to optimize the IA design protocol. Enzyme
inhibition analysis correlated with drug concentrations can also be processed in
this type of system.

Closed automated systems designed for particular tests in an instrument
have been developed. They are closed systems because the reagents and IA proto-
cols were controlled by the manufacturer. Examples are the Roche Cobas FARA
II, DuPont ACA, and Miles Immuno 1 analyzers. The reagents are expen-
sive, and in many cases the applications are fixed and may not be adaptable for
PK and PD study purposes.
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2. Heterogeneous Assays

Heterogeneous assays are more versatile, and sensitivity can be improved with
assay protocol changes. Advances in nonisotopic labels, specific antibodies, and
protein immobilization on solid phase enable the development of automation for
heterogeneous assays. Using the excess-reagent assay design, incubation time is
usually less than 30 min, instead of hours in the limited-reagent assays. Stringent
control of incubation time and temperature, and accurate, automated liquid-deliv-
ery systems allow rapid, nonequilibrium reactions to be performed with satisfac-
tory precision.

Chemiluminescent and fluorescent labels provide increased sensitivity with
less background, for a much higher signal-to-noise ratio. Some examples of auto-
mated analyzers are Abbott IMx and Commander, Baxter Stratus, Kodak
Amerlite, and Hybritech Photon QA. With the increased sensitivity and ex-
panded menu for drug monitoring, researchers in pharmaceutical bioanalytical
laboratories should be able to utilize such automation, provided that cautions in
Secs. IV.B are taken into consideration.

3. Semiautomation

Multiple modules for automation such as pipetting, extraction for sample clean-
up, incubation of the antigen–antibody reaction, separation of the bound/free,
signal detection, and data processing can be applied separately or can be physi-
cally or computationally linked together. Many of these devices are used in other
bioanalytical methods. For example, various models of robotics, such as Zy-
mate, Biomak, and Tecan are used in many laboratories to increase
throughput and precision. They are especially helpful in microtiter-plate assay
designs.

B. Continuous Random Access

Emergency testing required in hospitals drives the technology for continuous,
fast, random-access IA automation. Throughput varies from 30 to 150 tests per
hour in most automated systems. Many of these systems consolidate previous
small models of homogeneous and heterogeneous assays. Examples are Abbott
AxSYM, Miles Immuno 1, DuPont ACA�, Ciba ACS-180�, Tosoh
AIA-1200DX, BMC-300, Sanofi Access, DPC Imulite, Behring Mag-
num, and Pharmacia-Wallach autoDELFIA (216,217). Recently, electro-
chemiluminescence (ECL) IA has been automated by Boehringer Mannheim in
the ELECYS system, with a major increase in sensitivity (218,219).
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C. Method Development

In a pharmaceutical laboratory, batch processing may be more appropriate. Total
automation with continuous access may be used for a very large drug-develop-
ment program. In a bioanalytical laboratory where method development needs
are many, semiautomation of discrete blocks is more cost-effective. Generally,
modules of discrete procedures can be designed and linked together according
to specific method designs. Some considerations are use of barcode systems,
solid-phase supports (microtiter plates, beads, latex particles, etc.), washing de-
vices, pipetting—accuracy, precision, carry-over problems, handling viscous
samples and samples with clots or particles, and validation of the automated
processes step by step against manual processes.

VII. RELATED METHODS

A. Receptors, Binding Proteins, and Nucleic Acids

IA measures the reaction of antigen–antibody binding. Other binding reactions
can be utilized for the quantitation of pharmaceutical compounds. One of the
oldest binding assays for folate uses the folate-binding protein found in bovine
milk. The major metabolite of leucovorin, N5-methyltetrahydrofolic acid, is
analyzed by a protein-binding method. Other examples are porcine intrinsic factor
for vitamin B12 (220) and corticosteroid-binding globulin for cortisol (221)
assays.

Receptor assays have been developed for opioid peptides (222), benzodiaz-
epines (223), oxitropium bromide (224), atenolol (225,226), atrial natriuretic pep-
tide (227), benidipine (228), several calcium channel blockers (229–232), CNS
drugs (233–237), and estrogens (238). Many of these receptor assays reported
have been compared with IA methods.

Since the binding of a drug to the receptor triggers subsequent physiological
events that lead to efficacy /toxicity, receptor assays can provide a link between
pharmacokinetic and pharmacodynamic measures. Receptor assays are generally
not specific for one analyte. Pharmacologically active metabolites bind to the
receptor, although binding constants may be different. When more than one active
analyte is present in the sample, apparent activity (the sum of analytes’ activities
as a result of the concentration and binding constant) will be measured and re-
ported as ‘‘parent drug-equivalent concentration.’’ Such measurement may be
conceptually difficult for a purist analytical chemist to accept. However, it could
be more relevant to measure the apparent bioactivity than the pure analyte when
active metabolites (known and unknown) are present—a potential advantage for
this approach.
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The drug–antibody binding reaction sometimes can be found to parallel
that of drug–receptor binding reaction. When that happens, the ability to correlate
immunoactivity with bioactivity provides a vital tool for efficient drug monitor-
ing. Miller et al. illustrated this principle by testing four IA methods against the
Na�-K� ATPase-based receptor assay on digoxin and four of the metabolites
(239). The major differences between the IA methods was found in digoxigenin,
where only one of the four methods tested showed a correlation between immu-
noactivity and bioactivity. Wahyono et al. also correlated binding activities of
digoxin and metabolites with RIA (240,241).

The complementary reaction of nucleic acids has one of the strongest bind-
ing affinities found in nature. Nucleic acid probe assays have been developed
extensively in research on genetics, forensics, microbiology, and oncology
(242,243). Applications of nucleic acid probe assays for pharmaceutical analysis
are still limited at this time and are beyond the scope of this chapter.

B. Hyphenated Immunoassays

1. HPLC-IA

HPLC methods have been used to separate analytes prior to IA. In this case, IA
becomes a sensitive detector for HPLC. Some of the HPLC-IA methods are listed
in Sec. VIII, Table 4. The method is cumbersome and tedious, because fraction
collections, dry-down, and reconstitution steps are labor-intensive and time-con-
suming. Perfusion chromatography technique has been developed using antibod-
ies immobilized on porous flow-through beads of large surface area packed in a
cartridge (174). Automation is designed using an excess-reagent protocol to allow
fast reaction time. The cartridge can be regenerated and reused several hundred
times. Enzyme and fluorescent labels can be incorporated into the assay system
for sensitivity and flexibility in design.

2. Immunoaffinity Columns Coupled to CE or MS

The specificity of IA and antibody immobilization on solid-phase support tech-
niques can be utilized for sample clean-up and concentration before capillary
electrophoresis and mass spectrophotometry. For example, analysis of prosta-
cyclins requires sensitivity in the pg/mL range and selectivity from multiple en-
dogenous prostaglandin compounds. Immunoaffinity sample clean-up before
GCMS has been used for thromboxane B2 analogs (244–246), iloprost (247), and
nocloprost (248). Immunoaffinity sample clean-up before HPLC determinations
was reported for clenbuterol (249) and pravastatin (250).
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VIII. APPLICATION OF IA TECHNIQUES

A. General Comments

This section includes a general review of the literature in a table format. It is not
intended to be comprehensive, but should permit the reader to envision the di-
verse application of IA to many classes of drugs. The reader can draw analogies
from this information which may be applicable to a compound of interest. Drug
compounds are listed under several classifications (broadly adapted from Good-
man and Gilman (251)) for the convenience of the reader; many of them could be
included in a different category because of other pharmacological uses and effects.

Because of drug-monitoring programs in clinical chemistry, many IA meth-
ods have been developed for opiates, steroid hormones, peptide hormones, CNS
drugs, drugs of abuse, and drugs with a narrow therapeutic window. Many IA
methods have been developed recently for endogenous biochemical markers.
Only a few of these are included in the table as illustration. It would be impossible
to cover so many biochemical markers in this space.

RIA was the predominant method used in earlier literature; many noniso-
topic methods for drug compounds are now more widely used than RIA. Compar-
isons to HPLC, GCMS, and radioreceptor methods are listed in the table, as well
as HPLC-IA methods.

B. Table of Applications

Table 4 lists applications of IA in pharmaceutical analysis.

IX. FUTURE TRENDS

Future trends in IA reside in several areas, including (a) new labels and improved
sensitivity, (b) automation, (c) simultaneous multianalyte assays, and (d) genetic
engineering. The trend must be to exploit the current advantages of IAs, which
include sensitivity, simplicity, limited cost, and speed. Our goal must be to make
the assays faster, better, and more accessible. However, it must be remembered
that what is appropriate and acceptable in the clinical chemistry laboratory may
not be acceptable or may be much less appropriate in the biopharmaceutical labo-
ratory. Only trends that may apply to the pharmaceutical analyst will be discussed
here.

A. New Labels

Improved sensitivity, and with it specificity of antibody, will continue to be a
need for improved IAs. The most convenient and direct way to achieve this is
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Table 4 Application of IA in Pharmaceutical Analysis

Analyte IAa Method comparison and comment References

1. Drugs that act at synaptic and neuroeffector
junctional sites
Albuterol RIA 252

RIA Horse urine 253
Amphetamine RIA 254

FIA 255
Atenolol RRP With GC 225, 226
Atropine RIA 256–258

RRP 259
Benzoylecgonine (abuse) RIA Blood spot 260, 261
Benzphetamine EIA With GC 262
Clenbuterol EIA Bovine tissue, urine 263

EIA Immunoaffinity column 264
Clomipramine RIA 265, 266
Clonidine RIA 267
Cocaine (abuse) RIA 268, 269
Cotinine RIA 270
Desipramine EIA 271

RIA 272
Detomidine RIA 273
Ergotamine RIA 274
Fenoterol RIA 275
l-Hyoscyamine RIA With GC 276
Imipramine RIA With GC-FID GCMS 277

EIA Homogeneous 271
Labetalol RRP 278
Mabuterol EIA 279
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Maprotiline RIA With HPLC 280
Methamphetamine RIA 281, 282
Nicergoline RIA 283
Nicotine RIA 270, 284, 285
Normetanephrine FIA 286
Oxitropium bromide RRP 224
Paraquat RIA 287, 288
Pirenzepine RIA 289

RIA Automation 290
Procaterol RIA 291
Propranolol RIA Stereospecific 292, 293
Pseudoephedrine RIA Stereospecific 294
Reserpine RIA 295
Ritodrine RIA 296
RP-42068 RIA 297
Scopolamine RRP 298–301

EIA 302
Tubocurarine RIA 303

2. Drugs that act on the CNS
Alfentanil RIA With GC 304
Amitriptyline RIA 305

EIA 271
Amylobarbitone EMIT With RIA 306
Antipyrine RIA 307, 308
Barbiturates RIA 37, 309

EIA 310
Benzodiazepines EMIT 311

RIA Blood, urine 312, 313
RIA Hair sample 314
RRP 223
IA Blood 315
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Table 4 Continued

Analyte IAa Method comparison and comment References

Benztropine RIA 316
Bromocriptine RIA 274, 317
Buprenorphrine RIA 318, 319

RIA With HPLC, GCMS, horse urine 320
EIA 321

Bupropion RIA 322
Butorphanol RIA 323
Caffeine RIA 324

EIA 325
Cannabinoids (abuse) RIA 326, 327

RIA ∆9THC & metabolites 328
RIA With GCMS, blood, urine 329
EIA Urine 330

Carbamazepine EIA With chromatography, whole blood 331
Chlordiazepoxide RIA 332
Chlorpromazine RRP 234

RIA 333
RIA N-oxide metabolite 334, 335

Clonazepam RIA 336
CNS in general FPIA With EIA 337
Codeine RIA 338–340
Diazepam RIA 341, 342
Dimethylamide lysergic acid (abuse) RIA 343
Doxepin RIA And metabolite 344
Etorphine RIA 345
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Fentanyl RIA 346–348
RRP With GCMS, RIA 235
RRP Fentanyl analogs 236, 237
RIA Solid phase 349

Flunitrazepam RIA 350
Fluphenazine HPLC-RIA 351

RIA 352–354
RIA Sulfoxide metabolite 355
RIA N-oxide metabolite 356
RIA With GCMS 357, 358

Flupenthixol RIA 359, 360
Flurazepam RIA 361
Galanthamine EIA 362
Haloperidol RIA 363–366
Hydrocodone RIA 367
Lacidipine HPLC-RIA 368
Lamotrigine FIA 369
Levorphanol RIA 370
Lidocaine FPIA With GC, EIA 371
Lomotil RIA Diphenoxylic acid 372
Loperamide RIA 373
Lormetazepam RIA 374
Meperidine RIA 375, 376
Mesoridazine RIA With HPLC 377, 430
Methadone RIA 378, 379

RIA Stereospecific 380
Methaqualone RIA With TLC 381

RIA Metabolite 382
Metoclopramide RIA 36, 383
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Table 4 Continued

Analyte IAa Method comparison and comment References

Morphine RIA 37, 189, 384–389
EIA 390
RIA With GCMS, blood 391
RIA With GCMS, vitreous humor 392

Nalmefene RIA 393
Naloxone RIA 394
Nitrazepam RIA 395
Nomifensine RIA With GC 396
Nordiazepam RIA 397
Nortriptyline RIA 398, 399

RIA With HPLC, GC 400, 401
Nuvenzepine RRP 233
Opiod peptides RRP 222

HPLC-RIA With RIA, radioreceptor, HPLC, 402, 403
MS

Oxidiazole-benzo RRP With HPLC 404
Pentazocine RIA 405, 406
Pentobarbital RIA Enantioselective 407

RIA 408, 409
Phenobarbitone FPIA With HPLC 410, 411
Phencyclidine (abuse) RIA 412, 413
Phenothiazine RIA 414
Phenytoin (DPH) RIA 415–417

RIA Saliva 418, 419
RIA Non-protein bound 420
RIA With GC 421
EIA Automation 422
EIA CEDIA 423
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Pimozide RIA 424
Progabide RRP HPLC, acid metabolite 425
Rilmazafone HPLC-EIA Metabolites 426
Rolipram RIA With HPLC 427
Sufentanil RIA With GCMS 428
Sulforidazine RIA With HPLC 429–431
Sulpiride RIA 432
Thioridizine RIA With HPLC 429, 430
Triazolam RIA Nordiazepam, lorazepam, alpra- 433

zolam
Tricyclic EIA With GC antidepressant 434
Trifluoperazine RIA 435
Valproic acid EIA Non-protein bound, with HPLC 436
Zonisamide EIA 437

3. Anti-inflammatory drugs
Anti-inflammatory protease EIA 438
Chlorpheniramine RIA With HPLC 439
Colchicine RIA 440, 441
Iloprost RIA 247, 442
Indomethacin RIA 443
SCH40120 EIA 444
Sulindac RIA Metabolites 445
Theophylline FIA Homogeneous 446

RIA 447
HPLC-EIA Whole blood 448, 449
FPIA With RIA, EIA, HPLC 450
EIA Liposome 451
EIA Electrochemical detection 452
FPIA Bedside detection 453
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Table 4 Continued

Analyte IAa Method comparison and comment References

4. Drugs that affect renal function and electrolyte
metabolism
Arginine (8) vasopressin RIA 454
Atrial natriuretic peptide RIA 455, 456

EIA 457
RRP With RIA 227

Bumetanide RIA 458
Vasopressin RIA 459

5. Drugs that act on the cardiovascular system
Acetylstrophanthidin RIA 460
Altiopril Ca RIA 461
Benidipine HCl RIA 462

RRP 228
Captopril RIA 463
Cardiac glycosides RIA 464, 465, 474
CI-906 RIA Metabolite 466
Ceruletide HPLC-RIA 467
Cilazapril EIA Metabolite 468
Digitoxin RIA 4, 469

RIA-HPLC & Metabolites 470, 480
Digoxin RIA 471, 472

FIA 473
RIA 474–476
EIA Automation 477, 478
RIA With HPLC 479, 480
HPLC-RIA 481, 482
RIA Saliva 483
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Enalaprilat RIA 484
Flecainide EIA 485
Guanethidine RIA 486
ISF-2405 RIA Metabolite of cadralazine 487
Isradipine RRP 231
Lanatoside C RIA 488
Lisinopril RIA 484
Medigoxin RIA 489
Mepiradipine RRP 490
Minoxidil RIA 491
Naftopidil RRP 229
Nicardipine RRP 230, 231
Nifedipine RRP 232
Ouabain RIA 492
Perindopril RIA 493, 494
SQ29, 852 RIA 495
SQ27, 519 EIA Metabolite of fosinopril 496
Saralasin RIA 497
Vinpocetine EIA 498
Zabicipril RIA Metabolite 499

EIA Metabolite 500
6. Anti-infective agents

Acyclovir RIA Scintillation proximity 501
Amikacin RIA 502

FIA 503
Berlopentin EIA 504
Chloramphenicol RIA 505

RIA Microtiter plate 506
Chloroquine EIA, RIA Metabolites 507
CI-937 RIA 508
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Table 4 Continued

Analyte IAa Method comparison and comment References

Cinobufagin EIA 509
Clindamycin RIA 510
Dibekacin FPIA With HPLC, FIA, RIA 511
Desiclovir RIA Prodrug of acyclovir 512
Erythromycin RIA Emycin derivatives 513
Gentamicin RIA 514

EIA With RIA 515, 516
5-Hydroxymethyl
Deoxyuridine RIA 517
Isoniazid RIA 518
Mithramycin EIA 519
Monensin EIA 520
Navelbine RIA 521, 522
Netilmicin RIA 523
Penicillin RIA 524
Penicilloyl groups RIA 525
Retrovir RIA 526
Ribavirin RIA With HPLC 527
Sisomicin RIA 180
Teicoplanin FPIA 528
Tetracycline RIA 529
Tobramycin RIA 530
Zalcitabine RIA 531
Zidovudine EIA With FIA 532
Zidovudine RIA 533

HPLC-RIA Metabolites 534
RIA With HPLC, phosphorylated-AZT 535
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7. Chemotherapeutic agents for neoplastic
diseases
Adriamycin RIA 536
Bleomycin RIA 537
Daunomycin RIA 536
Etoposide RIA 538
Methotrexate RIA 539, 540

FPIA With HPLC 541
HPLC-RIA 542

Taxanes & taxol EIA 543, 544
Vinblastine RIA 545
Vincristine RIA Microbiological 545, 546

8. Immunosuppressive drugs
Cyclosporine RIA, FPIA With HPLC 175, 176
Cyclosporine RIA With HPLC 177, 178

EIA With HPLC, RIA 179
RIA Metabolites 547
EIA 548

Tacrolimus EIA FK506, whole blood 549
9. Hormones and hormone antagonists

Cortisol FPIA Free, in ultrafiltrate paper as solid 550
phase

EIA 551
d-Norgestrel RIA 552, 553
Detirelix RIA d-Ala 10 LHRH 554
Danazol RIA 555
Dexamethasone RIA 556–559

EIA 560
Dienogest RIA 561, 562
Diethylstilbestrol RIA 563
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Table 4 Continued

Analyte IAa Method comparison and comment References

Estradiol EIA With RIA 564
Estriol FIA 565
Estrogens RRP With EIA 238
Ethinyl estradiol RIA Sephadex, LH-20 sample clean-up 566

HLPC-RIA 567
RIA 568, 576
RIA With GCMS 569

Fluoxymesterone RIA 570
Fluticasone-17-propionate RIA Solid-phase Extraction 571
Human growth hormone RIA 11, 572
4-Hydroxyandrostenedione RIA 573
25-Hydroxyvitamin D3 EIA Immunoaffinity column 574
Insulin RIA 138, 575
Mestranol RIA 576
Methylprednisolone RIA 577
Mometasone furoate SCH-32088 578
Norethindrone RIA Sephadex LH20 sample clean-up 566, 579

HPLC-RIA 567
RIA 580

Normegesterol acetate EIA 581
Nortestosterone EIA 579
Prednisolone RIA 582, 583
Prednisone RIA 584
Progesterone EIA Saliva 585
Progesterone EIA Paper as solid phase 551
Propylthiouracil RIA 586
Somatomedin-C RIA 587
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Somatostat in analogs RIA 588
Testosterone RIA 38, 181

EIA Plasma, salvia 589
Thyroliberin RIA With HPLC 590
Triamcinolone RIA 591
TSH EIA 19

10. Drugs that affect the blood and blood-
forming organs
Erythropoietin RIA Recombinant erythroproietin 592–599, 607
CSF-1 (colony-stimulating factor) RIA 600
Tissue plasminogen activator EIA 601

11. Antiulcers, antidiarrheals, and GI therapeutics
BW942C RIA 602
Carbenoxolone RIA 603
General EIA 604

12. Miscellaneous
Antipyrine RIA Saliva 605
Desmosine RIA 606
Glipizide (antidiabetic) RIA 607
Glisoxepide RIA 608
Glycyrrhetic acid RIA 609

EIA 610
4-Hydroxy-2-(4-methylphenyl) benzothiazole EIA 611
ICI-200, 800 RIA Elastase inhibitor 612
Idazoxan RRP 613
Indacrinone RIA Stereospecific 614
Levomethadyl acetate RIA Stereospecific 615
MK-852 RIA Fibrinogen receptor antagonist 616
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Table 4 Continued

Analyte IAa Method comparison and comment References

13. PD biochemical markers
Adenosine RIA 617
Angiotensin peptides RIA 618
Angiotensin II HPLC-RIA 619
cAMP EIA 620

RIA 621
CD4, CD8 EIA T-lymphocytes 622
cGMP EIA 620
Hirudin RIA 623–625
Histamine FIA With RIA; glass fiber as solid– 626

phase support
IGFBP-2 RIA 627
IGFBP-3 RIA 628
Interleukin-6 RIA 629, 630
Laminin EIA 631
Leukotrienes EIA 632
Melatonin RIA 633
Osteocalcin EIA 634
Protein kinase C isoenzymes EIA 635
Renin RIA 636
Thromboxane B2 EIA With immunoaffinity column 637

GCMS
TNFα RIA 638

EIA Binding protein I 639
14. Drug antibodies

Anti-growth hormone RIA 640
Anti-insulin EIA 641
Anti-streptokinase EIA 642
General EIA 643

a FIA � fluoroimmunoassay, RRP � radioreceptorassay, FPIA � fluorimetric polarization immunoassay.
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to improve the labels that are available for detection. For example, biosynthetic
enzymes that do not exist today may be the labels of tomorrow. Bi- or multifunc-
tional enzymes with more ruggedness and specificity can be produced repeatedly
with the same quality (644). Alternative detection methods such as electrolu-
minescence, bioluminescence and phosphorescence, or detection methods that
are only now being conceptualized, may be applied to provide increased sensitiv-
ity and specificity in the future.

B. Automation

Pharmaceutical and biotechnology companies have not yet taken full advantage
of the proliferation in clinical chemistry automation technology. Flexible assay
protocols can be developed to take advantage of existing technology so that a
single system can be applied to a variety of drug assay methods. Similarly, manu-
facturers of automation equipment should consider the pharmaceutical and bio-
technology industries’ needs and collaborate with the bioanalytical laboratories
for future development.

Computers should take the drudgery out of method optimization. Expert
systems should be able to compile all previous IA experience, in much the same
way as QSAR programs design drug molecules to fit receptors, and then apply
it to evaluate a multitude of assay parameters in a factorial design. Potential
applications of computer technology to the IA laboratory holds much promise.
Remember that 10 to 15 years ago, most IAs depended on manual curve-fitting
or number crunching in a centralized mainframe computer. There is no reason
to think that similar advances will not be achieved during the next decade.

Detection methods are critical for future automation, since detection can
be a rate-limiting step in an automated process. In addition to common detection
methods used in manual IA techniques, other detection methods have been ap-
plied to automation. For example, ECL technology has been used for nucleic
acids in the IGEN system. Cell surface markers are detected by the Copalis
system using a fluorescent conjugate and flow cytometry. New detection methods
for drug IAs as well as PD measurements for efficacy and safety should prove
useful in the future.

C. Simultaneous Multianalyte IAs

In the realm of biochemical pharmacodynamic markers and endpoints, simultane-
ous assay methods have the same advantages as they do in the clinical laboratory.
However, the analyst must remember that the objectives are different. The assay
methods must satisfy the same GLP requirements as a drug assay. The assay
results must have the specificity, precision, and accuracy as results that are being
analyzed to fulfill BA/BE requirements.
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D. Genetic Engineering

The greatest asset that IA has to offer is its inherent sensitivity and its potential
selectivity. Recent developments have focused new labels and improving anti-
body binding through the use of genetic engineering to produce monoclonals.
Since conjugation methods have lacked reproducibility, it has not been possible
to ensure that the same antigen conjugates or labeling conjugates would result
each time they were prepared. Genetic engineering efforts need to continue to
focus on highly reproducible preparations of homogeneous monosubstituted pep-
tide–enzyme conjugates that can be applied to IAs (645). By combining geneti-
cally engineered antibodies (646) and conjugates, reproducible sources for IA
components should become more readily available over the next few years.

X. CONCLUSIONS

Immunoassays and related techniques have been successfully applied to a wide
variety of pharmacological agents including drugs, biologicals and pharmacody-
namic markers. The principal advantages of IA techniques remain sensitivity and
high throughout. Principal disadvantages remain concerns about specificity, need
for specially trained individuals, and a general lack of understanding about how
these techniques work. The simplicity of IA methods, once an assay protocol is
established, negate these concerns. Appropriate use of assay optimization tech-
niques make IA methods sensitive, specific, precise, accurate, and ready for auto-
mation.

IA has changed dramatically since the original chapter was written between
1975 and 1978 and published in 1982 (647). Progress has been made, but there
is still room for improvement. With the quantum leaps in computer and analytical
technology that have taken place in the last ten years, it can only be anticipated
that IA will assimilate these along with advances in recombinant technology to
revolutionize bioanalytical chemistry. For now, IA is an integral part of the com-
prehensive pharmaceutical analysis laboratory.
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7
Applications of Capillary
Electrophoresis Technology
in the Pharmaceutical Industry

Charles J. Shaw and Norberto A. Guzman
The R. W. Johnson Pharmaceutical Research Institute,
Raritan, New Jersey

I. INTRODUCTION

Pharmaceutical companies are facing new challenges in the starting millennium.
Drug discovery is a high-stakes game; therefore, innovative strategies are being
planned for the research and development of new and novel breakthrough prod-
ucts (1–7). Genomics, high-throughput screening, robotics, combinatorial chem-
istry, proteomics, proteinomimetics, informatics, and miniaturization are some
of the strategies that are revolutionizing drug discovery efforts (8–18). In addi-
tion, the genome age will change biology forever, providing sequence blueprints
for numerous bacteria, fungi, plants, and animals, and thus facilitating the under-
standing of human behavior, disease, and other health issues. Nevertheless, as
the Human Genome Initiative nears completion, it is becoming increasingly clear
that the behavior of gene products is difficult or impossible to predict from the
gene sequence (19–21).

Genomics, or the analysis of gene sequences, allows identification of novel
proteins which are potential ‘‘drug candidate molecules’’ targeted as therapeutic
agents (22,23). The ability to analyze entire genomes is accelerating gene discov-
ery (8) and presents unique scientific opportunities for understanding the structure
and function of the proteins coded for those genes (24–27). The exponential
growth of knowledge obtained about genes, from the early experiments of Mendel
to the most recent high-throughput sequencing of DNA by capillary array electro-
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Fig. 1 Genetic discovery timeline. This schematic is a brief chronological outline and
essence of the various events that took place for more than a century regarding gene
studies. The information covers the period from 1866 to 1871, which describes the pioneer-
ing work of Mendel and Miesch in the discovery of genes and DNA, respectively, through
the beginning of the massive DNA sequencing that started in the early 1980s. A powerful
tool that accelerated the sequencing of the human genome was the use of high-throughput
DNA sequencers based on multicapillary-array electrophoresis. (A) Representation of a
model system of coupling conventional slow-pace techniques with modern fast-pace and
high-throughput techniques for the advancement of science. (B) Representation of some
of the key steps that were needed in the genomic era to reach the massive undertaking
of sequencing the human genome. (Adapted from Ref. 28.)

phoresis, is illustrated in the genetics discovery timeline (Ref. 28 and Fig. 1). A
complete understanding of the DNA code, which underlies human physiology,
is crucial to unlocking the mystery of normal functioning and disease at the mo-
lecular level (29–32). Comprehending how that happens is, literally, having the
keys to life. Furthermore, it is the gateway to developing better drugs more rap-
idly. The entire history of medical research is that once a disease is well under-
stood, it is only a matter of time until that disease or its effects are ameliorated.

Proteomics is a field that promises to bridge the gap between sequence and
cellular behavior. It aims to study the dynamic protein products of the genome
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and their interactions, rather than focusing on the simple static DNA blueprint
of a cell. Understanding the proteome poses an even greater challenge than se-
quencing the genome (33–42).

High-throughput screening techniques and combinatorial chemistry have
greatly expanded the compound universe from which to pick our development
candidates (43). Combinatorial chemistry produces extensive chemical libraries
and screens them for potential pharmacological activity by searching among a
large source of chemical entities for promising lead compounds (10–13). Once
a promising lead compound is identified in a preliminary screen, it is turned
over to chemists for complete characterization, modification, and eventually for
synthesis in bulk amounts. Combinatorial chemistry in its various manifestations
enables the generation of new molecules with unprecedented speed. As a result,
the supply of lead compounds has never been greater. However, the evolution
from promising lead to useful drug requires much optimization, ranging from the
reorganization of key structural features on the molecule to the reconfiguration of
asymmetric centers. Biocatalysis is particularly well suited to these tasks. In fact,
researchers must do more work after finding hits from screening combinatorial
libraries of pure compounds. A million-compound library may not be any more
valuable than a ten-thousand-compound library. What is really more important
is the types of compounds in the library, their diversity and physical properties,
molecular weight, substructure, and ease of incorporation (44,45).

It is noteworthy that a compound with a great receptor affinity and selectiv-
ity, but with poor biopharmaceutical properties for formulation or delivery, is
rarely regarded as ineligible to enter development. Desirable characteristics of
the ‘‘well-designed compound’’ can include increase potency, higher selectivity,
reduced toxicity, good solubility, excellent stability, effective permeability, and
greater bioavailability. The overall aim of combinatorial chemistry is to make
new molecules faster, more cheaply, and in numbers large enough for high-
throughput screening (HTS). High-throughput screening refers to the integration
of technologies to rapidly assay thousands of chemical compounds simulta-
neously in search of biological activity and a potential drug (13,43,46). The appli-
cation of HTS techniques represents a major increase in automation of the drug
discovery laboratory.

The success of drug development in the pharmaceutical industry, which
uses genomics and combinatorial chemistry strategies as well as proteomics, is
contingent upon the availability of a battery of tools (13,38,39,47,48). Capillary
electrophoresis (CE), or separations on micromachined planar substrates such as
microchips (MC), are outstanding state-of-the-art modern analytical tools to assist
these strategies, as well as to provide additional information through the develop-
ment of numerous and diverse kind of applications aimed at the diagnostic and
pharmaceutical industry (49–68).

Once a potential useful drug exits the phase of drug discovery, it enters
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the phase of drug development. From the first part of drug development until
the drug is approved, a series of analytical, chemical, toxicological, and ADME
(absorption, distribution, metabolism, and excretion) studies are carried out. The
timeline for drug development from preclinical research to postmarketing surveil-
lance is illustrated in Ref. 69 and Fig. 2. The entire process from discovery to
lead candidate selection, through development, and to registration is highly inte-
grated, with overlap and sharing of the informational content across the various
phases (the preclinical phase or Phase 0, the three clinical phases 1, 2, and 3, and
even the postmarketing surveillance phase or pharmacovigilance phase, which is
commonly referred as Phase 4). Currently, pharmaceutical companies are trying
to optimize the science of drug development, from production to evaluation, in
order to manufacture a successful drug product (70). Physicochemical character-
ization studies of the drug start in the early part of the discovery process and
continue until completion of the finished product. Stringent requirements by regu-
latory agencies (71–73) require fine characterization of drug substances, isomeric
forms, degradation products, excipients, impurities, contaminants, and possible
micromolecular interaction of components in finished pharmaceutical products.

Fig. 2 Timeline for drug development. The schematic representation of the time and
steps needed in the development of a successful drug to reach the market. The diagram
represents the process of manufacturing a drug, starting at the early part of the discovery
and screening of a target compound, continuing until reaching the market. The entire
process must comply with a series of stringent requirements by regulatory agencies. (Mod-
ified from Ref. 69.)
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Furthermore, the requirements for stability tests, which are usually performed on
hundreds of samples, require reliable, rugged, and fast analytical tests that are
crucial in the control and research laboratories in order to meet these demands.

Sample preparation may not be a glamorous part of chemical analysis, but
it is where most of the errors occur and where most of the analytical time is
spent. One way of improving sample preparation is to automate these procedures
to shorten analysis time and increase throughput by parallel formats. Advances
in micro-electro-mechanical systems (MEMS) has afforded accurate and repro-
ducible injection volumes by means of microelectronic and micromechanical
pumping, even at volumes of less than one microliter. New technology has re-
cently emerged that has the potential to take automation and miniaturization to
a level unimaginable just a few years ago, drastically reducing costs and sample
analysis time. A comparison of analysis time and sample costs utilizing various
analytical techniques is presented in Tables 1 and 2.

Pharmaceutical analysts rely heavily on separation science to perform the
physicochemical characterization required from drug development to stability
testing of approved drugs (74–80). Many challenges are presented for analytical
chemists (see Table 3), since potential pharmaceutical drugs have a wide range
of physicochemical properties, and a characterization study may take from
one week to several months. For years, gas chromatography (GC) and high-

Table 1 Comparative Analysis Time and Cost for the Assessment of a
Pharmaceutical Drug (Various Formulations)a

Cost and analysis time Methodology HPLC CE

Cost per Analysis (US $) Column 150–450 10–100
Number of uses 100–500 40–200
Solvents (and reagents) 40–200b 4.0–50b

Solvent disposal 30–400 0.5–10
Total cost (per sample) 2.0–5.0 0.5–1.0

Time for analysis (min) Equipment setup 30–60 15–45
Sample preparation 10–30 10–30
Run 15–30 10–60
Total 55–120 30–120

a Multiple formulations are routinely analyzed in the pharmaceutical laboratory. Samples range from
a simple formulation (having just buffer as an excipient) to very complicated formulations (containing
numerous excipients). The finished drug product could be in a simple solution, or in a complex cream.
Thus the matrix, separation medium, and experimental conditions are the limiting factors for the
column and capillary life. The numbers in the table are based on the worse-case scenario. Furthermore,
improvements in HPLC column packings and in the capillary electrophoresis column chemistries
require certain optimal conditions, which are sensitive to drastic changes. These latter optimal condi-
tions may also influence the numbers described in the table
b Some reagents may include cyclodextrins and/or other expensive buffer additives.
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Table 2 Comparative Analysis Time and Cost for a Typical Analyte
Characterization Using Various Analytical Separation Techniques

Total Processing of Cost per
analysis assay points sample

Technique time (min) Throughput per day (US $)

GC 30–60 Medium Up to 50 	2.0
HPLC 30–60 Medium Up to 50 	2.0
CE 15–45 High 	1000a �0.025
Microchip 0.2–2.0 High 	5000a �0.005

a When utilizing an array system.

performance liquid chromatography (HPLC) have been the methods of choice
for analytical tests performed routinely in the pharmaceutical laboratory. A major
requirement of these quantitative techniques is a high degree of accuracy and
precision. These techniques include the determination of physicochemical charac-
terization studies on the drug substance and drug product. Although HPLC has
been accepted for the last three decades, a fairly recent technology, capillary
electrophoresis (capillary-based and microchip-based) is gaining popularity in
the laboratory. CE and MC are versatile techniques which have evolved in recent
years into the forefront of analytical methodology. Capillary electrophoresis and
CE microchip are powerful modern techniques for separating components in sim-
ple and complex matrices. It is a family of separation methods that includes free-
zone electrophoresis, capillary gel electrophoresis, capillary isotachophoresis,
capillary affinity electrophoresis, capillary electrochromatography, and micellar
electrokinetic chromatography (81–86). These methods are capable of handling
the identification and characterization of a diverse group of substances over a
wide concentration range. Using capillary electrophoresis, substances can be sep-

Table 3 Main Challenges for
Analytical Chemists

Resolution
Sensitivity
Speed
Labor
Throughput
Cost saving
Miniaturization
Understanding chemical reac-

tions at the molecular level
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arated in a variety of background electrolytes, including aqueous buffers, partially
aqueous buffers, and completely nonaqueous buffers, when dealing with insolu-
ble substances (87–92). The sample volumes required for analysis are very small,
and a variety of specialized detectors can be employed (93–101).

The main advantage of modern CE over traditional or conventional chro-
matographic techniques is the ability to produce a higher number of theoretical
plates in a liquid-phase separation, relative simplicity, full automation, and cost
effectiveness. Efficient separations result from:

The high electric fields which can be used effectively because of the high
surface-area-to-volume ratio offered by the small-diameter capillary
tube, permitting an efficient heat dissipation

Flat flow generated by the electroosmotic flow

Recently, CE has benefited from several major innovations. The instrumen-
tation has been improved by the concept of parallel processing or multiplexing
(see Refs. 102–108 and Sec. VIII). Characterizing so many compounds creates
significant bottlenecks. Analysts who test many samples can now use parallel
sample introduction into an array of capillaries or microchip channels. This de-
sign is different from single-probe autosamplers, which transfer samples one at
a time. Multiplexing is the process by which multiple samples are analyzed in
a single assay. Here, the single-capillary apparatus is extended to a multiple-
capillary array instrument. This implementation allows the throughput of the sys-
tem to be increased by the number of capillaries in the array. In addition, these
new systems offer improved detection schemes, such as laser-induced fluores-
cence and mass spectrometry.

Another recent innovation deals with the chemistry of the capillary wall.
For example, capillaries have been improved by coating their inner surfaces with
novel chemistries, or by adding a replaceable dynamic coating solution, allowing
better resolution of analytes (109–114). Carrier solutions or background electro-
lytes can be enriched with a variety of additives, permitting the separation of
closely related substances at baseline resolution (see Refs. 115–118 and Sec. II).
These improvements have lead to better precision, selectivity, and accuracy of
separated analytes. Precision and accuracy is improved for both peak migration
and peak area counts for the simple and complex analytes.

Although CE technology has many advantages as an analytical tool, it has
some disadvantages which are currently under investigation for improvements.
For example, two major CE drawbacks frequently discussed by investigators are
(a) the low concentration limits of detection (CLOD) and (b) the lack of detectors
which provide structural information. Recent advances have addressed both of
these issues. Enhancements in CLOD have been achieved by the advent of a
number of preconcentration methods, in particular the use of on-line solid-phase
microextractors or analyte concentrator-microreactors (see Refs. 50,51,58,68,
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119,120 and Sec. VII). Chemically selective detectors (mass spectrometers, laser-
induced fluorescence detectors, etc.) have been available for more than a decade.
This solves some of the problems in CE detection expressed since the inception
of CE technology.

Capillary electrophoresis has a number of advantages compared to HPLC
which are immediately apparent. In the pharmaceutical industry, these include:

Rapid method development and optimization
Faster analysis time
A choice of separation modes
The use of low volumes for expensive reagents
A reduction in the generation of toxic organic waste
Relatively lower operating cost

Capillary electrophoresis has become extremely important in several appli-
cation areas: (a) enantiomeric separations can be achieved by the simple addition
of a chiral additive to the run buffer; (b) rapid and distinctive profiles for different
isoform groups can be obtained by reversed-charge CE separations of heteroge-
neous mixtures; and (c) inorganic and organic ion determination has improved
significantly with new detection systems.

In this overview, we will discuss some of the most common applications
in the pharmaceutical industry environment that utilize capillary electrophoresis
and microchip technology. Additional information can be found elsewhere (50–
69,121–128). The pie chart, which is presented in Fig. 3, summarizes the advan-
tages of capillary electrophoresis. These results are based on a recent survey of
pharmaceutical scientists (129).

Fig. 3 Graphical representation of the advantages of capillary electrophoresis. (Modified
from Ref. 129.)
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II. ENANTIOMERIC SEPARATIONS

Life is heavily dependent on chirality. For example, the human body metabolizes
only the d-enantiomer of glucose and produces only l-amino acids. Chiral dis-
crimination is frequently encountered in biological systems. A key question in
the chemical development and pharmacological testing of new pharmaceutical
compounds is the purity of the stereochemically drug substance in use (130–
135). The disaster with thalidomide (N-alpha-phthal-imidoglutarimide) (136),
prescribed as a sedative to pregnant women in the late 1950s and early 1960s,
is a classic example that has been used to illustrate the significance of drug stereo-
chemistry (137–140). The R isomer has the desired sedation effect, while the
S isomer causes the fetal deformity phocomelia. The accurate determination of
enantiomeric purity is a major concern for the analytical chemist. The stereo-
chemistry of the molecule is provided when documentation is submitted to the
U.S. Food and Drug Administration (FDA) for the manufacture and control of
the drug substance (141,142). The FDA’s policy statement for development of
the new stereo isomeric drugs can be found on the internet at URL: http:/ /
www.fda.gov/cder/guidance/stereo.htm.

During chemical development of the intermediates and final drug, a selec-
tive and sensitive technique is needed to measure enantiomeric purity, because
the pharmacological and pharmacokinetic differences between drug enantiomers
are often significant. By definition, stereoisomers are isomers that are alike one
another with respect to the way the atoms are joined, but differ from each other
by the position of the atoms in space. This includes enantiomers and diastereo-
mers. An equimolar mixture of a pair of enantiomers is known as a racemate. A
molecule having at least one pair of enantiomers is a chiral compound. Enantio-
meric molecular entities are nonsuperimposable mirror images, while diastereo-
mers are not mirror images. Diastereomer examples are cis, trans, meso, Z and
E isomers. The Prague-Ingold terminology (143,144) is used when dealing with
enantiomers and, due to their importance, this discussion will deal only with
enantiomers. The reader is referred to the listed reviews (145–148) for a more
complete description of stereochemistry.

Enantiomeric resolution can be obtained by direct and indirect methods.
The derivatization of a mixture of enantiomers with an optical active agent
(149,150) into diastereomers is the indirect mode. The diastereomers are sepa-
rated using achiral HPLC or GC. The direct mode depends on the formation of
labile diastereomers (formed by hydrogen bonding, dipole–dipole, π–π and/or
hydrophobic interactions) between the enantiomers and chiral environment, a
chiral stationary phase, with which they interact. HPLC, using chiral stationary
phases and derivatization reactions (151–156), has dominated this field, but the
increased selectivity and versatility of CE, as well as the ease of incorporating
various chiral selectors, make it a viable alternative. The number of chiral selector
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additives (157–160) available make CE a true alternative to HPLC. CE is also
more economical and has a much higher efficiency when compared to HPLC.
The separation method in which CE and micellar partition chromatography are
combined is known as electrokinetic chromatography (EKC). Micellar EKC
(MEKC) uses a pseudo-stationary phase by which the separation of neutral or
charged compounds can be obtained. Migration characteristics similar to re-
versed-phase HPLC separations can be obtained by using SDS micelles or other
surfactants. Chiral selectivity is achieved by adding to the MEKC operating
buffer an optically active chiral selector in place of micelles as constituents of
the buffer (161,162). Preferential interaction of one enantiomer with the chiral
selector before the other enantiomer gives the desired resolution.

The chiral buffer additives include antibiotics, cyclodextrins, crown ethers,
polysaccharides, proteins, and chiral surfactants. Cyclodextrins are the most ver-
satile and popular chiral selectors (163–168).

A. Cyclodextrins

Cyclodextrins (CD) are naturally occurring cyclic oligosaccharides that have a
truncated cone structure. The three different forms of cyclodextrins, α, β, and γ,
are based on the size of the cone openings. The hydroxyl groups, which ring the
cavity, can be further modified to increase chiral selectivity by chemically chang-
ing this functional group with hydroxypropyl or dimethyl, amino, sulfated, or
carboxylic groups. These chemical modifications results in ionic chargeable CDs
which enhance the separation of ionic or neutral drug enantiomers.

Enantiomeric resolution of solutes that fit within the molecular cavity, which
is chiral, results in the formation of an inclusion complex (Ref. 169 and Fig. 4).
In general, the enantiomers are separated on the basis of formation constants of
the host–guest complexes. The enantiomer that forms the more stable complex has
a greater migration time because of this effect. The chiral recognition mechanism
for cyclodextrin enantioseparation has been discussed in several works (163–168).

The following applications are provided as examples of the chiral selectors
listed below. The purpose is to demonstrate the usefulness of capillary electropho-
resis for the resolution and quantitation of enantiomers. Additional applications
can be obtained from specific literature searches or from CE reviews on applica-
tions to pharmaceutical analysis (163–170).

One interesting application is the separation of the enantiomeric aspartyl
dipeptides. Figure 5 shows the electropherogram of Asp-PheOMe and Asp-
PheNH2 at pH 3.3. At this pH, the amino groups of the peptides are fully proton-
ated. Small differences of the pKa of the carboxylic acid groups result in different
electrophoretic mobilities of the diastereomers. Some of the β-peptides (β-L/D
and β-D/L) are apparently more acidic than the α-isomers (α-L/D and α-D/L)
and therefore migrate more slowly (171). Other β-isomers (β-L/L and β-D/D)
migrate more quickly than the α-isomers (α-L/L and α-D/D).
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Fig. 4 Schematic representation of the interaction of a representative drug substance
with cyclodextrin. A wide range of noncharged and charged (anionic, cationic, and ampho-
teric) cyclodextrins have been used as chiral selectors, as well as for the optimized separa-
tion of nonchiral compounds using capillary electrophoresis. Cationic and amphoteric
cyclodextrins are less commonly used in chiral analysis, and only a few are commercially
available. The degree of substitution of a cyclodextrin may vary from one manufacturer
to another or even from batch to batch, which may have a detrimental effect on the repro-
ducibility and ruggedness of the separation system. (Modified from Ref. 169.)

Fig. 5 A typical application of capillary electrophoresis for chiral separations of small
peptides. Chiral separation of the isomeric dipeptides (A) of Asp-PheOMe and β-Asp-
PheOMe and (B) of Asp-PheNH2 and β-Asp-PheNH2. The separation was carried out at
pH 3.3 using 15 mg/mL of carboxymethyl-β-cyclodextrin as the chiral selector. (For de-
tails of experimental conditions, see Ref. 171.)
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The use of sulfated β-cyclodextrins as chiral resolving agents for the quanti-
tative determination of chiral purity of pharmaceutical compounds has shown
great utility (172–178). A systematic method development approach was used
by modifying selected parameters such as concentration of the chiral selector,
buffer pH, organic modifiers, buffer concentration, temperature, and applied volt-
age (179–186). This investigation provided an improved understanding of the
separation mechanism. The optimized method was validated in terms of the chiral
selector, linearity, sensitivity, accuracy, recovery, ruggedness, and precision.

The enantiomeric separation of some racemic antihistamines and antimalar-
ials, namely (�/�)-pheniramine, (�/�)-bromopheniramine, (�/�)-chlorophen-
iramine, (�/�)-doxylamine, and (�/�)-chloroquine, were investigated by cap-
illary zone electrophoresis (CZE). The enantiomeric separation of these five
compounds was obtained by addition of 7 mM or 1% (w/v) of sulfated β-cyclo-
dextrin to the buffer as a chiral selector. It was found that the type of substituent
and degree of substitution on the rim of the cyclodextrin structure played a very
important part in enhancing chiral recognition (174). The use of sulfated β-cyclo-
dextrin mixtures as chiral additives was evaluated for the chiral resolution of
neutral, cyclic, and bicyclic monoterpenes. While there was no resolution of the
monoterpene enantiomers with the sulfated β-cyclodextrin, the addition of α-
cyclodextrin resulted in mobility differences for the terpenoid enantiomers. Reso-
lution factors of 4–25 were observed. The role of both α-cyclodextrin and sul-
fated β-cyclodextrin in these separations was discussed (187). The enantiomeric
separation of 56 compounds of pharmaceutical interest, including anesthetics,
antiarrhythmics, antidepressants, anticonvulsants, antihistamines, antimalarials,
relaxants, and broncodilators, was studied. The separations were obtained at pH
3.8 with the anode at the detector end of the capillary. Most of the 40 successfully
resolved enantiomers contained a basic functionality and a stereogenic carbon
(173).

A method development protocol, based on the charged resolving agent mi-
gration model, for the analysis of a minor enantiomer using a single-isomer sul-
fated cyclodextrin has been used (188). The single isomer heptakis(2,3-diacetyl-
6-sulfato)-β-cyclodextrin has been described (188) to resolve a variety of weak
base pharmaceuticals in 100% methanol background electrolyte (189). As pre-
dicted by the charged resolving agent migration model of enantiomer separations
(190), very large separation selectivities were observed for the cationic analytes
around the heptakis(2,3-diacyl-6-sulfato)-β-cyclodextrin concentrations where
the effective mobilities of the slower migrating enantiomers approached zero.
Neutral analytes and acid analytes complexed very weakly with the single-isomer
sulfated cyclodextrin in the methanol background electrolyte.

There is a plethora of reports in the literature on CE chiral separations.
Approximately 80% use cyclodextrins as the chiral resolving agent. The use of
cyclodextrins buffer additives in capillary zone electrophoresis is the most popu-
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lar means of obtaining chiral resolution (163–167,191–193). In capillary zone
electrophoresis, direct separation is obtained by adding the appropriate cyclodex-
trin, which has previously been dissolved in the buffer electrolyte. The cyclodex-
trins have been used individually or as a mixture of different cyclodextrin types
added to the separation buffer.

Chiral basic drug enantiomers can be separated at low pH using phosphate
buffer containing cyclodextrins, while high-pH electrolytes can separate chiral
acidic drug enantiomers. A rapid method for developing separation conditions
for the chiral resolution of basic or acidic drugs using CD additives has been
described (181). Hydroxypropyl-α-cyclodextrin was used to resolve 34 of 86
drugs tested into enantiomeric pairs (194). Using a mixture of anionic charged
and neutral cyclodextrins (195), it was possible to resolve a series of acidic non-
steroidal anti-inflammatory drugs, barbiturates, and anticoagulants.

A simple method for the resolution of underivatized aromatic amino acid
enantiomers used alpha-cyclodextrins (196). Cyclodextrin concentration, applied
voltage, and buffer pH were studied to obtain the best separation conditions. The
effects of several cyclodextrins and their concentration on enantiomeric resolu-
tion of profen enantiomers were examined. Heptakis-2,3,6-tri-O-methyl-β-cyclo-
dextrin was found to be the only chiral selector for the quantitative enantiomeric
resolution of the drug compounds tested (197). Comparison of chiral recognition
capabilities of cyclodextrins for the separation of basic drugs has also been inves-
tigated (198). The type of substituents and the degree of substitution on the rim
of the CD structure played an important role in enhancing chiral recognition.
Cyclodextrins with negatively charged substituents and a higher degree of substi-
tution on the rim of the CD structure gave better resolution for the cationic race-
mic compounds compared with cyclodextrins with neutral substituents. Further-
more, lower concentrations of negatively charged cyclodextrins were necessary
to achieve equivalent resolutions as compared to the neutral ones. Three β-cyclo-
dextrin derivatives, carboxymethyl-(CMCD), dimethyl-, and hydroxypropyl-β-
cyclodextrin, were tested as chiral selectors for the enantiomeric separation of
seven basic drugs using buffers adjusted to pH 3.0 with 100 mM phosphoric acid
(199). The best results with respect to chiral resolution were obtained with
CMCD. Resolution values up to 23.7 were obtained for several compounds using
CMCD in the 5–15 mM concentration range.

Methods development for chiral analyses has been one of the most chal-
lenging separation problems for the analytical chemist in the pharmaceutical in-
dustry. Racemic drug substances have a variety of chemical structures and several
chiral selectors are available for the analyst to choose in order to obtain the enan-
tioselectivity needed for chiral resolution. To alleviate this problem, a fast capil-
lary electrophoresis procedure for the enantiomeric separation of acidic and basic
compounds using native and modified cyclodextrins has been described (200).
The technique is called cyclodextrin array chiral analysis. A generalized optimi-
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zation scheme eliminates the traditional hit-or-miss approach. The basis for capil-
lary electrophoresis resolution of drug enantiomers and the factors affecting their
enantiomeric separation can be found in a review article which describes basic
principles and new developments. This review covers the use of CDs and some
of their derivatives in the studies of pharmacologically interesting compounds
(201).

Although cyclodextrins are used primarily for the enantiomeric separation
of racemic compounds, other functions may also be of importance. For example,
cyclodextrins have been used to optimize separation conditions of compounds
which are not stereoisomers. Figure 6 depicts the separation of phenol, 2-naph-
thol, and 1-naphthol in the presence of an increasing concentration of sulfobutyl
ether β-cyclodextrin (SBE-β-CD). The migration behavior of these analytes
changes due to the binding of SBE-β-CD to the analytes, increasing their negative
electrophoretic mobility at increasing concentrations (202). Figure 7 shows the
separation of eight heterocyclic pharmaceutical compounds that are insoluble in
aqueous buffers (169). To achieve optimal resolution, a combination of two con-
ditions permitted successful baseline separations: the presence of a nonaqueous
buffer and the addition of sulfated-α-cyclodextrin to the buffer (169).

B. Glycopeptide Antibiotics

Glycopeptide antibiotics have been found to be very effective chiral selectors in
the enantiomeric separation of racemic pharmaceutical compounds. Vancomycin,
ristocetin A, rifamycins, teicoplanin, kanamycin, streptomycin, and avoparcin
have been added to the running buffer to obtain enantioseparation (161,203–
207). A few technical modifications, such as coated capillaries and separation
conditions in the reverse polarity mode (as opposed to normal polarity mode,
where the flow is from anode to cathode) were found to improve sensitivity and
increase efficiency (116,208).

The advantages and limitations of vancomycin as a chiral selector in CE
has been reported (209,210). This investigation implied that chiral separations

Fig. 6 The effect of the addition of a sulfated β-cyclodextrin additive on the nonchiral
separation profile of three analytes. The separation was carried out using increasing con-
centrations of sulfobutyl ether β-cyclodextrin (0–20 mM) in 160 mM borate buffer. The
peak numbers correspond to 0 (EOF marker—methanol), 1 (phenol), 2 (2-naphthol), and
3 (1-naphthol). The concentrations of sulfobutyl ether β-cyclodextrin are (a) 0 mM, (b)
1.0 mM, (c) 2.0 mM, (d) 3.0 mM, (e) 4.0 mM, (f) 5.0 mM, (g) 7.5 mM, (h) 10.0 mM,
(i) 12.5 mM, (j) 15.0 mM, (k) 17.5 mM, and (l) 20.0 mM. (For details of experimental
conditions, see Ref. 202.)
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Fig. 7 The effect of the addition of a sulfated α-cyclodextrin additive on the separation
profile of eight analytes. The separation was carried out in the presence of a fixed concen-
tration (5 mM) of sulfated α-cyclodextrin in 80 mM phosphate buffer, pH 1.9, and 1:1
(vol/vol) acetonitrile/water. (For details of experimental conditions, see Ref. 169.)

with vancomycin need not be restricted to carboxylic acids. The interactions of
vancomycin with analytes are affected by the concentration and chemical compo-
sition of the buffer as well as the buffer pH. Experimental and modeling studies
were carried out to elucidate the similarities and differences for vancomycin,
ristocetin A, and teicoplanin (211). Although these antibiotics have similar struc-
tures, they give similar but not identical enantioselectivities. From their studies,
the authors invoked the ‘‘principle of complementary separations,’’ that is, a
partial resolution with one selector can be brought to baseline with one of the
other antibiotic chiral selectors. Ristocetin A appeared to have the best antibiotic
chiral selector capability for enantioseparations. A list of the most recent publica-
tions on the subject of chiral separations achieved by CE where antibiotics were
used as chiral selectors can be found in recent review articles (193,204).

Rifamycin B resolved several racemic amino alcohols, such as atenolol,
alprenolol, ephedrine, norphenylephrine, salbutanol, terbutaline, and others (212).
The charge-charge, hydrogen bonding, and hydrophobic inclusion interactions
between the negatively charged rifamycin and the amino alcohol provide chiral
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recognition. The authors (212) discuss the experimental factors for optimizing
the separation. Teicoplanin was used to resolve over 100 anionic racemates. Tei-
coplanin’s enantioselectivity was found to be the opposite of the ansa-type antibi-
otics (e.g., Rifamycin), which prefer cationic compounds. It was found to form
micelles in aqueous solutions which are pH dependent, and in alcohol–water
mixtures the teicoplanin precipitated. Additional investigation with vancomycin,
ristocetin A, and teicoplanin examined the commonality for chiral recognition
(213).

C. Other Chiral Selectors

The separation of primary amine and amino acid enantiomers and/or isomers
was successfully accomplished by adding 18-crown-6-tetracarboxylic acid
(18C6H4) to buffer constituents. A synergistic effect can be obtained for the
resolution of the analytes, which were not resolved by either crown ether or the
cyclodextrin, by using a combination of both chiral selectors. The buffer compo-
nents, pH, and percentage of organic modifier affect resolution (214). The relative
advantages and dissadvantages of enantiomeric resolution of primary amines by
CE and HPLC using chiral crown ethers have been reported (215). The separation
techniques were found to be complementary. The separation of dipeptides con-
taining two stereogenic centers were resolved into the four optical isomers with
baseline separation (216).

A review of enantiomeric separations by CE using polysaccharides as chiral
selectors has been reported (217). Ionic and neutral polysaccharides (e.g., heparin,
chondroitin sulfate, dextrin, and maltodextrins) have been used to resolved en-
antiomers. Racemic acidic drugs were resolved with maltodextrins (218), while
heparins and cyclodextrins were used to resolve oxamigue (219). A large number
of drugs have been found to bind enantioselectively to proteins.

Alpha-1-acid glycoproteins (220,221), bovine serum albumin (222–224),
pepsin, and cellobiohydrolase I (223) have been used as chiral selectors. In gen-
eral, enantiomeric separation increases with increased protein concentration;
however, this results in a sensitivity loss due to high background signal. The use
of a partial filling technique for the capillary injection to overcome this limitation
has been reported (220,221).

Chiral surfactants have been used for the enantiomeric separation of ionic
and hydrophobic compounds. Poly-(sodium-N-undecylenyl-l-valinate) and poly-
(l-SUV) can be used to resolve neutral, acidic, and basic compounds (225,226).

III. SMALL-MOLECULE SEPARATIONS

Numerous applications in the literature describe the analysis of small-molecule
pharmaceuticals (see Refs. 56,57,59,121–129 and Table 4). A summary of the
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Table 4 Determination of Small-Molecular-Weight
Pharmaceutical Drugs by Capillary Electrophoresisa

Drug Mode of separation References

Alendronate CZE 227
Amiloride CZE 228
Amitryptyline NACE 229
Amoxicillin CZE 230
Amphetamine CZE, NACE/MS 231–235
Atracurium besylate CZE 236
Bambuterol CZE 237
Barbiturates CZE/MEKC 238
Bendroflumethiazide CZE 228
Benzodiazepines CZE/MEKC 238
Beta blockers CZE 239
Betametasone CZE 240
Bile acids EKC 241
Bumetanide CZE 228
Caffeine CEC 242
Calcium antagonist EKC 243
Captopril CZE 244
Cephalosphorin CZE 245
Chlorothiazide MEKC 246
Cimetidine CZE 247
Clenbuterol ITP-CZE 248,249
Clomiphene EKC 250
Cocaine CZE 234
Codeine CZE 251–253
Dexamethasone MEKC 254
Enalapril MEKC 255
Ephedrine CZE 233,256
Ergotamine CZE 240
Fenoterol CZE 257
Flufenamic ACE 258
Flumethasone MEKC 254
Flurbiprofen ACE 258
Heroin CZE 259
Hydrochlorothiazide MEKC 246
Ibuprofen CZE 251,252
Imipramine NACE 260,261
Imipramine maprotiline ITP 262
β-Lactam antibiotics CZE, MEKC, ITP 263–265
Leucinostatins CZE 266
Lidocaine CZE 267,268
Methamphetamine CZE 232,256,269
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Table 4 Continued

Drug Mode of separation References

Methadone CZE 232
6-Mercaptopurine CZE 270,271
Methylthiouracyl CZE 272
Morphine CZE/MS 234,273
Paracetamol MEKC 274,275
Penciclovir CZE 276
Phenothiazines EKC 277
Pilocarpine CZE, MEKC 278,279
Polymyxins CZE 280
Procaine CZE 267,268
Propylthiouracyl CZE 272
Ranitidine CZE 281
Salbutamol CZE 257,282
Selegiline CZE 231,256
Sulfadiazine CZE 283
Sulfamethoxazole CZE 283
Sulfonamides CZE, MEKC 284–287
Suramin MEKC 288–290
Taxol MEKC 291
Terbutaline CZE 257,292
Tetracyclines CZE 293,294
Theophylline MEKC 242,295
Tiaprofenic EKC 296
Triamterene CZE 228
Tropane MEKC, CZE/MS 297–299
Venlafaxine EKC 300

a The various capillary electrophoresis applications shown in this table
are only a selected group of pharmaceutical drugs analyzed by CE. For
a more comprehensive studies of drugs determined by capillary electro-
phoresis, see Refs. 55–57,77,83,86,92,121–128.

drug classes that have been analyzed by the different modes of capillary electro-
phoresis has been described earlier (301). This review details applications from
within a pharmaceutical analytical laboratory and provides selected literature ex-
amples. The applications include quantitative analysis of drug related impurities,
drug substance in formulations, and chiral analysis.

Representative applications of small-molecule pharmaceuticals included in
this section are antibiotics, barbiturates, flavonoids, vitamins, basic drugs, cold
medicines, and corticosteroids. An MEKC method was validated according to
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United States Pharmacopeia (USP) guidelines for the determination of a cepha-
losphorin in solution (302). The validation included specificity and linearity, and
the methods were repeated by different analysts on different days. The determina-
tion of aminoglycoside antibiotics using direct and indirect ultraviolet detection
has been reported (303). The separation of six aminoglycosides was accomplished
using a background electrolyte of 0.1 M imidazole acetate at pH 5.0 with a small
amount of surfactant. Tetracyclines and their degradation products were separated
by CZE using electrolytes which contained ethylenediaminetetraacetic acid
(EDTA) (304). These antibiotics degrade in acidic media to give anhydrotetracy-
clines which can epimerize to form other degradants. It is imperative to separate
the degradants from the parent compound because of the differences in biological
activity. The CZE method was found to be better than the HPLC method reported
in the USP.

A set of 25 barbiturates was analyzed using CZE and MEKC. Buffers con-
sisting of 90 mM borate, pH 8.4 (CZE), and 20 mM phosphate, 50 mM sodium
dodecylsulfate (SDS), pH 7.5 (MEKC). The methods were evaluated for their
suitability in systematic toxicological analysis (STA), especially when a combi-
nation of methods having a low correlation is used (305). A solid-phase microex-
traction device in combination with CE for the determination of barbiturates was
described (see 306 and Sec. VII). The detection limit for 10 barbiturates was 0.1
ppm in urine, while the limit of detection was about 3 times poorer in bovine
serum (306). Polyacrylamide-coated columns have been used for barbiturates and
benzodiazepines. Seven kinds of barbiturates were sucessfully separated with the
coated columns without further additives (307). The benzodiazepines, which are
electrically neutral solutes, were separated in the presence of SDS. The CE
method offered fast and efficient separations of the more hydrophobic solutes.

A mixture of seven hydroxylated and methoxylated flavonoids was re-
solved by MEKC using 20 mM borate, 25 mM SDS, pH 8.0, with 20% methanol.
The capacity factors of the ionized flavonoids were determined after correction
from the influence of buffer pH and their dependence versus the SDS micellar
concentration. The correlation was found to be linear, and partitioning coeffi-
cients between the aqueous and SDS micellar phase were determined. Their val-
ues were interpreted from the structural features of these compounds (308). Both
qualitative and quantitative determinations of several isoflavone materials have
been reported (309). CE combined with electrospray ionization mass spectrometry
in the negative mode was employed. Mass spectrometry overcame the low sample
loading drawback, which is inherent in the CE technique. Quantitative analysis of
synthetic mixtures were carried out using a calibration curve in the range of 0.2 to
20 fmol. The correlation coefficients obtained for the calibration curves ranged
from 0.997 to 0.994 for pseudobaptigenin and daidzein, respectively.

After a bibliographic search of the Analytical Abstracts database (310), it
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was concluded that capillary electrophoresis is the best method for the simultane-
ous determination of water-soluble vitamins. The methods, HPLC, derivative
spectrophotometry, and capillary electrophoresis, were summarized, and the cri-
teria for their selection, performance characteristics, advantages and disadvan-
tages, and practicability were discussed. The review contained 52 references. The
quantitative analysis of thiamine, nicotinamide, riboflavin, pyridoxine, ascorbic
acid, and panothenic acid was achieved using CZE with uncoated capillaries and
UV detection (311). The method was very useful for the separation of more com-
plex samples; a mixture of 10 water soluble vitamins completely resolved in 10
min. However, cyanocobalamine could not be separated from the nicotinamide
in this CZE system. This was due to the compounds being in the uncharged form
at the pH used. They are easily resolved by MEKC when the anionic surfactant
dodecylsulfate is added to the run buffer. Six water-soluble vitamins could be
resolved in 25 min using 0.02 M phosphate, pH 9.0, buffer containing 0.025 M
SDS (312). This method was found to be accurate and reproducible, as well as
simpler than a gradient HPLC method. A multivariate optimization approach for
the separation of water-soluble vitamins and related compounds by capillary elec-
trophoresis has been reported (313).

A recently proposed method (314) for the separation of fat-soluble vitamins
by electrokinetic chromatography was further developed (315). The separation
medium consisted of acetonitrile :water (80:20 v/v) and contained tetradecylam-
monium bromide as a pseudostationary phase. The high acetonitrile content was
necessary to keep the hydrophobic vitamins in solution during electrophoresis.
With the cathode placed at the capillary outlet, the fat-soluble vitamins were
separated based on different hydrophobic interactions with the pseudo-stationary
phase. The vitamins migrated in order of decreasing hydrophobicity prior to the
electroosmotic flow.

Nonaqueous capillary electrophoresis has been applied to the separation of
basic drugs (316). Efficient, rapid, and versatile conditions were obtained with 20
mM ammonium acetate in acetonitrile–methanol–acetic acid (49:50:1). Baseline
separations of 9 morphine analogs, 11 antihistamines, 11 antipsychotics, and 10
stimulants could each be obtained within 6 min. Migration times for individual
components had Relative Standard Deviation between 0.8% and 3.5%. Using an
internal reference, normalized peak areas were between 2.2% and 9.1%. The
precision data was reported to be instrument dependent, since excellent results
were obtained only when the instrument had precise evaporation- and tempera-
ture-control systems.

The separation of neutral and basic drugs by capillary electrophoresis using
lauryl(oxyethylene)sulfate as an additive provided excellent separation of proton-
ated organic bases when the surfactant was added to the running electrolyte. The
type and concentration of surfactant, as well as composition of the aqueous or-
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ganic solution, was varied to obtain separations of both neutral and cationic or-
ganic compounds (317). A new CZE method for the determination of tacrine, 7-
methoxy tacrine, and its metabolites in pharmaceutical and biological samples
has been reported (318). Separations took less than 10 min. The detection limits
obtained (s/n � 3) were 3 ppb for tacrine and 4 ppb for 7-methoxy tacrine. The
methods were suitable for therapeutic monitoring.

A simple and rapid method for the separation of chlorpheniramine maleate,
acetaminophen, and vitamin C in cold-medicine ingredients was obtained by cap-
illary electrophoresis with amperometric detection (319). The effects of detection
potential and organic modifier, 1,2-propanediol, were investigated. Sample recov-
ery ranged from 94% to 103%. An HPCE method for the determination of dextro-
methorphan, chlorpheniramine maleate, pseudoephedrine hydrochloride, sodium
benzoate, and acetominophen was found to be faster, convenient, and more eco-
nomical when the CE method was compared to the HPLC method (320). A
MEKC method was developed for the simultaneous determination of active ingre-
dients used in cold medicine. Eleven active ingredients were determined using
SDS and ethyl sulfate. When peak area ratios were used for quantitation, the
R.S.D. ranged from 0.6% to 2.1% (321).

The role of five different anionic surfactants was investigated for the sepa-
ration of cold medications by MEKC and their resulting electropherograms were
compared with those obtained by CZE (322). The migration order of the 12 ingre-
dients was significantly different among the five surfactants. Buffer pH and sur-
factant concentrations were investigated. The cold-medicine ingredients were
separated within 30 min by MEKC with approximately 200,000 theoretical plate
number, and selectivity was improved in comparison with CZE. An internal stan-
dard technique was used to quantitate some of the active ingredients combined
in the commercial preparations.

The separation of endogenous 17- or 18-hydroxylated corticosteroids of
the 21-hydroxylated 4-pregnen series was obtained by capillary electrophoresis
of their charged borate chelate complexes (323). Aldosterone, 18-hydroxycorti-
costerone, 18-hydroxy-deoxycorticosterone, cortisone, cortisol and 11-deoxycor-
tisol are separated and resolved with 400 mM borate buffer at pH 9.0. The
corticosteroid/borate chelation complex as indicated by CE data correlated well
with 11 B-NMR. The separation of corticosteroids and benzothiazin analogs were
studied by MEKC and a comparison with CZE was made (324). Bile salts, which
have a similar carbon skeleton to the corticosteroids, were used for the separation
of these steroids. A short analysis time, 15 min, and a high number of theoretical
plates (150,000–350,000) were obtained. Sodium cholate was found to be very
effective. The MEKC method was applied to the determination of the drug sub-
stance in tablets and cream formulations. An internal standard method was used
for quantitation. The purity of the drug substance was also determined.
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A selective CZE microassay was developed for the determination of dexa-
methasone phosphate and its major metabolite, dexamethasone, in tears (325).
An internal standard, indoprofen, was used for quantitation. The limits of detec-
tion and quantification were 0.5 and 2.0 µg/mL, respectively. The quantitative
method was essential for the in-vivo determination of the dexamethasone concen-
tration–time profiles in tears after the application of the anti-inflammatory drug.
Two examples of rapid and simple drug analysis in pharmaceutical formulations
using capillary electrophoresis can be found in the methods described for the
separation of naphazoline, dexamethasone, and benzalkonium in nose drops
(326).

The preceding applications have demonstrated that capillary electrophore-
sis is a versatile and mature technique in the pharmaceutical analysis laboratory.

IV. CAPILLARY ION ANALYSIS

The salt form provides the chemical development group a means of changing
the physicochemical and pharmacokinetic properties of a drug candidate. The
importance of choosing the correct salt form from the FDA-approved list (327)
continues to be a challenge for the synthetic chemist. A salt selection rationale
has been provided for basic drugs (328). The analytical group is concerned with
the quantitative determination of the free base and conjugate acid. Capillary ion
analysis (CIA) is favored over ion chromatography. CIA has separation efficien-
cies approaching 1 million theoretical plates with high peak capacity (329). Mi-
gration times are very rapid, in many cases less than 10 min, and migration can
be predicted from ionic equivalent conductance scales published in the literature
(330–338).

Indirect UV detection is a common technique which has been applied to
the analysis of cations and anions. A UV-absorbing anion plus an electroos-
motic flow modifier is added to the electrolyte. The displacement chromophore
permits indirect photometric detection. Optimum separations can be achieved
by choosing an electrolyte anion which has a mobility similar to the ions of
interest. Some investigators have used conductivity detection, while others have
used indirect laser-induced fluorescence for anion detection. Detection of the
nonfluorescence analyte is obtained by charge displacement of the fluorophore
(339,340).

A CZE method was used to separate EDTA complexes of selected trivalent
and divalent transition-metal ions. By adding a surfactant to the separation buffer,
an improvement in peak shape and short migration times was obtained (341 and
Fig. 8). The ions characterized by CIA consist of 147 ionic species, including
inorganic anions, inorganic cations, and organic anions (329).
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Fig. 8 The effect of the addition of the cationic surfactant tetradecyltrimethylammonium
bromide (TTAB) in the separation buffer for the separation of ion complexes with the
chelating agent EDTA. TTAB, 0.5 mM, was added to the separation buffer for the separa-
tion of NO3 (1), Cu-EDTA, Pb-EDTA, EDTA (2), Cr-EDTA (3), and Fe-EDTA (4). (For
details of experimental conditions, see Ref. 341.)

V. CAPILLARY ELECTROCHROMATOGRAPHY

Capillary electrochromatography (CEC) is a high-efficiency microseparation
technique in which mobile-phase transport through a capillary (usually 50- to
100-µm I.D., packed with stationary-phase particles) is achieved by electroos-
motic flow instead of a pressure gradient as in HPLC (342–349). The absence
of backpressure in electroosmotic flow allows the use of smaller particles and
longer columns than in HPLC. In the reversed-phase mode, CEC has the potential
to yield efficiencies 5 to 10 times greater than reversed-phase HPLC.

The applications of CEC in the pharmaceutical industry have been dis-
cussed by several investigators (350–361). A typical separation for neutral and
basic compounds is presented in Fig. 9, illustrating the potential of this technique
(358).
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Fig. 9 Separation of neutral and basic compounds by electrochromatography: thiourea
(1), dimethyl phthalate (2), anisole (3), naphthalene (4), nortiptyline (5), amitriptyline (6),
clomipramine (7). (For details of experimental conditions, see Ref. 358.)

A commercial CE system and a micropacked capillary was used to separate
NE, OE, and S-containing heterocyclic compounds. Migration time reproduc-
ibility, linearity, and detector response was found to be comparable to HPLC. A
study of the heterocyclic compound’s elution order followed that predicted by the
octanol–water partition coefficients (354). While chiral CEC provides improved
resolution and higher efficiencies, additional work is needed since chiral CEC
capillaries are not available commercially. The separation principles and chiral
recognition mechanism for the separation of enantiomers have been reviewed
(355). Furthermore, a comprehensive collection of drug applications and other
compounds of interest has been reported (356). Direct enantiomeric separations
by CEC were studied using a capillary packed with alpha-1-acid glycoprotein
chiral stationary phase (357). Chiral resolution was achieved for enantiomers
of benzoin, hexobarbital, pentobarbital, fosfamide, disopyramide, methoprolol,
oxprenolol, and propanolol. The effects of pH, electrolyte concentration, and con-
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centration of organic solvent in the mobile phase on the retention and selectivity
were studied. A compilation of enantiomeric CEC separations can be found in
Refs. 359 and 360.

Electrochromatography for the most part involves the presence of bead
particles, or similar packing materials, to separate analytes, but recently electro-
chromatography in the absence of packing materials was reported for the separa-
tion of two proteins. The partition of the analytes was accomplished by chemistry
that covalently bonded the stationary phase directly to the walls of the capillary
instead of bonding it to bead particles. This approach, termed open-tubular capil-
lary electrochromatography, involves etching the inner walls of the capillary sur-
face in order to increase the surface area by a factor of up to 1000, followed by
chemical modification to provide the selectivity desired. Figure 10 depicts the
separation of turkey and chicken lysozymes using bare and C-18–modified,
etched capillary. One major advantage of this system is the absence of a frit
structure to hold the packing material. The capillaries used in open-tubular capil-
lary electrochromatography do not have beads or frits, which minimizes bubble
formation, eliminates backpressure, and allows for a normal uninterrupted elec-
troosmotic flow (361).

Fig. 10 Separation of turkey (1) and chicken (2) lysozymes on a bare capillary (A)
by capillary zone electrophoresis, and C-18 modified etched capillary (B) by open-
tubular capillary electrochromatography. (For details of experimental conditions, see Ref.
361.)
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VI. BIOMOLECULES

In the late 1980s and 1990s, biopharmaceuticals entered the market and raised
the hope that macromolecules, largely proteins, would be a new class of pharma-
ceutical drugs (362–368). The economic success has been high, reaching many
billions of dollars in sales (368). However, the economic arguments as well the
failures that some biopharmaceuticals have had are making pharmaceutical com-
panies realign their strategies in the search for new protein drugs. Because some
60 million patients worldwide thus far have benefited from protein pharmaceuti-
cals, we thought it would be useful to the reader to present a summary of the 84
proteins currently approved in the United States or the European Union (see Ref.
368 and Table 5). According to present estimates, around 500 biopharmaceuti-
cals, produced in animals and plants, are currently undergoing clinical trials
(368,369).

The majority of protein drugs are formulated as parenteral solutions and
they will probably remain as injectables for the near future (370,371). Parenteral
protein formulations have a more limited shelf life compared to solid dosage
forms (372,373). Additional disadvantages of peptides as drugs have been re-
ported; for example, they often lack validation in animal models, have difficulty
in tissue penetration, may be immunogenic, and in general will probably be used
only for acute indications (374–377). Progress has been made in various areas
to improve effectiveness of the final drug product. There is currently an intense
search for new delivery systems and alternative administration routes to produce
effective drugs with promising levels of good bioavailability, excellent safety,
and a reasonable production cost. The rapid maturity in the field of biopharmaceu-
tical formulation (371) is yielding drug products with enhanced protein stability,
as well as maintaining efficacy during storage and transportation.

The field of proteomics is becoming increasingly important as genome se-
quences are being completed and annotated (33–42,378–383). The discovery of
hundreds of thousands of new proteins and peptides will provide the opportunity
to map out complex cellular interactions at an unprecedented level of detail. Fur-
thermore, with the advent of the field of proteinomimetics, which utilizes peptide-
based molecules to mimic native protein function, many new and novel peptide
and nonpeptide compounds will find niches as pharmaceutical drugs (383–386).

Therefore, the ability to characterize thousands of proteins of different
physicochemical complexities which are found in nature at various levels of con-
centrations raises an immediate challenge to protein biochemists. Through the
years, a variety of techniques have been used for the identification and character-
ization of various proteins and peptides in the assay and quality control of drug
substance and formulated drug products. Some of these techniques include poly-
acrylamide gel electrophoresis (PAGE), high-performance liquid chromatogra-
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Table 5 Biopharmaceutical Drugs Currently Approved Which are Already in General Medical Use

Product Cell line production Company Therapeutic indication

Recombinate (rh Factor VIII) Animal cell line Baxter Healthcare/Genetics Hemophilia A
Institute

Bioclate (rh Factor VIII) CHO cells Centeon Hemophilia A
Kogenate (rh Factor VIII) BHK cells Bayer Hemophilia A
ReFacto (B-domain-deleted rh Fac- CHO cells Genetics Institute Hemophilia A

tor VIII)
NovoSeven (rh Factor VIIa) BHK cells Novo-Nordisk Some forms of hemophilia
Benefix (rh Factor IX) CHO cells Genetics Institute Hemophilia B
Revasc (r hirudin) S. cerevisiae Ciba Novartis/Europharm Prevention of venous thrombosis
Refludan (r hirudin) S. cerevisiae Hoechst Marion Roussel Beh- Anticoagulation therapy for hepa-

ringwerke rin-associated thrombocytopenia
Activase (rh tPA) CHO cells Genentech Acute myocardial infarction
Ecokinase (r tPA) E. coli Gatenus Mannheim Acute myocardial infarction
Retavase (r tPA) E. coli Boehringer Mannheim/ Acute myocardial infarction

Centocor
Rapilysin (r tPA) E. coli Boehringer Mannheim Acute myocardial infarction
Humulin (rh insulin) E. coli Eli Lilly Diabetes mellitus
Novolin (rh insulin) — Novo Nordisk Diabetes mellitus
Humalog (rh insulin analog) E. coli Eli Lilly Diabetes mellitus
Insuman (rh insulin) E. coli Hoechst AG Diabetes mellitus
Liprolog (rh insulin analog) E. coli Eli Lilly Diabetes mellitus
NovoRapid (rh insulin analog) — Novo Nordisk Diabetes mellitus
Lantus (rh insulin analog) E. coli Aventis Diabetes mellitus
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Table 5 Continued

Product Cell line production Company Therapeutic indication

Infergen (r IFN-α) E. coli Amgen/Yamanouchi Europe Chronic hepatitis C
Intron A (r IFN-a2b) — Schering Plough Hairy-cell leukemia, genital

warts
Rebetron (combination of ri- E. coli Schering Plough Chronic hepatitis C

bavirin and rh IFN-α-2b)
Alfatronol (rh IFN-α2b) E. coli Schering Plough Hepatitis B, C, and various

cancers
Virtron (rh IFN-α2b) E. coli Schering Plough Hepatitis B and C
Betaferon (r IFN-β1b) E. coli Schering AG Multiple sclerosis
Betaseron (r IFN-β1b) E. coli Berlex Laboratories and Elapsing/remitting multiple

Chiron sclerosis
Avonex (rh IFN-β1a) CHO cells Biogen Relapsing multiple sclerosis
Rebif (rh IFN-β1a) CHO cells Ares Serono Relapsing/remitting multiple

sclerosis
Actiimmune (rh IFN-γ1a) E. coli Genetech Chronic granulomatous dis-

ease
Proleukin (r IL-2) E. coli Chiron Renal cell carcinoma
Neumega (r IL-11) E. coli Genetic Institute Prevention of chemotherapy-

induced thrombocytopenia
Recombivax (r HBsAg) S. cerevisiae Merck Hepatitis B prevention
Comvax (combination vaccine, S. cerevisiae Merck Vaccination of infants against

containing HBsAg) H. influenzae type B and
hepatitis B

Tritanrix-HB (combination S. cerevisiae SmithKline Beecham Vaccination against hepatitis
vaccine, containing r B, diphtheria, tetanus, and
HBsAg) perfussis
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Table 5 Continued

Product Cell line production Company Therapeutic indication

CEA-scan (Arcitumomab, mu- — Immunomedics Detection of recurrent/meta-
rine Mab fragment (Fab), static colorectal cancer
directed against human
carcino-embryonic antigen,
CEA)

MyoScint (Imiciromab-Pente- — Centocor Myocardial infarction imaging
tate, murine Mab fragment agent
directed against human car-
diac myosin)

ProstaScint (Capromab Pentet- — Sorin Diagnosis of cutaneous mela-
ate murine Mab-directed noma lesions
against the tumor surface an-
tigen PSMA)

Tecnemab KI (murine Mab — Sorin Diagnosis of cutaneous mela-
fragments (Fab/Fab2 mix) di- noma lesions
rected against HMW-MAA)

Verluma (Nofetumomab mu- — Boehringer Ingelheim/NeoRx Detection of small-cell lung
rine Mab fragments (Fab) di- cancer
rected against carcinoma-
associated antigen)

LeukoScan (Sulesomab, mu- — Immunomedics Diagnostic imaging for
rine Mab fragment (Fab) di- infection/inflammation in
rected against NCA 90, a bone of patients with osteo-
surface granulocyte nonspe- myelitis
cific cross-reacting antigen)
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Table 5 Continued

Product Cell line production Company Therapeutic indication

Mabthera (Rituximab, chime- — Hoffman-La Roche Non-Hodgkin’s lymphoma
ric Mab directed against CD
20 surface antigen of B lym-
phocytes)

Pulmozyme (dornase-α, r CHO cells Genentech Cystic fibrosis
DNase)

Cerezyme (r B-glucocerebrosi- E. coli Genzyme Treatment of Gaucher’s dis-
dase. Differs from native hu- ease
man enzyme by one amino
acid, R495?H, and has modi-
fied oligosaccharide compo-
nent)

Beromun (rh TNF-α) E. coli Boehringer Ingelheim Adjunct to surgery for subse-
quent tumor removal, to pre-
vent or delay amputation

Ontak (r IL-2-diphtheria toxin — Seragen/Ligand Pharmaceuti- Cutaneous T-cell lymphoma
fusion protein that targets cals
cells displaying a surface
IL-2 receptor)

Enbrel (r TNFR-IgG fragment CHO cells Immunex Wyeth Europa Rheumatoid arthritis
fusion protein)

Vitravene (Fomivirsen, an anti- — ISIS pharmaceuticals Treatment of CMV retinitis in
sense oligonucleotide) AIDS patients
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phy (HPLC), mass spectrometry (MS), radioimmunoassays (RIA), immunoblot-
ting procedures, and enzyme-linked immunosorbent assay (ELISA). Although
these techniques have been extremely valuable in assessing purity, most of them,
with the exception of HPLC and MS, are usually imprecise and semiquantitative.
They may have poor concentration detection limits and are usually labor intensive
and time consuming. Furthermore, most of these conventional techniques have
limited or no automation capability and, in general, method development can be
quite complex and expensive (387–392).

Conversely, capillary electrophoresis is becoming the method of choice to
characterize proteins and peptides today. The capability of CE for the analysis
of proteins and peptides in simple and complex mixtures is well documented (see
Refs. 393–403 and Table 6). In the early years of CE, nonspecific adsorption of
proteins on the silica capillary wall yielded poor electropherographic results, but
numerous efforts were made to decrease these unwanted interactions. Currently,
a variety of commercially available capillary columns containing stable chemis-
tries, including polymers which coat the silanol groups on the capillary wall, are
generating very effective and reproducible results. Changing the buffer composi-
tion with additives and making adjustment in the ionic strength and pH are helpful
in the recovery and separation of proteins and peptides. Buffer composition and
coated capillaries play a significant role in the separation selectivity of proteins
and peptides (401–403). A powerful tool for the characterization of proteins is
coating the negative charge of the capillary wall with polybrene or other similar
polymeric material and separating the protein by reversed charge. This procedure
is extremely useful for glycoproteins or other proteins which contain isoforms.
A representative example is presented in Fig. 11. The peptide hormone erythro-
poeitin can be separated into several isoforms by CE in native conditions (407–
409) or in the presence of urea and putrescine modifiers (410,411). A similar

Table 6 Determination and Characterization of
Protein Pharmaceutical Drugs by Capillary
Electrophoresis

Mode of
Drug separation References

Albumin CZE 404,405
r Cytokines CZE 406,407
r Erythropoietin CZE 408–412
r Growth hormone CZE 413
Immunoglobulins CZE 414–419
r PDGF CZE 420
r Somatotropin CZE 421
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Fig. 11 Capillary zone electrophoresis of recombinant erythropoietin glycoforms under
denaturing conditions. The separation buffer consisted of 0.010 M tricine, 0.01 M NaCl,
0.01 M sodium acetate, 7 M urea, and 2.5 mM putrescine, pH 5.5. (For details of experi-
mental conditions, see Refs. 410 and 411.)

procedure has been used to separate the isoforms of platelet-derived growth factor
(417).

In addition to open-tubular capillary zone electrophoresis, other modes of
CE have been used for the separation of proteins and peptides: capillary gel elec-
trophoresis, capillary isoelectric focusing, and capillary affinity electrophoresis
(406–417).

VII. CONCENTRATION SENSITIVITY ENHANCEMENT
IN CAPILLARY ELECTROPHORESIS

A full understanding of gene function in health and disease will require a system-
atic approach that is not inherent in what is known as functional genomics. To
determine the role of single proteins in regulatory and metabolic pathways under
a broad set of conditions, comprehensive approaches may be required that will
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enable the prediction of the overall effects of drug–protein interactions on physio-
logical parameters. Isolation and characterization of proteins will be crucial to
understanding bioaffinity and molecular recognition of proteins at the molecular
level. Approximately 50–70% (depending on the species) of gene products are
found as low-abundance proteins. Since many protein and peptide drugs exhibit
strong biological potency, dosage forms usually contains a few micrograms of
the active drug in the presence of milligram amounts of excipients. In addition,
detection of proteins is difficult due to the lack of usable chromophores in easily
accessible spectral regions. To address this issue, new procedures have been de-
veloped for increasing CE detection sensitivity in the analysis of proteins and
peptides as drug substances, or in finished formulated drug products, or for pro-
teomic studies (50,51,58,68,119,120,269,292,393,404–407).

One procedure involves the derivatization of amino-functional groups with
fluorescamine and then employing the derivative as a UV chromophore (moni-
tored at 280 nm) to enhance detection sensitivity (404–407). Significant im-
provements in the detectability of several protein and peptides were reported
by fluorescence detection (422–424). To date, several pre- and postcolumn deri-
vatization procedures have been developed for use in capillary electrophoresis
employing direct and indirect detection modes and a variety of detection systems,
including UV detectors, electrochemical detectors, laser-induced fluorescence de-
tectors, and mass spectrometers. All of these methods are directed at enhancing
sensitivity (425–433). The detection method of choice is application specific and
dictated by the level of sensitivity necessary. Enhancement of sensitivity is tar-
geted at the identification and characterization of drug substances, isomeric
forms, degradation products, excipients, impurities, contaminants, possible mo-
lecular interactions of components in finished pharmaceutical products, and me-
tabolites in biological liquids (425–433).

Another procedure for enhancing sensitivity employs a microcartridge device
(termed an analyte concentrator–microreactor) inserted in the inlet side of the capil-
lary, which allows large sample volumes to be applied. The microcartridge device
is composed primarily of a microchamber, located near the inlet of the capillary,
packed with selective or nonselective sorbent material immobilized on a wide range
of beads or a porous structure (58,68,119,120,434–445). The packing material is
contained by a two frit structures. Alternatively, the affinity ligand can be immobi-
lized directly to a portion of the capillary, to glass wool, or to membranes without
the use of frit structures (58,68,119,120,434–440). The microcartridge device is
connected to two pieces of separation capillaries, usually glued by an epoxy resin to
avoid leaking ofcirculatingfluids, airpenetration,and toeliminatebubble formation.

Characterized by high selectivity, the use of immobilized highly specific
ligands to a solid support which is traditionally named affinity chromatography.
This technique enables high-purity products to be concentrated and separated
from a complex feedstock, cell or tissue homogenate, biological fluid, or any
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other complex mixture, including a pharmaceutical formulation. In affinity chro-
matography, the molecule to be purified is specifically and reversibly adsorbed
by an immobilized ligand. Unbound substances are washed away, and the desired
target molecule is recovered in a single desorption step (68,120,407,435,446).
Affinity chromatography has relied on a few well-known affinity ligands, such
as Protein A, cibacron blue dye, or on animal-derived antibodies. With today’s
technology, an affinity chromatography ligand can be a selected molecule or a
molecule designed to enhance selectivity and to capture the target ligand in the
purification or separation processes. Affinity chromatography media that are inte-
grated with ligands designed to optimize individual bioseparation applications are
likely to present exciting opportunities for companies engaged in manufacturing
biopharmaceuticals, or the technique may be used in the quality control of impu-
rity-free pharmaceutical products (68,120,407,435,446).

Immunoaffinity capillary electrophoresis is rapidly growing in the field
of pharmaceutical and diagnostic applications. Several applications have been
developed to affinity concentrate proteins and peptides found at low concentra-
tions in simple and complex matrices in order to enhance analyte detectability
when separated by CE (68,120,407,435). Figure 12 shows a microphotograph

Fig. 12 Microphotograph of an analyte concentrator fabricated with FAb antibody frag-
ments immobilized to controlled-pore glass silica. The irregularly shaped beads were
housed between two frit structures. The analyte concentrator device was connected to two
separation capillaries by a Teflon sleeve. The plastic connector was glued to the separation
capillaries by an epoxy resin. The entire fabrication process was monitored by an stereo
microscope. (For details of experimental conditions, see Ref. 120.)
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of the ‘‘analyte concentrator’’ device using immobilized antibody fragments
to porous glass beads. An application using the immunoaffinity analyte concen-
trator to enhance sensitivity is illustrated in Fig. 13. In this particular appli-
cation, the antibodies were immobilized directly to a small portion of the sur-
face of the inner wall of the capillary. Thus, no frit structure was necessary
(435).

In recent years, the coupling of capillary electrophoresis to mass spectro-
metry (CE-MS) has moved at an extraordinary pace, expanding out of the realm
of a few and simple analytical chemistry applications into the development

Fig. 13 Immunoaffinity capillary electrophoresis of tear fluid obtained from a patient
with no clinical signs of cyclosporin A toxicity (A), and a patient during an episode of
systemic toxicity (B). Relevant peaks: CyA, cyclosporin A. Peaks 1–4 represent cyclospo-
rin A metabolites: 1, AM1; 2, AM9; 3, AM1c; 4, AM4N. (Modified from Ref. 435.)
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of more complex and useful applications needed in the worlds of biology,
medicine, and therapeutics (120,441). Few measurements in biochemistry are
as fundamental as the determination of the mass of a chemical substance. In
the postgenomic era, determination of mass has become a key tool to facilitate
the identity of a protein. Given the specificity of a protease, to generate pep-
tides, and the organism’s genome, the identity of a protein is determined by a
database search (388,389). It is possible to ionize biomolecules from aqueous
buffers at various pHs at atmospheric pressure, but one must consider that
the charge state distribution of a protein is sensitive to the solution from which
it is ionized (388,389). Proteins ionized from denaturing solution conditions
give rise to many more charge states than proteins ionized from native condi-
tions. Deconvolution software allows the transformation of a multiply charged
spectrum into a singly charged parent spectrum and calculation of its molecular
mass.

Presently, the coupling of capillary electrophoresis to mass spectrometry
is generating growing interest in a wide range of applications in the pharma-
ceutical industry, including the characterization of peptides. Figure 14 depicts
a simple model of the principle of CE-MS (441). In this particular case, an
analyte concentrator packed with sorbent material is shown near the inlet of
the capillary. Figure 15 shows a typical application of CE-MS utilizing a single
quadrupole electrospray ionization mass spectrometer. Neurotensin and angio-
tensin II were separated by CE and the total ion current electropherogram
(TICE) was determined. For many interesting pharmaceutical applications of
CE-MS and CE-MS/MS, the reader should refers to the references listed
(120,427–429,441).

Fig. 14 Schematic representation of a capillary electrophoresis instrumentation coupled
in tandem through an interface to an electrospray ionization mass spectrometer. A micro-
chamber affinity device containing an immobilized C-18 or antibody to a porous bead is
located near the inlet of the capillary. (Modified from Ref. 441.)
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Fig. 15 Capillary electrophoresis-mass spectrometry profile of two peptides preconcen-
trated on-line prior to separation. (A) Electropherogram of neurotensin (1) and angiotensin
(2), concentrated and purified by C-18 immobilized to porous beads and monitored at 195
nm after separation by CE. (B) Total ion-current electropherogram of the separated pep-
tides. The experimental conditions were similar to those described in Ref. 120 for gonado-
tropin-releasing hormone. The limits of detection for the peptides were approximately 1
to 5 ng/mL, depending primarily on the quality of the analyte concentrator-microreactor.

VIII. CAPILLARY ARRAY ELECTROPHORESIS

High-throughput CE was the main reason for the advancement in the sequencing
of more than 120,000 genes that comprise the human genome. It took more than
15 years to sequence approximately 15–20% of the genome using traditional or
classical electrophoretic methods, and less than 2 years to sequence more than
70% with modern capillary electrophoresis instrumentation. The formation of a
gene-sequencing factory (Celera Genomics, Rockville, MD) that uses an array
of 96 capillary electrophoresis columns simultaneously conducting electrophore-
sis in every one of the capillaries has been developed for high-throughput analy-
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Fig. 16 A partial view of a series of high-throughput DNA sequencers based on multi-
capillary-array electrophoresis. (Adapted from Ref. 451.)

sis. Several papers describe a variety of capillary electrophoresis instrumentation
for high-throughput analysis (447–450). Figure 16 shows several automated cap-
illary electrophoresis DNA sequencers in operation at Celera Genomics (451).

Why is genomics so fundamental to the success of the biotechnology indus-
try? Genomics companies have the potential to generate information that has
immediate and long-term commercial value. A complete understanding of the
DNA code that underlies human physiology is key to unlocking secrets to normal
functioning and disease, and offers the promise of creating better drugs, faster
(452). High-throughput DNA sequencers based on multicapillary-array electro-
phoresis is one example of the rapid progress occurring in scientific measurement.
The next step will be the manufacturing of a proteomic ‘‘engine’’ based on capil-
lary electrophoresis. In most cases, gene sequence reveals little about protein
function or disease relevance. Accordingly, the true value of genome sequence
information will only be realized after a function has been assigned to all of
the encoded proteins. Proteomics seeks to provide functional information for all
proteins. Applying proteomics technologies will not only provide validated tar-
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gets for drug discovery but will also increase the efficiency of the drug discovery
process downstream (453).

IX. MICROCHIP CAPILLARY ELECTROPHORESIS

Microchip technology (see Ref. 454 and Fig. 17) is revolutionizing chemical and
biochemical testing. The microchip processes fluid rather than electrons. Both
electrophoretic and electroosmotic techniques are used to pump the fluid. Pumps,
valves, volume-measuring devices, and separation systems are on the microchip’s
surface. Microchip separation procedures include electrophoresis, chromatogra-
phy and solid-phase biochemistry. Microchips allow true parallelism, miniatur-
ization, multiplexing, and automation, and these key features provide a set of
performance specifications that cannot be achieved with earlier technologies (64–
68,454–463).

Several companies are developing analytical instruments and information
systems based on the concept of lab-on-a-chip technology (458–463). The chip-

Fig. 17 Schematic representation of a capillary electrophoresis microchip using a confo-
cal epiluminescence microscope as an ultrasensitive detection system to monitor the ana-
lytes separated on the separation channel of a CE microchip. (Adapted from Refs. 68 and
454.)
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based integrated systems will reduce assay test cost, improve laboratory produc-
tivity, and reduce product development cycles for the pharmaceutical industry.
At present, gene-expression monitoring appears to be one of the most biologically
informative applications of microchip technology. For a number of reasons, mi-
crochips are well suited to a wide range of applications including gene-expression
analysis, providing an integrated platform for functional genomics. Figure 18
shows a schematic of a microchip platform coupled to a mass spectrometer (463).
An application of microchip coupled to mass spectrometry (MC-MS) is depicted
in Fig. 19 (463).

Several examples of work in this field have been reported for multiple-
sample polymerase chain reaction (PCR) amplifications (464–466) and electro-
phoretic analysis in a microchip. In one example, the PCR products from four
DNA samples were analyzed by microchip gel electrophoresis (466). The ability
to analyze a large number of DNA samples in this format was presented. Run-
to-run reproducibility in the sizing microchip was very good; percent relative
standard deviation n � 8 for migration times was better than 0.3%. The accuracy
of the 500-base-pair sizing was greater than 98% (466).

Products from 96 PCRs using a single microchip device have been sepa-
rated (467). This work establishes the feasibility of performing high-through-

Fig. 18 Schematic representation of the glass chip-based CE/MS apparatus and the ex-
panded view of the coupled microsprayer. (Adapted from Ref. 463.)
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Fig. 19 Quadrupole SIM CE/MS electropherogram for a separation of a synthetic stan-
dard mixture containing three acyl carnitine and carnitine with alkyl chain lengths includ-
ing 8, 4, 2, and 0 carbon atoms, respectively. The separation was carried out using the
coupled microsprayer electrospray CE/MS interface shown in Fig. 17. The quaternary
cation for each compound (m/z 288, 232, 204, and 162, respectively, according to increas-
ing migration times) was monitored in the SIM mode. (For details of experimental condi-
tions, see Ref. 463.)

put genotyping separations with radial capillary-array electrophoresis mi-
croplates.

X. FUTURE OF CAPILLARY ELECTROPHORESIS
IN THE PHARMACEUTICAL INDUSTRY

Drug discovery today is driven largely by biology (molecular genetics, genomic
sciences, informatics), but a significant portion is still driven by chemistry. In
spite of the biology segment, which will lead the future of drug discovery, there
will be a major crossroad of complementation to advance on a road that is sure
to be bumpy. In the pursuit of safe and efficacious drugs, pharmaceutical compa-
nies must subject possible candidates to a variety of chemical and biological
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Fig. 20 Schematic representation of the experimental layout for CE/NMR showing the
separation capillary and NMR probe. (Adapted from Ref. 471.)

screenings. To comply with stringent regulatory agencies, orthogonal methods
will have to be in operation to confirm a complete physicochemical assessment
of a drug substance and a drug product.

Capillary electrophoresis, with its inherent separation capabilities, offers
an alternative to more established separation techniques for many pharmaceutical
analysis applications. Furthermore, the future looks promising, since additional
improvements to CE technology will be made to improve characterization of
pharmaceutical drugs. For example, one intense area of development is capillary
electrophoresis coupled to the mass spectrometer and capillary electrophoresis
coupled to nuclear magnetic resonance (468–471). These hyphenated techniques
are playing a key role in the characterization of drugs. An example of a CE-
NMR design showing the separation capillary and the NMR probe is depicted
in Fig. 20. An application of the use of CE-NMR is shown in Fig. 21.

Just as in the computer and Internet revolution, other successful technolo-
gies, such as capillary electrophoresis, offer proven and open solutions, deliver
robust results, are cost effective and easy to implement, and yield high value.
Currently, capillary electrophoresis can quantitate concentration detection limits
in the range of 1 ng/mL to 1 pg/mL using on-line immunoaffinity preconcentra-
tion with UV or conventional laser-induced fluorescence detection systems (58,
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Fig. 21 Proton NMR spectra of 400 ng of menthol using (A) a 40-µL nanoprobe and
(B) a microcoil. (Adapted from Ref. 471.)

Fig. 22 Representative pictures of biomolecules separated by slab gel electrophoresis
(past) and a capillary array instrumentation (present). (Courtesy of SpectruMedix.)
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68,120,407,435,472), and it can detect fewer than 1000 molecules with sophisti-
cated laser detectors (473,474).

In summary, capillary electrophoresis is rapidly gaining popularity as a tool
with great potential for routine automated assessment of pharmaceutical drugs.
Although it is not predicted to replace HPLC technology completely, there are
a few examples in which capillary electrophoresis has been chosen as a preferred
technology within the pharmaceutical sector for applications such as chiral sepa-
ration, characterization of biotechnology-derived proteins, and for the quantifica-
tion of the glycoforms of erythropoeitin (412). With the advent of capillary array
electrophoresis, conventional slab gels may become a technique of the past (see
Fig. 22). Furthermore, biotechnology drugs are no longer limited to proteins.
Cells can be manipulated to produce a high yield of cell metabolites such as
antibiotics, vitamins, amino acids, and other small molecules, and capillary elec-
trophoresis has already proven to be of great value for their separation and charac-
terization.
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468. P Gfrörer, J Schewitz, K Pusecker, E Bayer. On-line coupling of capillary separa-
tion techniques with 1H NMR. Anal Chem 73:315A–321A, 1999.

469. ME Lacey, AG Webb, JV Sweedler. Monitoring temperature changes in capillary
electrophoresis with nanoliter-volume NMR thermometry. Anal Chem 72:4991–
4998, 2000.

470. R Subramanian, WP Kelley, PD Floyd, ZJ Tan, AG Webb, JV Sweedler. A micro-
coil NMR probe for coupling microscale HPLC with on-line NMR spectroscopy.
Anal Chem 71:5335–5339, 1999.

471. DL Olson, ME Lacey, JV Sweedler. The nanoliter niche. Anal Chem 70:257A–
264A, 1998.

472. DH Thomas, DJ Rakestraw, JS Schoeniger, V Lopez-Avila, J Van Emon. Selective
trace enrichment by immunoaffinity capillary electrochromatography on-line with
capillary zone electrophoresis-laser induced fluorescence. Electrophoresis 20:57–
96, 1999.

473. JB Shear, EB Brown, WW Webb. Multiphoton-excited fluorescence of fluorogen-
labeled neurotransmitters. Anal Chem 68:1779–1783, 1996.

474. JB Shear. Multiphoton-excited fluorescence in bioanalytical chemistry. Anal Chem
71:598A–605A, 1999.

Copyright 2002 by Marcel Dekker. All Rights Reserved.



8
Atomic Spectroscopy

Helen E. Taylor and Stephen G. Schulman
University of Florida, Gainesville, Florida

I. INTRODUCTION

A substantial number of pharmaceutically and clinically related problems require
the detection and determination of small amounts of metal ions and other inor-
ganic constituents of biological and xenobiotic substances (1–3). Some obvious
examples are the detections of heavy metals and lithium in biological fluids and
tissue samples in cases of suspected intoxication and the determination of potas-
sium for purposes of quality control in intravenous solutions to be given to cardiac
patients. Trace amounts of nonmetals such as selenium and iodine, which are
associated with the functions of coenzymes or hormones, also must be analyzed
in order to determine their roles in metabolic pathways.

Conventional chemical and instrumental analytical techniques as well as
conventional separational methods frequently lack the sensitivity, selectivity, and
efficiency desired in the analyses of pharmaceutically or biochemically significant
elements. This is due to the fact that these elements often have low concentra-
tions, complex matrices, or difficult chemistries. Also, in most circumstances, it
is necessary to know only the identity and amount of a particular element in a
pharmaceutical sample, rather than the diversity of chemical circumstances under
which it exists in the sample. For these reasons, the various methods common
to atomic spectroscopy are of importance in analytical pharmaceutical chemistry.

In all of the areas of atomic spectroscopy, the sample is subjected to suffi-
cient thermal energy to cause complete vaporization and, ideally, complete de-
composition of molecules into atoms. The absorption or emission of light by
these vapor-state atoms may be measured and quantitatively related to the concen-
trations of the species which give rise to them (4,5). Moreover, the absorption
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and emission spectra of atoms consist of irregularly spaced lines in the near-
ultraviolet and visible regions of the electromagnetic spectrum. The pattern of
absorption and emission lines is unique for each element and can be used for
identification even when several absorbing or emitting elements are present in
the sample. The fact that the sample is atomized eliminates the necessity for
separation or lengthy chemical workup of the analyte of interest, although simple
extraction from biological matrices is often practiced in order to reduce the num-
ber of possible interferants. Moreover, direct analysis of the element of interest
circumvents the necessity of preparing chemical derivatives of the analyte for
analysis, a convenience of no small consequence in the trace analyses of the
alkali metal ions, which do not tend to form stable complexes for photometric
analysis and have a very limited range of electrochemistry which can be exploited
for analytical purposes.

Atomic spectroscopy can be divided into several broad classes based on
the nature of the means of exciting the sample. One of these classes is generally
known as atomic emission spectroscopy, in which excitation is thermally induced
by exposing the sample to very high electric fields. Another class is known as
flame emission spectroscopy or flame photometry, in which excitation is ther-
mally induced by exposing the sample to a high-temperature flame. These meth-
ods differ from atomic absorption spectroscopy, in which the absorption of light
from a radiation source by the atom is observed rather than the emission from
the electronically excited atom.

In atomic emission spectroscopy, atomization of the sample is a multistep
process. Historically, an electrical arc or spark discharge caused intense heating
and ionization of the gas between two electrodes. The hot, nearly completely
ionized gas, known as a ‘‘plasma,’’ would then vaporize, atomize, and electroni-
cally excite the sample, which was usually placed in a hollow in one of the
electrodes. The electronic excitation of the sample atoms ultimately resulted in
emission (akin to atomic fluorescence, but with many more lines produced) of
visible or near-ultraviolet radiation which would be quantitated by the amount
of darkening it caused on a photographic plate. Although the traditional arc and
spark emission methods have greatly declined in popularity in the past several
decades as a result of the ascendancy of flame methods, atomic emission spectros-
copy is enjoying a resurgence of popularity owing to the recently developed tech-
nique of emission spectroscopy in inductively coupled plasmas. This method
eliminates many of the limitations (especially reproducibility) of the arc and spark
methods and is applicable to certain metalloids which are not easily amenable
to analysis by atomic absorption or atomic fluorescence spectroscopy.

In flame emission spectroscopy, atomization is achieved by aspirating the
sample, usually in a volatile solvent, into a controlled flame. The vaporized sam-
ple is atomized by collisions of the molecules of the sample with the energetic
molecules comprising the flame-gas. The ‘‘hot’’ molecules of the flame-gas also
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collisionally effect electronic excitation of certain elements. Subsequent to excita-
tion, these electronically excited atoms return to their ground state, emitting visi-
ble light in the process. The emitted light is observed visually in the flame and
may be monitored photometrically and thereby used for analysis. Because the
energy available for electronic excitation from the flame is rather low, only those
elements with low-energy electronic transitions are amenable to analysis by this
method. Elements such as the alkali metals, alkaline earths, copper, zinc, and
mercury can be analyzed by flame emission spectroscopy.

The limitations of flame excitation imposed by the low energies (electroni-
cally speaking) available can be avoided by using the flame merely as the sample
cell and exciting the sample in the flame with light of an appropriate frequency. If
the frequency (or wavelength) of the exciting light satisfies the Planck frequency
condition,

Ef � Ei � hνa

where Ef and Ei are, respectively, the energies of the terminal and initial states
involved in absorption, h is Planck’s constant, and νa is the frequency of the
exciting light, the light of frequency νa will be absorbed. The amount of light
of frequency ν transmitted through (or absorbed by) the sample in the flame can
be related to the concentration of the absorber. This forms the basis of atomic
absorption spectroscopy. Alternatively, shortly after absorbing the light of fre-
quency νa, the sample in the flame may emit visible or ultraviolet radiation of
frequency ν f � νa. The re-emission of light by the photo-excited atoms and its
quantitative measurement forms the basis of atomic fluorescence spectroscopy.
Both atomic absorption and atomic fluorescence are more general in their range
of application than is flame emission spectroscopy.

The various areas of atomic spectroscopy will be discussed in more detail
in the experimental and applications sections of this chapter. However, in order
to better appreciate the ranges of applicability and limitation of the various atomic
spectroscopic methods, it is in order to proceed next to a consideration of the
features of atomic electronic structure which form the basis for atomic line spectra
and to the processes which result in the production of atomic absorption or emis-
sion spectra.

II. THEORY

Analytical atomic spectroscopy is based on the absorption and emission of light
by atoms (4,6–8). These processes originate with the promotion of atoms in their
ground electronic states to electronically excited states and the return of electroni-
cally excited atoms to their ground electronic states. Because the frequencies as
well as the intensities of the light absorbed and emitted are determined by the

Copyright 2002 by Marcel Dekker. All Rights Reserved.



electronic configurations of the atoms in their ground and excited states, it will
be useful to consider some of the features of atomic electronic structure and its
influence on the observed optical spectra of atoms.

A. Electronic Structure of Atoms

1. The Hydrogen Atom

An atom consists of a positively charged nucleus and a number of negatively
charged electrons. In a neutral atom, the total negative charge of all the electrons
is equal to the total positive charge of the nucleus. The forces holding the atom
together are electrostatic, consisting of attractions between each electron and the
nucleus and repulsion between all of the atomic electrons. The classical theory
of electrostatics, however, fails to account for the stability of atoms and for the
characteristics of their spectra. According to the classical planetary theory, elec-
trons should describe curved paths about the nucleus, thereby accelerating, con-
tinuously emitting radiation, losing energy, and eventually falling into the nu-
cleus. The atom should, therefore, be an unstable entity.

Early in the twentieth century, the quantum mechanical approach was ap-
plied to the hydrogen atom by Bohr, Sommerfeld, DeBroglie, Heisenberg,
Schrodinger, and Dirac in a successful attempt to rationalize its stability and the
discrete nature of its absorption and emission spectra (9).

According to the quantum mechanical theory of the hydrogen atom, the
single planetary electron of hydrogen can exist only in certain regions of space
or orbitals, each orbital being defined by three quantum numbers, n, �, and m.
The physical significance of these quantum numbers is that most of the energy
and radius of the hydrogenic atom in a state defined by occupation by the plane-
tary electron of an orbital associated with a particular set of quantum numbers
are determined by n, while the shape of the orbital, and therefore the average
angular momentum, is determined by �. The z component of the angular momen-
tum of the atom in an external magnetic field, directed along the z axis, is gov-
erned by m. The latter property is related to the relative spatial attitudes of states
having the same n and � but different m.

The quantum mechanical treatment of the hydrogen atom dictates the possi-
ble values of n, �, and m and their relationships to one another. All positive
integral values are possible for n. For any orbital having a given value of n, the
value of � for the orbital can be

l � 0, 1, 2, . . . , n � 1

Thus, associated with any value of n there are n different values of l. A set of
orbitals all having the same value of n and l are said to belong to the same
subshell, characterized by the azimuthal quantum number l. For any subshell the
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possible values of m are determined by the value of l for the subshell, and can
be

m � �l, � l � 1, . . . , 0, . . . , l � 1, l

Hence for any value of l there are 2l � 1 possible values of m, the magnetic
quantum number. An orbital characterized by a set of the three quantum numbers
n, l, and m is said to be a spatial orbital. Hydrogenic orbitals belonging to the
same shell are degenerate; i.e., they have the same energy. This is not directly
observable. However, in a strong magnetic or electric field the degeneracy is
removed and this phenomenon is observable through the splitting of certain spec-
tral lines.

Hydrogenic subshells corresponding to l � 0, 1, 2, 3, . . . have been labeled
s, p, d, f, . . . , respectively. These letters are a legacy from old spectroscopic
terminology. Spectral line progressions arising from transitions originating from
orbitals of l � 0, 1, 2, 3 were called the sharp, principal, diffuse, and fundamental
series. A subshell having n � 1 and l � 0 would be labeled 1s, one with n �
2, l � 0 would be designated 2s, one with n � 2, l � 1, 2p, and so on. This
system will be used throughout this chapter. The ground state of the hydrogen
atom is then the 1s state, or the state produced by the electron occupying the 1s
orbital.

By applying the principles of special relativity to the quantum mechanical
treatment of the hydrogen atom, Dirac was able to derive not only the quantum
numbers n, l, and m, but also a fourth quantum number, s, called the spin quantum
number. This quantum number has been interpreted to be related to the angular
momentum of the electron spinning on its own axis and can have only two values,
�1/2 and �1/2. Thus, an electron occupying a hydrogenic spatial orbital of given
n, l, and m can have either s � �1/2 or s � �1/2. Dirac’s discovery of the spin
quantum number was useful in the rationalization of the hyperfine structure (addi-
tional line splitting) which occurred in the spectral lines of the hydrogen atom
in the presence of very strong magnetic fields and under optical magnification.
The hyperfine splitting could not be rationalized on the basis of the existence of
only three quantum numbers n, l, and m. In many-electron atoms the spin quantum
number also plays a major role in the gross structure of spectral lines.

2. Many-Electron Atoms

Because of their greater complexity, the electronic structures and spectra of
many-electron atoms cannot be rigorously determined by quantum mechanical
methods. Rather, they are determined approximately by a ‘‘building up’’ process
using the properties of the hydrogenic orbitals just discussed.

In the ‘‘building up’’ (Aufbau) process the ground state of a neutral atom
of nuclear charge Z will be constructed by assigning Z electrons to the hydrogenic
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orbitals in such a way that the electronic configuration of lowest potential energy
will be obtained. In order to do this, it is necessary to know how many electrons
each orbital can accommodate and in what order the orbitals are filled.

The orbital capacities and order of filling of atomic orbitals are governed,
respectively, by the Pauli exclusion principle and Hund’s rules of maximum an-
gular momentum. In its simplest form, the exclusion principle states that no two
electrons in the same atom can have four identical quantum numbers. Hence, if
an orbital is specified by n, l, and m, it can accommodate a maximum of two
electrons, one with s � �1/2 and one with s � �1/2. A third electron would have
n, l, m, and s equal to one of the electrons already in that orbital and hence could
not occupy the orbital. For the shell with n � 1 there is only one orbital, with
l � 0 and m � 0. Thus, the n � 1 shell is closed to further occupation when it
contains two electrons. A closed n � 1 shell is designated 1s 2. For the n � 2
shell there are four orbitals: one with l � 0 and m � 0 and three with l � 1 (m
� �1, 0, 1). The n � 2 shell is therefore closed when it contains eight electrons
and is designated 2s 22p 6. The maximum number of electrons any shell can ac-
commodate is 2n 2. The maximum number any subshell can hold is 2(2l � 1).
The Pauli exclusion principle thus determines the electronic capacities and con-
figurations of the closed shells as well as those of the closed subshells and or-
bitals.

Hund’s rule of maximum multiplicity (maximum spin angular momentum)
enables prediction of the electronic configurations of partially filled shells. This
rule has its basis in classical electrostatics and states that in the case of degenerate
orbitals (orbitals of the same n and l), the configuration of minimum potential
energy will be achieved by allowing the electrons occupying these orbitals to
stay as far apart as possible. This means that in filling degenerate orbitals, each
orbital will accept one electron before spin pairing (double occupancy) will occur,
because the separate orbitals occupy different regions of space while two elec-
trons in one orbital are close together, resulting in greater repulsive energy.

The combined application of Hund’s rule and the Pauli exclusion principle
has been quite successful in predicting the ground-state electronic configurations
of the lighter elements. Thus, the ground electronic states of oxygen (Z � 8) and
lithium (Z � 3) are, respectively, 1s 22s 22p 4 (with two paired electrons in one
and one unpaired electron in each of the other two 2p orbitals) and 1s 22s 1, respec-
tively. These configurations correlate well with the observed chemical properties
of these elements. The electronically excited states of the elements can be con-
structed by removing an electron from the highest occupied shell and prompting
it to an orbital in a higher unoccupied shell. For example, one excited state of
lithium could be represented by the configuration 1s 23p 1, which is illustrated,
along with excited states for other alkali metals, in Fig. 1.

The above approach has not been, by itself, quite as successful in the assign-
ments of the ground-state electronic configurations of the heavier elements, espe-
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Fig. 1 Predominant atomic transitions in alkali metals.

cially those of the transition elements. For example, cobalt (Z � 27) would be
assigned a configuration of 1s 22s 22p63s 23p63d 9 (with one unpaired electron and
four sets of paired electrons in the five 3d orbitals. This configuration is incon-
sistent with the chemical, spectroscopic, and magnetic properties of cobalt.
From measurements of paramagnetic susceptibilities, it has been possible to as-
sign to the ground state of cobalt a configuration of 1s 22s 22p63s 23p63d 74s 2 (with
three unpaired and four paired 3d electrons and two paired 4s electrons). This
discrepancy is due to repulsion of the 3d electrons by the inner-shell electrons.
This causes the 4s orbital to drop below the 3d orbitals and therefore become
filled first. The principal failing of the hydrogenic orbitals is that they do not in
any way take into account interelectronic repulsions. This means that in rational-
izing the electronic structures and spectra of many-electron atoms, it is often
necessary to blend empiricism with the oversimplified theory to obtain the correct
answers.
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3. Orbitals, States, and the Complexities of Atomic Electronic
Structure

The relatively simple approach based on the orbital model of atomic electronic
structure, discussed in the previous sections, suggests that the frequencies of the
spectral lines observed in atomic spectra should be equal to the differences in
energies between the orbital configurations involved in the transitions, divided
by Planck’s constant, and that all transitions between the same configurations
should have the same energy. In practice, this approach serves to locate the ap-
proximate positions of spectral lines but does not account for the breadth or for
the fine structure of these lines seen under high magnification or in the presence
of an external magnetic field. Obviously, refinements to the orbital model are
needed. These refinements are based on the fact that atomic electrons interact
with each other, through their electric and magnetic properties, to perturb the
hydrogenic orbitals.

Atomic electrons are moving charges and therefore act as small magnets.
They produce an orbital magnetic moment, by virtue of their orbital motion,
which is located at the center of the orbit (at the nucleus) and is directed at right
angles to the orbital plane collinear with the orbital angular momentum vector
associated with the occupied orbital. The electron may also be thought of as
spinning on its own axis, producing a magnetic moment at the electron whose
direction is perpendicular to the plane of rotation of the electron and is either
‘‘up’’ or ‘‘down’’ according to whether s � �1/2 or s � �1/2.

In many-electron atoms the individual electronic spin and orbital magnetic
moments add vectorially (couple) to give a resultant atomic magnetic moment.
There are two physically distinct ways in which individual electronic l and s
values may add vectorially to give the resultant atomic angular momentum quan-
tum number J. First, the l and s of each electron may couple strongly to give a
resultant, one-electron, angular momentum quantum number j. The j values then
are added vectorially for the atoms to give J. This is known as the j–j coupling
scheme. Alternatively, the individual l values of each electron may couple vecto-
rially, to give a total orbital angular momentum quantum number L. Then the s
values of each electron may be added vectorially to give a total spin angular
momentum quantum number S. L and S may then be added vectorially to give
J for the atom. This is known as the Russell-Saunders coupling scheme (10).
While the values of J derived by either method of addition may be identical, the
strong coupling between individual electronic l’s and between individual s values,
characteristic of the Russell-Saunders scheme, implies that L and S are good
quantum numbers for the atom and consequently that orbital angular momentum
and spin angular momentum are well-defined ‘‘constants of the motion’’ of
atoms. The j–j coupling scheme, however, does not define a total orbital angular
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momentum and a total spin angular momentum, but only a resultant atomic angu-
lar momentum. The two addition methods correspond to different physical situa-
tions, one in which L and S as well as J can be used to describe atomic electronic
states and one in which L and S have no meaning and J is the only good angular
momentum quantum number.

The importance of the coupling of electronic magnetic moments and angu-
lar momenta to the spectroscopy of atoms is twofold. First, just as the shells of
hydrogenic atoms are split into different subshells and orbitals, each of which
can determine the initial or terminal state in absorptive or emissive transitions
and thereby contribute to the complexity of the spectrum, the angular momentum
states of many electron atoms are split into several components in the presence
of an external magnetic field. The existence of these component substates results
in a greater variety of transitions (fine spectral structure) than would occur if the
angular momentum states were not split. Second, the coupling of the angular
momenta and magnetic moments in the Russell-Saunders coupling scheme indi-
cates that the spin quantum number S for the atom is defined and that transitions
between states of different S cannot occur (transition with a change in S violates
the law of conservation of angular momentum). However, in the j–j coupling
scheme, S is not defined rigorously and it is possible for transitions with change
of spin to occur. Hence, for atoms whose angular momenta couple according to
the j–j scheme, the splitting of spectral lines in the presence of a magnetic field
should be more complex than for atoms whose angular momenta couple ac-
cording to the Russell-Saunders scheme. Whether a given atom has its angular
momentum and magnetic states defined by the Russell-Saunders or j–j coupling
scheme depends very much on the size (nuclear charge) of the atom. If an atom
has a nucleus of low charge, the individual electronic orbital angular momentum
vectors, all located at the nucleus, will couple strongly, as will the individual
electronic spin angular momenta located at the periphery of the electronic orbit-
als. The coupling of spin and orbital angular momenta will be secondary to the
coupling of the l and s values, and Russell-Saunders coupling will describe the
situation adequately. On the other hand, if a many-electron atom has a high nu-
clear charge, the orbital and spin angular momentum vectors will have a high
probability of being found at the nucleus, and spin–orbital coupling will be appre-
ciable for individual electrons contributing to the existence of a j–j coupling
scheme. Usually, even when appreciable spin–orbital coupling occurs, it is more
convenient to retain the formalism of the Russell-Saunders scheme and to incor-
porate into it an appropriate perturbation treatment to account for the spin–orbital
coupling. This allows us to use the j–j coupling scheme to justify the appearance
of spectral lines due to transitions involving spin changes while at the same time
using the relative orderliness of the Russell-Saunders L and S terminology to
classify all atomic spectral states.
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The energy of an atom having a particular orbital configuration is deter-
mined by the principal quantum numbers of the occupied orbitals, the total orbital
angular momentum L, the total spin angular momentum S, and the resultant
atomic angular momentum J. The electrons which effectively contribute to L, S,
and J are those which occupy the partially filled shells, which are the electrons
responsible for the transitions seen in optical spectra. In evaluating the energy
levels of atoms, all electrons in completely filled shells and subshells may be
neglected, because they contribute nothing to the angular momentum of the atom
(for filled subshells, L � 0, S � 0, and J � 0). The energy levels of the atom
are then determined by the electronic configurations of the partially filled sub-
shells. The definition of the atomic term which corresponds to a collection of
energy levels of the atom all having the same atomic orbital angular momentum
quantum number L and the same atomic spin angular momentum quantum num-
ber S is 2s�1LJ. In the same way that the one-electron orbital angular momentum
quantum states l � 0, 1, 2, 3, . . . were denoted, conventionally, by s, p, d, f,
. . . , the atomic orbital angular momentum quantum states corresponding to L
� 0, 1, 2, 3, . . . are designated by S, P, D, F, . . . , respectively. For example,
sodium, having an outer-shell electronic configuration of 3S 1, will have a term
corresponding to L � 0 and S � 1/2, which would be designated a 2S term. Because
J can have positive values of L � S, L � S � 1, . . . , L � S, this term contains
one energy level, corresponding to J �1/2, which is designated 3 2S1/2. The quantity
2S � 1 is called the multiplicity of the term and is equal to the number of energy
levels contained in the term when L 	 S. As it occurs in energy levels, the multi-
plicity gives the number of degenerate states contained in each energy level when
L 	 S for the level. These states become apparent only when the degeneracy is
removed, as when spectra are taken in the presence of an external magnetic field.
If L � S, the multiplicities of terms and energy levels have no significance other
than the number of unpaired electrons plus one.

Hund’s is rules can sometimes be used to predict the relative energies of
terms derived from the same configuration. For example, an atomic p 2 configura-
tion is split into 1D, 3P, and 1S terms (Fig. 2). Because the 3P term has the highest
multiplicity (spin), it has the lowest energy. This term contains the ground state
of the atom. Of the singlet terms, the 1D term has the highest orbital angular
momentum and, hence, lies at lower energy than the 1S term. The 3P term is
composed of three energy levels; both singlet terms have only one energy level.
The energy levels of the 3P term are 3P2, 3P1, and 3P0. To predict the relative
energies of these levels, it is necessary to invoke the third of Hund’s rules. This
rule states that for less-than-half-filled subshells, the lower the value of J, the
lower the energy of the level. For more-than-half-filled subshells, the higher the
value of J, the lower the energy of the level. Hence, the 3P0 level is lowest in
energy, and contains the ground state, and the 3P2 level is highest. For further
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Fig. 2 Energy levels arising from the p 2 configuration.

information on atomic terms, levels, and states, the reader is advised to refer to
the references at the end of this chapter (4–8).

B. Electronic Transitions In Atoms

1. Types of Atomic Transitions

Atomic electronic spectra can be broadly classified as either absorption or emis-
sion spectra. Absorption spectra arise from the absorption of light by atoms, the
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absorbed energy resulting in the elevation of the atom from the ground state to
an electronically excited state. This entails raising an electron from an occupied
orbital (in the valence shell) to an orbital which was unoccupied in the ground
state of the atom. Under conditions of extremely high exciting light intensity,
such as can be obtained with lasers, It is occasionally possible to produce light
absorption resulting from excitation from a low to a higher excited state, but this
process is of not much consequence in analytical atomic absorption spectroscopy.
Emission spectra arise from the demotion of electronically excited atoms to lower
excited states or to the ground state, a process often accompanied by the ejection
of the lost energy as visible or ultraviolet light. Because the terminal state is
often an intermediate excited state in the emission process, the emission spectrum
of an atom contains many more lines than the absorption spectrum of the same
atom.

There are several distinct mechanisms of atomic emission. Resonance emis-
sion occurs when atoms are excited from the ground electronic state to an excited
state (resonance absorption), and then undergo rotational deactivation directly to
the ground state. The emitted radiation is of the same wavelength as that ab-
sorbed. The most intense emission line for many atoms corresponds to the reso-
nance emission process entailing transition between the ground and lowest ex-
cited states.

Normal direct-line emission occurs when an atom is in a higher excited
state and undergoes a radiational transition to a lower excited state above the
ground state. The radiation in this process will be of longer wavelength than the
radiation absorbed.

Thermally assisted direct-line emission occurs when a long-lived state
above the ground state is excited thermally (in a flame or plasma) and radiational
excitation of the long-lived state results in further excitation to an upper excited
state, which then undergoes a radiational transition to the ground state or a state
lower in energy than the original long-lived excited state involved in the absorp-
tion process.

Normal stepwise line emission occurs when an atom is excited from the
ground state to a higher excited state and then undergoes a transition to a lower
excited state, from which a radiational transition to a lower state produces emis-
sion. The radiation emitted has a longer wavelength than that absorbed.

Thermally assisted stepwise line emission may occur in atoms radiationally
excited to a metastable state above the ground state and then thermally excited
to an upper excited state, which subsequently undergoes a radiational transition
to the ground state or to an excited state of energy lower than that of the radiation-
ally excited state. The emitted radiation has a shorter wavelength than the ab-
sorbed radiation.

Spectral lines are characterized by their positions in the electromagnetic
spectrum and their intensities. These properties are dependent on the electronic
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structure and the environment of the absorbing and emitting atoms and are of
prime importance in spectral analysis.

2. Positions of Spectral Lines

The frequencies at which atomic spectral lines are observed are determined by
the differences in energy between the atomic states involved in the transitions.
Energy levels for typical transitions in alkali metals are shown in Fig. 1. If, in
the transition, the atom is initially in state i and finally in state f, the frequency
of the line produced by that transition is

ν �
ε f � ε i

h

where ε f and ε i are the energies of the states designated f and i, respectively, and
h is Planck’s constant. For absorption spectra, ε i corresponds to the energy of
the lower state and ε f to that of the upper state. For emission spectra, the opposite
is true. Customarily, the positions of spectral lines are given by the reciprocals
of the wavelengths of the lines. The wavenumber, ν, is related to the true fre-
quency by

ν �
ν
c

where c is the speed of light and ν is expressed in s �1 (or Hz). In the presence
of an external magnetic field, the Zeeman effect will often be observed. Therein,
a spectral line which was assumed to have originated from a single transition
between two states will appear under magnification to be split into several closely
spaced lines, clustered about the frequency of the transition in the absence of the
external field (Fig. 2). Each line in this fine structure actually corresponds to a
separate transition between the state from which the transition originated and one
of the several substates created by the different possible interactions of the mag-
netic moment of the atom with the magnetic field.

3. Intensities of Spectral Lines

The observed intensity of a spectral line is determined by the rate of transition
between the initial and final states corresponding to the frequency of that line.
The rate of transition is, in turn, governed by the intensity of exciting radiation,
the path length of exciting radiation through the sample, the concentration of
potential absorbers or emitters in the sample, and the probability that a radiative
transition will occur between the initial and final states of the absorber or emitter.
In quantitative analysis, it is the concentration of absorbers or emitters in the
sample that is of interest. These factors will be discussed further in the experimen-
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tal section. However, it is in order to consider here the probability of radiative
transition, which is a function of atomic electronic structure and the nature of
the transition.

The probability of radiative transition between two electronic states is de-
scribed quantum mechanically by a term called the transition moment integral,
Rif. Although the details of the quantum mechanical derivation of Rif are beyond
the scope of this treatment, it would be approximately correct to visualize Rif as
the change in electronic dipole moment of the atom undergoing electronic transi-
tion (i.e., if e is the electronic charge and rif is the vector along which the displace-
ment of electronic charge in the atom occurs as a result of the transition, then
Rif � erif). The spectroscopic significance of Rif is that the molecular probability
(or intensity) or radiative transition is proportional to R 2

if. The greater the value
of the electronic dipole moment change in the electronic transition, the greater
will be the inherent intensity of the transition.

For absorptive transition, as in atomic absorption spectrophotometry, it can
be shown that the measurable integrated inherent intensity of an absorption line,
expressed as absorbance A, per unit concentration of absorber c and optical path
length d in the flame, is given by

A

cd
� �

∞

0
εν̄ā

dνa � 1.085 � 10 38νa |Rif | 2

where νa, the reciprocal of the wavelength of the line, is measured in cm �1;
εν̄ā

, the absorptivity at any given value of νa in the spectral line of interest, is
usually expressed in terms of cm 2/mg (when c is expressed as mg/cm 3 and d in
cm) and Rif in esu-cm. For Gaussian-shaped absorption lines,

�
∞

0
εν̄ dν 	 εm ∆ν1/2

where εm is the absorptivity at the line maximum and ∆ν1/2 is the line width at
half-maximum absorption. It may seem surprising that we speak of the width or
half-width of a spectral line, since the discussion up to the present has almost
implied that the spectral lines are infinitesimal in width. However, real spectral
lines have finite widths owing to several physical phenomena. The widths of
atomic spectral lines (ca. 2 cm�1, at �3,000 K) are due to the following.

a. The natural width. The uncertainty principle of quantum mechanics re-
quires that, for a spectroscopic transition,

∆E ∆t 	 h

2π
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where ∆E and ∆t are, respectively, the uncertainties in the energy and the time
of transition. For transitions between the ground state and an electronically ex-
cited state (as in atomic absorption),

∆ E τR 	 h

2π

where τR is the radiative lifetime of the upper state. The smaller τR is, the greater
will be ∆E. For allowed electronic transitions, τR 	 1 � 10 �9 s, so that it may
be expected that the mean value of ∆E is

∆E �
h

2π � 10 �9

But, since E � hcν, ∆E � hc ∆ν, where c is the speed of light, or ∆ν � 1/(2πc
� 10 �9) � 5.3 � 10 �2 cm �1. This value of ∆ν can be considered a mean value
for the minimum possible half-bandwidth of an atomic spectral line (this value
will vary slightly, depending on the actual value of τR).

b. Doppler broadening. Atoms in rapid motion toward or away from the
spectrometer detector will absorb or emit radiation which is slightly shifted to
higher or lower frequencies by comparison with the spectral lines of atoms mov-
ing laterally with respect to the detector. This is comparable to the change in
pitch of a siren on a vehicle moving toward or away from an observer (the Dopp-
ler effect). Because the high- and low-frequency components lie on either side
of the unaffected spectral line, the latter appears to be broadened.

c. Collisional broadening (Holtzmark and Lorentz broadening). Broaden-
ing of spectral lines can also occur from collisions of absorbing or emitting atoms
with foreign species (Lorentz broadening) or other atoms of the same substance
(Holtzmark broadening). Collisional broadening is characterized by broadening
of the spectral line, shift of the line maximum to the red (lower frequencies),
and distortion of the red side of the spectral line (the line becomes asymmetric).
The broadening itself is related to the changes in velocity, which occur in ab-
sorbing or emitting atoms as a result of inelastic collisions. The atomic energy
levels of the emitting or absorbing atoms are perturbed as a result of interaction
with ground-state species. The nature of the perturbation is such as to compress
the energy levels of the excited atom, resulting in lower-energy transitions and,
therefore, a red shift in the spectral lines. Collisional broadening can be recog-
nized by the skewing of the spectral line toward the red side of the spectrum.

d. Stark and Zeeman broadening. In gaseous systems, where ions are pro-
duced, broadening of atomic spectral lines can occur due to the splitting of atomic
energy levels by the electric fields resulting from high concentrations of ions (the
Stark effect). This type of broadening, however, is significant only in high-energy
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arcs, sparks, and plasma discharges, where ionization occurs on a large scale. In
atomic fluorescence spectroscopy, the sources, e.g., hollow cathode discharge
lamps, electrodeless discharge lamps, lasers, or flames, as well as the cells,
flames, or furnaces used, do not exhibit appreciable Stark broadening. Similarly,
Zeeman broadening due to the splitting of spectral lines by magnetic fields is
usually insignificant under conditions common to analytical atomic spectroscopy
because of the absence of strong magnetic fields.

For the most part, it is Doppler broadening and, to a lesser extent, Holtz-
mark broadening that have the greatest influence on the half-widths of the spectral
lines of interest in analytical atomic spectroscopy.

For emissive transitions, as in atomic fluorescence, flame emission, and
plasma emission, the transition moment Rif can be related to the rate constant or
probability of emission ke by

ke � 3.14 � 10 29 ν3
e |Rif |2

gi

gf

where νe, the reciprocal of the wavelength of the emission line, is expressed in
cm �1 and Rif in esu-cm; gi/gf is the ratio of the spin multiplicities of the initial
and final states of the transition, e.g., gi/gf � 1 for transitions between singlet
and singlet states and gi/gf � 3 or 1/3 for transitions between singlet and triplet
states. The significance of ke is that the observed intensity of emission is propor-
tional to the quantum yield of emission φe, which, in turn, depends on ke:

φe � keτ 0 �
ke

ke � kd

where τ 0 is the mean lifetime of the excited state from which emission arises
and kd is the sum of the first order of pseudo-first-order rate constants which
compete with emission for the deactivation of the excited state from which emis-
sion arises.

Under certain circumstances the change in the electronic dipole moment
accompanying electronic transition between certain electronic states of an atom
will be zero. The transition should then have zero intensity and is then said to
be forbidden. When Rif is nonzero, the transition is said to be allowed. Whether or
not a given transition is allowed (the allowedness or forbiddenness of a transition)
depends on the space and spin properties (angular momenta) of the atomic orbitals
involved in the transition and can be derived rigorously only by using quantum
mechanics. The permissible values of the angular momentum quantum numbers
of the electronic states involved in the allowed transitions (more precisely, the
permissible values of charges of these quantum numbers) give rise to a set of
optical selection rules. In terms of the principal and azimuthal quantum numbers
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n and l of the optical electron and the orbital, total and spin angular momentum
quantum numbers L, J, and S, the optical selection rules for atoms are

∆n � 0, 1, 2, . . .

∆l � �1

∆L � 0, �1

∆J � 0, �1

∆S � 0

The selection rules dictate that of all the possible transitions that could be con-
ceived, only a fraction will actually be observed. However, it is in order to note
that for atoms of high atomic number, where j–j coupling predominates, the selec-
tion rule ∆S � 0 is relaxed so that transitions which are spin-forbidden in the
Russell-Saunders scheme may actually appear weakly in the spectrum.

In order to apply the optical selection rules to a simple example, consider
the spectrum of the hydrogen atom. The ground state of hydrogen has an electron
in the 1s orbital. In this state, L � 0 and S � �1/2. The only possible value of
J, therefore, is 1/2, and the ground state of hydrogen is 1 2S1/2. If the electron is
excited to the n � 2 shell, the possible values of L are 1 and 0 and the only
possible value of S is still 1/2. For L � 1, J � 3/2 and J � 1/2. For L � 0, J �
�1/2. Hence, the possible energy levels are 2 2S1/2, 2 2P1/2, and 2 2P3/2. There are
no interelectronic repulsions in hydrogen. The 2S and 2P terms should, therefore,
have the same energy. Actually, the 2P3/2 and the 2P1/2 levels are slightly split,
due to their different resultant angular momenta. If the electron occupies the third
shell, then S � 1/2 and L � 2, 1, 0. For L � 2, J� 5/2 and 3/2; for L � 1, J � 3/2
and 1/2; and for L � 0, J � 1/2. The possible energy levels are then 3 2S1/2, 3 2P3/2,
3 2P1/2, 3 2D5/2, and 3 2D3/2. It can be seen that for all terms with L � 0, there are
two slightly separated energy levels. Now, remembering the selection rules ∆S
� 0, L � �1, and J � 0, �1, only the absorptions 1 2S1/2 → 2P3/2, 1 2S1/2 → 2 2P1/

2, 1 2S1/2 → 3 2P3/2, 1 2S1/2 → 3 2P1/2 are allowed. Because of the close spacings of
the 2P3/2 and 2P1/2 levels, these transitions will appear as two doublets—that is,
two pairs of slightly separated lines, with the pairs being appreciably separated
from one another. In the emission spectra, these same pairs of doublets would
appear, but also the 3 2D5/2 → 2 2P3/2, 3 2D3/2 → 2 2P1/2 doublets would be seen. In
hydrogen, resonance transitions involving terms with the same L but different n
form series with the spacing between lines being proportional to 1/(n 2

1) � 1/
(n 2

2). This is the principal difference between hydrogen spectra and alkali metal
spectra. Although hydrogen and the alkali metals all have one optical electron
and a 2S1/2 ground-state energy level, the excited states formed by occupation of
different subshells of the same shell in the alkali metals do not have the same
energy. This is due to the stronger attraction of the nucleus for electrons of the
lowest values of l in the same shell, due to more effective screening of electrons
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of higher l from the nucleus by inner-shell electrons. This has the effect of de-
stroying the regular spacing between resonance transitions involving energy lev-
els of different n but the same L, because the effect of inner-shell electron screen-
ing is not constant but falls off with increasing n. Other than in this respect, the
spectra of the alkali metals are similar to those of hydrogen. For example, they
both show doublet fine structure in the allowed transitions.

The spectra of the other elements are somewhat more complex, due to the
large number of terms that arise as a result of the occurrence of several unpaired
electrons in their atoms, and will not be discussed in this chapter.

III. EXPERIMENTAL

Atomic spectroscopy, in general, is effected by vaporizing and atomizing the
analytical sample, which is then excited by a suitable means. The manner in
which the sample is excited is the major point of difference among the various
types of atomic spectroscopic techniques. Excitation may be produced by an elec-
trical arc or spark, a chemical flame, or an inductively coupled argon plasma, all
of which also facilitate vaporization and atomization as well. After excitation,
the excited atoms undergo relaxation, producing atomic emission. Alternatively,
the absorption of electromagnetic radiation by the atomic vapor after excitation
with a high-intensity light source forms the basis of atomic absorption spectros-
copy. The absorbed light may be subsequently emitted as atomic fluorescence.

Among the various types of atomic spectroscopy, only two, flame emission
spectroscopy and atomic absorption spectroscopy, are widely used and accepted
for quantitative pharmaceutical analysis. By far the majority of literature regard-
ing pharmaceutical atomic spectroscopy is concerned with these two methods.
However, the older method of arc emission spectroscopy is still a valuable tool
for the qualitative detection of trace-metal impurities. The two most recently
developed methods, furnace atomic absorption spectroscopy and inductively cou-
pled plasma (ICP) emission spectroscopy, promise to become prominent in phar-
maceutical analysis. The former is the most sensitive technique available to the
analyst, while the latter offers simultaneous, multielemental analysis with the
high sensitivity and precision of flame atomic absorption.

These methods have yet to be extensively utilized in pharmaceutical analy-
sis, primarily due to their novelty and their high cost. Lastly, atomic fluorescence
spectroscopy has been largely ignored but may ultimately find use in pharmaceu-
tical analysis due the simplicity of its design and limits of detection which are
occasionally somewhat lower than with atomic absorption spectroscopy.

The relative sensitivities, precisions, and characteristics of the various tech-
niques are summarized in Table 1. Although less than full advantage has been
made of several, some have been applied directly to pharmaceutical analysis. The
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problems and benefits of these techniques must be examined in greater detail
before a consideration of their pharmaceutical utility can be addressed.

A. Arc/Spark Emission Spectroscopy

Excitation of atoms can be induced by an electrical arc or spark discharge, with
subsequent emission of electromagnetic radiation (11–13). In a typical experi-
ment (Fig. 3), a sample is placed on one of a pair of graphite electrodes, usually
the anode. The electrode containing the sample of interest is referred to as the
sample electrode; the other is the counter electrode. When an electrical discharge
is allowed to pass across these electrodes, a high-temperature arc (4000–6000
K) or spark (10,000 K) will produce volatilization and dissociation of the sample,
accompanied by ionization of atoms with low ionization potentials. The atoms
are then collisionally excited by the electrons of the discharge to higher electronic
states. Upon relaxation, each element in the sample emits a series of characteristic
spectral lines which are proportional in intensity to the elemental concentration
of the sample. The pattern of the lines provides a ‘‘fingerprint’’ for simultaneous,
quantitative identification of up to 69 elements.

The DC arc is produced by a direct current, flowing through two electrodes
in a shorted circuit. The arc is adjusted with a variable resistor to obtain the
desired potential. The sample, which is ionized at the anode, then drifts toward
the cathode, forming a cathodic layer of excited atoms and ions. This layer of
intense luminosity produces a multitude of emission lines and is the optimum
location for the measurement of atomic emission. Because the arc can localize
on one part of the electrode, the latter is often rotated rapidly to produce a more
even arc. The nonuniformity of the DC arc produces a substantial variation in
line intensities, limiting the method to qualitative identification. The apparatus
is simple, inexpensive, and sensitive.

Fig. 3 Instrumental design of an arc/spark emission spectrometer.
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Replacement of the direct current by an alternating current produces a more
homogenous arc and thus somewhat more reproducible line intensities. The arc
is, however, produced less than half of the time, due to the alternating current,
resulting in fewer emission lines and a loss in sensitivity. The normal commercial
spectrograph allows the user to adjust the operating conditions in order to attain
those necessary for optimum analyses, thus the emission source used may be
anything from a completely DC arc to an AC arc, as well as a completely AC
spark (13).

Spark emission spectroscopy is the most reproducible but the least sensitive
of these techniques. A charge buildup in a capacitor causes an intermittent spark-
ing between the two electrodes. This sparking produces short peaks of approxi-
mately 1000–2000 pulses during a 10- to 100-µs time period (13). Although the
electrodes remain cold, the temperature of the spark discharge reaches 10,000
K, causing not only very efficient atomization, but a high degree of ionization
as well. An element often appears in several states of ionization, producing spec-
tra much more complex than arc emission spectra. The quantitative precision of
the spark source is several times that achievable with an arc, even though it is
less sensitive qualitatively.

The electrodes for arc/spark spectroscopy are usually made from high-pu-
rity graphite with a pointed cathode and the anode cupped for sample contain-
ment. Samples may be solid, liquid, or in solution, thus eliminating many sample
preparation procedures necessary for other methods, as well the errors which may
be introduced by this handling. Solid samples may be placed into the cup, or
solutions may be dried in the cup. An alternative design allows the anode to turn
slowly while a portion of it dips into the analyte solution, continually feeding
fresh sample onto the electrode surface. The sample is often intimately mixed
with a high-purity graphite powder to minimize matrix effects; however, matrix
effects still produce significant variations in signal levels. Standards used for
calibration should, therefore, be as similar to the analytical sample as possible.
Barring even this problem, quantitative measurements are still somewhat impre-
cise due to the instability of the electrical discharges.

Variable volatility of the analyte mixture can also be a problem. Various
elements in a sample are removed at different rates, causing the temperature of
the flame to vary with time. For this reason, the sample is often mixed with a
spectroscopic buffer such as lithium carbonate, in order to prevent the composi-
tion and temperature of the arc or spark from changing as the analysis proceeds.
This procedure is also effective in lowering the temperature of the discharge to
prevent ionization of alkali and alkaline earth metals.

Detection of emission for qualitative analysis usually employs a photo-
graphic plate (13,14). The emission passes through a dispersive prism or grating,
and impinges on the plate. The entire spectrum of the sample is thus displayed
with one measurement, providing a permanent record of the results. Since the
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spectrum may be recorded for a substantial time, the photographic plate actually
integrates the signal. The fluctuations of the source are thereby averaged, giving
a truer analysis.

The degree of blackening, or density, of the photographic plate facilitates
quantitative measurement. By measuring the intensity of light transmitted through
a spectral line, I, and the intensity through an unexposed portion of the plate, I0,
the density, D, can be calculated:

D � log10
I0

I

Unfortunately, the density is a complex function of the exposure time. If the
exposure is too short, the contrast of the spectral line to the unexposed portion
will be poor; if the exposure is too long, the transmission of the line will be too
small to measure. The exposure time should therefore be chosen to be between
these extremes. The density is also a function of development time, the spectral
transition measured, and differences between individual plates. The use of an
internal standard substantially improves the precision and accuracy of the
method.

The increased reproducibility of spark emission is more conducive to quan-
titative analysis than is arc emission. Spark emission spectrometers often employ
a more sophisticated detection system. Rather than impinging on a photographic
plate, the dispersed radiation passes onto an array of photomultiplier tubes posi-
tioned at preset wavelengths. The photomultiplier is more accurate and faster to
use in quantitative measurements than film (12). Such an instrument is called a
direct reader and will be discussed further in relation to inductively coupled
plasma emission spectroscopy.

B. Inductively Coupled Plasma Emission Spectroscopy

The major disadvantage of arc/spark emission spectroscopy is the instability of
the excitation source. This problem can be virtually eliminated by the use of a
plasma torch. The most common commercially available method uses an induc-
tively coupled plasma (ICP), which is also called RF plasma, to excite the sample
(13–19). The resulting spectrometers (Fig. 4) can simultaneously measure up to
60 elements with high sensitivity and an extraordinarily wide linear dynamic
range.

The RF plasma is formed by passing a stream of argon gas between the
middle and innermost of three concentric quartz tubes. The argon gas is ionized
as it passes through the magnetic field of a radio-frequency induction coil. The
resulting argon plasma reaches temperatures estimated to range between 5000
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Fig. 4 Instrumental design of an inductively coupled plasma spectrometer utilizing ei-
ther a monochromator (top) or polychromator (bottom) system of light dispersion. Photo-
multiplier tubes are denoted by PM.

and 15,000 K. An additional stream of argon is passed between the middle and
outside tubes in a helical pattern, to cool the middle tube and protect it from the
hot plasma inside. The sample usually does not travel through the hottest part
of the plasma, but through the ‘‘doughnut’’ hole, thus realistically attaining tem-
peratures of only about 9000–10,000 K (13).

The analyte is placed into the plasma, usually by utilizing a crossflow nebu-
lizer (18), whereby the sample solution is introduced as a fine mist into a stream
of argon at a right angle to its flow. The aerosol of argon and analyte is then
carried through the innermost quartz tube and into the argon plasma. The high-
temperature plasma heats the sample, producing essentially complete vaporiza-
tion and atomization of the analyte. Several refractory elements which are diffi-
cult to atomize by flame atomic absorption spectroscopy can be quantitated at
much lower concentrations by inductively coupled plasma spectroscopy, due to
this extensive atomization.

Excepting refractory elements, the sensitivity of inductively coupled
plasma spectroscopy is comparable with that of flame atomic absorption spectros-
copy (Table 2). Additionally, interactions that occur between the atmosphere and
an arc or flame are absent due to the inertness of the argon plasma. Since ioniza-
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tion does not occur appreciably in the argon plasma, it is unnecessary to use an
easily ionizable metal such as lithium as a spectroscopic buffer in order to inhibit
the analyte ionization.

The emission spectrum of the plasma is often very rich, providing a multi-
tude of lines potentially available for analysis. However, this can actually compli-
cate the analysis, due to the presence of overlapping lines emanating from other
elements in the sample. The choice of the analytical wavelength to be used for
each element must thus be made with a foreknowledge of all components which
may be expected to be present in the sample.

Emission from the plasma is measured either by a polychromator (17) or
monochromator system (18,19). The polychromator system is also used by direct-
reading arc/spark emission spectrometers. In the polychromator system, a Row-
land circle is used (13). This is an optical setup in which the emitted radiation
impinges upon a concave diffraction grating which disperses it in a radial manner.
The light intensity at any particular wavelength is measured by placing a photo-
multiplier tube at the proper position on an arc (16). A different phototube is
thus required for each element to be analyzed. Each phototube charges a separate
capacitor, with the resultant charge being equal to the integrated line intensity.
Such an arrangement can quantitate as many as 60 different elements simulta-
neously. The analysis is not only multielemental but also rapid and conservative
of the sample. The greatest objection to the polychromator system is that the
elements to be analyzed and the analytical wavelengths to be used are preset for
a particular instrument by the manufacturer. Adjustment for the addition of other
elements is a complex and expensive exercise. This type of system is certainly
excellent for routine analysis.

More flexibility can be achieved by the utilization of a rapid-scanning mon-
ochromator. An instrument of this type employs a stepper motor to scan all emis-
sion wavelengths between 180 and 900 nm in a matter of seconds. By coupling
a microprocessor to the system, experimental parameters may be individually
optimized for each element as the wavelength scan progresses. The analytical
wavelength for each element can also be optimized with respect to interfering
lines within the emission spectrum of the sample. The disadvantage of the mono-
chromator is that both measurement time and sample volume must be increased
in order to achieve sensitivity and accuracy comparable to a polychromator. For
the determination of N elements in the sample, the monochromator system will
require a minimum of N times longer analysis time and a sample volume of
N times more. The choice is therefore between the speed and efficiency of the
polychromator and the extreme versatility of the monochromator.

The intensity of the emission is directly proportional to the analyte concen-
tration, provided that all instrumental parameters remain constant throughout the
analysis. Normally, however, several factors may change slightly, reducing the
accuracy of the measurement. Variations in the sample matrix or sample viscosity
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are common problems. In order to circumvent the difficulties, an element that is
not native to the sample but that has an emission spectrum near that of a sample
constituent is quantitatively added to the sample as an internal standard. Devia-
tions in the intensity of the resulting emission will then reflect abnormalities
present in the analysis. A computer is then used to normalize the instrumental
response of all elements being analyzed in relation to the internal standard. Mea-
surements made by inductively coupled plasma spectroscopy, therefore, exhibit
high reproducibility.

Perhaps the most outstanding feature of the inductively coupled plasma
spectrometer is its remarkable linear dynamic range. Components differing in
concentration by as much as six orders of magnitude can be quantitated without
dilution of the sample. This result is due to the plasma being ‘‘optically thin.’’
The concentration of analyte in the plasma is isolated in the center, with little
being present at the edges of the plasma. Self-absorption of the emitted radiation
is therefore almost completely eliminated, accounting for the surprising linearity
of response. This can diminish sample preparation time and the possibility of
making dilution errors. More important, trace elements or impurity concentra-
tions can be measured at the same time that the analysis for the major constituents
is performed.

C. Flame Emission Spectroscopy

The electronic excitation of atoms by a flame, followed by the emission of ultravi-
olet and visible light, forms the basis for flame or atomic emission spectroscopy
(20–23). It may also be referred to as flame photometry (13). Typically, a sample
solution is drawn into a nebulizer, which sprays a fine mist of the solution into
a 2000–3200 K flame (Fig. 5). The flame evaporates the solvent and volatizes
the sample, whereupon the analyte can be atomized. The flame can then electroni-
cally excite or ionize the atomized analyte. After excitation, the atoms can un-
dergo emission of light, which is then passed through a narrow bandpass filter,
a prism, or a grating monochromator. A photocell or photomultiplier is used for
detection, with the emission intensity being proportional to the concentration of
the analyte in the sample. Flame emission is more precise than arc/spark emission
and produces simpler emission spectra, due to the lower temperatures of the
flame. A flame is more stable than an arc, but emission spectra are sensitive to
changes in its temperature. Using flame emission spectroscopy, the concentra-
tions of alkali and alkaline earth metals in clinical solutions can be easily and
conveniently measured.

The flame used for excitation is produced by a mixture of a fuel gas and
an oxidant gas which is ignited at the surface of a burner. The burning of the
gas mixture takes place at a considerable rate, called the burning velocity. The
gas flow rate must exceed this velocity in order to avoid blowback into the mixing
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Fig. 5 Instrumental design of a flame emission spectrometer.

chamber and subsequent explosion. Thus, the gas mixture should have a low
burning velocity but be capable of relatively high flame temperatures. A com-
monly used fuel gas, acetylene, coupled with either air or nitrous oxide as an
oxidant, provides a moderate burning velocity of 270–500 cm/s with a flame
temperature of 2450–2950 K. Such mixtures produce relatively safe and effi-
ciently atomizing flames which are also relatively quiet.

The structure of the flame itself consists of two major zones, the primary
reaction zone and a secondary reaction or postheating zone. The primary reaction
zone, the area of the flame just above the burner surface, is the region where
combustion, atomization, and excitation occurs. Some typical flame combustion
products formed in this region are CO, CO2, H2, N2, and H2O molecules, as well
as O⋅, H⋅, OH⋅, and C⋅ radical species. The secondary reaction zone is a much
cooler region where the flame gases mix with atmospheric components that may
include impurities and emission interferants. Between these two zones lies a
smaller, but important, intermediate region, where little reaction occurs. In this
region of the flame, the fraction of the atoms in the ith excited state, αi, is con-
trolled only by the prevalent temperature and can be represented by the Boltz-
mann distribution:

α i �
Ni



N

j�0

Nj

�
gie�(Ei�E0)kBT



N

j�0

gj e�(Ei�E0)kBT

where Ni is the number of electrons in the ith excited state, (E � E0) is the
difference in energy between the ith excited state and the ground state, kB is the
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Boltzmann constant, and gi is a statistical weight for the ith excited state. The
summation over all possible states is the electronic partition function. If the flame
temperature is constant throughout the analysis, the signal level will be subject
only to the amount of sample in this region. Thus the intermediate zone is usually
aligned with the optical path and is of most importance for analytical measure-
ments. However, this alignment of the optical path should also be optimized for
the particular element to be quantitated.

The analyte is placed into the flame by drawing a sample solution into a
nebulizer, where the sample is mixed with the carrier gas as a fine mist and
borne with the gas into the flame. The rate of flow of the gas controls the rate
of nebulization and hence the rate of sample atomization. The solvent can be
aqueous or organic and should be chosen judiciously, since several solvent effects
may be evident during analysis. Solvents or organic sample substituents will often
increase the temperature of the flame. A change in the solvation of the analyte
or the presence of other solutes in the sample, which interact with the analyte,
may alter the degree of atomization. The solvent should also be selected to mini-
mize viscosity, since highly viscous solvents are poorly nebulized.

The addition of a spectroscopic buffer such as lithium carbonate has a stabi-
lizing effect on the flame temperature and decreases the ionization of elements
with low ionization potentials as well. At a constant flame temperature, the inten-
sity of a given emission line is directly proportional to the concentration of ana-
lyte according to the equations given for emission spectrometry in the theoretical
section. In practice, a standard curve is usually prepared in order to assess linear-
ity between intensity and concentration. Alternatively, the method of standard
addition (24) can be utilized.

The magnitude of analyte concentration is an important consideration. At
high concentration, a considerable amount of material will be present in the
cooler, exterior portions of the flame. Emission originating at the flame interior
can be subsequently absorbed by atoms that reside at the edges, before it can
exit the flame. This process, called ‘‘self-absorption’’ and in the extreme case
‘‘self-reversal’’ (5), gives rise to a nonlinear relationship between concentration
and emission. If the range of analyte concentration is not known, it is recom-
mended that an analysis be made using several dilutions of the same sample in
order to ensure the absence of this effect.

D. Atomic Absorption Spectroscopy

Atomic absorption (21,22,25–29) differs from atomic emission spectroscopy in
that the quantitative measure of an element is made by observing the absorption
of light passing through an atomized sample instead of the emission from the
thermally excited atom (Fig. 6). The precision of measurement is greater than
arc, spark, or flame emission and comparable to inductively coupled plasma spec-
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Fig. 6 Instrumental design of a spectrometer for the measurement of atomic absorption
or atomic fluorescence. The flame may be replaced with a graphite furnace.

trometry. The sensitivity is comparable to the latter, but the cost of an atomic
absorption spectrometer is lower by approximately an order of magnitude. It is
the most widely used technique for quantitative analysis by atomic spectroscopy.

Atomization of the sample is usually facilitated by the same flame aspira-
tion technique that is used in flame emission spectrometry, and thus most flame
atomic absorption spectrometers also have the capability to perform emission
analysis. The previous discussion of flame chemistry with regard to emission
spectroscopy applies to absorption spectroscopy as well. Flames present problems
for the analysis of several elements due to the formation of refractory oxides
within the flame, which lead to nonlinearity and low limits of detection. Such
problems occur in the determination of calcium, aluminum, vanadium, molybde-
num, and others. A high-temperature acetylene/nitrous oxide flame is useful in
atomizing these elements. A few elements, such as phosphorous, boron, uranium,
and zirconium, are quite refractory even at high temperatures and are best deter-
mined by nonflame techniques (Table 2).

The graphite furnace is an alternative means of atomizing the sample. A
small sample of perhaps only a few microliters is dried inside a graphite tube
which is flushed with argon. The sample is heated by passing a moderate current
through the graphite so that the organic portion of the sample will be ashed and
matrix effects diminished. When a heavy current is passed through the tube, the
temperature increases rapidly to over 2500 K, causing the sample to be efficiently
vaporized. The tube is aligned so that the vapor within will lie along the optical
path of the source. The time that the vapor remains within the optical path, called
the residence time, is substantially longer than in flames and, coupled with the
efficiency of vaporization, gives rise to markedly increased sensitivity. This sensi-
tivity, plus the capability to handle extremely small sample volumes, makes
flameless atomic absorption spectroscopy one of the most valuable techniques
for quantitation in biological samples (1).
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After the sample has been atomized by a flame or a graphite furnace, an
intense light source is passed through the vapor. Nearly all of the atoms in the
vapor are in their electronic ground state according to the conditions of a Boltz-
mann distribution and can thus absorb the impinging radiation. The light which
is unabsorbed by the vapor passes through a monochromator and then to a photo-
multiplier tube, as shown below. The intensity of this transmitted light, I, is elec-
tronically compared to the transmission of light in the absence of the sample, I0,
to obtain the absorbance due to the analyte.

Excitation sources used in atomic absorption spectroscopy are usually hol-
low cathode lamps or electrodeless discharge tubes, both of which produce high-
intensity line excitation. Continuum sources, which emit a continuous level of
energy over a large spectral region, are also used, though less frequently, The
choice of the spectral source will affect the sensitivity and linearity of the analysis
(5,30).

Line sources are capable of producing the best linear relationship between
instrument response and concentration. For optimum linear response, the half-
width of the source line used for excitation should be less than the half-width of
the absorption line of the sample. This requirement is met by most line sources,
since at temperatures of the flame, absorption lines of the sample undergo sub-
stantial Doppler and collisional broadening whereas the corresponding source
lines remain narrow.

The hollow cathode is the most frequently used atomic absorption line
source. A cupped cathode made of the element to be quantitated and a tungsten
anode are positioned in a glass tube which is filled with an inert gas at reduced
pressure. The end of the tube is sealed with an optically transparent quartz win-
dow. When an electrical potential is struck between the electrodes, the inert gas
at the anode is ionized and moves toward the cathode. The element in the cup
is ‘‘sputtered’’ into the gas and excited by the discharge to higher electronic
states. The lamp emits intense lines due to resonance radiation. The emission
will also show lines characteristic of the electrode itself as an impurity. When
feasible, the electrode may be made of the element to be analyzed, thereby
avoiding this possible interference. Lamps are available for over 60 different
elements and are readily obtainable,

The electrodeless discharge tube is somewhat different in that the discharge
is produced by microwave radiation. A few grams of the element in question are
placed in a resonance cavity in a low-pressure argon atmosphere. The discharge
excites the atoms within the cavity, producing high-purity emission lines uncon-
taminated by the emission lines of an electrode. These lamps emit more intense
light than the hollow cathode lamps, but are successful for only a few elements.
The electrodeless discharge is used whenever a high-purity spectral line source
is desired and when a more intense emission source is required. With either type
of source, a disadvantage of atomic absorption spectroscopy is that a different
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source lamp must be used for each element. A few hollow cathode lamps have
been developed with multielement capability, but these are of limited utility.

A major difficulty encountered with atomic absorption techniques is the
presence of incompletely absorbed background emission from the source and
scattered light from the optical system. As the background becomes more intense
relative to the absorption of the analyte, the precision of the measurement de-
creases dramatically. For this reason, several background correction techniques
have been implemented. A commonly used method is the method of proximity,
which was discussed in relation to inductively coupled plasma spectroscopy.

Another strategy involves alternating the line source with a continuum
source such as a deuterium or tungsten lamp. The absorption of the continuum
by the analyte is much less than that of the background absorption, due to the
relative narrowness of the absorption line. The absorption of the continuum can
then be electronically subtracted from the line-source absorption, thereby provid-
ing a background correction at the same wavelength as used for the measurement
of the analyte. For proper operation it is necessary to ensure that the continuum
and line sources have precisely the same optical path alignment and precisely
balanced intensities at the wavelength of interest.

A powerful background correction technique involves the Zeeman effect
(31,32). The atomized vapor is placed within a magnetic field and the light from
the source is passed through a polarizer. The polarized light cannot be absorbed
by the atomic vapor when the plane of polarization is perpendicular to the applied
magnetic field. However, the absorption of background light will be independent
of the orientation. By modulation of the magnetic field or by rotation of the
polarizer, the intensity of the background light may be measured and electroni-
cally subtracted from the total measured intensity. The error of background cor-
rection s reduced from �3% with continuum source correction to �0.05% by
the use of the Zeeman effect.

E. Atomic Fluorescence Spectroscopy

Atomic fluorescence spectroscopy (27,33,34) is based on the remission of light
by atoms, in a vapor, which have been excited by a high-intensity light source.
This fluorescence is omnidirectional and distinctive in energy of the emitting
atoms. The instrumental design (Fig. 6) is similar to an atomic absorption spec-
trometer with the exception of the detector, which is placed at a right angle to
the optical excitation path in order to avoid background interference from the
source.

Line sources for atomic fluorescence spectroscopy can be the hollow cath-
ode lamps or electrodeless discharge lamps discussed previously. The source
should have the highest possible output intensity since, as in molecular fluores-
cence spectroscopy, the intensity of fluorescence is directly proportional to the
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intensity of the exciting light. High-intensity dye lasers have therefore been uti-
lized to achieve greater sensitivities for many elements (34). Other elements
which must be excited at wavelengths where laser efficiency is reduced are better
determined using conventional sources.

Continuum sources can also be utilized advantageously in atomic fluores-
cence spectroscopy, since they provide the capability of exciting a large number
of elements with a single source. The output intensities of these sources are sig-
nificantly lower than those of line sources, and they should be used only when
sensitivity is not critical in the analysis.

As in atomic absorption spectrometry, a flame is usually used as the analyti-
cal cell, although a graphite furnace may also be utilized. The interferences found
in flames which were discussed in relation to flame emission, such as the forma-
tion of refractory oxides and other molecular species, will also affect atomic
fluorescence and should be considered accordingly. Furthermore, scattering of
the fluorescence within the flame is a serious source of background interference.
The most important problem associated with flame atomic fluorescence is the
quenching of fluorescence arising from collisional deactivation of the excited
atoms in the vapor by other species in the flame. This effect is especially evident
with nitrogen and hydrocarbons, and care should be given to minimize their pres-
ence in the flame. Replacement of the nitrogen in an air/hydrogen mixture with
argon produces a low quenching flame.

Because the atomic fluorescence is measured at a right angle to the source,
spectral interferences are minimal and a simple cutoff filter may often be used
to isolate the emission line. The intensity of the fluorescence is directly propor-
tional to the analyte concentration. As the analyte concentration within the flame
becomes large, self-absorption of resonance fluorescence becomes significant, as
it does in flame emission spectroscopy. Under these conditions, the linearity of
the instrumental response breaks down and a calibration curve must be used or
the analyte solutions diluted accordingly.

IV. APPLICATIONS

The analytical measurement of elemental concentrations is important for the anal-
ysis of the major and minor constituents of pharmaceutical products. The use of
atomic spectroscopy in this regard has been the subject of several reviews
(2,3,35,36). Metals are major constituents of several pharmaceuticals such as
dialysis solutions, lithium carbonate tablets, antacids, and multivitamin–mineral
tablets. For these substances, spectroscopic analysis is an important tool. It is
indispensable for the determination of trace-metal impurities in pharmaceutical
products and the qualitative and quantitative analysis of metals, essential and
toxic, in biological fluids and tissues (37). Beyond this, several drugs which do
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not contain metallic components themselves may be analyzed indirectly by spec-
troscopic methods utilizing metal complexation or precipitation reactions.

The elements Na, K, Li, Mg, Ca, Al, and Zn are among the most common
elements subjected to pharmaceutical analysis and coincidentally are also among
the elements most readily determinable by flame emission. Although it is not as
versatile as other methods, flame emission spectroscopy exhibits sensitivity
greater than or approximately equal to that of flame absorption spectroscopy for
the above elements (Table 2). Where precision of the analysis is critical, however,
the analyst should consider the alternative of atomic absorption spectroscopy.

Sodium and potassium levels are difficult to analyze by titrimetric or colori-
metric techniques but are among the elements most easily determined by atomic
spectroscopy (2,38) (Table 2). Their analysis is important for the control of infu-
sion and dialysis solutions, which must be carefully monitored to maintain proper
electrolyte balance. Flame emission spectroscopy is the simplest and least expen-
sive technique for this purpose, although the precision of the measurement may
be improved by employing atomic absorption spectroscopy. Both methods are
approved by the U.S. (39), British (40), and European (41) Pharmacopeias and
are commonly utilized. Sensitivity is of no concern, due to the high concentrations
in these solutions; furthermore, dilution of the sample is often necessary in order
to reduce the metal concentrations to the range where linear instrumental response
can be achieved. Fortunately, the analysis may be carried but without additional
sample preparation because other components, such as dextrose, do not interfere.

Lithium carbonate tablets are also readily analyzed by flame emission spec-
troscopy after first dissolving them in mineral acids (2,42). Both lithium and
sodium levels must be carefully controlled in these tablets. Clinically, lithium
levels in serum should be maintained between 3.5 and 7 ppm and may be moni-
tored easily and rapidly by either emission or absorption spectroscopy (43,
44).

Calcium and magnesium compounds are often added to dialysis and infu-
sion solutions and are also used extensively, along with aluminum compounds,
in antacid preparations. After dissolution of insoluble compounds in mineral acid,
homogeneous solutions of these metals are easily determined by either emission
or absorption spectroscopy (2,45–47). An investigation into aluminum contami-
nation in infusion solutions for parenteral nutrition used both ICP and graphite
furnace atomic absorption spectroscopy to determine the aluminum concentra-
tions (48). Unfortunately, phosphates or other oxyanions which are often present
in these products interfere by the formation of stable oxy-metal compounds in
the aerosol, which are difficult to atomize in the flame. This complication can be
eliminated simply by the excessive addition of chemical releasing agents which
compete for the component ions of the oxy-metal compound. Thus, lanthanum
or strontium salts which form stable oxy-metal compounds themselves are com-
monly added to free the analyte metal. Additionally, chelating agents such as
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ethylenediaminetetraacetic acid (EDTA) may be added to chelate the analyte
metal and prevent the formation of these compounds. The metal may also be
extracted into a nonaqueous solvent before the analysis. Where interferences are
a major factor, the method of standard addition (24) is recommended for the
improvement of accuracy.

Zinc is present in a number of pharmaceuticals, the most important of which
is life-sustaining insulin. Many topical preparations contain zinc as the oxide,
sulfate, or stearate as an astringent or antipruritic. Some foot powders contain
the antifungicidal zinc undecenoate, and zinc pyrithione is used in antidandruff
shampoos. After dissolving them in acid, the topical products can be easily ana-
lyzed by either atomic emission or atomic absorption spectroscopy (49), since
they contain a relatively high concentration of zinc. However, atomic absorption
is approximately four orders of magnitude more sensitive than atomic emission
for the determination of zinc (Table 2) and offers superior precision for the analy-
sis of injectable insulin (50), where zinc concentrations can be as low as 4 ppm
(39).

Most other metals present in pharmaceuticals are present in sufficient con-
centrations that high sensitivity is not imperative and they may therefore be deter-
mined by flame atomic absorption spectroscopy. These products are extremely
variable in composition but nonetheless yield easily to this type of analysis, which
is generally unaffected by compounding agents such as binders or expanders.
Thus, the elements Na, K, Mg, Ca, Mn, Fe, Co, Cu, Zn, and Mo are among those
determinable by flame (51–53) and, recently, furnace (54) atomic absorption in
multivitamin–mineral tablets. Chemical interactions between some metals dictate
the use of an internal standard when several elements are present simultaneously.
It should be noted here that a spark emission or ICP spectrometer equipped with
an appropriate polychromator would have the advantage of simultaneous and
therefore more rapid analysis in these multielemental products. These techniques
have probably not been fully utilized in this regard.

A number of organomercurials (3,55,56) can be quantitated after digestion
of the sample to release the mercury. Gold has been analyzed in the form of the
antiarthritic sodium aurothiomalate (57). Antacid products containing Si, Ti, and
Bi (47) and As in arsenamide (58) have all been determined by atomic absorption.
Atomic absorption is also invaluable for the analysis of Pt in the antineoplastic
drug, cis-diaminodichloroplatinum(II) (3). Although in most cases these metals
are determinable by gravimetry, titrimetry, polarography, colorimetry, etc.,
atomic absorption spectroscopy is often more efficient of time and sample, more
precise, and/or more accurate.

Investigational pharmaceutical techniques also have been observed using
ICP spectroscopic techniques. Boron neutron capture therapy is such an example,
where malignant cells can be preferentially loaded with 10B and irradiated with
thermal neutrons, thus killing the cancerous cells (59). This can be especially
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useful in inoperable cancers such as cranial tumors. A number of boron com-
pounds have been observed in various biological fluids and tissue samples using
ICP atomic emission spectroscopy to measure and determine the selectivity of
10B-containing molecules as pharmaceuticals (60–65).

The determination of trace metal impurities in pharmaceuticals requires a
more sensitive methodology. Flame atomic absorption and emission spectroscopy
have been the major tools used for this purpose. Metal contaminants such as Pb,
Sb, Bi, Ag, Ba, Ni, and Sr have been identified and quantitated by these methods
(59,66–68). Specific analysis is necessary for the detection of the presence of
palladium in semisynthetic penicillins, where it is used as a catalyst (57), and
for silicon in streptomycin (69). Furnace atomic absorption may find a significant
role in the determination of known impurities, due to higher sensitivity (Table
2). Atomic absorption is used to detect quantities of known toxic substances in
the blood, such as lead (70–72). If the exact impurities are not known, qualitative
as well as quantitative analysis is required, and a general multielemental method
such as ICP spectrometry with a rapid-scanning monochromator may be utilized.
Inductively coupled plasma atomic emission spectroscopy may also be used in
the analysis of biological fluids in order to detect contamination by environmental
metals such as mercury (73), and to test serum and tissues for the presence of
aluminum, lead, cadmium, nickel, and other trace metals (74–77).

Perhaps the most difficult problem concerning atomic spectroscopy for the
pharmaceutical analyst is the determination of metals at the parts-per-billion level
in biological samples (25,37,78). Two basic prerequisites must be met for this
type of analysis. The sensitivity of the method must be maximal and, by virtue
of clinical limitations, the required sample size must be minimal for the analysis
of minute metal concentrations.

The first requirement can be easily fulfilled by the preconcentration of the
analyte before the analysis. Preconcentration has been applied to sample prepara-
tion for flame atomic absorption (25) and, more recently, for ICP (79,80) spec-
troscopy. However, preconcentration is not completely satisfactory, because of
the increased analysis time (which may be critical in clinical analysis) and the
increased chance of contamination or sample loss. Most important, however, a
larger initial sample size is necessary. The apparent solution is a more sensitive
technique. Table 2 lists concentrations of various metals in whole blood or serum
(81,82) in comparison to limits of detection for the various atomic spectroscopy
techniques. In many cases, especially for the toxic heavy metals, only flameless
atomic absorption using a graphite furnace can provide the necessary sensitivity
and accommodate a sample of only a few microliters (Table 1). The determination
of therapeutic gold in urine and serum (83,84), chromium in serum (85), skin
(86) and liver (87), copper in semen (88), arsenic in urine (89), manganese in
animal tissues (90), and lead in blood (91) are but a few examples in analyses
which have utilized the flameless atomic absorption technique.
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An interesting application of atomic spectroscopy to pharmaceutical analy-
sis is the indirect determination of organic drugs (2). Most often this involves
reacting an analytical reagent with a drug which contains a specific functional
group in such a way that the resultant compound or the excess analytical reagent
can be measured by atomic spectroscopy. The determination of methamphet-
amine, for example, can be facilitated by the precipitation of the bismuth complex
of the drug. A known quantity of BiCl3 is added to a solution of methamphet-
amine, followed by a determination of the unreacted bismuth in solution by
atomic absorption spectroscopy (92). Isoniazid has been determined by the ex-
traction of its cupric chelate into methylisobutyl ketone and subsequent measure-
ment of the copper content by aspiration of the copper complex directly into the
flame of an atomic absorption spectrometer (93). Another application involves
the determination of antihistamines containing a quaternary ammonium ion func-
tional group at a 1 µM concentration (94,95). The antihistamine is first extracted
by the formation of an ion pair with an excess of an ionic detergent such as
sodium dioctylsulfosuccinate. The excess of the latter is then determined by the
addition of copper, extraction of the copper complex into an organic phase, and
determination of the copper content of the complex by atomic absorption spec-
trometry. Other drugs analyzed by indirect methods include alkaloids (96–99),
barbiturates (100), benzylpenicillin (101), diazepines (102), noscapine (103),
phenothiazines (104), and various compounds which contain ionic or covalent
halogen (105), aldehyde (106), or diol (107,108) functional groups. Many of these
determinations have been performed in the presence of possible interferents such
as binders, salts, or other drugs.

The indirect analysis suffers from a basic problem in that while many sam-
ple impurities do not affect the analysis, the chemical reaction is not specific for
a particular drug. Thus, drugs of the same structural classification, drug metabo-
lites or decomposition products of a drug, will often react in the same manner
as the drug of analytical interest and therefore lead to misleading results. If the
purity of the drug can be established by an independent procedure, however, the
indirect analysis of organic pharmaceutical products may be performed accurately
and rapidly by indirect atomic absorption spectrometry.

REFERENCES

1. FW Sunderman Jr. In: DT Forman, RW Mattoon, eds. Clinical Chemistry. Wash-
ington, DC: American Chemical Society, 1975.

2. JHM Miller. Am Lab 10:41, 1978.
3. F Rousselet, F Thuillier. Prog Anal Atomic Spectrosc 1:353, 1979.
4. JD Winefordner, SG Schulman, TC O’Haver. Luminescence Spectroscopy in Ana-

lytical Chemistry. New York: Wiley-Interscience, 1972.

Copyright 2002 by Marcel Dekker. All Rights Reserved.



5. AP Thorne. Spectrophysics. London: Chapman & Hall, 1974.
6. EU Condon, GH Shortley. The Theory of Atomic Spectra. New York: Cambridge

University Press, 1951.
7. C Sandorfy. Electronic Spectra and Quantum Chemistry. Englewood Cliffs, NJ:

Prentice-Hall, 1964.
8. HG Kuhn. Atomic Spectra. New York: Longmans, 1969.
9. WR Hindmarsh. Atomic Spectra, with Selections from Early Papers in Spectros-

copy. New York: Pergamon Press, 1967.
10. HN Russell, FA Saunders. The coupling of the momenta of electrons. Astrophys

J 61:38, 1925.
11. KI Zil’bershtein. Spectrochemical Analysis of Pure Substances, transl. JH Dixon.

New York: Crane Russak, 1977.
12. V Svoboda, I Kleinmann. Anal Chem 40:1534, 1968.
13. JW Robinson. Atomic Spectroscopy. New York: Marcel Dekker, 1990.
14. VA Fassel, RN Kniseley. Anal Chem 46: IIIOA, 1974.
15. CC Butler, RN Kniseley, VA Fassel. Anal Chem 47:825, 1975.
16. AF Ward. Am Lab 10:79, 1978.
17. VA Fassel. Science 202:183, 1978.
18. HL Kahn, SB Smith, RG Schleicher. Am Lab 11:65, 1979.
19. MA Floyd, VA Fassel, RK Winge, JM Katzenberger, AP D’Silva. Anal Chem 52:

431, 1980.
20. JA Dean. Flame Photometry. New York: McGraw-Hill, 1960.
21. R Maurodineaneau, H Boiteux. Flame Spectroscopy. New York: Wiley, 1965.
22. GD Christian, FJ Feldman. Appl Spectrosc 25:660, 1971.
23. N Omenetto, NN Hatch, LM Fraser, JD Winefordner. Spectrochim Acta 288:65,

1973.
24. DA Skoog, DM West. Fundamentals of Analytical Chemistry. 3rd ed. New York:

Holt, Rinehart and Winston, 1976, p 577.
25. GD Christian, FJ Feldman. Atomic Absorption Spectroscopy: Applications in Agri-

culture, Biology and Medicine. New York: Wiley-Interscience, 1970.
26. J Ramirez-Munoz. Atomic-Absorption Spectroscopy. New York: Elsevier, 1968.
27. JD Winefordner, JJ Fitzgerald, N Omenetto. Appl Spectrosc 29:369, 1975.
28. M Slavin. Atomic Absorption Spectroscopy. 2nd ed. New York: Wiley, 1978.
29. BV L’vov. Atomic Absorption Spectrochemical Analysis, transl. JH Dixon. Lon-

don: Adam Hilger, 1970.
30. JD Winefordner, V Svoboda, LJ Cline. CRC Crit Rev Anal Chem 1: 233, 1970.
31. T Hadeishi, RD McLaughlin. Science 174:404, 1971.
32. PR Liddell, KG Brodie. Anal Chem 52:1256, 1980.
33. V Sychra, V Svoboda, I Rubeska. Atomic Fluorescence Spectroscopy. London:

Van Nostrand Reinhold, 1975.
34. SJ Weeks, H Haraguchi, JD Winefordner. Anal Chem 50:360, 1978.
35. RV Smith. Am Lab 5:27, 1973.
36. E Vauder Eeckhout, P DeMoerloose. Pharm Weekbl 106:749, 1971.
37. GH Morrison. CRC Crit Rev Anal Chem 8:287, 1979.
38. GF Hazebroncq. In: 3rd International Congress of Atomic Absorption and Atomic

Fluorescence Spectrometry. London: Adam Hilger, 1971.

Copyright 2002 by Marcel Dekker. All Rights Reserved.



39. US Pharmacopeia. XXIV. Rockville, MD. The United States Pharmacopeial Con-
vention, 2000.

40. British Pharmacopeia. London: Her Majesty’s Stationery Office, 1998.
41. European Pharmacopeia. Maisonneuve, 1997.
42. J Sagel. Pharm Weekbl 111:897, 1976.
43. Remington’s. The science and practice of pharmacy. 20th ed. Easton, PA: Mack

Publishing, 2000.
44. R Nafissy. Acta Med Iran 19:82–88, 1977.
45. RV Smith, MA Nessen. J Pharm Sci 60:907, 1971.
46. BA Dalrymple, CT Kenner. J Pharm Sci 58:604, 1969.
47. A Stahlavska, K Propokova, M Tuzar. Pharmazie 29:140, 1974.
48. S Recknagel, P Brattler, A Chrissafidou, HJ Gramm, J Kotwas, U Rosick. Infu-

sionsther-Transfusionsmed 21:266–273, 1994.
49. RR Moody, RB Taylor. J Pharm Pharmacol 24:848, 1972.
50. K Szivos, L Polos, L Bezur, E Pungor. Acta Pharm Hung 43:90, 1973.
51. YS Chae, JP Vacik, WH Shelver. J Pharm Sci 62:1838, 1973.
52. SA El-Kinawy, MI Walash, MS Abou-Bakr, and IZ Diaie. J Drug Res Egypt 7:

151, 1975.
53. Y Kidani, K Takeda, H Koike. Jpn Anal 22:719, 1973.
54. PO Kosonen, A Salonen, A Nieminen. Finn Chem Lett 33:136, 1978.
55. RD Thompson, TJ Hoffman. J Pharm Sci 64:1863, 1975.
56. IT Calder, JHM Miller. J Pharm Pharmacol 28:25P, 1976.
57. F Rousselet, V Courtois, ML Girard. Analysis 3:132, 1975.
58. JR Leaton. J Assoc Offic Anal Chem 53:237, 1970.
59. WH Thomas, YK Lee. Acta Pharm Suec 11:495, 1974.
60. W Porschen, J Marx, F Dallacker, H Muckter, T Bohmel, R Fairchild. Radiat Envi-

ron Biophys 26:209–218, 1987.
61. K Ishiwata, M Shiono, K Kubota, K Yoshino, J Hatazawa, T Ido, C Honda, M

Ichihashi, Y Mishima. Melanoma Res 2:171–179, 1992.
62. SL Kraft, PR Gavin, CE DeHaan, CW Leathers, WF Bauer, DL Miller, RV Dorn

III. Proc Natl Acad Sci USA 89:11973–11977, 1992.
63. V Gregoire, AC Begg, R Huiskamp, R Verrijk, H Bartilink. Radiotherm Oncon

27:46–54, 1993.
64. SL Kraft, PR Gavin, CW Leathers, CE DeHaan, WF Bauer, DL Miller, RV Dorn

III, ML Griebenow. Cancer Res 54:1259–1263, 1994.
65. K Haselberger, H Radner, G Pendl. Cancer Res 54:6318–6320, 1994.
66. A Kovar, W Lantenshlaeget, R Seidel. Dt Apothz 115:1855, 1975.
67. J Pawlaczyk, M Makowska. Acta Polon Pharm 36:59, 1979.
68. J Mohay, M Veress, G Szasz. Magy Kem Foly 85:465, 1979.
68. RJ Hurtubise. J Pharm Sci 63:1128, 1974.
70. DI Bannon, C Murashchik, CR Zapf, MR Farfel, JJ Chisolm Jr. Clin Chem 40:

1730–1734, 1994.
71. B Berney. Milbank Q 71:3–39, 1993.
72. PL Ooi, KT Goh, BH Heng, CT Sam, KH Kong, U Rajan. Rev Environ Health 9:

207–213, 1991.
73. F Buneaux, A Buisine, S Bourdon, R Bourdon. J Anal Toxicol 16:99–101, 1992.

Copyright 2002 by Marcel Dekker. All Rights Reserved.



74. A Franzblau, L Rosenstock, DL Eaton. Environ Res 46:15–24, 1988.
75. J Moon, TJ Smith, S Tamaro, D Enarson, S Fadl, AJ Davidson, L Weldon. Sci

Total Environ 54:107–125, 1986.
76. E Berman, In: EL Crove, ed. Applied Atomic Spectroscopy, Vol II. New York:

Plenum Press, 1978.
77. TP Moyer, GV Mussman, DE Nixon. Clin Chem, 37:709–714, 1991.
78. DE Nixon, TP Moyer, P Johnoson, JT McCall, AB Ness, WH Fjerstad, MB Wehde.

Clin Chem 32:1660–1665, 1986.
79. WJ Haas, VA Fassel, F Grabau IV, RN Kniseley, WL Sutherland. Adv Chem Ser

1972:91, 1979.
80. RM Barnes, JS Genna. Anal Chem 51:1065, 1979.
81. PL Altman, DS Dittmer, eds. Biology Data Book. Vol III. 2nd ed. Bethesda, MD:

Federation of American Societies for Experimental Biology, 1974, pp 1751–1753.
82. J Versieck, R Cornelis. Anal Chim Acta 116:217, 1980.
83. JV Dunckley, FA Staynes. Ann Clin Biochem 14:53, 1977.
84. JV Dunckley, DM Grennan, DG Palmer. J Anal Toxicol 3:242, 1979.
85. E Gvaf-Harsanyi, FJ Langmyhr. Anal Chim Acta 116:105, 1980.
86. S Liden, E Lundberg. J Invest Dermatol 72:42, 1979.
87. SS Chao, EE Pickett. Anal Chem 52:335, 1980.
88. M Arroyo. Rev Clin Esp 151:211, 1978.
89. M Ishizaki, M Fujiki, S Yamaguchi. Sangyo Igaku 21:234, 1979.
90. DI Paynter. Anal Chem 51:2086, 1979.
91. G Carelli, V Rimatori, B Sperduto. Med Lav 70:313, 1979.
92. T Mitsui, Y Fuiimura, T Suzuki. Bunseki Kagaku 24:244, 1975.
93. Y Kidani, K Inagaki, T Saotome, H Koike. Bunseki Kagaku 22:896, 1973.
94. J Alary, J Rochat, A Villet, A Coeur. Ann Pharm Fr 34:345, 1976.
95. A Villet, J Alary, A Coeur. Bull Trav Soc Pharm Lyon 21:31, 1977.
96. SI Simon, DF Boltz. Microchem J 20:468, 1975.
97. T Mitsui, Y Fujimura. J Hyg Chem 21:183, 1975.
98. T Minamikawa, K Matsumura, A Kamei, M Yamakawa. Bunseki Kagaku 20:1011,

1971.
99. T Minamikawa, N Yamagishi. Bunseki Kagaku 22:1058, 1973.

100. T Mitsui, Y Fujimara. Bunseki Kagaku 24:575, 1975.
101. Y Kidani, K Nakamura, K Inagaki, H Koike. Bunseki Kagaku 24:575, 1975.
102. J Alary, A Villet, A Coeur. Ann Pharm Fr 34:419, 1976.
103. T Minamikawa, K Matsumura. Yakugaki Zasshi 96:440, 1976.
104. J Alary, A Villet, A Coeur. Ann Pharm Fr 35:439, 1977.
105. Y Kidani, H Takemura, H Koike. Bunseki Kagaku 22:187, 1973.
106. PJ Oles, S Siggia. Anal Chem 46:911, 1974.
107. PJ Oles, S Siggia. Anal Chem 46:2197, 1974.
108. B Tan, P Melius, MV Kilgore. Anal Chem 52:602, 1980.

Copyright 2002 by Marcel Dekker. All Rights Reserved.



9
Luminescence Spectroscopy

John H. Miyawa and Stephen G. Schulman
University of Florida, Gainesville, Florida

I. INTRODUCTION

Luminescence spectroscopy is an analytical method derived from the emission
of light by molecules which have become electronically excited subsequent to the
absorption of visible or ultraviolet radiation. Due to its high analytical sensitivity
(concentrations of luminescing analytes �1 � 10�9 moles/L are routinely deter-
mined), this technique is widely employed in the analysis of drugs and metabo-
lites. These applications are derived from the relationships between analyte con-
centrations and luminescence intensities and are therefore similar in concept to
most other physicochemical methods of analysis. Other features of luminescence
spectral bands, such as position in the electromagnetic spectrum (wavelength or
frequency), band form, emission lifetime, and excitation spectrum, are related to
molecular structure and environment and therefore also have analytical value.

Luminescence spectroscopy may be divided into two major areas: fluores-
cence spectroscopy and phosphorescence spectroscopy. The differences between
the two are based mostly on the time frames on which the phenomena of fluores-
cence and phosphorescence occur, phosphorescence decaying much more slowly
(often taking several seconds) than fluorescence subsequent to excitation. Slight
differences between the instrumentation used to observe fluorescence and that to
observe phosphorescence take advantage of the temporal distinction between the
two luminescence phenomena. Chemiluminescence is a form of fluorescence dif-
fering only in the fact that a chemical reaction as opposed to incident light gener-
ates the excited state.

The origin, nature, and measurement of molecular fluorescence, phospho-
rescence, and chemiluminescence, as well as the dependence of these lumines-
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cences on molecular structure, reactivity, and interactions with the environment,
will be considered.

II. THE EMISSION OF LIGHT BY MOLECULES

A. Postabsorption Disposition of Excitation Energy

The electronic excitation of molecules occurs as the result of the absorption of
near-ultraviolet or visible light. Absorption consists of the interaction of the elec-
tric field of the exciting light with the π or nonbonded electrons of the absorbing
molecule. This interaction causes energy to be absorbed from the light wave, a
process that occurs in �10�15 s. The intensity of light absorbed (Ia) is related to
the Lambert-Beer Law by

Ia � I0 � I � I0(1 � 10�εcl) (1)

where I0, I, c, and l are, respectively, the intensities of light incident upon and
transmitted through the sample, the molar concentration of absorber in the sample
and the optical depth of the sample. ε is the molar absorptivity of the absorber
at the nominal analytical wavelength. The energy of the light absorbed (per mole)
is equal to the difference in energy, E, between the ground and excited states of
the absorbing molecules and is given by the Planck frequency relation,

E � Nhν (2)

where h is Planck’s constant, ν is the frequency of absorbed light and N is Avo-
gadro’s number.

It should be noted that most molecules of interest to the pharmaceutical
scientist, which will absorb near UV or visible light, are derived from benzene
or naphthalene or related heterocycles and exhibit two or three absorption bands
corresponding to excitation from the ground electronic state to two or three ex-
cited states.

Subsequent to excitation to an electronically excited singlet state, in which
the molecule of interest may be vibrationally excited as well, the process of return
to the ground electronic state begins. The loss of excess vibrational energy,
known as vibrational or thermal relaxation, takes place in a stepwise fashion,
each step taking 10�14 to 10�13 s and assisted by inelastic collisions with solvent
molecules to which excess thermal energy is lost. Because of the overlap between
higher and lower electronically excited states, there is also an efficient radiation-
less pathway for the demotion of the excited molecule from higher to lower elec-
tronically excited singlet states. This process is called internal conversion. In
aliphatic molecules with a high degree of vibrational freedom, vibrational relax-
ation and internal conversion may return the excited molecule to the ground elec-
tronic state radiationlessly within 10�12 s after excitation.

Under this circumstance, fluorescence does not occur. However, in aro-
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matic and a few other highly conjugated molecules, the degree of vibrational
freedom is restricted, resulting in a very inefficient thermal mechanism of return
to the ground state. In this case, the excited molecule may, as the result of internal
conversion and vibrational relaxation, rapidly arrive in the lowest vibrational
level of the lowest electronically excited singlet state. After the relatively long
period of 10�11–10�7 s, it may change spin and go from the singlet to the triplet
state, or by emitting the difference in energy between the ground and lowest
excited singlet states in the form of near-ultraviolet or visible fluorescence. The
frequency of the fluorescent light is related to its energy by Eq. (2). However,
because of vibrational relaxation in the excited state (Fig. 1) subsequent to ab-
sorption, and in the ground state subsequent to fluorescence, the energy of fluo-
rescence is lower (and the wavelength of fluorescence therefore longer) than that
of absorption to the lowest excited singlet state even though the same electronic
states are involved in both transitions. Moreover, in very rigid molecules, such
as aromatic hydrocarbons, the longest-wavelength absorption band and the fluo-
rescence band will appear as mirror images of one another when plotted on an
abscissa that is linear in frequency or energy (Fig. 2).

It is important, from the analytical point of view, to keep in mind that
fluorescence almost always occurs from the lowest excited singlet state. This
means that only one fluorescence band may be observed for any given molecule,
even though it will usually have several absorption bands. Therefore, the observa-
tion of several fluorescencebands ina solutionof asupposedly puresample suggests
either the occurrence of a chemical reaction or the presence of impurities.

If all molecules absorbing light emitted fluorescence, the observed intensity
of fluorescence would be given by Ia in Eq. (1). However, several processes may
compete with fluorescence for deactivation of the lowest excited singlet state.
Consequently, the intensity of fluorescence If is obtained by multiplying Ia by
the fraction of molecules ϕf which are deactivated by fluorescence. Hence, ϕ f

If � ϕ f Ia (3)

is called the quantum yield of fluorescence or the fluorescence efficiency, is al-
ways unity or a fraction, and is related to the rates of fluorescence (kf) and compet-
itive deactivating processes (kd) such as internal conversion and crossover to the
triplet state,

ϕ f �
kf

kf � ∑kd

(4)

The greater the numbers or rates of processes competing with fluorescence, the
lower the value of ϕf and, hence, the lower the intensity of fluorescence. On most
commercial instrumentation, ϕ f must be greater than 1 � 10�4 for fluorescence
to be observable. From Eqs. (1) and (3) it follows that
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Fig. 1 Photophysical processes of conjugated molecules. Electronic absorption (A) from
the lowest vibrational level (v � 0) of the ground state (S0) to the various vibrational
levels (v � 0, 1, 2, 3) of the excited singlet states (S1 and S2) is followed by rapid, radiation-
less internal conversion (IC) and vibrational relaxation (VR) to the lowest vibrational level
(v � 0) of S1. Competing for deactivation of the lowest excited singlet state S1 are the
radiationless internal conversion and singlet–triplet intersystem crossing (ST) as well as
fluorescence (F). Fluorescence is followed by vibrational relaxation (VR) in the ground
state. Intersystem crossing (ST) is followed by vibrational relaxation (VR) in the triplet
state (T1). Phosphorescence (P) and nonradiative triplet–singlet intersystem crossing (ST)
return the molecule from the triplet state (T1) to the ground state (S0). Vibrational relax-
ation in S0 then thermalizes the ‘‘hot’’ ground-state molecule.

If � ϕ f I0 (1 � 10�εcl) (5)

indicating that fluorescence intensity is not linear but rather exponential in its
variation with absorber concentration. However, Eq. (5) may be expanded, in
series, to

ϕ f I0 (1 � 10�εcl) � (2.3εcl �
(2.3εcl)2

2!
�

(2.3εcl)3

3!
� . . .)ϕ f Ic (6)
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Fig. 2 Illustrating the mirror image relationship between absorption (A) and fluores-
cence (F), extant when the vibrational spacing are identical in ground and electronically
excited states.

For values of εcl � 0.2, the higher terms in Eq. (6) may be neglected (to within
2.3% error) by comparison with the first, so that

If � 2.3 ϕ f I0εcl (7)

Thus, at very low absorbance If is linear with the analyte concentration and under
constant experimental conditions Eq. (8) may be employed analytically in the
relative form

Ifu

Ifs

�
Cu

Cs

(8)

where the subscripts u and s refer to unknown and standard solutions, respec-
tively. However, it must be borne in mind that at higher absorbances Eq. (7)
breaks down and correction for higher terms in Eq. (6) or the preparation of a
calibration curve must be employed for analytical purposes.

Another important property of fluorescing molecules is the lifetime of the
lowest excited singlet state (τ). If the mean rate of fluorescence is the number
of fluorescence events per unit time, the mean lifetime of the excited state is the
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reciprocal rate, or the mean time per fluorescent event. The greater the number
and the faster the processes that compete with fluorescence for deactivation of
the lowest excited singlet state, the shorter will be τ. Fluorescence lifetime mea-
surement is a valuable technique in the analysis of multicomponent samples con-
taining analytes with overlapping fluorescence bands.

Among the processes which compete with fluorescence is intersystem
crossing from the lowest excited singlet to the lowest excited triplet state. In-
tersystem crossing is a radiationless process which results in a change in the spin
angular momentum of the excited molecule. Although it diminishes the quantum
yield of fluorescence, it results in population of the lowest triplet state. The return
of molecules from the lowest triplet state to the ground state may be accompanied
by a long-duration light emission known as phosphorescence.

Phosphorescence, like fluorescence, is most often observed in molecules
having rigid molecular skeletons and having large energy separations between the
lowest excited triplet state and the ground singlet state (i.e., aromatic molecules).
Because triplet states are long-lived (10�4–10 s), chemical and physical processes
in solution compete effectively with phosphorescence for deactivation of the low-
est excited triplet state. Except for the shortest-lived phosphorescences, colli-
sional deactivation by solvent molecules, quenching by paramagnetic species
(e.g., oxygen), photochemical reactions, and certain other processes preclude the
observation of phosphorescence in fluid media. Rather, phosphorescence is nor-
mally studied in glasses, at liquid-nitrogen temperature, or, more recently, with
analytes adsorbed on filter paper or other solid substrates, at ambient tempera-
tures, where collisional processes cannot completely deactivate the triplet state.

Because fluorescence normally originates only from the lowest excited sin-
glet state and phosphorescence only from the lowest triplet state, only one fluo-
rescence band and one phosphorescence band may be observed from any given
molecular species. Since phosphorescence is precluded in fluid solutions, only a
single emission band, that due to fluorescence, may be observed for a single
molecular species in solution. However, when fluorescence and phosphorescence
are observed for the same molecule, the band occurring at longest wavelengths
will be the phosphorescence band because the lowest triplet state always lies
lower in energy than the lowest excited singlet state. Phosphorescence is usually
distinguished from fluorescence by taking advantage of the differences in the
mean lifetimes of the two processes. For very-long-lived phosphorescences (	0.1
s), electronic chopping devices are employed to distinguish between fluorescence
and phosphorescence.

Phosphorescence is analytically useful in much the same way as fluores-
cence. This is especially so in the study of metabolites that phosphoresce but do
not fluoresce. For example, p-nitrophenol, one of the metabolites of parathion,
does not fluoresce, yet it can be detected and determined by its intense phospho-
rescence at concentrations down to about 10�10. However, where both lumines-
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cences can be employed analytically, fluorescence is usually the method of
choice, because it is not restricted to rigid media. The intensity of phosphores-
cence Ip, for low sample absorbance (εcl � 0.02) is

Ip � 2.3 ϕstϕp I0 εcl (9)

where ϕp and ϕst are, respectively, the quantum yields of phosphorescence and
intersystem crossing.

B. Chemical Structural Effects on Luminescence Spectra

Most luminescence spectra of pharmaceutical interest arise from functionally sub-
stituted aromatic molecules. Consequently, the compounds of interest in this
chapter are those derived from drugs possessing aromatic rings, such as benzene,
naphthalene, or anthracene, or their heteroaromatic analogs pyridine, quinoline,
acridine, etc. As is the case for absorption spectra, the luminescence spectra of
these substances may often be understood in terms of the electronic interactions
between the simple aromatic structures and their substituents.

Understanding of the spectra–structure relationships can be valuable in as-
sessing the feasibility of a luminescence method for a given compound. In this
section will be considered the influence of exocyclic and heterocyclic substitu-
ents, in aromatic rings, on the intensities and positions of the luminescence spec-
tra of aromatic molecules.

1. Chemical Structure and Luminescence Intensity

The intensity of fluorescence observable from a given molecular species depends
on the molar absorptivity of the transition excited and the quantum yield of fluo-
rescence. The molar absorptivity determines the number of molecules ultimately
populating the lowest excited singlet state. For most aromatic molecules, the π,
π* absorption bands lying in the near-ultraviolet and visible regions of the spec-
trum have molar absorptivities of 1000–10,000, so that the proper choice of the
transition to excite can affect the intensity of fluorescence by about one order of
magnitude.

Far more important is the quantum yield of fluorescence, which may affect
the intensity of fluorescence over about four orders of magnitude and may deter-
mine whether fluorescence is observable at all. The quantum yield of fluorescence
is dependent on the rates of processes competing with fluorescence for the deacti-
vation of the lowest excited singlet state.

The current state of spectroscopic theory does not permit the quantitative
prediction of how efficiently nonradiative deactivation processes compete with
fluorescence from molecule to molecule. However, some qualitative generaliza-
tions are possible.
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Aromatic molecules containing lengthy aliphatic side chains generally tend
to fluoresce less intensely than those without side chains. This is brought about
by the introduction of a large number of vibrational degrees of freedom by the
aliphatic moieties.

The greater vibrational freedom introduces vibrational coupling between
the ground and lowest excited singlet states and thus reduces the quantum yield
of fluorescence by providing an efficient pathway for internal conversion. In un-
substituted aromatic molecules, the rigidity of the aromatic ring results in wide
separation of the ground and lowest excited singlet states. In general, molecular
rigidity and high quantum yield of fluorescence are closely related to one another.
These arguments are also valid for phosphorescence. Rigid molecules tend to
phosphoresce more intensely.

The fluorescence of aromatic molecules is quenched (diminished in inten-
sity) partially or completely by heavy-atom substituents such as EAs(OH)2, Br,
and I, and by certain other groups such as ENH2, ECHO, ECOR, and nitrogen
in six-membered heterocyclic rings (e.g., quinoline). Each of these substituents
has the ability to cause mixing of the spin and orbital electronic motions of the
aromatic system. Spin–orbital coupling destroys the concept of molecular spin
as a well-defined property of the molecule and thereby enhances the probability
or rate of singlet → triplet intersystem crossing.

This process favors population of the lowest triplet state at the expense of
the lowest excited singlet state and thus decreases the fluorescence quantum yield.
However, the efficient population of the lowest triplet state favors a high yield
of phosphorescence. Consequently, aromatic arsenates, nitro-compounds, bromo-
and iodo-derivatives, aldehydes, ketones, and N-heterocyclics tend to fluoresce
very weakly or not at all. However, most of them phosphoresce quite intensely.
In the heavy atom-substituted aromatics, spin–orbital coupling results from the
high nuclear charge of the heavy atom substituent, which causes the π electrons
of the aromatic system to spend more time, on the average, near the heavy nuclei.
This situation causes juxtaposition of the spin and orbital angular momentum
vectors at the heavy nucleus and thereby favors their coupling. In the aldehyde,
ketone, and N-heterocyclic molecules, however, the phenomenon which causes
high electron density at an atomic nucleus, and therefore spin–orbital coupling,
is somewhat different. In these molecules, the oxygen atoms of the carbonyl
groups and the heterocyclic nitrogen atoms have nonbonded electron pairs in
orbitals which are sp2 hybridized. The promotion of a nonbonded electron to a
vacant π* orbital usually occurs at lower energy and with lower molar absorptiv-
ity than the lowest-energy π → π* transition. Hence, in molecules having non-
bonded electrons, the n, π* state is the lowest excited singlet state.

The greater degree of s character in the sp2 hybridized nonbonding orbital
compared to the pπ orbitals of the aromatic system results in a higher degree of
spin–orbital coupling in molecules having nonbonded electrons than in those that
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do not. These factors combine to result in a high efficiency of intersystem crossing
in molecules having functional groups with nonbonded electrons. Hence, these
molecules tend to fluoresce weakly and phosphoresce strongly. A rather interest-
ing distinction between molecules having heavy-atom substituents and those hav-
ing nonbonded electrons is that, upon going to a highly polar or hydrogen-bond-
ing solvent from a weakly interacting solvent, the quantum yield of fluorescence
of the latter group of compounds increases and the quantum yield of phosphores-
cence decreases. This is due to the binding of the nonbonded electrons, which
stabilizes them and causes the lowest π, π* state to drop below the n, π* state.
This diminishes the role of the n, π* state in populating the triplet. Strongly
interacting solvents do not have a dramatic effect on the fluorescence yields of
heavy-atom-substituted aromatic molecules.

2. Chemical Structure and Position of the Luminescence
Maximum

The energies of the ground and excited states of fluorescing and phosphorescing
molecules are affected by molecular structure. This is reflected in the positions
(energies) of the fluorescence and phosphorescence maxima.

According to Eq. (2), the greater the separation between the ground and
excited states, the greater will be the frequency and the shorter will be the wave-
length of luminescence. This separation depends on the energy difference be-
tween the highest occupied and lowest unoccupied molecular orbitals and the
repulsion energy between the electronic configurations corresponding to the
ground and excited states. It should be recalled that these factors and Eq. (2) also
defined the effects of molecular structure on electronic absorption spectra. It will
suffice to say that the discussions of structural effects on absorption maxima are
also applicable to fluorescence and phosphorescence maxima and need not be
repeated here.

C. Environmental Effects on Luminescence Spectra

1. Solvent Effects

The solvents in which fluorescence spectra are observed play a major role in
determining the spectral positions and intensities with which fluorescence bands
occur. In some cases, the solvent may determine whether or not fluorescence is
observed at all. The effects of the solvent on the fluorescence spectra are deter-
mined by the nature and degree of the interactions of the solvent molecules with
the ground and lowest electronically excited singlet state of the fluorescing solute
molecules. The influence of the solvent on the appearance of phosphorescence
is much smaller than that on fluorescence.
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Solvent interactions with solute molecules are electrostatic in nature and
may be classified as dipolar or hydrogen bonding. The position of the fluores-
cence band maximum in one solvent, relative to that in another, depends on the
relative separations between the ground and excited states in either solvent and
therefore the relative strengths of ground- and excited-state solvent stabilization.

This subject has already been discussed at length for absorption spectra,
and the relationships between solvent polarity and luminescence maxima are
qualitatively similar. The influences of solvent hydrogen-bonding and polar prop-
erties on luminescence intensities, however, are rather different from those on
absorption spectra.

Hydrogen bonding in the lowest excited singlet state occasionally results
in the loss of fluorescence intensity in molecules whose lowest excited singlet
states are of the intramolecular charge transfer type. This is observed as a decrease
in fluorescence quantum yield upon going from hydrocarbon to hydrogen-bond-
ing solvents. Many aryl amines and phenolic compounds demonstrate this behav-
ior, which is due to internal conversion enhanced by coupling of the vibrations of
the molecule of interest to those of the solvent. It can be avoided as an analytical
interference by making fluorescence measurements in non-hydrogen-bonding
media.

Molecules having lowest excited singlet states of the n, π* type phospho-
resce, but they rarely fluoresce in hydrocarbon solvents (aprotic, nonpolar) be-
cause the n, π* singlet state is efficiently deactivated by intersystem crossing.
However, in polar, hydrogen-bonding solvents, such as ethanol or water, these
molecules become fluorescent and their phosphorescence efficiencies decrease.
This results from the stabilization, relative to the ground state, of the lowest
singlet π, π* state, by dipole–dipole interaction and the destabilization of the
lowest singlet n, π* state by hydrogen-bonded interaction. If both of these interac-
tions are sufficiently strong, the π, π* state drops below the n, π* state in the
strongly solvated molecule, thereby permitting intense fluorescence. Quinoline
and 1-naphthaldehyde, for example, do not fluoresce in cyclohexane but do so
in water.

Solvents containing atoms of high atomic number (e.g., alkyl iodides) also
have a pronounced effect on the intensity of fluorescence of solute molecules.
However, this effect is not directly related to the polarity or hydrogen-bonding
properties of the ‘‘heavy-atom solvent.’’ Atoms of high atomic number in the
solvent cage of the solute molecule enhance spin–orbital coupling between the
lowest excited singlet state and the lowest triplet state of the solute. This favors
the radiationless population of the lowest triplet state at the expense of the lowest
excited singlet state. Thus, in ‘‘heavy-atom solvents,’’ fluorescence is usually
less intense than in solvents of low molecular weight. In frozen solutions the
‘‘heavy atom effect’’ favors the enhancement of phosphorescence intensity. Thus,
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in analytical practice, heavy-atom solvents are to be avoided in fluorometry and
to be desired in phosphorimetry.

2. The Influence of pH

The influences of pH on luminescence spectra are derived from the dissociation
of acidic functional groups or the protonation of basic functional groups, associ-
ated with the aromatic portions of fluorescing molecules.

The spectral shifts observed when basic groups are protonated or when
acidic groups are dissociated are greater in magnitude, but qualitatively similar
in direction, to the shifts resulting from interaction of lone or nonbonded electron
pairs with hydrogen-bond donor solvents or from interaction of acidic hydrogen
atoms with hydrogen bond acceptor solvents, respectively. Thus, the protonation
of electron-withdrawing groups such as carboxyl, carbonyl, and pyridinic nitro-
gen results in shifts of the luminescence spectra to longer wavelengths, while
the protonation of electron-donating groups such as the amino group produces
spectral shifts to shorter wavelengths. The protolytic dissociation of electron-
donating groups such as hydroxyl, sulfhydryl, or pyrrolic nitrogen produces spec-
tral shifts to longer wavelengths, while the dissociation of electron-withdrawing
groups such as carboxyl produces shifting of the fluorescence and phosphores-
cence spectra to shorter wavelengths.

In some molecules, notably the carbonyl derivatives of benzene, the pres-
ence of nonbonded electrons obviates the occurrence of fluorescence even in
strongly hydrogen-bonding solvents such as water. However, protonation of the
functional group possessing the nonbonded electron pair, or dissociation of elec-
tron-donor groups in the molecule, raises the n, π* lowest excited singlet state
above the lowest excited singlet π, π* state and thereby allows fluorescence to
occur. Benzaldehyde, for example, does not fluoresce as the neutral molecule
but does so, moderately intensely, as the cation, in concentrated sulfuric acid.
Tranquilizers derived from butyrophenone (e.g., haloperidol) fluoresce in their
protonated forms in concentrated sulfuric acid. However, these compounds are
nonfluorescent in aqueous media.

One of the more interesting aspects of acid–base reactions of fluorescent
or potentially fluorescent molecules is derived from the occurrence of protonation
and dissociation during the lifetime of the lowest excited singlet state, a classical
and often-observed example of photochemistry originating from the lowest ex-
cited singlet state.

The lifetimes of molecules in the lowest excited singlet state are typically
of the order of 10�11–10�7 s. Typical rates of proton transfer reactions are 1011

s�1 or less. Consequently, excited-state proton transfer may be much slower,
much faster, or competitive with radiative deactivation of the excited molecules.
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If excited-state proton transfer is much slower from fluorescence, the fluorescence
intensity-versus-pH curve will be exactly like the absorbance-versus-pH curve
(i.e., no excited-state proton transfer occurs). If excited-state proton transfer is
much faster than fluorescence, the fluorescence intensity-versus-pH curve will
reflect the acid–base equilibrium in the lowest excited singlet state and the disso-
ciation constant taken from the fluorescence intensity-versus-pH curve will be
that of the excited-state reaction. Equilibrium in the excited state is a rare phe-
nomenon and will not be dealt with further here.

If the rate of proton transfer in the excited state is comparable to the rates
of deactivation of acid and conjugate base by fluorescence, the variations of the
fluorescence intensities of acid and conjugate base with pH will be governed by
the kinetics of the excited state proton-transfer reactions. In general, the pH region
over which the emissions of both conjugate acid and conjugate base are observed
will be much wider (Fig. 3) than, say, pKa �2 � pH � pKa � 2 because in
some cases it will be possible to excite the conjugate acid and in others the
conjugate base exclusively, and yet in both cases see emission from the conjugate
acid and base. This obviously represents a potential interference in analytical
fluorimetry. It is worth noting that buffer ions act as proton donors and acceptors
with excited, potentially fluorescent molecules. In solutions containing high con-
centrations of buffer ions, the latter may induce excited-state proton transfer in
molecules which would not ordinarily enter into this process in water. Conse-
quently, the intelligent application of fluorimetry in buffered aqueous solutions
requires the use of very dilute buffers and, therefore, a compromise between
optimal buffer capacity and fluorimetric sensitivity.

Because phosphorescence is normally observed only in rigid media, proton
transfer in the lowest triplet state is rarely observed, in real time, in the pH depen-
dence of the phosphorescence spectrum.

3. The Influence of High Solute Concentrations

The discussion of luminescence has, up to the present, been based on the proper-
ties of dilute solutions in which the analyte molecules were presumed not to
interact with one another. It has already been established that at high absorbance
at the wavelength of excitation, deviations from linearity of the fluorescence in-
tensity-versus-concentration relationship may occur because of the exponential
variation of luminescence intensity with concentration. However, over a wide
range of solute concentrations, solute–solute interactions may also account for
loss of luminescence intensity with increasing solute concentration.

Several types of excited-state solute–solute interaction are common. The
aggregation of excited solute molecules with ground-state molecules of the same
type produces an excited polymer or ‘‘excimer,’’ which, by virtue of the coupling
of the aromatic systems of the excited and unexcited molecules, may either not
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Fig. 3 pH dependences of the relative fluorescence intensities (If/If
0) of a base (B) and

its conjugate acid (BH�) resulting from B becoming a stronger base in the lowest excited
singlet state (pKBH� � 11.5) but having insufficient time, prior to the fluorescence of B,
for complete protonation. Acid–base equilibrium is therefore not truly attained during the
lifetime of the lowest excited singlet state.

luminesce or may luminesce at lower frequency than the monomeric excited mol-
ecule. The excimer fluorescence occurs at the expense of monomer fluorescence
and, if not anticipated, can cause serious errors in fluorimetric analysis. Because
excimer fluorescence takes place in the excited state, it is demonstrable in the
fluorescence spectrum. However, after fluorescence, the deactivated polymer rap-
idly decomposes. Hence, the absorption spectrum does not reflect the presence
of the excited-state complexes. Occasionally, excited-state complex formation
may occur between two different solute molecules. The phenomenon is compara-
ble to excimer formation; however, the term ‘‘exciplex’’ has been coined to de-
scribed a heteropolymeric excited-state complex. Excimer and exciplex formation
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are usually observed only in fluid solution because diffusion of the excited species
is necessary to form the excited complexes. One concentration effect that is ob-
served in molecules in fluid or rigid media is resonance energy transfer. Energy
transfer entails the excitation of a molecule which, during the lifetime of the
excited state, passes its excitation energy off to a nearby molecule. This process
falls off in probability as the inverse sixth power of the distance between donor
and acceptor and can occur between molecules which are separated by up to 10
nm. If the energy donor is a chemical species distinct from the energy acceptor,
and is of analytical interest, the analytical interference due to loss of luminescence
intensity from the former species should be obvious. Because the mean distance
between molecules decreases with increasing concentration, energy transfer is
favored by increasing concentration of the acceptor. For energy transfer to occur
between two dissimilar molecules, the fluorescence spectrum of the energy donor
must overlap the absorption spectrum of the energy acceptor.

At very high absorber concentrations, ground-state aggregation effects may
come into play and may ultimately result in the decrease of luminescence inten-
sity with increasing absorber concentration. Moreover, when very highly ab-
sorbing solutions are studied, the loss in fluorescence intensity with increasing
absorber concentration may also be due to absorption of all of the exciting light
before it completely traverses the sample. Fluorescence is then observed from
only part of the sample cell. If the absorption spectrum and the fluorescence
spectrum of the solute overlap, diminution of fluorescence intensity may result
from the reabsorption of part of the emitted radiation. This is called trivial reab-
sorption.

Fluorescence may be quenched (diminished in intensity or eliminated) due
to the deactivation of the lowest excited singlet state of the analyte by interaction
with other species in solution. The mechanisms of quenching appear to entail
internal conversion, intersystem crossing, electron transfer, and photodissociation
as modes of deactivation of the excited analyte–quencher complexes.

Quenching processes may be divided into two broad categories. In dynamic
or diffusional quenching, interaction between the quencher and the potentially
fluorescent molecule takes place during the lifetime of the excited state. As a
result, the efficiency of dynamic quenching is governed by the ratio constant of
the quenching reaction, the lifetime of the excited state of the potential fluorescer,
and the concentration of the quenching species. Interaction between quencher
and excited analyte results in the formation of a transient excited complex which
is nonfluorescent and may be deactivated by any of the usual radiationless modes
of deactivation of excited singlet states. Because interaction occurs only after
excitation of the potentially fluorescing molecule, the presence of the quenching
species has no effect on the absorption spectrum of the analyte. Many aromatic
molecules—for example, the aminobenzoic and hydroxybenzoic acids and their
metabolites—are dynamically quenched by halide ions such as Cl� and Br�.
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Static quenching is characterized by complexation in the ground state between
the quenching species and the molecule, which, when alone excited, should even-
tually become a potential fluorescing molecule. The complex is generally not
fluorescent, and although it may dissociate in the excited state to release the
fluorescing species, this is, at most, only partially effective in producing fluo-
rescers because radiationless conversion to the ground state may be much faster
than photodissociation. As a result, the ground-state reaction diminishes the inten-
sity of fluorescence of the potentially fluorescent species. The quenching of the
fluorescence of doxorubicin by complexation with double-helical DNA is an ex-
ample of static quenching.

The dependence of the relative quantum yield of fluorescence (φ/φ0) on
quencher concentration [Q] may be derived from steady-state kinetics and is

φ
φ0

�
1 � α

1 � kDτ[Q]
(10)

where τ is the mean lifetime of the excited state in the absence of quenching
(i.e., when [Q] � 0), kD is the rate constant of complexation of the potential
fluorescing species by the quencher Q in the excited state, and α is the fraction
of complex, formed in the ground state, that is excited by direct absorption.

Although quenching of fluorescence is most often regarded as an analytical
interference, it can also form the basis for analytical methodology. This approach
makes use of the fact that if the intense fluorescence of a reference compound
is statically quenched by quantitative reaction with a nonfluorescent analyte of
interest, the difference between the fluorescence intensities of the reference com-
pound before and after quenching by the analyte is proportional to the concentra-
tion of the analyte. Although this technique has not been employed to the extent
that direct fluorimetry has, it is nearly as sensitive as the direct fluorimetry of the
reference fluorophore. Moreover, it is as sensitive as most fluorimetric methods in
which a fluorescing derivative of the analyte must be generated chemically. Dy-
namic fluorescence quenching is not particularly useful from the point of view
of trace analysis, because the occurrence of quenching during the lifetime of the
lowest excited singlet state requires that quencher concentrations be 	 10�4 M.

III. INSTRUMENTATION

Fluorescence spectrophotometers consist of a light source, to provide the excita-
tion energy, a device for selecting the excitation wavelength, a sample compart-
ment, a second device for selecting the emission wavelength, a photodetector,
and a data acquisition and recording device to determine the intensity of fluores-
cence at any given wavelength (Fig. 4).
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Fig. 4 Schematic diagram of a spectrofluorimeter.

A. Light Sources

Gas discharge lamps are the most commonly used light sources. These lamps
consist of two electrodes in a carrier gas at high pressure, across which a high
potential difference is applied. The carrier gas employed is frequently the inert
gas xenon. The high potential difference ionizes the carrier-gas atoms, which
then accelerate toward the cathode, generating, through collisions, other excited
states which emit radiation upon returning to their ground states. The high pres-
sure enhances the probability of intermolecular collisions, broadening the energy
distribution of the excited gas atoms and, in the process, transforming an other-
wise sharp atomic line spectrum into a continuum. This continuum, however, is
not uniform in intensity and falls off sharply below 300 nm. The lamps, however,
do not provide a stable light output profile with time. This profile often changes
as a result of changes in the discharge conditions, variations in the power supply,
and sputtering of electrode material onto the quartz envelope.

The high pressure mercury vapor lamp has also found use as a light source.
It is characterized by the presence of high-intensity emission lines at 253.7, 296.5,
302.2, 312.2, 313.3, 365.0, 404.1, 435.8, 516.1, 577.0, and 579.0 nm. The mer-
cury vapor lamp has a more stable light output profile than the xenon arc lamp,
generates intense line emissions, and is less expensive than the xenon arc lamp.
Mercury vapor lamps, however, emit little light at wavelengths other than those
of the mercury line emission spectrum, limiting the choice of useful excitation
wavelengths. In the less expensive fluorimeters a low-pressure mercury vapor
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lamp is commonly employed because some of the lines are sufficiently intense
to excite samples.

Incandescent lamps have also been used as light sources in fluorimeters.
Tungsten wire filaments are typically employed, in which the metal wire is elec-
trically heated in an inert gas atmosphere. As a result of the heating, the hot
tungsten filament emits light, which is usually in the visible region of the electro-
magnetic spectrum. This limited range of emission, coupled with the relatively
lower intensity of emission, limits the usefulness of incandescent lamps. The
lamps are stable and inexpensive, but are useful only for the excitation of mole-
cules which absorb light in the visible range.

Tunable dye lasers have also found use as excitation sources. Their ability
to generate high-intensity, narrow-line-width electromagnetic radiation has
proved desirable. However, this advantage is offset by their high cost and com-
plexity, as well as by the fact that high excitation energy enhances light scatter,
photodecomposition, and heat generation within the sample cell. The latter disad-
vantage has, as a result, limited lasers to principal use as light sources for the
analysis of inorganics. They are, however, also useful as line sources in fluores-
cence detectors for flowing streams.

B. Wavelength Selection Devices

The wavelength selection devices employed in fluorimetry are either filters or
grating monochromators. The filters are either absorption or interference based.
Absorption filters are constructed of either tinted glass or gelatin containing dyes
sandwiched between glass. These filters absorb electromagnetic radiation above
or below a cutoff wavelength. Interference filters, on the other hand, consist of
two partially transmitting films of silver separated by a transparent spacer film.
The filters transmit light of wavelength corresponding to the optical separation
of the spacer film as well as integral multiples of this principal wavelength. All
other wavelengths are eliminated by destructive interference.

The two types of filters are relatively inexpensive, and collectively the fil-
ters provide a narrow to broad (approx 1–100 nm) bandpass with peak transmis-
sions of up to 90%. However, the filters are not very useful in scanning instru-
ments.

Monochromators consist of an entrance slit, a dispersion device, and an
exit slit. The dispersion device is usually a diffraction grating, though a prism
may still be used in the older devices. The gratings are preferred, as they are less
expensive, have uniform resolution, a linear dispersion throughout the ultravio-
let–visible range, and a better light flux throughput than the prisms. The gratings
are either transmission or reflectance based. Transmission gratings have a large
number (600–1200 lines/mm) of parallel transparent and opaque lines arranged
alternately on the grating. Monochromatic light impingent on the incident plane
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is transmitted through the closely spaced transparent lines, generating an interfer-
ence pattern. The reflectance grating is similar to the transmission grating except
that the grooves are on a reflective rather than a transparent surface. Generally,
the greater the number of lines per millimeter on the grating, the higher is the
resolution and the better the separation of polychromatic light into its component
wavelengths. A drawback of gratings is that several orders of spectra, which
contribute to spectral interferences, are obtained. The higher orders of spectra
can be reduced, however, by the use of filters in the optical path.

The types of slits and their widths also influence the resolution of fluores-
cence spectrophotometers. The slits serve to focus incident light onto the disper-
sion devices and the photodetectors. The slits may be fixed or adjustable, the
latter being more commonly used despite the fact that they are more expensive.
Adjustable slits may be unilateral or bilateral, depending on whether only one
or both of two beveled blades are moved with respect to each other in adjusting
slit width. Bilateral slits are preferred over unilateral slits, as they maintain a
constant line upon changing slit width. As a rule, the smaller the slit width, the
better is the resolution and, hence, the analytical selectivity. However, this is
associated with a decrease in intensity of transmitted light and, as a result, sensi-
tivity. Conversely, the larger the slit width, the better is the sensitivity and the
poorer the resolution, which may be significant in multicomponent analysis.
There are usually two monochromators in fluorescence spectrophotometers, an
excitation monochromator and an emission monochromator.

C. Sample Compartment

The sample compartment has its internal surfaces painted a flat black and is cov-
ered during measurement to minimize stray light. The sample compartment is
normally positioned so that the excitation and emission monochromators are at
right angles to each other, so as to minimize interference from stray excitation
light. However, for strongly absorbing solutions or solid analytes, a frontal sur-
face configuration is adopted in which the fluorescence emitted at 30° to the
incident light path is measurable. The fluorescence cells are constructed of either
quartz or silica, as these materials are able to transmit light of wavelength as low
as 200 nm up to well into the near-infrared. Occasionally, cheaper glass or plastic
cells are employed, where the excitation wavelength range is above 330 nm. The
sample cells are normally rectangular, with a horizontal cross-sectional area of
1 cm2 for room-temperature fluorescence spectroscopy. However, for low-tem-
perature work including phosphorimetry, cylindrical cells are employed so as to
preclude the possibility of cracking at edges. Sample compartments of the more
recent spectrophotometers usually contain accessories to permit low-temperature
fluorescence or phosphorescence work. When the fluorescence spectrophotome-
ter is employed as a detector for liquid chromatography, the fluorescence cell
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employed is a flow-through cell with entrance and exit ports which can be con-
nected to the chromatographic system. Similarly, the compartment can be custo-
mized to house polarized prisms or to provide for the maintenance of constant
temperatures.

D. Photodetectors

The most widely used photodetectors are the photomultiplier tubes. These tubes
generate an electrical signal upon exposure to light. The photomultiplier tube
consists of an evacuated glass or quartz tube containing a photocathode, a series
of dynodes across which are maintained successively increasing potential differ-
ences, and an anode. Light photons strike the photocathode, causing it to emit
photoelectrons. These photoelectrons are then accelerated and amplified across
the series of dynodes, eventually striking the anode to yield a measurable current.
The sensitivity of the detector depends primarily on the composition of the cath-
ode surface. This is usually cesium, selenium, tellurium, or a mixed alkali metal
alloy. These metals have relatively low ionization potentials, easily losing valence
electrons on exposure to light. Most photomultiplier tubes have an optimal spec-
tral response in the region 300–500 nm, which falls off dramatically beyond 500
nm. At longer wavelengths, special red-sensitive photomultiplier tubes have been
developed for use.

For the measurement of low light intensities, photon counting has been
employed. In photon counters the photoelectron pulses at the anode of the photo-
multiplier tube are counted using a high-speed electronic counter. One pulse ac-
counts for each electron ejected from the photocathode, and the mean pulse count
rate is proportional to the light intensity. These counters, however, have a limiting
count rate, beyond which they do not discriminate between signals. This restricts
their utility to the measurement of low light intensities, where they exhibit less
drift.

Imaging detectors have more recently been developed for use as detectors
in spectrofluorimeters. The image detectors, more commonly known as vidicons,
are essentially video camera tubes. These may be photoemissive or photoconduc-
tive. In the image orthicon the target surface containing a photosensitive material
is biased by a scanning electron beam, resulting in a charge separation on the
photosensitive surface. Incident light discharges this bias to an extent proportional
to the amount of light striking each pixel. Upon return of the scanned beam, the
bias is replaced by the generation of a signal. On the other hand, in the return
vidicon the photoelectrons arising from the photocathode are focused onto a sec-
ondary electron emitter which in turn releases electrons which are collected onto a
nearby mesh. A low-velocity electron beam is then scanned across the secondary
electron emitter, discharging the positive charge present in some regions of the
emitter. Over the other regions of the emitter surface the electrons are simply
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scattered and collected by an anode located at the base of the tube, giving rise
to a signal. To improve sensitivity, intensified vidicons have been developed.
In these intensified vidicons the electrons emerging from the photocathode are
accelerated, in an orderly fashion, to the photoconductive target. Depending on
target construction, these intensified vidicons are called either secondary electron
conductor (SEC) intensified vidicons (MgO, KCl, MgF, or Ag) or silicon-intensi-
fied (SIT) vidicons (silicon diode arrays).

E. Data Acquisition Devices

The electronic signal obtained from the photodetector is usually electronically
amplified, measured using some sort of galvanometer, and presented in either
analog or digital form. The signal may alternatively be recorded on a strip-chart
recorder, to supply a permanent record of the spectrum. The limitation of these
recorders, however, is the relatively long response time of the pen. This limits
the speed at which accurate spectra can be obtained. Oscilloscopes have been
developed, however, in which elaborate electrical circuits have been employed
to obtain spectra with a much shorter response time.

F. Time-Resolved Fluorimetry

With the advances in electrooptical technology, it has become possible to excite
a potentially fluorescent sample with a pulsed lamp which emits its radiation at
nanosecond intervals. The thyraton pulsed lamps, for example, emit radiation in
bursts of 2–10 ns duration with about 0.2 ms between pulses, and the pulsed
lasers generate even shorter-duration pulses. A fluorescent sample excited with
a pulsed source does not fluoresce continuously. Rather, each pulse generates a
batch of excited molecules which then emit the energy as fluorescence in an
exponential fashion. The next pulse then excites a batch of the molecules which
then also decay in an exponential fashion. In pulse fluorimetry the fluorescence
from the sample, excited by the pulsed source, is represented, after detection, as
a function of time on a fast sampling oscilloscope. However, in time-correlated
single-photon counting, it is represented on an X–Y plotter used in conjunction
with a multichannel pulse analyzer.

Evidently, fluorescers with decay times much longer than the lamp pulse
characteristics can be analyzed in much the same way as radioactive decay
curves. A semilogarithmic plot of fluorescence intensity against time is linear,
with a slope proportional to the decay time and the ordinate intercept providing
a quantitative measure of the amount of fluorophore. If the lamp pulse time and
the decay time of the fluorophore are comparable, the fluorophore’s decay charac-
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teristics can be obtained by computerized deconvolution of the spectrum ob-
tained.

The pulsed-source (time-resolved) method thus effects spectroscopic sepa-
ration of the emission of several fluorescing species by making use of differences
in their decay times rather than their fluorescence intensities. This is useful where
strongly overlapping fluorescence spectra complicate simultaneous quantitative
analysis without chemical or mechanical separation.

The pulse fluorimetric method, however is applicable only when one spe-
cies has a much longer decay time than other species in the solution, it is much
less useful when several species in solution have similar decay times. The pulse
fluorimetric approach has only limited application to the resolution of more than
two fluorescers under any circumstances.

Time-resolved fluorimetry is also useful for the elimination of interferences
from stray light due to Rayleigh and Raman scatter. The latter phenomena occur
on a time scale of 10�14–10�13 s and, as they have a much shorter duration than
lamp or laser pulses, the light associated with them can be eliminated from the
signal that ultimately reaches the detector. Time-correlated single-photon count-
ing is superior in its ability to resolve multiple fluorescence from the same solu-
tion.

Phase fluorometry is another useful fluorometric technique for the determi-
nation of substances with overlapping fluorescence spectra. In phase fluorometry
the phase angle between the lamp pulse and the emission of fluorescent light
allows discrimination between fluorescences of different origins. Phase-sensitive
optics and electronics are rather complicated and, as in the case of time-resolved
fluorometry, will be mentioned here only in passing. For further information on
these areas, the reader is referred to the bibliography.

G. Fiber-Optic Fluorescence Spectroscopy

In the fiber-optic fluorimeter a fiber-optic cable replaces the sample compartment
and cell and a covalently bound fluorophore and perhaps a chemically selective
membrane at the distal end of the cable comprise a fluorescence sensor. This
device has found extensive use in environmental and biological analysis. In the
fiber optic instrument, light from a xenon lamp, laser, or light-emitting diode
travels along an optically conducting fiber to its end, where activation of a cova-
lently bound fluorophore causes fluorescence. Fluorescence sensors based on di-
rect fluorescence or competitive binding are available, but most are based on
fluorescence quenching of the sensor fluorophore by the analyte.

Instrumentation consists of a light source, optical filters, the fiber-optic ca-
ble, a sensing zone (the fluorophore and ancillary membranes or reagents), and
a detector. Lasers, xenon lamps, hydrogen, deuterium, mercury, and halogen
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lamps, and light-emitting diodes (LEDs) have been used as excitation sources.
Fiber-optic fluorescence spectrometers may be operated in a continuous or pulsed
excitation mode. The latter mode allows for the application of time-resolved
fluorometry.

The material of which the optical fiber is made determines the excitation
wavelength range used. Fused silica, glass, and plastic fibers are the most com-
mon fiber materials. Silica can be used from the ultraviolet range down to 220
nm, but the fibers are expensive. Glass is suitable for use in the visible region
and is lower in cost than silica. Plastic fibers are even less expensive but are
limited to use above 450 nm.

Fiber-optic sensors are less expensive, more rugged, and smaller than elec-
trodes; in the future we may see the former replacing the latter in various areas
of analytical and clinical chemistry. Fields of application include environmental
monitoring, process control, remote spectroscopy in high-risk areas with radioac-
tive, explosive, biological, or other hazards, titrimetry, and in-vivo bioanalysis.

IV. ANALYTICAL ASPECTS

Fluorescence spectroscopy is used mainly as a quantitative analytical tools. The
intensity of light absorbed, Iabs, is related to the concentration of analyte and
optical parameters of the measurement system by the Beer-Lambert law. If all
of the molecules that absorbed light fluoresced, Iabs would also be the intensity
of fluorescence. However, the processes of internal conversion, intersystem cross-
ing, and quenching compete with fluorescence so that the intensity of fluorescence
is given by Eq. (11),

If � φ f I0(I � 10�εcl) (11)

where If is the intensity of fluorescence, I0 the intensity of light absorbed in creat-
ing the excited state, φ f the quantum yield of fluorescence (the fraction of excited
molecules that actually fluoresce), ε the molar absorptivity, l the optical path-
length of the cell, and C the molar concentration. A correction factor should be
included in the equation to account for the fact that only a fraction of the fluores-
cent light emitted by the sample is collected by the detector. However, since I0

is never measured absolutely, fluorimetric intensity measurements are only rela-
tive and the correction factor can be assumed to be included in I0.

A. Quantitation and Sensitivity

As the intensity of light absorbed is exponentially related to concentration, the
intensity of fluorescence can be related directly to concentration by a Maclaurin
series,
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where A is the absorbance, given by A � εCl.
The relationship between fluorescence and concentration is virtually linear

at very low concentrations where the absorbance is less than 0.02 and is approxi-
mated by

If � 2.303φ f I0 A � 2.303φ f I0 εcl. (13)

Therefore, at low concentrations, for a given instrument, at set wavelengths of
measurement, the intensity of fluorescence is proportional to concentration. In
this linear range, analytical sensitivity is highest. At higher concentrations, the
fluorescence intensity increases exponentially with increasing concentration (Fig.
5). Despite the linear relationship, a calibration curve should always be obtained
for any quantitative analysis. This is simply because a number of parameters
other than concentration can influence the linearity of this relationship. At the
higher analyte concentrations, inner filter effects are observed when the excitation
and emission optics are perpendicular (the most common experimental arrange-
ment), as a result of analyte absorption of the incident radiation in regions of the
cell where the emanating fluorescence is not received by the detector.

Fig. 5 Fluorescence–concentration plot illustrating nonlinear relation at the extremes
of concentration.
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There are two inner filter effects, the prefilter and postfilter effects. Of these,
the prefilter effect is more common and more important. The prefilter effect arises
from the fact that part of the sample cell is shielded from the photodetector by
parts of the cell holder or by optical baffles (Fig. 6). The incident exciting light
of intensity I0 falls on the sample and traverses the pathlength l1 before reaching
the part of the cell visible to the detector. Hence the intensity of exciting light
entering the part of the cell visible to the detector is

I ′0 � I010�εcl1 (14)

If the length of the path of light in the cell which is visible to the detector is l2,
the fluorescence intensity If seen by the detector is

If � φ f I0(1 � 10)�εcl2 � φ f10�εcl1(1 � 10�εcl2) (15)

Fig. 6 Schematic diagram of light passage through cuvette.
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Now, 1 � 10�εcl2 has the dependence on C seen in Fig. 5, having an approximately
linear region at low concentration and a slowly increasing region at higher con-
centration. According to Eq. (11), which holds when front surface or reflective
illumination is employed, the term 1 � 10�εcl2 will eventually become unity when
C is very high, so that

If � φ f I0 (16)

Under this circumstance If is independent of concentration and functions as what
is called a ‘‘quantum counter.’’ However, when Eq. (15) is applicable (perpendic-
ular illumination and detection), as the term (1 � 10�εcl2) slowly increases with
increasing absorber concentration, the 10�εcl1 term decreases. As a result, the in-
crease in fluorescence is slower, reaching a maximum and then decreasing with
increasing absorber concentration. The slower rate of change of If with C is asso-
ciated with decreased analytical sensitivity. This prefilter effect is insignificant
when the absorbance εcl2 is small enough (approx � 0.02); εCl1 will then be
even smaller and the fluorescence intensity-concentration relationship is linear
as in Eq. (13). It is therefore important to adjust the concentration of the sample
or excitation wavelength of the instrument so that analysis is performed in the
linear region of the fluorescence-versus-concentration curve.

A postfilter effect arises from absorption by the sample of light emitted by
the sample as the fluorescent light crosses the path of length I3 (Fig. 6) through
the sample cell, on the way to the detector. In this region, analytical sensitivity is
adversely affected only when there is overlap of the absorption and fluorescence
spectra. The postfilter factor for decrease in fluorescence intensity is given by
10�ε′cl3, where ε′ is the molar absorptivity in the absorption spectrum over the
range of wavelength where the absorption and fluorescence spectra overlap. The
postfilter effect is less common, as it requires overlap of the absorption and fluo-
rescence spectra which most molecules of analytical interest do not demonstrate.
A solution to the problem is to ensure that excitation is effected at short enough
wavelengths in the absorption spectrum and fluorescence is monitored at long
enough wavelengths in the emission spectrum, so that the postfilter effect is pre-
cluded.

The analytical sensitivity, defined as the rate of change of fluorescence
intensity with analyte concentration, is decreased at high analyte concentration
as the result of exponential dependence of the fluorescence intensity. However,
at very low concentrations the linearity of the fluorescence signal with concentra-
tion and sensitivity are also lost. In this case, it is usually due to the fact that
background noise, e.g., stray light, instrumental noise, etc., became comparable
in intensity to the analytically significant signal, causing the latter to appear to
change slowly with concentration. Eventually, the fluorescence is lost in the noise
and the ‘‘limit of detection is reached,’’ although the detection limit is formally
defined as that signal which is three times the background noise signal. The quan-
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tum yield of fluorescence can be influenced by a variety of factors. These factors
include the temperature and viscosity of the solution, which in turn influence the
rate of competing deactivation processes. Similarly, solutes present in the analyti-
cal solutions that are able to influence the efficiency of other deactivation pro-
cesses will alter the relationship between fluorescence intensity and concentra-
tion. For example, hydrogen ion concentration is able to influence the quantum
yields of fluorescence for various substances as a result of proton transfer in the
lowest excited singlet state. Not only does hydrogen ion concentration influence
fluorescence, other dissolved solutes such as oxygen that are able to quench fluo-
rescence will also influence the relationship between fluorescence intensity and
concentration. Quenching of the fluorescence signal by dissolved oxygen can
limit sensitivity in quantitative analyses. Indeed, improved analytical sensitivity
has often been achieved by removal of oxygen from the sample, usually by flush-
ing nitrogen or helium through the sample prior to analysis. In differing solvents,
fluorescent analytes are known to exhibit differing fluorescence efficiencies. The
intensity of incident light directly influences the measured fluorescence. Gener-
ally, the intensity of incident light should be high enough to permit high analytical
sensitivity but not high enough to initiate photochemical decomposition within
the cell, a feature that limits the use of powerful light sources such as lasers.
Alterations in the intensity of incident light usually involve alterations in the slit
width. These changes, however, also compromise the selectivity of the analytical
system. Hence a compromise among the three factors often has to be made.

Despite these apparent limitations, fluorescence methods are employed for
the determination of a wide variety of compounds. The selectivity of these analy-
ses arises from the choice of both excitation and emission wavelengths, whereas
the sensitivity of the analyses arises from the fact that absolute as opposed to
relative measurements of light emission are made. This can be compared to ultra-
violet–visible spectroscopy, where the ratio of incident to transmitted light is
determined. Fluorescence measurements also have the advantage of a wide linear
range of analysis.

Deliberate modification of the microenvironment of the fluorescing species
has also been employed as a means of improving analytical sensitivity. A simple
approach has involved selection of an appropriate solvent system that will en-
hance fluorescence. This has often involved the use of acids, bases, salts, or buff-
ers to modify hydrogen ion concentration or ionic strength in aqueous media. A
more recent approach involves modification of the immediate environment of the
fluorescent species by complexation with an appropriate molecule. The cyclodex-
trins, for example, have been reported to enhance the intensity of fluorescence
from a number of fluorescers. This enhancement arises from the ability to form
inclusion complexes with appropriately sized molecules, shielding the excited
singlet-state species from the nonradiative deactivation processes. Micellar sys-
tems have also been employed to enhance the intensity of fluorescence from
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fluorescent substances. The micellar environment has been reported to increase
fluorescent lifetimes and quantum yields significantly. The analyte must preferen-
tially associate with the micelle rather than the bulk solvent for this effect to
manifest, affording an element of selectivity. With the availability of double-
beam instruments, analytical sensitivity has been improved, particularly where
there is significant background fluorescence, as with biological samples. The dou-
ble-beam instruments have also opened up the possible application of pH and
reagent-induced difference spectrofluorimetry as a means of analyzing fluores-
cent substances in the presence of known interferents.

Just as in ultraviolet–visible spectrophotometry, derivative techniques have
also been applied to the analysis of fluorescent substances in multicomponent
preparations. The advantages here are reported to be the enhanced spectral resolu-
tion and amplification of signal that manifests with substances exhibiting nar-
rower spectral bands. Derivative spectrofluorimetric techniques have been ap-
plied, for example, to the determination of chlorpromazine sulfoxide in
chlorpromazine hydrochloride preparations.

Synchronous scanning techniques have also been applied to the quantitative
analysis of fluorescent substances. Synchronous scanning involves scanning both
the excitation and emission monochromators simultaneously, while maintaining
a constant wavelength interval between them. The technique has been employed
in the analysis of multicomponent preparations. The technique is reported to sim-
plify the spectra of multicomponent samples and reduce the bandwidths of fluo-
rescence spectra. The equation relating the measured fluorescence to concentra-
tion is given by

Is � Kcl Ex(λ � δλ)Em(λ) (17)

where Is is the synchronous luminescence intensity, c is the concentration of
measured species, l is the pathlength, δλ � λem � λex, K is a geometric constant,
and Ex and Em are the intensity distribution patterns of the excitation and emis-
sion, respectively. The synchronous scanning technique, either alone or in con-
junction with derivative spectroscopy, has been applied to the quantitative analy-
sis of organic substances. Appropriate selection of the wavelength interval for
the synchronous scan has been reported to be the basis for selectivity in multicom-
ponent analysis. However, loss of spectral information associated with the tech-
nique, as well as the possibility of wavelength coincidences, are two possible
sources of error. Both can be circumvented by the use of multidimensional spec-
trofluorimetry to select an optimum wavelength interval, as well as the use of
derivative spectrophotometry to improve analytical selectivity. The combination
of techniques has been employed to the simultaneous determination of a variety
of mixtures of drug substances and their metabolites as well as to mixtures of
metal ion complexes.
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Improved spectral resolution can also be achieved by use of time-resolved
spectrofluorimetry. The selectivity here arises from the differing decay character-
istics of overlapping fluorescence curves. The use of a pulsed light source whose
pulse width is shorter than the lifetime of the lowest excited singlet state of the
fluorophore, coupled with a detection system that generates a plot of the fluores-
cence intensity as a function of time, would facilitate selection of the appropriate
decay curve for use in the quantitation of a specific analyte in the mixture. Despite
the overlapping fluorescence spectra, a semilogarithmic plot of fluorescence in-
tensity versus decay time can yield several straightline segments, each of which
corresponds to a different fluorescent species in the sample. Extrapolation of each
line segment to the intensity axis would facilitate calculation of concentration of
the corresponding fluorescent species.

B. Interferences

1. Light Scattering

Solvents containing carbon–hydrogen and oxygen–hydrogen bonds, when ex-
cited with strong radiation, produce Raman bands shifted slightly to the long-
wavelength side of the exciting light. These bands can be mistaken for part of
the analyte fluorescence in qualitative fluorimetric analysis and cause serious
interference in quantitative fluorimetric measurements when the Raman band of
the solvent overlaps a weak fluorescence band of the analyte. Unfortunately, most
analytically useful solvents contain groups which give rise to Raman scatter. It
should be noted that Raman bands are usually weak and do not interfere in fluo-
rimetric measurements at low instrumental sensitivity.

Raman bands can be distinguished from analyte emission by the facts that
their wavelengths vary with a change in excitation wavelength and their band-
width, at constant emission slit width, varies with the width of excitation slit.
Interference from Raman bands, when present, can be minimized by using a
cutoff filter before the emission monochromator to remove all wavelengths below
and including the Raman band. Elastic scattering of the exciting light, called
Rayleigh scatter, can also cause stray-light interference. This can be minimized
by exciting the sample at wavelengths much shorter than the wavelengths at
which fluorescence is monitored or by use of cutoff filters.

2. Luminescent lmpurities

The fluorescent impurities present in solvents and those present in reagents used
for the preparation of fluorophores and buffers are common sources of interfer-
ence in fluorimetric analysis, especially at low analyte concentration. These inter-
ferences can be kept to a minimum by using pure solvents and reagents. Many
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of these chemicals are now available from commercial suppliers in a degree of
purity which is designed for spectral studies. Some solvents can be purified by
single or repeated distillation in ultra-clean glassware. Water can be purified by
first distilling it from alkaline permanganate solution, followed by a second dis-
tillation. Deionization is also an effective way of purifying water. Purified sol-
vents should be stored in clean glass bottles with aluminum-lined caps.

One serious form of interference is contamination of glassware and cells
with luminescent impurities. This contamination can be minimized by soaking
all the glassware in a concentrated nitric acid bath for about 24 h, rinsing with
tap water, and distilled water, and then drying in an oven. Cells should be cleaned
in a similar fashion when suspected of contamination. The repeated use of the
nitric acid bath for cleaning cells should be avoided, as this may damage them.
For routine work, the contamination of cells can be minimized by rinsing at least
three times with the sample to be measured. If an ultrasonic cleaner is available,
the cells, during rinsing, should be placed in the ultrasonic cleaner for about 30
s. Prolonged exposure of square cells to ultrasonic vibrations should be avoided,
as this could damage the joints. Cells should be wiped with lint-free soft tissue
paper each time they are used. The use of soap or detergents should be avoided,
as these contain highly fluorescent components. Plastic laboratory ware usually
contains fluorescent impurities which can be leached into solvents. The use of
such plastic ware is not recommended for fluorimetric applications.

Nonluminescent impurities may also interfere by quenching analyte fluo-
rescence. They may be removed much as luminescent impurities are removed.

C. Fluorescence Immunoassay

Quantitative fluorimetric analysis on real samples usually requires a separation
of the fluorescent analyte from its matrix because of the wide occurrence of fluo-
rescent and quenching impurities. Occasionally, simple solvent extraction will
do the trick. More often, chromatographic separation is necessary, and the fluo-
rimeter becomes merely a detector for the chromatographic eluates. Recently,
however, the application of immunochemistry to analytical chemistry has permit-
ted in-situ analysis on a scale never before possible. Although the earliest immu-
nochemical analyses utilized radioisotopes, the most popular ones used today
employ fluorescent probes or labels.

In fluorescent immunoassay (FIA), a fluorescent molecule is covalently
bound to a molecule of analytical interest. The labeled analyte interacts reversibly
with an antibody (usually derived from a rabbit or goat) which is specific for the
analyte and will bind with about equal affinity to the labeled or unlabeled analyte.
The labeled analyte usually shows different fluorescent properties according to
whether it is bound by the antibody or free to diffuse in solution. The serial
additional of different concentrations of the analyte to the labeled analyte–protein
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complex causes displacement of the labeled analyte and consequent alteration of
the measured fluorescence intensity to a degree depending on the total concentra-
tion of nonlabeled analyte added. This allows the construction of a calibration
curve from which quantitative analysis can be performed when an unknown
amount of analyte is added to the labeled analyte–antibody complex. If there is
sufficient change in the fluorescence of the labeled analyte upon dissociation
from its antibody complex, the analysis may be performed in situ and is called
a homogenous immunoassay. If separation of the bound labeled analyte from
the unbound material is necessary, either because of insufficient differences in
fluorescence or because of interfering substances present, the analysis is called
a heterogeneous immunoassay.

A fluorescent label to be used in homogeneous immunoanalysis should
fulfill several requirements. Since the fluorescence signal must often be measured
in a ‘‘dirty’’ matrix, the probe should have a high fluorescence quantum yield
and the excitation and emission maxima of the probe should occur at wavelengths
longer than those of fluorescent impurities in the matrix.

Currently, the most popular fluorescent labels for FIA are those derived
from the long-wavelength, strongly absorbing and emitting xanthene dyes fluo-
rescein and rhodamine B. The isothiocyanates or isocyanates of these fluoro-
phores are commercially available and can be used to label primary and secondary
aliphatic amines in aqueous solutions by simple procedures. Consequently, they
can be used to label a wide variety of organic molecules. Even those compounds
which do not have indigenous alkyl amino groups can often be labeled by intro-
ducing bridging groups using reagents such as carbodiimides which are amenable
to coupling with the isothiocyanato or isocyanato functions.

Heterogenous fluorescence immunoassays can be carried out with the aid of
the same separation procedures used in radioimmunoassay. The more expedient
homogenous fluorescence immunoassays require quenching, enhancement, polar-
ization, or shifting of the fluorescence of the label upon binding of the labeled
analyte to its antibody. Occasionally, a second antibody, directed at the anti ana-
lyte antibody, will be used in a ‘‘double-antibody’’ method to precipitate the
bound labeled and unlabeled analyte or to alter the optical properties of the label
in such a way as to make the analysis more sensitive.

Homogeneous fluorescence immunoassays can often be effected even when
there is no obvious change in the intensity or spectral position of fluorescence
of the labeled analyte upon binding to the antibody. If light-polarizing polymer
films are used to polarize the exciting light and analyze the fluorescence of the
sample excited by polarized light, it will generally be observed that the intensity
of the fluorescence reaching the detector will be considerably less in those sam-
ples where a greater amount of antibody binding of the labeled analyte is extant.
This is a result of the higher degree of polarized fluorescence emitted from the
labeled analyte which is bound to the slowly rotating antibody. The polarized
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emission is more efficiently attenuated by the analyzer polarizing film than the
unpolarized light emitted by the rapidly rotating, labeled analyte molecules which
are not bound to macromolecules. This is the basis of fluorescence polarization
immunoassay. The decrease in fluorescence intensity measured with decreasing
labeled analyte binding occurs as a result of increasing unlabeled analyte concen-
tration and can be used to construct a calibration curve from which the concentra-
tions of unknown analyte samples can be determined when their polarized fluo-
rescence is measured. Fluorescence polarization immunoassay probably accounts
for most of the fluorescent immunoassays currently performed.

V. CHEMILUMINESCENCE

The term chemiluminescence has generally referred to the luminescent phenom-
ena associated with a variety of chemical reactions. Chemiluminescence can be
more specifically described as the electromagnetic emission that arises from the
exothermic oxidation of an organic compound. Generally, the exothermic oxida-
tion of the organic compound yields an energy-rich product that is luminescent
because the molecule is either rigid or so small that it is unable to quickly dissi-
pate the energy of the exothermic reaction internally. Chemiluminescence is dis-
tinguished from the more efficient bioluminescence by the fact that in biolumines-
cence, visible light is produced from an enzymically controlled reaction involving
the chemical components of a living system. For a molecule to exhibit chemilumi-
nescence, it must be able to form an electronically excited species through a
chemical reaction at ordinary temperatures. The energy must be generated in a
single reaction step, and the molecule receiving this energy must have a limited
number of accessible vibrational energy states which would otherwise act as an
energy sink. If the excited state is emissive, it can chemiluminesce directly. How-
ever, it can also transfer the energy to another molecule which, following excita-
tion, then emits the energy as light.

The luminescence exhibited by luminol was one of the earliest cases of
chemiluminescence to be studied. Luminol (5-amino-2,3-dihydrophthalazine-
1,4-dione) is an aminophthalic hydrazide that is able to exist in several tautomeric
forms. Other significant derivatives of luminol include isoluminol, aminobutyl-
ethylnaphthalhydrazide, and diazoluminol (Fig. 7). Luminol and its derivatives
are generally oxidized in alkaline media to form an excited aminophthalate deriv-
ative, which then releases the energy as light. In protic media, a catalyst and a
source of oxygen are required.

The 1,2-dioxetanes are another important group of chemiluminescent com-
pounds. These compounds are oxidatively cleaved thermally in a concerted fash-
ion to yield two carbonyl moieties, one of which is excited. The mechanism
of this cleavage has been described as a chemically initiated electron-exchange
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Fig. 7 Chemical structures of luminol derivatives exhibiting chemiluminescence.

chemiluminescence (CIEEL) (Fig. 8). Substituents substantially affect the condi-
tions necessary to effect decomposition. A phenolic substituent, for example,
reportedly permits triggering of the reaction in organic solvents by the addition
of base. Similarly, siloxy substituents facilitate triggering of the reaction by fluo-
ride (F) ions. Derivatives triggered by enzymes have also been developed, the
such as (3-(2′-spiroadamantane)-4-methoxy-4-(3″-phosphoryloxy) phenyl-1,2-
dioxetane sodium salt (AMPPD), a substrate for alkaline phosphatase, and its
galactopyranosyl derivative (3-(2′-spiroadamantane)-4-methoxy-4-(3″-β-D-ga-
lactopyranosyloxyphenyl)-1,2-dioxetane sodium salt (AMPGD), a substrate for
β-D-galactosidase.

Acridinium compounds form a third group of chemiluminescent com-
pounds. These are commonly acridinium esters, in which intramolecular displace-
ment of the alcohol derivative generates a four-membered dioxetanone ring which
upon opening releases energy (Fig. 9). These have been modified by altering the
leaving group, to yield more efficient luminescers.
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Fig. 8 Chemiluminescent reaction scheme for AMPPD.

Fig. 9 Chemiluminescent reaction scheme for acridinium esters.
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Fig. 10 Chemiluminescent reaction scheme for oxalates.

A variety of leaving groups, including various phenols, thiols, etc., have
been developed, and it has been shown that the leaving group should have a pKa

� 11 for reasonable light yields. Oxalate esters are the most efficient chemilumi-
nescent reagents. The esters in themselves are not chemiluminescent, but follow-
ing reaction with an oxidant, transfer the energy to an added fluorescent molecule
(Fig. 10). Of these compounds, bis(2,4,6-trichlorophenyl) oxalate (TCPO) has
been well studied. In the presence of a suitable fluorescer it has been reported
to achieve an efficiency φCL as high as 27%. Electronegative substituents attached
to the oxalate group have been shown to yield efficient chemiluminescing mole-
cules. In aqueous systems the oxalates are less efficient luminescers, partly as a
result of the hydrolysis they undergo.

A. Reaction Mechanism

The chemiluminescent reactions involve a simple oxidation that results in the
formation of a high-energy species. Cleavage of this high-energy species then
results in the transfer of the energy to an electron-rich moiety in some other part
of the molecule or to some other electron-rich species in solution. In the case of
luminol the aromatic ring residue accepts this excitation energy, whereas for the
oxalates the energy arising from cleavage of the four-membered ring is trans-
ferred to a fluorophore in solution.
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The oxidative reagent employed is usually alkaline hydrogen peroxide. In
basic solutions of hydrogen peroxide the hydroperoxide anion, which stems from
the initial reduction of oxygen, is believed to be a critical reactant. By nucleo-
philic attack of an electron-deficient site on the luminol molecule, it generates a
peroxy species whose cleavage yields the excited aminophthalate ion and nitro-
gen. The former then loses its energy as visible light.

Peroxide oxidation in the other compounds, on the other hand, generates
a strained four-membered dioxetane or dioxetanone ring which, upon cleavage,
releases its energy to the rest of the molecule or a fluorescent species present in
the reaction medium. The light emitted in this case is from the fluorescent species
as it returns to the ground energy state.

Other peroxide oxidants have been employed; even molecular oxygen un-
der strongly basic solutions will generate the hydroperoxide. Other nucleophilic
species reported in the literature include a peroxynitrite species which has also
been reported to facilitate luminescence.

B. Application of Luminol Chemiluminescence to Analysis
in Solution

The intensity of chemiluminescence arising from the chemiluminescent reaction
can be described by the following equation:

ICL � φCL ⋅ dC

dt

where φCL is the efficiency of the chemiluminescence and dC/dt is the rate of the
chemical reaction. The efficiency of chemiluminescence depends on how effi-
ciently excited states are generated from the molecular reaction and on how effi-
ciently the excited states luminesce, i.e.,

φCL � φexc ⋅ φ lum

where φexc is the excitation efficiency and φ lum is the luminescence efficiency.
Both the excitation and luminescence efficiency can be influenced by a variety
of reaction conditions such as solvents employed, concentration, pH, and purity
of reagents.

The intensity of luminescence can be used as the basis for determination
of any species whose concentration influences the rate or efficiency of the chemi-
luminescent reaction. In applying chemiluminescence to analysis of the species,
the reaction conditions should be adjusted so that the analyte of interest is the
limiting reagent in the system and all other reactants are in excess. To obtain
precise measurements, the chemiluminescence reaction should be initiated in a
controlled and reproducible manner, largely because the emission intensity varies
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with time as the reactants are consumed. Chemiluminescent analyses are reported
to have several advantages, which include good sensitivity, a wide linear dynamic
range, low detection limits down to the femto- or atto-mole range, and the require-
ment for simple instrumentation.

The chemiluminescent signal is transient, hence the measurement of emit-
ted light intensity is time dependent. The signal is therefore either recorded at a
specific time after mixing, or by integrating the light emission plot during the
entire time period or during a specific fraction of time when light is emitted.
Commonly the reactants are rapidly mixed and the emission intensity measured
as a function of time after mixing. The Intensity–time profile obtained is typically
a frontally skewed sigmoid. The initial part of the intensity–time profile is influ-
enced by the method of mixing employed, while the general shape of the curve
depends on the kinetics of the reaction as well as on any changes in quantum
yield with time.

Most chemiluminescence reactions are reported to have low efficiencies,
less than 10%, which has restricted their usefulness for analyses. The duration
of the reactions is influenced by the reaction conditions and may occur rapidly,
within 1 s, or last longer than 24 h. In the development of chemiluminescent
assay methods the two basic factors that influence the intensity of chemilumines-
cence (i.e., efficiency and rate) should be considered. The efficiency of the reac-
tion influences both analytical sensitivity and detection limits, while the reaction
kinetics determine both the precision and sample throughput.

Any substance able to quantitatively influence the light output can be deter-
mined by chemiluminescence. In fact, the luminol reaction has been used to deter-
mine a number of compounds that are able to interact with the oxidant initiating
the chemiluminescent reaction. The substances so quantitated have not necessar-
ily been the analyte of interest but rather compounds related to the analyte. These
substances have been divided into three categories.

The first category is those measured species that consist of one of the re-
agents that is consumed in the course of the reaction. This case is exemplified
by the determination of hydrogen peroxide using the luminol system and was
applied to the determination of hydrogen peroxide in irradiated water as early as
1955.

The second category of reactions entails the analysis of compounds that
are able to generate one of the chemiluminescent reactants. An example is the
indirect determination of glucose by treatment with the enzyme glucose oxidase.
The enzyme oxidizes the glucose to gluconic acid and hydrogen peroxide, the
hydrogen peroxide so formed then being assayed by the luminol reaction:

Glucose → gluconic acid � H2O2

luminol � H2O2 → aminophthalate � hν � N2
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A method for the determination of vitamin B12 by means of the luminol–
hydrogen peroxide system has been developed. The method depends on the re-
lease of bound cobalt in vitamin B12 by acidification of the vitamin. The cobalt
so released is then permitted to quantitatively catalyze the oxidation of luminol
by hydrogen peroxide.

The coupling of reactions is not always possible, as there is often the prob-
lem of incompatibility of conditions for all the reactions. This has, however, not
impeded use of the technique for the analysis of a range of biochemicals.

The third category consists of those substances able to modify the primary
chemiluminescent reaction. The analysis of a wide range of substances falls into
this category. This includes the analyses of metal ions such as arsenic (Ar3�),
cobalt (Co2�), and Nickel (Ni2�), nonmetallic inorganics such as the gases oxygen
and nitrogen dioxide, the halide ions, and a number of nitro-, amino-, or hydroxy-
group-containing organics. These substances are reported to have either an excit-
atory or inhibitory influence on the chemiluminescence exhibited by luminol.
More recently a number of drug substances have been reported to enhance a
variety of otherwise chemiluminescent reactions. For example, quinine has been
determined using its ability to enhance the chemiluminescence exhibited by the
oxidation of sulfite by cerium(IV). Similarly, the determination of acetaldehyde
by monitoring the chemiluminescence emission from the luminol hexacyanofer-
rate(III) reaction in the presence of xanthine oxidase has been described. Xanthine
oxidase catalyses the oxidation of xanthine and hypoxanthine in the presence of
molecular oxygen to yield uric acid, H2O2, and the superoxide anion radical.
The latter anion radical is reported to induce light emission from luminol more
efficiently than H2O2. The steroidal hormones hydrocortisone and betamethasone,
as well as the antihistamine promethazine, have also been determined from their
ability to enhance the chemiluminescence of the cerium(IV)–sulfite system. The
chemiluminescent oxidation of the antimycobacterial isoniazid by N-bromosuc-
cinimide has also been applied to the determination of isoniazid. The penicillins,
penicillin G, penicillin V, and the cephalosporin cephalothin, have also been de-
termined using their ability to enhance luminol chemiluminescence.

C. Instrumentation

The instrumentation employed for chemiluminescence measurements basically
consists of a mixing device and a detection system. Three approaches have been
used to measure the intensity of emitted light.

The first approach involves the use of a static measurement system in which
the mixing of reagents is performed in a vessel held in front of the detector. The
chemiluminescent reagent is added to the analyte in a cuvette held in a dark
enclosure, and the intensity of the light emitted is measured through an adjacent
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photomultiplier tube. In this static system the mixing is induced by the force of
the injection. This simple reagent addition system without a mixing device is of
limited usefulness in measuring fast chemiluminescent reactions with precision.
The procedure is also rather cumbersome, requiring separate cuvettes for each
measurement as well as repeated opening of the light-tight apparatus, which ne-
cessitates special precautions to protect the photomultiplier tube.

The second approach is the two-phase measurement system. In this system
the chemiluminescent reagents are immobilized on a solid support such as filter
paper, and the analyte is permitted to interact with the immobilized reagent by
diffusion or convection. The light emitted is measured using a microliter plate
reader or by contact printing with photographic detection. The chemiluminescent
intensity of these systems is influenced by both the kinetics of the reaction and
the efficiency of the mass transfer processes bringing the reactants together. The
principal advantages of this system lie in the conservation of reagents and the
convenience of measurement.

The third approach involves the use of flow measurement systems. The
flow injection approach has been described as the most successful of the methods.
It involves injection of the analyte into a stream of appropriate pH, remote from
the detector, and the chemiluminescent reagent flows in another stream. The two
streams meet at a T-junction inside a light-tight enclosure, then flow through a
flat coil placed immediately in front of a photomultiplier tube. This compact
assembly provides more rapid and reproducible mixing, resulting in reproducible
emission intensities and permitting rapid sample throughput. The design of the
mixing device and the means of retaining the emitting solution in view of the
detector are important considerations. Mixing is reported as being most effective
at a T-piece or Y-junction, although some workers have used a conventional FIA
system in which sample is injected into the surrounding flowing reagent to
achieve mixing. This approach is reproducible but reported as not producing rapid
mixing. In flow measurement systems the chemiluminescent signal has to be
measured during the mixing; as a result, only a section as opposed to the whole
intensity–time curve is measured. An additional feature of these systems is that
the shape of the curve is now dependent on both the kinetics of the chemilumines-
cent reaction as well as the parameters of the flow system. Chemical variables
such as reagent concentrations, pH, etc., and physical parameters such as flow
rate, reaction coil length, sample size, and the limitations of experimental appara-
tus all affect the performance of flow injection procedures. The effects of these
variables on the observed analytical signal are not necessarily independent, as
interactions can and probably do occur.

Most of the chemiluminescence determinations reported have involved the
determination of compounds able to quench the luminescence of luminol or other
chemiluminescent systems. A smaller number have been reported for substances
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that enhance the chemiluminescent signal. A variety of determinations fall into
the latter group of compounds that are able to sensitize the chemiluminescent
reactions. The chemiluminescent systems have not necessarily involved the lumi-
nol peroxide system alone, but have included among others the cerium(IV)–sul-
fite system in which the luminescence arises from the oxidation of sulfite by
cerium(IV), hexacyanoferrate(III), the peroxodisulfate system, and the bromine-
based oxidative systems.

D. Chemiluminescent Immunoassays

Chemiluminescence offers a useful alternative to both fluorescence and radioac-
tivity, as it does not require an excitation source, there is less light scattering,
and the problem of source instability is absent. The radiation hazard is also absent
from chemiluminescent molecules. Most chemiluminescent reagents and their
conjugates are stable and can be applied to both homogeneous and heterogenous
assays. The chemiluminescent label may be attached to an enzyme or may serve
either as a substrate or as a cofactor for the enzyme.

The acylhydrazides are the most frequently used chemiluminescent labels
in chemiluminescent immunoassays, as they are easily conjugated and can be
used for a range of immunoassay types. The acylhydrazides that have found use
in luminescence analysis are those in which it has been possible to covalently
link to an antigen or antibody without significantly compromising luminescence.
Those compounds that have been used include isoluminol, diazoluminol, amino-
butylethylnaphthalhydrazide, and a benzoperylene derivative of luminol. The re-
agents have also been used in determinations of enzymes that generate H2 O2,
such as the peroxidase enzyme, glucose dehydrogenase, and xanthine oxidase
enzymes.

The 1,2-dioxetanes have mainly been used to develop substrates for the
determination of enzymes, the more significant examples being (3-(2′-spiroada-
mantane)-4-methoxy-4-(3″-phosphoryloxy) phenyl-1,2-dioxetane sodium salt
(AMPPD), a substrate for alkaline phosphatase, and its galactopyranosyl deriva-
tive, (3-(2′-spiroadamantane)-4-methoxy-4-(3″-β-D-galactopyranosyloxyphenyl)-
1,2-dioxetane sodium salt (AMPGD), a substrate for β-D-galactosidase.

Only one acridinium phenyl carboxylate has found significant use as a
chemiluminescent label. 4-(2-succinimidyloxycarbonylethyl)-phenyl-10-methyl-
acridinium-9-carboxylate fluorosulphonate has been employed for the determina-
tion of albumin and thyroxine and α-fetoprotein.

In contrast, the oxalate esters have hardly found use as chemiluminescent
labels in immunoassays, despite their greater chemiluminescence efficiency. This
is probably a consequence of the need to have a fluorescer in the medium with
the oxalate ester to generate a measurable light signal.
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The use of enhancers will probably extend the usefulness of chemilumines-
cent reagents as labels in immunoassays, making chemiluminescence immunoas-
says a part of routine clinical analysis.
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I. INTRODUCTION

Nuclear magnetic resonance (NMR) spectroscopy has become a fundamental
technique for pharmaceutical analysis (1–8). Typically, when one thinks of NMR
spectroscopy, solution-phase studies, such as structure elucidation, immediately
come to mind (1). Within a drug discovery setting, structure elucidation is the
one of the primary uses of NMR. It is ironic to think that although approximately
80% of all pharmaceutical products are solid-state formulations, solid-state NMR
is relatively new to pharmaceutical analysis. Based on the myriad of uses of NMR
spectroscopy as applied to pharmaceutical analysis, this chapter focuses on the
use of solid-state NMR for the analysis of pharmaceuticals.

Since the advent of solid-state NMR in the 1970s, an increasing number
of applications of solid-state NMR to the study of pharmaceuticals have been
published. Probably the most popular use of solid-state NMR has been in the
study of polymorphism (9,10). Traditionally, polymorphism has been investi-
gated by X-ray diffraction and thermal analysis techniques. Various solid-state
NMR methodologies and pulse sequences have shed new light on the understand-
ing of polymorphism. An extensive review of scientific advances within this as-
pect of drug development will be reviewed in this work. Additionally, solid-state
NMR has been utilized for studying drug–excipient interactions, drug–membrane
interactions, chirality, structural characterization, and molecular mobility—a key
aspect of solid-state reactions.

This chapter provides a basis of theory for solid-state NMR and a brief
review of experimental aspects. In the discussion section, the various applications
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of solid-state NMR as applied to pharmaceuticals are outlined. Qualitative charac-
terization techniques are summarized as well as quantitative methodology used
for the study of the active pharmaceutical ingredient (API) or the final drug
product.

II. SOLID-STATE NMR THEORY

Conventional utilization of solution-phase NMR data acquisition techniques on
solid samples yields broad, featureless spectra (Fig. 1A). The broad nature of the
signal is due primarily to dipolar interactions, which do not average out to zero
in the solid state, and chemical shift anisotropy (CSA), which again is a function
of the fact that our compound of interest is in the solid state. Before one describes
the two principal reasons for the broad, featureless spectra of solid-state materials,
it is important to understand the main interactions that a nucleus with a magnetic
moment experiences when situated within a magnetic field. In addition, manifes-
tations of these interactions in the solid-state NMR spectrum need to be discussed.

A. Zeeman Interaction

The principal interaction that a nucleus experiences when placed in an externally
applied magnetic field (B0, tesla), is the Zeeman interaction (HZ), which describes
the interaction between the magnetic moment of the nucleus and B0. The nuclear
magnetic moment (µ, ampere meter2) is proportional to the nuclear spin quantum
number (I) and the magnetogyric ratio (γ, radian tesla�1 second�1), Eq. (1)
(h � Planck’s constant). Thus, the Zeeman interaction occurs only with nuclei
which possess a spin greater than zero, and yields 2I � 1 energy levels of

µ �
γIh
2π

(1)

HZ � �γ�B0 IZ (2)

separation ν0 � γB0/2π. Equation (2) describes the Hamiltonian, where ν0 is the
corresponding Larmor frequency (� � h/2π). The interaction is linear with the
applied magnetic field, thus giving the impetus to manufacture higher-magnetic-

Fig. 1 Solid-state 13C NMR spectra of didanosine (VIDEX-ddI) acquired by: (A) con-
ventional solution-phase pulse techniques; (B) high-power proton decoupling only; (C)
high-power proton decoupling and magic angle spinning (5 kHz); (D) high-power proton
decoupling combined with magic angle spinning (MAS) and cross-polarization (CP). In
each case, 512 scans were accumulated. (From Ref. 11.)
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field spectrometers since a larger separation of energy levels leads to a greater
population difference, a subsequent increase in the signal-to-noise ratio (S/N),
and increased spectral resolution. Since the Zeeman interaction incorporates the
magnetogyric ratio, a constant for each particular nucleus, the resonant frequency
for each nucleus is different at a specific applied magnetic field (Table 1). The
magnitude of the Zeeman interaction for a 13C nucleus in a 5.87-T magnetic field
is 62.86 MHz. Small perturbations to the Zeeman effect are produced by other
interactions, such as dipole–dipole, quadrupolar, shielding, and spin–spin cou-
pling. Typically, these small perturbations are less than 1% (�600 kHz) of the
Zeeman interactions, which range in frequency from 106 to 109 Hz.

B. Dipole-Dipole Interaction

Dipole–dipole interaction is the direct magnetic coupling of two nuclei through
space. This interaction may involve two nuclei of equivalent spin or nonequiva-
lent spin, and is dependent on the internuclear distance and dipolar coupling
tensor. Additionally, the total interaction, labeled HD, is the summation of all
possible pairwise interactions (homo- and heteronuclear). It is important to note
that the interaction is dependent on the magnitude of the magnetic moments,
which is reflected in the magnetogyric ratio, and on the angle (θ) that the in-
ternuclear vector makes with B0. Therefore, this interaction is significant for spin-
1/2 nuclei with large magnetic moments, such as 1H and 19F. Also, the interaction
decreases rapidly with increasing internuclear distance (r), which generally corre-
sponds to contributions only from directly bonded and nearest-neighbor nuclei.
Equation (3) describes the dipolar interaction for a pair of nonequivalent, isolated
spins I and S. Since the dipolar coupling tensor, D, contains a (1 � 3 cos2 θ)
term, this interaction is dependent on the orientation of the molecule. In

H IS
D �

γIγS�
2

r 3
I ⋅ D̂ ⋅ S (3)

solution-phase studies where the molecules are tumbling rapidly, the (1–3
cos2 θ) term is integrated over all angles of θ and subsequently disappears. In
solid-state NMR, the molecules are fixed with respect to B0, thus the (1–3 cos2

θ) term does not approach zero. This leads to broad resonances in the solid-state
NMR spectrum, since dipole–dipole interactions typically range from 0 to 105

Hz in magnitude.
In the case of pharmaceutical solids which are dominated by carbon and

proton nuclei, the dipole–dipole interactions may be simplified. The carbon and
proton nuclei may be perceived as ‘‘dilute’’ and ‘‘abundant’’ based on their isoto-
pic natural abundance, respectively (Table 1). Homonuclear 13C–13C dipolar inter-
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Table 1 NMR Frequency Listing

NMR frequency
Sensitivity (MHz) at a field (T) of

Natural
Isotope Spin abundance rel.a abs.b 2.35 5.87 11.74

1H 1/2 99.98 1.00 1.00 100.00 250.00 500.00
2H 1 1.5 � 10�2 9.65 � 10�3 1.45 � 10�6 15.35 38.38 76.75
10B 3 19.58 1.99 � 10�2 3.90 � 10�3 10.75 26.87 53.73
11B 3/2 80.42 0.17 0.13 32.08 80.21 160.42
13C 1/2 1.11 1.59 � 10�2 1.76 � 10�4 25.14 62.86 125.72
14N 1 99.63 1.01 � 10�3 1.01 � 10�3 7.22 18.06 36.12
15N 1/2 0.37 1.04 � 10�3 3.85 � 10�6 10.13 25.33 50.66
17O 5/2 3.7 � 10�2 2.91 � 10�2 1.08 � 10�5 13.56 33.89 67.78
19F 1/2 100.00 0.83 0.83 94.08 235.19 470.39
23Na 3/2 100.00 9.25 � 10�2 9.25 � 10�2 26.45 66.13 132.26
25Mg 5/2 10.13 2.67 � 10�3 2.71 � 10�4 6.12 15.30 30.60
27Al 5/2 100.00 0.21 0.21 26.06 65.14 130.29
29Si 1/2 4.7 7.84 � 10�3 3.69 � 10�4 19.87 49.66 99.33
31P 1/2 100.00 6.63 � 10�2 6.63 � 10�2 40.48 101.20 202.40
33S 3/2 0.76 2.26 � 10�3 1.72 � 10�5 7.67 19.17 38.35
35Cl 3/2 75.53 4.70 � 10�3 3.55 � 10�3 9.80 24.50 48.99
37Cl 3/2 24.47 2.71 � 10�3 6.63 � 10�4 8.16 20.39 40.78
39K 3/2 93.1 5.08 � 10�4 4.73 � 10�4 4.67 11.67 23.33
41K 3/2 6.88 8.40 � 10�5 5.78 � 10�6 2.56 6.40 12.81
43Ca 7/2 0.145 6.40 � 10�3 9.28 � 10�6 6.73 16.82 33.64
67Zn 5/2 4.11 2.85 � 10�3 1.17 � 10�4 6.25 15.64 31.27
79Br 3/2 50.54 7.86 � 10�2 3.97 � 10�2 25.05 62.63 125.27
81Br 3/2 49.46 9.85 � 10�2 4.87 � 10�2 27.01 67.52 135.03
127I 5/2 100.00 9.34 � 10�2 9.34 � 10�2 20.00 50.02 100.04
195Pt 1/2 33.8 9.94 � 10�3 3.36 � 10�3 21.50 53.75 107.50

a Determined for an equal number of nuclei at a constant field.
b Product of the relative sensitivity and natural abundance.
Source: From Ref. 11.
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actions essentially do not exist because of the low concentration of 13C nuclei
(natural abundance of 1.1%). On the other hand, 1H–13C dipolar interactions con-
tribute significantly to the broad resonances, but this heteronuclear interaction
may be removed through simple high-power proton decoupling fields, similar to
solution-phase techniques.

C. Chemical Shift Interaction

The three-dimensional magnetic shielding by the surrounding electrons is an ad-
ditional interaction that the nucleus experiences in either the solution or the solid
state. This chemical shift interaction (HCS) is the most sensitive interaction to
changes in the immediate environment of the nucleus and provides the most diag-
nostic information in a measured NMR spectrum. The effect originates from the
small magnetic fields that are generated about the nucleus by currents induced
in orbital electrons by the applied field. These small perturbations upon the nu-
cleus are reflected in a change in the magnetic field experienced by the nucleus.
Therefore, the field at the nucleus is not equal to the externally applied field and
hence the difference is the nuclear shielding, or chemical shift interaction [Eq.
(4)]. It is important to note the orientation dependence of the shielding constant,
σ, and the fact that shielding is proportional to the applied field, hence the
need for chemical shift reference materials such as tetramethylsilane.

HCS � γI �I ⋅ σ̂ ⋅ B0 (4)

Solution-state NMR spectra yield ‘‘average’’ chemical shift values which
are characteristic of the magnetic environment for a particular nucleus. The aver-
age signal is due to the isotropic motion of the molecules in solution. In other
words, B0 ‘‘sees’’ an average orientation of a specific nucleus. For solid-state
NMR, the chemical shift value is also characteristic of the magnetic environment
of a nucleus, but normally, the molecules are not free to move. It must be kept
in mind that the shielding will be characteristic of the nucleus in a particular
orientation of the molecule with respect to B0. Therefore, a specific functional
group oriented perpendicular to the magnetic field will give a sharp signal charac-
teristic of this particular orientation (Fig. 2A). Analogously, if the functionality
is orientated parallel to B0, then a sharp signal characteristic of that orientation
will be observed (Fig. 2B). For most polycrystalline pharmaceutical samples, a
random distribution of all orientations of the molecule will exist. This distribution
produces all possible orientations and is thus observed as a very broad NMR
signal (Fig. 2C). The magnitude of the chemical shift anisotropy is typically be-
tween 0 and 105 Hz.

Copyright 2002 by Marcel Dekker. All Rights Reserved.



Fig. 2 Schematic representation of the 13C NMR signal of a single crystal containing
the functional group A-B, orientated (A) perpendicular to the applied field, and (B) parallel
to the applied field. The lineshape in (C) represents the NMR signal of a polycrystalline
sample with a random distribution of orientations yielding the chemical shift anisotropy
pattern displayed. (From Ref. 11.)
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D. Spin–Spin Couplings and Quadrupolar Interactions

Two additional interactions experienced by the nucleus in the solid state are spin–
spin couplings to other nuclei and quadrupolar interactions, which involve nuclei
of spin greater than 1/2. Spin–spin (HSC), or J coupling [Eq. (5)], originates from
indirect coupling between two spins by means of their electronic surroundings
and are several orders of magnitude smaller (possibly 0–104 Hz, typically only
several kilohertz) than dipole interactions. Although J coupling interactions occur
in both the solid and the solution state, these couplings are typically used in
solution-phase work for conformational analysis (12). Quadrupolar interactions
(HQ) arise from dipolar coupling of quadrupolar nuclei, which display a non-

HSC � I ⋅ Ĵ ⋅ S (5)

spherically symmetrical field gradient, with nearby spin-1/2 nuclei [Eq. (6)]. The
magnitude of the interaction is dependent on the relative magnitudes of the
quadrupolar and Zeeman interactions and may completely dominate the spec-
trum (0–109 Hz), but since pharmaceutical compounds are primarily hydro-
carbons, quadrupolar interactions typically do not interfere.

HQ � I ⋅ Q̂ ⋅ I (6)

Summarizing the interactions, the isotropic motions of molecules in the
solution state yield a discrete average value for the scalar spin–spin coupling and
chemical shift interactions. For the dipolar and quadrupolar terms, the average
obtained is zero, and the interaction is not observed in solution-phase studies. In
sharp contrast, interactions in the solid state are orientation-dependent, subse-
quently producing a more complicated spectrum, but one that contains much
more information. In order to yield highly resolved, ‘‘solution-like’’ spectra of
solids, a combination of three techniques is used: dipolar decoupling (13), magic-
angle spinning (14,15), and cross-polarization (16). The remainder of this section
discusses the three techniques and their subsequent effect on measured spectra
of pharmaceutical compounds which are dominated by carbon nuclei.

E. Dipolar Decoupling

Discussed earlier was the fact that high-powered proton decoupling fields can
eliminate the heteronuclear 1H–13C dipolar interactions that may dominate a solid-
state NMR spectrum. The concept of decoupling is familiar to the solution-phase
NMR spectroscopist, but needs to be expanded for solid-state NMR studies. In
solution-phase studies, the decoupling eliminates the scalar spin–spin coupling,
not the dipole–dipole interactions (this averages out to zero due to isotropic mo-
tions of the molecules). Irradiation of the sample at the resonant frequency of
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the nucleus to be decoupled (B2 field) causes the z component of the spins to flip
rapidly compared to the interaction one wishes to eliminate. Scalar interactions
usually require 10 W of decoupling power or less. In pharmaceutical solids work,
decoupling is used primarily to remove the heteronuclear dipolar interactions
between protons and carbons. The magnitude of the dipolar interaction (�50
kHz) usually requires decoupling fields of 100 W and subsequently removes both
scalar and dipole interactions. Even with the use of high-power decoupling, broad
resonances still remain, principally due to chemical shift anisotropy (Fig. 1B).

F. Magic-Angle Spinning

Molecules in the solid state are in fixed orientations with respect to the magnetic
field. This produces chemical-shift anisotropic powder patterns for each carbon
atom, since all orientations are possible (Fig. 2). It was shown as early as 1959
that rapid sample rotation of solids narrowed dipolar-broadened signals (14). A
number of years later, it was recognized that spinning could remove broadening
caused by CSA yet retain the isotropic chemical shift (15).

The concept of magic-angle spinning arises from the understanding of the
shielding constant, σ [Eq. 4]. This constant is a tensor quantity and, thus, can be
related to three principal axes:

σzz � 

3

i�1

σ i cos2 θ i (7)

where σ i is the shielding at the nucleus when B0 aligns along the ith principal
axis, and θ i is the angle this axis makes with B0. Under conditions of mechanical
spinning, this relationship becomes time dependent and a (3 cos2 θ � 1) term
arises. By spinning the sample at the so-called magic-angle of 54.7°, or 54°44′,
this term becomes zero and thus removes the spectral broadening due to CSA
(Fig. 1C), provided the sample rotation (kHz) is greater than the magnitude of
the CSA (kHz).

CSA may range from 0 to 20 kHz, so our spin rates must exceed this value
or spinning sidebands are observed. Figure 3A displays the solid-state 31P-NMR
spectrum of fosinopril sodium (Monopril), a novel ACE inhibitor (17), acquired
under proton decoupling and static spinning conditions. At a relatively low spin
rate of 2.5 kHz, broadening due to CSA is removed and the center band and
sidebands appear (Fig. 3B). As the sample is spun at higher rates (Figs. 3C and
3D), the sidebands become less intense and move out from the center band. Even
at a spin rate of 6 kHz (maximum spin rate for the probe/instrument used), the
CSA is not completely removed (Fig. 3E). Although fast enough spin rates may
not be achieved to remove CSA totally for specific compounds, slower than opti-
mal rates will still narrow the resonances. Spinning sidebands, at multiples of
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the spin rate, will complicate the spectrum, but they can be easily identified by
varying the spin rate and observing which signals change in frequency. In addi-
tion, specific pulse sequences may be used to minimize the spinning sidebands
(18). While increasing the magnetic field strength increases the signal-to-noise
ratio (Zeeman interaction), it also increases the CSA, since this interaction is
field-dependent [Eq. (4)]. Utilizing today’s high-field spectrometers (	4.7 T),
spinning sidebands may exist but can be identified and used to gain additional
information or be potentially eliminated if necessary.

The techniques of magic-angle spinning and heteronuclear dipolar decou-
pling produce solid-state NMR spectra which approach the linewidths and ap-
pearance of solution-phase NMR spectra. Unfortunately, there is an inherent lack
of sensitivity in the general NMR experiment due to the nearly equivalent popula-
tion of the two spin states for spin-1/2 nuclei. In addition, the sensitivity of the
experiment is decreased with pharmaceutical compounds, since they are com-
posed primarily of carbon atoms where the 13C observable nuclei have a natural
abundance of only 1%. The long relaxation times of specific carbon nuclei also
pose a problem since quick, repetitive pulsing cannot occur. The technique of
cross-polarization provides a means of both signal enhancement and reduction
of long relaxation times.

G. Cross-Polarization

The concept of cross-polarization as applied to solid-state NMR was implemented
by Pines et al. (16). A basic description of the technique is the enhancement of
the magnetization of the rare spin system by transfer of magnetization from the
abundant spin system. Typically, the rare spin system is classified as 13C nuclei
and the abundant system as 1H spins. This is especially the case for pharmaceuti-
cal solids, and the remaining discussion of cross-polarization focuses on these
two spin systems only.

Figure 4 describes the cross-polarization (CP) pulse sequence and the be-
havior of the 1H and 13C spin magnetizations during the pulse sequence in terms
of the rotating frame of reference (19). Step 1 of the sequence involves rotation
of the proton magnetization onto the y′ axis by application of a 90° pulse (rotat-
ing-frame magnetic field B1H). Subsequent spin-locking occurs along y′ by an
on-resonance pulse along y′ for a specific period of time, t. At this point, a high

Fig. 3 Solid-state 31P NMR spectra of fosinopril sodium acquired under single pulse,
high-power proton decoupling and various conditions of magic-angle spinning: (A) static;
(B) 2.5 kHz; (C) 4.0 kHz; (D) 5.0 kHz; (E) 6.0 kHz. The isotropic chemical shift is desig-
nated by an asterisk. (From Ref. 11.)
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Fig. 4 The top diagram represents the pulse sequence for the cross-polarization experi-
ment, whereas the bottom diagram describes the behavior of the 1H and 13C spin magnetiza-
tions during the sequence. (From Ref. 11.)

degree of proton polarization occurs along B1H, which will decay with a specific
time referred to as T1ρH. As the 1H spins are locked along y′, an on-resonance
pulse, B1C, is applied to the 13C spins. The 13C spins are also ‘‘locked’’ along y′
and decay with the time T1ρC, (step 2). By correctly choosing the magnitude of
the spinlocking fields B1H and B1C, the Hartmann-Hahn (20) condition [Eq. (8)]
will be satisfied and transfer of magnetization will occur from the 1H spin

γ1H B1H � γ13C B1C (8)

reservoir to the 13C spin reservoir. Once this equality is obtained by the correct
spin-locking fields, the dilute 13C spins will take on the characteristics of the more
favorable 1H system. In the end, a maximum magnetization enhancement equal
to the ratio of the magnetogyric ratios may be achieved (γH/γC). Once the carbon
magnetization has built up during this ‘‘contact period’’ (t), B1C is switched off
and the carbon-free induction decay recorded (step 3). During this data acquisi-
tion period, the proton field is maintained on for heteronuclear decoupling of the
1H–13C dipolar interactions. Step 4 involves a standard delay period in which no
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pulses occur and the two spin systems are allowed to relax back to their equilib-
rium states.

The entire CP pulse sequence provides two advantages for the solid-state
NMR spectroscopist: significant enhancement of the rare spin magnetization, and
reduction of the delay time between successive pulse sequences since the rare
spin system takes on the relaxation character of the abundant spin system. Signal
enhancement (magnetization enhancement) for less sensitive nuclei is immedi-
ately apparent from the CP process. Less obvious is the fact that the rare spin
system signal is not dependent on the recycle time in step 4 (regrowth of carbon
magnetization), but on the transfer process in step 2 and the relaxation behavior
of the proton spin system in step 4. Since the single spin lattice relaxation time
of the proton system is typically much shorter than the carbon system (1’s to
10’s versus 100’s of seconds), the delay time is much shorter. This corresponds
to a greater number of scans per unit time, yielding better S/N.

Throughout the cross-polarization pulse sequence, a number of competing
relaxation processes are occurring simultaneously. Recognition and understand-
ing of these relaxation processes are critical in order to apply CP pulse sequences
for quantitative solid-state NMR data acquisition or ascertaining molecular mo-
tions occurring in the solid state.

H. Relaxation

Familiar to most chemists is the notion of spin-lattice relaxation (21). Labeled
as T1, the spin-lattice relaxation time is defined as the amount of time for the net
magnetization (Mz) to return to its equilibrium state (M0) after a spin transition
is induced by a radiofrequency pulse [Eq. (9)]. The ‘‘lattice’’ term originates
from the idea that the spin system gives up energy to its surroundings as

∂Mz

∂ t

�
�1
T1

(Mz � M0) (9)

it tries to reestablish spin equilibrium. The process of transferring spin energy
to other modes of energy may be classified as relaxation mechanism. For T1 in
solids, all of the following mechanisms may contribute: dipole–dipole (T1DD),
spin-rotation (T1SR), quadrupolar (T1Q), scalar (T1SC), and chemical shift anisot-
ropy (T1CSA). The simple inversion–recovery pulse sequence may be used to mea-
sure T1 times for solid state samples (22). In the use of simple high-powered
decoupling, single-pulse sequences for quantitative NMR studies, the inversion–
recovery pulse sequence may be used to determine T1’s of interest. A multiple
of five times T1 may then be incorporated as the recycle time between successive
pulses, assuring sufficient time for the magnetization to return to equilibrium. In
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this way, the NMR signal observed is truly representative of the number of nuclei
producing it.

To understand the cross-polarization process, two other rate processes must
be defined: (a) spin-lattice relaxation in the rotating frame (T1ρ) and (b) the cross-
polarization relaxation time (TCH). The spin-lattice relaxation in the rotating frame
characterizes the decay of magnetization in a field B1, which is normally much
smaller than the externally applied field B0. In steps 1 and 2 of the CP sequence
(Fig. 4), the carbon and proton spin systems are locked by the application of
fields B1H and B1C and each system decays with its characteristic time. Figure 5
represents a thermodynamic model for the relaxation processes during CP. During
contact between the two spin systems, magnetization is transferred at the rate
TCH. Since competing relaxation processes are occurring, the following conditions
must be met to obtain a spectrum by CP: T1C 	 T1H 
 T1ρH 	 CP time 	 TCH.
It is apparent that for quantitative NMR studies of solids by CP, the individual
relaxation processes must be measured to assure that the signal is truly propor-
tional to the amount of species present.

With an understanding of magnetic interactions in the solid state, inherent
relaxation processes, and experimental techniques to overcome these difficulties,

Fig. 5 Thermodynamic model of the cross-polarization sequence and representation of
the competing relaxation processes. (From Ref. 11.)
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Schaefer et al. acquired the first ‘‘liquid-like’’ NMR spectrum of a solid by CP/
MAS techniques (23).

Before a review of recent applications of solid-state NMR to the pharma-
ceutical sciences, a brief Experimental section is presented making reference to
a number of important pulse sequences.

III. EXPERIMENTAL ASPECTS

Manufacturers of today’s modern NMR spectrometers normally offer a number
of different models of instruments that are capable of measuring solid-state NMR
spectra. The basic components of the solid-state spectrometer are the same as
the solution-phase instrument: data system, pulse programmer, observe and de-
coupler transmitters, magnetic system, and probes. In addition, high-power ampli-
fiers are required for the two transmitters and a pneumatic spinning unit to achieve
the necessary spin rates for MAS. Normally, the observe transmitter for 13C work
requires broadband amplification of approximately 400 W of power for a 5.87-
T, 250-MHz instrument. The amplifier should have triggering capabilities so that
only the radiofrequency (rf) pulse is amplified. This will minimize noise contribu-
tions to the measured spectrum. So that the Hartmann-Hahn condition may be
achieved, the decoupler amplifier must produce an rf signal at one-fourth the
power level of the observe channel for carbon work.

Although a series of standard referencing compounds has not been estab-
lished for solid-state NMR as opposed to solution-phase studies (24), a number
of unofficial standard samples are currently being used (25). Table 2 lists a series
of compounds, their intended use, and appropriate references further detailing
their intended uses and limitations. Additionally, like solution-phase NMR, a
myriad of solid-state NMR pulse sequences exist that selectively investigate the
sample of interest. A number of these pulse sequences are described within this
Experimental section with further discussion outlined in the Applications section
of this work.

The single pulse excitation/magic-angle spinning (SPE/MAS) pulse se-
quence is a means of obtaining solid-state NMR spectra of very sensitive nuclei
such as phosphorus-31. The sequence is an adaptation of the solution-phase, gated
decoupling NMR experiment (32). In the SPE/MAS sequence, high-power proton
decoupling occurs during the signal acquisition period. This decoupling period
primarily removes the heteronuclear dipolar coupling that typically broadens
solid-state NMR spectra. This pulse sequence is normally used to acquire decou-
pled spectra on heteronuclear atoms (signified as X in the pulse sequence) that
possess high sensitivity (such as the 31P spectra presented in Fig. 3). MAS is used
throughout the sequence to minimize broadening due to CSA.

Copyright 2002 by Marcel Dekker. All Rights Reserved.



Table 2 Reference Samples for Solid-State NMR

Compound Intended use Reference

Adamantane (C10H16) External referencing for 13C spec- (26)
tra, optimizing Hartmann-Hahn
match, linewidth measurement,
sensitivity measurement

Hexamethylbenzene (C12H18) Optimizing Hartmann-Hahn match (26)
Glycine (C2H5O2N) External referencing for 13C spec- (26)

tra, sensitivity measurement,
magic angle setting for 13C exper-
imentation

Ammonium phosphate External referencing for 31P spectra (26)
(NH4H2PO4) Monobasic

Potassium bromide (KBr) Magic angle setting for 13C experi- (27)
mentation

ZNPa, Zn[S2P(OC2H5)2]2 Magic angle setting for 31P experi- (28)
mentation

DMPPOb, C8H11OP Magic angle setting for 31P experi- (29)
mentation

Samarium acetate tetrahydrate 13C CP/MAS chemical shift ther- (30)
[(CH3CO2)3SmC4H2O] mometer

TTAAc 15N CP/MAS chemical shift ther- (31)
mometer

a ZNP: zinc(II) bis (O,O′-diethyldithiophosphate).
b DMPPO: dimethylphenylphosphine oxide.
c TTAA: 1,8-dihydro-5,7,12,14-tetramethyldibenso (b,i)-1,4,8,11-tetraazacyclotetradeca-4,6,11,13-

tetraene-15N4 (tetramethyldibenzotetraaza(14)annulene).
Source: Adapted from Ref. 11.

As demonstrated in Fig. 3, even with high-speed MAS, spinning sidebands
do occur. These sidebands may be confused with actual resonances in the NMR
spectrum and be misinterpreted. Dixon et al. have developed a pulse sequence
which suppresses spinning sidebands typically observed in NMR spectra acquired
with high-field magnets operating at 5 T and above (18). This pulse sequence
has been labeled TOSS, total suppression of sidebands. After initial cross-
polarization, Hahn spin echoes are generated with a series of pulses on the X
channel. The timing of these pulses are programmed such that the sidebands are
inverted, but the isotropic peak is unaffected. Upon addition of spectra with in-
verted and normal sideband intensities, the sidebands cancel and the isotropic
peak remains.
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Another pulse sequence that is helpful for the assignment of resonances in
a qualitative CP/MAS NMR analysis is the delayed decoupling, or dipolar de-
phasing experiment. This pulse sequence is simply the CP/MAS experiment with
a variable delay time inserted between the spin-locking period and the start of
decoupling/acquisition. Nonprotonated carbons are selectively observed by this
pulse sequence (33), due to the inherent weaker 13C–1H dipolar interaction for
carbons with nonbonded protons. During the variable delay time (usually pro-
grammed between 50 and 100 µs), directly protonated carbons dephase rapidly
and their signal disappears. Subsequently, a simplified spectrum is measured in
which only quaternary carbons are observed.

Quantitative analysis is a very important component of pharmaceutical
analysis. In a number of the publications describing the use of solid-state NMR,
the majority of the work has dealt with qualitative studies with brief references
to the possibility of quantitative analysis. Under proper data acquisition condi-
tions, solid-state NMR is a quantitative technique that typically provides suffi-
cient selectivity and sensitivity. An excellent guide to the utilization of magic
angle spinning and cross-polarization techniques for quantitative solid-state NMR
data acquisition has been outlined by Harris (34).

As discussed in the Theory section, in order to acquire solid-state NMR
spectra in which the signal intensities truly reflect the nuclei producing it, data
acquisition parameters such as recycle time, pulse widths, cross-polarization time,
Hartmann-Hahn match, and decoupling power must be explicitly determined for
each chemical system. If these mechanisms, primarily relaxation, are not under-
stood and improper acquisition parameters inserted into the pulse sequence, the
quantitative nature of solid-state NMR can be compromised. In Harris’s article,
the problems of solid-state NMR acquisition techniques as applied to quantitative
measurements are addressed. Additionally, errors in the setting of the magic
angle, Hartmann-Hahn match, and cross-polarization mixing time are discussed
in relation to obtaining quantitative NMR results. To this end, a series of pulse
sequences is presented here in order to determine the time factor of various relax-
ation mechanisms and to program this information into the quantitative data ac-
quisition pulse sequence.

From previous discussions it is known that competing rate processes occur
in the cross-polarization NMR experiment. So that the measured NMR signal
truly represents the number of nuclei producing it, explicit measurements must
be made for these various mechanisms, namely, TCP and T1ρH. For SPE experi-
ments, T1 must be measured for the nucleus of interest.

During the Hartmann-Hahn condition, proton magnetization is being trans-
ferred to the carbon spins at the rate of 1/TCH and to the lattice at the rate of
1/T1ρH. In order for CP to occur, 1/TCH � 1/T1ρH (1/T1ρC is being ignored, since
it is greater than 1/T1ρH). The 13C magnetization will achieve a maximum value
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at a specific contact time, which also signifies optimum sensitivity for the CP
experiment. For any quantitative analysis studies, the optimal contact time should
be determined for the chemical system of interest. Normally, the contact time is
measured by varying the contact time in the CP/MAS pulse sequence and measur-
ing the subsequent signal intensity. By plotting the contact time versus the signal
intensity on a logarithmic scale, the optimal contact time for each resonance may
be determined (35). Once the contact time is determined for the distinct resonance
observed in the NMR spectrum, this value, or a compromised/average value,
may be inserted into the quantitative CP/MAS pulse sequence.

In addition to measuring TCH for the chemical system in question, the proton
T1ρ value must be determined since the repetition rate of a CP experiment is
dependent on the recovery of the proton magnetization. Common convention
states that a delay time between successive pulses of 1–5 � T1 must be used.
One advantage to solids NMR work is that a common proton T1ρ value will be
measured, since protons communicate through a spin-diffusion process. The most
common way to measure the proton T1ρ is to apply a proton 90° pulse, wait a
variable delay time, and then apply the normal CP pulse sequence. By measuring
the 13C intensity versus the variable delay time, the proton T1ρ time may be ap-
proximated (35).

Once the proton T1ρ and TCH values are determined for the chemical system,
physical mixtures of the two entities can be generated (calibration samples). Sub-
sequent acquisition of the solid-state NMR spectra under quantitative conditions
yields signal intensities representative of the amount of each material present.
Measurement of the relative signal intensities may then lead to determination of
the amount of one species present in an unknown mixture.

In some cases, CP is not necessary to obtain a suitable solid-state NMR
spectrum. In these cases, the SPE/MAS sequence may be used and for quantita-
tive analysis only the X-nucleus T1 time needs to be determined. The standard
inversion–recovery experiment can be used to measure this value, keeping in
mind that MAS and high-power decoupling is still necessary. As before, once
the X-nucleus T1 time is determined, 1–5 � T1 may be inserted as the delay time
between successive pulses for quantitative data acquisition.

IV. PHARMACEUTICAL APPLICATIONS

Solid-state NMR has and continues to be used in a myriad of pharmaceutical
applications, but unfortunately, all of the different applications cannot be dis-
cussed in this chapter. Instead, applications in drug development, as opposed to
drug discovery, are presented herein. Aboul-Enein has outlined some of the gen-
eral uses of solid-state NMR for pharmaceutical research (36). Phosphorus-31
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cross-polarization/magic-angle spinning (CP/MAS) NMR has been used to study
the dehydration of disodium clodronate (37). A fast rise in temperature reveals
that disodium clodronate loses lattice water and only one 31P resonance is mea-
sured, whereas a slow increase in temperature converts the crystalline form to
an anhydrous form which displays two nonequivalent phosphorus atoms (reso-
nances).

Solid-state NMR has been used extensively for characterizing the structures
of N-desmethylnefopam HCl (38), patellin (39), erythromycin A dihydrate (40),
and the amorphous nature of ursodeoxycholic acid (41). The conformations of
3′-amino-3′-deoxythymidine (42), gramicidin A (43), and amiodarone HCl (44)
have been confirmed by solid-state NMR.

Due to the specificity of solid-state NMR, it is an ideal technique to study
inclusion complexes, drug–excipient interactions, or the effect of moisture on
the drug substance or formulation. Studies on inclusion complexes include
gliclazide-β-cyclodextrin (45) and hydrocortisone butyrate (46), whereas Makriy-
annis utilized NMR for investigating drug–membrane interactions (47). Other
interactions studied by solid-state NMR include polyethylene glycol with griseo-
fulvin (48) and the moisture-induced interaction with trospectomycin sulfate,
which affects the 3′-gem-diol ↔ 3′-keto equilibrium in either the drug substance
or freeze-dried formulation (49).

A. Polymorphism

The most widely used application of solid-state NMR in drug development is in
the area of polymorphism (50,51). Pharmaceutical solids can exist in a number
of solid forms, each having different properties of pharmaceutical importance,
including stability and bioavailability; the number and properties of these forms
are largely unpredictable and vary considerably from case to case. Pharmaceutical
solids can be divided into crystalline and amorphous solids based on the presence
of crystalline structure. This classification is usually based on X-ray powder dif-
fraction and/or microscopic examination. Crystalline solids can then be further
classified into: crystalline polymorphs, forms having the same chemical composi-
tion but different crystal structures and therefore different densities, melting
points, solubilities, and many other important properties; and solvates, forms con-
taining solvent molecules within the crystal structure, giving rise to unique differ-
ences in solubility, response to atmospheric moisture, loss of solvent, etc. Some-
times a drug substance may be a desolvated solvate, which is formed when
solvent is removed from a specific solvate while the crystal structure is essentially
retained—again, many important properties are unique to such a form.

Different physical forms of a drug substance can display radically different
solubilities, which directly affects the dissolution and bioavailability characteris-
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tics of the compound. In addition, the chemical stability of one form, as compared
to the other, may vary. The physical stability is also crucial. During various pro-
cessing steps (grinding, mixing, tablet pressing, etc.), the physical form of the
drug substance may be compromised, subsequently leading to dissolution prob-
lems. For these reasons, the full characterization of polymorphic systems is criti-
cal to numerous entities (preformulation/physical pharmacy group, chemical pro-
cess development, regulatory/patent office, and analytical laboratories) within
drug development companies.

The use of solid-state NMR for the investigation of polymorphism is easily
understood based on the following model. If a compound exists in two true poly-
morphic forms, labeled as A and B, each crystalline form is crystallographically
different. This means, for instance, that a carbon nucleus in form A may be situ-
ated in a slightly different molecular environment as compared to the same carbon
nucleus in form B. Although the connectivity of the carbon nucleus is the same
in each form, the local environment may be different. Since the local environment
may be different, this potentially leads to a different chemical-shift interaction
for each carbon, and ultimately, a different isotropic chemical shift for the same
carbon atom in the two different polymorphic forms. If one is able to obtain pure
material for the two forms, analysis and spectral assignment of the solid-state
NMR spectra of the two forms can lead to the origin of the crystallographic
differences in the two polymorphs. Solid-state NMR is thus an important tool in
the multidisciplinary approach to polymorphism.

Solid-state NMR analysis of different solid forms can provide crucial infor-
mation which often resolves conflicting results between other methods such as
infrared, X-ray powder diffraction, and thermal methods (52). In addition, a dic-
tate of formulation technology is that the physical form of the drug substance,
after being defined and verified, should not change once the product has been
manufactured. Solid-state NMR provides a powerful method for comparing the
physical form of the drug substance after pharmaceutical processing or manufac-
turing. Furthermore, solid-state NMR provides a method for the analysis of mix-
tures of crystal forms in both the pure drug substance and in dosage forms
(52).

There are a number of significant advantages to the use of solid-state NMR
for the study of polymorphism. As compared to diffuse reflectance IR, Raman,
and X-ray powder diffraction techniques, solid-state NMR is a bulk technique
in which the intensity of the measured signal is not a function of the particle size
of the material. In addition, NMR is an absolute technique under proper data
acquisition procedures, meaning that the intensity of the signal is directly propor-
tional to the number of nuclei producing it, thus permitting quantitative analysis.
In some polymorphic investigations, a single crystal of sufficient quality may
not be available for X-ray crystallography (structure determination). By proper
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assignment of the NMR spectrum, though, the origin of the polymorphism may
be inferred by differences in the resonance position for identical nuclei in each
polymorphic form.

B. Drug Substance Qualitative Analysis

The majority of applications of solid-state NMR used in the investigation of
pharmaceutical polymorphs are performed in conjunction with other analytical
techniques. Byrn et al. have reported differences in the solid-state NMR spec-
tra for different polymorphic forms of benoxaprofen, nabilione, and pseudo-
polymorphic forms of cefazolin (53). Although single-crystal X-ray crystallogra-
phy was initially used to study the polymorphs, the solid-state 13C CP/MAS NMR
spectrum of each form was distinctly different. These studies focused primarily
on the bulk drug material, although a granulation of benoxaprofen was studied.
It was concluded that solid-state NMR could be used to differentiate the form
present in the granulation even in the presence of excipients. In further studies,
the crystalline forms of prednisolone tert-butylacetate (54), cefaclor dihydrate
(55), and glyburide (56) were studied. The five crystal forms of prednisolone
tert-butylacetate were again determined by single-crystal X-ray crystallography,
and solid-state NMR was used to determine the effect of crystal packing on the
13C chemical shifts of the different steroid forms. Although conformational
changes were observed in the ester side chain by X-ray crystallography, no major
differences were noted in the NMR spectra, indicating that the environment re-
mains relatively unchanged. Significant chemical shift differences were noted for
carbonyl atoms involved in hydrogen bonding. This theme is consistent in the
NMR study of cefaclor dihydrate. Again, the effects of hydrogen bonding were
discernible by solid-state NMR. The study of glyburide was principally con-
cerned with the structural conformation of the molecule in the solution and solid
state. The solution conformation was determined by 1H and 13C NMR, and in the
solid by single-crystal X-ray crystallography, IR, and solid-state 13C NMR. The
solid-state NMR results suggested that this method would be useful for compar-
ing solid- and solution-state conformations of molecules.

In 1989, Etter published an excellent paper on the complementary use of
solid-state NMR and X-ray crystallography to study the structure of pharmaceuti-
cal solids (57). Crystallographic effects such as polymorphism, multiple mole-
cules per asymmetric unit cell, disorder, intra- and intermolecular H-bonding,
tautomerism, and solvation were all investigated by solid-state NMR.

In a series of publications by Harris and Fletton, solid-state NMR has been
used to investigate the structure of polymorphs. The majority of studies involve
X-ray and IR techniques and also address the possibility of quantitative measure-
ments of polymorphic mixtures. The three pseudo-polymorphic forms of testos-
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terone were examined by IR and 13C CP/MAS NMR (58). The two forms of
molecular spectroscopy were able to differentiate the forms, but NMR had the
ability to investigate nonequivalent molecules in a given unit cell. A series of
doublet resonances was noted for a series of different carbon atoms. This implied
that the specific carbon atom within the molecule may resonate at two different
frequencies, depending on the crystallographic site of the molecule. In addition
to the hydrogen-bonding explanation of the crystallographic splittings, the use
of NMR to determine quantitatively the amount of each pseudo-polymorph pres-
ent in a mixture was addressed. In the study of androstanolone (59), high-quality
13C NMR spectra were obtained by CP/MAS techniques and allowed for charac-
terization of the anhydrous and monohydrate forms. Again, crystallographic split-
tings were noted for the two forms and were related to hydrogen bonding. An
identical approach to study pharmaceutical polymorphic structure was used in
the investigation of the two polymorphs of 4′-methyl-2′-nitroacetanilide (60). An
additional study of cortisone acetate (61,62) by solid-state NMR revealed differ-
ences in the NMR spectra for the six crystalline forms. Further multidisciplinary
approaches to the physical characterization of pharmaceutical compounds are
detailed in separate studies on cyclopenthiazide (63), the excipient lactose (64),
fursemide (65), losartan (66), fosinopril sodium (67), and leukotriene antagonists
MK-679, MK-571 (68), L-660,711 (69), captopril (70), diphenhydramine HCl
(71), mofebutazone (72), phenylbutazone (72), oxyphenbutazone (72), cimetidine
(73), and the iron chelator 1,2-dimethyl-3-hydroxy-4-pyridone (74). In each case,
solid-state NMR was used in conjunction with other techniques such as DSC,
IR, X-ray diffraction, microscopy, and solubility/dissolution studies to character-
ize the polymorphic systems fully.

In further studies of polymorphism by solid-state NMR, conversion from
one solid-state form to another by UV irradiation (75) and variable temperature
techniques (76) are outlined. In the first study, NMR was employed to follow
the chemical transformation within the organic crystals of p-formyl-trans-
cinnamic acid (p-FCA). A photoreactive β-phase may be crystallized from etha-
nol, whereas a photostable γ-phase is produced from acetone. After irradiation
of the β-phase with UV radiation, and subsequent acquisition of the solid-state
13C NMR spectrum, the photoproduct was easily identified by NMR. The second
conversion study (76) investigated the four forms of p-amino-benzenesulphona-
mide sulphanilamide (α, β, γ, and δ). The first three forms were fully investi-
gated by solid-state 13C NMR and X-ray crystallography techniques. Subsequent
variable-temperature studies monitored the interconversion of the α- and β-forms
to the γ-form. Coalescence of some NMR signals in the γ-form also suggested
that phenyl ring motion occurred within the crystal. Conclusions from the study
indicated that solid-state NMR had the ability to differentiate pharmaceutical
polymorphs, determine asymmetry in the unit cell, and investigate molecular mo-
tion within the solid state.
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C. Drug Substance Quantitative Analysis

In a number of the publications describing the use of solid-state NMR for poly-
morphic characterization, the majority of the work has dealt with qualitative stud-
ies, with brief references to the possibility of quantitative analysis. Quantitative
solid-state 13C CP/MAS NMR has been used to determine the relative amounts
of carbamazepine anhydrate and carbamazepine dihydrate in mixtures (77). The
13C-NMR spectra for the two forms did not appear different, although sufficient
S/N for the spectrum of the anhydrous form required long accumulation times.
This was determined to be due to the slow proton relaxation rate for this form.
Utilizing the fact that different proton spin-lattice relaxation times exist for the
two different pseudopolymorphic forms, a quantitative method was developed.
The dihydrate form displayed a relatively short relaxation time, permitting in-
terpulse delay times of only 10 s to obtain full-intensity spectra of the dihydrate
form while displaying no signal due to the anhydrous form. By utilizing an inter-
nal standard (glycine) and the differences in the relaxation rate of the two forms,
the peak area of the dihydrate could be measured and related through a calibration
curve to the amount of anhydrous and dihydrate content in mixtures of carbama-
zepine.

D. Drug Product Analysis

A series of papers has been published on the solid-state NMR spectra of a number
of analgesic drugs. Jagannathan recorded the solid-state 13C NMR spectrum of
acetaminophen in bulk and dosage forms (78). From the solution-phase NMR
spectrum, assignments of the solid-state NMR resonances could be made in addi-
tion to explanations for the doublet structure of some resonances (dipolar cou-
pling). Spectra of the dosage product from two sources indicated identical drug
substance, but different levels of excipients. The topic of drug–excipient interac-
tions was addressed by solid-state 13C NMR in the investigation of different com-
mercially available aspirin samples (79,80). In each commercial aspirin product,
the only difference in the measured NMR spectrum was due to variations in the
excipients, indicating that there were no interactions between the drug and the
excipients under dry blending conditions. After lyophilization of two of the prod-
ucts, one aspirin sample did show a different NMR spectrum, indicating possible
interaction during lyophilization or conversion to a different solid-state form dur-
ing processing.

Saindon et al. used solid-state NMR to show that different brands of pred-
nisolone tablets contained different polymorphs (81). For the listed drugs, the
NMR analysis could discern the active component except for the low-dose enala-
pril maleate tablets. Excipients obscure some drug resonances which appear at
the same chemical shift value, but overall, have little effect on resonances at
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other chemical shifts. Similar results were obtained for tablets of another closely
related HMG-CoA reductase inhibitor, simvastatin.

E. Mobility

Molecular mobility can be studied by solid-state NMR and X-ray crystallography.
Solid-state NMR offers several approaches to studying the molecular mobility
of solids. These include: (a) the study of processes which result in peak coales-
cence of solid-state NMR resonances using variable temperature solid-state
NMR, (b) determination of the T1 relaxation of individual carbon atoms using
variable temperature solid-state NMR, (c) use of interrupted decoupling to detect
methylene and possible methine groups with unusual mobility, and (d) compari-
son of solid-state MAS spectra measured with and without cross-polarization.

The rate of relaxation of the carbon spins toward equilibrium is character-
ized by the spin-lattice relaxation time, T1 (82). In this process, the excess energy
from the spin system is given to the surroundings or lattice. Interactions of ran-
domly fluctuating magnetic fields at the Lamor frequency of the nucleus stimu-
lates these transitions. Such fields arise from motions of other nuclear magnetic
moments such as protons. Spin-lattice relaxation is thus most efficient when these
motions are near the Lamor frequency. Studies of T1 can give valuable informa-
tion about fast motions in the megahertz range, such as methyl group rotations.
Variable-temperature solid-state NMR spectroscopy has been shown to be a pow-
erful technique for the study of molecular motion in cortisone (83), cholesterol
(84), proteins (85), polymers (86–90), and amino acids (91).

In addition, solid-state NMR has been used to study protein hydration and
stability (92) and the activation energies of spinning methyl groups (93). The
activation energy for the spinning of methyl groups in triethylphosphine oxide
was reported to be 7.9 kJ/mol by T1 studies and 8.69 kJ/mol by T1ρ studies (88).
Relaxation studies of peri-substituted naphthalenes were used to determine the
barrier to methyl rotation when substituents at the peri position were EH, ECH3,
ECl, and EBr (94). The observed barriers were EH, 9.7 kJ/mol; ECH3, 13.5
kJ/mol; ECl, 15.2 kJ/mol; and EBr, 18.4 kJ/mol. The barriers follow the se-
quence of the van der Waals radii and indicate that if a large group abuts the
methyl group, it can restrict methyl rotation. Rotation barriers for methyl groups
in several amino acids have also been reported (93).

F. Chirality

The issue of chirality continues to be an important issue in drug development.
With the advent of solid-state NMR, enantiomeric purity of a sample may be
measured directly. A number of reports in the literature demonstrate the ability
of 13C or 31P solid-state NMR to differentiate between optically pure material and
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racemic species (95). In one report, tartaric acid was studied by 13C CP/MAS
NMR (96). For each of the optically pure (2R, 3R), racemic, and meso-tartaric
acid material studied, two molecules exist per asymmetric unit cell. Since the
carbonyls and α-carbon atoms in a single molecule are not symmetry related,
one would expect two resonances for each carbon (crystallographic splitting). The
13C NMR spectra showed two resonances for each carbon, but also demonstrated a
distinct isotropic chemical shift value for each resonance upon comparison to
each other. This data demonstrated the potential for solid-state NMR to differenti-
ate between racemic and enantiomeric crystallites.

A series of racemic and optically pure organophosphorus samples were
studied by solid-state 31P NMR (97). Analogous to the tartaric acid work, the two
optical isomers (� and �) showed the same 31P NMR spectrum that were distinct
from the spectrum of the racemic material. In addition, the issue of quantitative
analysis of optical purity was addressed. The conformational analysis of dl-, l-,
and d-methionine was studied by solid-state 13C NMR (98). Based on the NMR
studies, each crystalline form of dl-methionine consists of a single conformer,
which agrees with X-ray diffraction data.

G. Future Direction

In recent years, two-dimensional solid-state NMR spectroscopy (99,100) has been
applied to pharmaceutical systems. The overall goal of these studies is to obtain
structural information. Such studies are particularly important and useful when
the crystal structure cannot be determined.

Raftery’s laboratory has used two-dimensional (2D) solid-state NMR to
study the red, orange, and yellow conformational polymorphs of ROY (5-methyl-
2-(2-nitrophenyl)amino]-3-thiophenecarbonitrile (101). The separation of side-
bands by order experiment (2DTOSS) separates the isotropic and anisotropic
chemical shifts over two dimensions, allowing analysis of the chemical-shift an-
isotropy patterns using magic-angle spinning in the 1500-Hz range (102). The
chemical shift anisotropy of the C-3 carbon atom (the atom attached to the CN)
could be easily distinguished using this pulse sequence and was used to probe
differences in chemical environment between the different color polymorphs.
Raftery and co-workers showed that two-dimensional solid-state NMR can easily
distinguish differences between conformational polymorphs and is a powerful
method for analyzing such systems. Raftery’s group is now combining informa-
tion from the 2DTOSS experiments with ab-initio or density functional methods
to attempt to obtain quantitative structural information. This combined approach
along with other 2-D solid-state NMR experiments, promises to provide structural
information on polymorphs whose crystal structure cannot be determined.

Munson and co-workers have used 2D, high-speed 13C CP/MAS NMR to
study uniformly 13C-labeled aspartame (103). Aspartame exists in three hydrates
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(two hemihydrates and a dihemihydrate). Two of these hydrates apparently con-
tain three molecules per asymmetric unit, giving up to three resolvable resonances
for each carbon atom. This complex crystal packing prevented assignments of
the resonances using techniques based on the number of attached protons or J
couplings. Typical MAS experiments at spinning rates of 7 kHz and proton de-
coupling powers of 63 kHz gave broadened spectra due to broadening by dipolar
decoupling. However, increasing the spinning rate to 28 kHz and the decoupling
to 263 kHz gave narrow line spectra that allowed the assignment of the crystallo-
graphically inequivalent sites. For one of the forms, peak assignments could be
made for all three molecules in the asymmetric unit of the crystal.

As with the 2DTOSS studies, Munson and co-workers showed that solid-
state NMR can provide important information on the structures of polymorphs
and solvates whose crystal structure is not known. As we seek more detailed
structural information of drugs in order to understand more about solid-state be-
havior, these 2D techniques will no doubt become more and more important.
Additional 2D techniques have been utilized to study DNA complexes (104)
and perform distance measurements (105), specifically using the rotational-echo
double-resonance (REDOR) sequence (106,107).

Regulatory documentation is now making specific reference to solid-state
NMR. A flow chart approach to the physical characterization of pharmaceutical
solids was first published in 1995 (108). In the flow chart approach to determining
the number of polymorphic forms, spectroscopy, and specifically solid-state
NMR, is outlined as a recommended technique. The U.S. Food and Drug Admin-
istration (FDA) has also recognized the need for solid-state NMR characterization
of drug substance or product. In the most recent International Committee of Har-
monization (ICH) guideline for the setting of specifications for drug substance
and product, spectroscopy (IR, Raman, and solid-state NMR) is referred to in
decision tree four: investigating the need to set acceptance criteria for polymor-
phism in drug substances and drug products (109). Worldwide regulatory authori-
ties now recognize the importance of solid-state NMR and how the technique is
intimately tied to the drug development process.

V. SUMMARY

The multinuclear technique of solid-state NMR has been applied to various as-
pects of drug development with tremendous success. Although the technique ide-
ally lends itself to the structure determination of drug compounds in the solid
state, it is anticipated that in the future, solid-state NMR will be used routinely for
method development and problem-solving activities in the analytical/materials
science/physical pharmacy area of the pharmaceutical sciences. During the past
few years, an increasing number of publications have emerged in which solid-
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state NMR has become an invaluable technique. With the continuing develop-
ment of solid-state NMR pulse sequences and hardware improvements (increased
sensitivity), solid-state NMR will provide a wealth of information for the charac-
terization of pharmaceutical solids.
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I. INTRODUCTION

Typically, most chemists think of infrared (IR) spectroscopy as the only form of
vibrational analysis for a molecular entity. In this framework, IR is routinely
used as an identification assay for various intermediates and final bulk drug sub-
stance, and also as a quantitative technique for solution-phase studies. Full vibra-
tional analysis of a molecule must also include Raman spectroscopy. Although
IR and Raman spectroscopy are complementary techniques, widespread use of
the Raman technique in pharmaceutical investigations has been limited. Before
the advent of Fourier transform techniques and lasers, experimental difficulties
tended to limit the use of Raman spectroscopy. However, over the last 20 years a
renaissance of the Raman technique has been seen, due mainly to instrumentation
development.

The use of vibrational spectroscopy in pharmaceutical applications is very
diverse. Traditional techniques are used for bulk drug substance characterization
including structure elucidation, routine compound identification, and solid-state
characterization such as polymorphism (1–4). In addition, hyphenated techniques
such as liquid chromatography-infrared (LC-IR) (5) and thermogravimetric-
infrared (TG-IR) analysis (6,7) have complemented the analytical and pharma-
ceutical scientist’s arsenal of instrumental techniques. Drug–excipient interac-
tions, drug and/or excipient interaction with storage vessels, particulate identifi-
cation, contaminant analysis, and mapping of pharmaceutical tablets are just a
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few of the microscopy-related applications of IR and/or Raman spectroscopy.
IR and Raman spectroscopy have also branched out into biopharmaceutical appli-
cations such as peptide secondary structure determination (8), and more recently,
reaction monitoring systems for chemical process engineers (9) and on-, or at-
line systems for monitoring chemical processes, manufacturing operations, or
clinical packaging procedures (10). Within any of these examples, it must be
recognized that vibrational spectroscopy, whether it be IR or Raman, may not be
the ultimate analytical technique. A multidisciplinary approach to pharmaceutical
methods development and problem solving must be utilized, with vibrational
spectroscopy as a major component.

Whichever form of vibrational analysis is utilized, it is imperative that the
scientist thoroughly understand: (a) the theoretical concepts of IR or Raman spec-
troscopy, (b) limitations of the instrumentation, (c) appropriate sampling tech-
niques, and (d) the ability to process and interpret the spectral data correctly. In
some cases Raman spectroscopy may be the more appropriate technique but cost-
prohibitive. IR may be applicable, but limitations of the technique must be ap-
preciated by the scientist. The reverse scenario may be true for a different prob-
lem. In any case, a thorough understanding of IR and Raman spectroscopic tech-
niques will allow one to study properly the scientific challenge at hand. Since
the advent of Fourier transform techniques and advances in laser technology and
computer systems, a myriad of sampling techniques are available for the vi-
brational spectroscopist. Analysis can now be performed on virtually any type
of sample, such as single crystals, bulk material, slurries, creams, particulates,
films, solutions (aqueous and organic), oils, gas-phase samples, and on-process
streams through the use of fiber-optic probes. Additional advantages of vibra-
tional analysis include: (a) typically nondestructive in nature, with the ability to
recover the material for further characterization, (b) quantitative technique under
proper sampling conditions, and (c) complementary to other characterization
techniques.

This chapter attempts to present to the reader the theory, sampling tech-
niques, and major applications of IR and Raman spectroscopy in the pharmaceuti-
cal fields in a practical format. Extensive references are included throughout the
text, and the reader is encouraged to consult these for further information.

II. VIBRATIONAL SPECTROSCOPY THEORY

A brief description of IR and Raman theory will be presented so that a common
understanding of the techniques is available to the reader. A complete description
of the underlying theory of IR and Raman spectroscopy is outside the scope of
this chapter, but can be obtained from the literature (11–15).
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A. Infrared

1. Mid-Infrared

All molecules of pharmaceutical interest absorb some form of electromagnetic
radiation. Within the electromagnetic spectrum (Fig. 1), infrared energy is a small
portion which is typically divided into three regions, the near-, mid-, and far-IR
regions with their respective energy/frequency limits. In IR spectroscopy, the
energy unit wavenumber (cm�1) is typically used. Wavenumber is the reciprocal
of the IR wavelength expressed in centimeters.

When a broad-band source of IR energy irradiates a sample, the absorption
of IR energy by the sample results from transitions between molecular vibrational
and rotational energy levels. A vibrational transition may be approximated by
treating two atoms bonded together within a molecule as a harmonic oscillator.
Based on Hooke’s law, the vibrational frequency between these two atoms may
be approximated as:

v �
1

2π √k

µ
(1)

where µ is the reduced mass of the two atoms, µ � (m1m2)/(m1 � m2), and k is
the force constant of the bond (dynes/cm). Quantum mechanical analysis of the
harmonic oscillator reveals a series of equally spaced vibrational energy levels

Fig. 1 A portion of the electromagnetic spectrum, comparing infrared energy to other
forms of radiation.
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(defined by the vibrational quantum number v, where v � 0, 1, 2, 3, . . .) that
are expressed as:

Ev � �v �
1
2�hv0 (2)

where Ev is the energy of the vth level, h is Planck’s constant, and v0 is the
fundamental vibrational frequency. These energy levels may be graphically de-
scribed in a Jablonski energy-level diagram (Fig. 2). It must be noted that the
fundamental vibrational frequencies in a polyatomic molecule do not necessarily
correspond to the vibrations of single pairs of atoms, but rather to those of a
group of atoms. The absorption of IR energy by a molecule corresponds to ap-

Fig. 2 Jablonski energy-level diagram illustrating possible transitions, where solid lines
represent absorption processes and dashed lines represent scattering processes. Key: A,
IR absorption; B, near-IR absorption of an overtone; C, Rayleigh scattering; D, Stokes
Raman transition; E, anti-Stokes Raman transition. S0 is the singlet ground state, S1 the
lowest singlet excited state, and v represents vibrational energy levels within each elec-
tronic state.

Copyright 2002 by Marcel Dekker. All Rights Reserved.



proximately 2–10 kcal/mole, which in turn equals the stretching and bending
vibrational frequencies of most bonds in covalently bonded molecules. Thus,
there is a correlation between IR spectroscopy and the ability to probe the vibra-
tional motion of a molecule.

The number of fundamental vibrational modes of a molecule is equal to
the number of degrees of vibrational freedom. For a nonlinear molecule of N
atoms, 3N � 6 degrees of vibrational freedom exist. Hence, there are 3N � 6
fundamental vibrational modes. Six degrees of freedom are subtracted from a
nonlinear molecule since: (a) three coordinates are required to locate the molecule
in space, and (b) an additional three coordinates are required to describe the
orientation of the molecule based on the three coordinates defining the position
of the molecule in space. For a linear molecule, 3N � 5 fundamental vibrational
modes are possible, since only 2 degrees of rotational freedom exist. Thus, in a
total vibrational analysis of a molecule by complementary IR and Raman tech-
niques, 3N � 6 or 3N � 5 vibrational frequencies should be observed. It must
be kept in mind that the fundamental modes of vibration of a molecule are de-
scribed as transitions from one vibration state (energy level) to another [v � 1
in Eq. (2), Fig. 2]. Sometimes, additional vibrational frequencies are detected in
a vibrational spectrum. These additional absorption bands are due to forbidden
transitions that occur [v 
 2, 3, . . . in Eq. (2), Fig. 2] and are described in the
section on near-IR theory. Additionally, not all vibrational bands may be ob-
served, since some fundamental vibrations may be too weak to observe or give
rise to overtone and/or combination bands (vide infra).

For a fundamental vibrational mode to be IR active, a change in the molecu-
lar dipole must take place during the molecular vibration. This is described as
the IR selection rule. Atoms which possess different electronegativity and are
chemically bonded change the net dipole of a molecule during normal molecular
vibrations. Typically, antisymmetric vibrational modes and vibrations due to po-
lar groups are more likely to exhibit prominent IR absorption bands.

A percent transmission (%T) IR spectrum may be calculated by Eq. (3):

Percent transmission �
I

I0

� 100 (3)

where I equals the intensity of transmitted IR radiation, and I0 equals the intensity
of irradiating IR energy. In this case, the percent transmission IR spectrum is
represented by wavenumber (cm�1) on the abscissa and %T on the ordinate
(Fig. 3). IR spectra may also be represented in absorbance units [Eq. (4)],

Absorbance � log�I0

I� � abc (4)
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Fig. 3 FTIR (upper) and FT-Raman (lower) spectra of hydrochlorothiazide. The left
ordinate scale is representative of the Raman intensity, whereas the right ordinate scale
represents IR transmission units.

where a is absorptivity, b is the sample cell thickness, and c is concentration.
The representation of IR spectra in absorbance units permits quantitative analysis.

As previously mentioned, IR spectroscopy is typically used for the identi-
fication of a molecular entity. This approach arises from the fact that the vibra-
tional frequency of two atoms may be approximated from Eq. (1). If one assumes
that the force constant (k) for a double bond is 10 � 105 dynes/cm, Eq. (1) allows
one to approximate the vibrational frequency for CCC:

v � 4.12√k

µ
� 4.12√ 10 � 105

[12 * 12/12 � 12]
� 1682 cm�1 (5)
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Fairly good agreement exists between the calculated value of 1682 cm�1 and the
experimental value of 1650 cm�1. Direct correlation does not exist because
Hooke’s law assumes that the vibrational system is an ideal harmonic oscillator
and, as mentioned before, the vibrational frequency for a single chemical moiety
in a polyatomic molecule corresponds to the vibrations from a group of atoms.
Nonetheless, based on the Hooke’s law approximation, numerous correlation ta-
bles have been generated that allow one to estimate the characteristic absorption
frequency of a specific functionality (13). It becomes readily apparent how IR
spectroscopy can be used to identify a molecular entity, and subsequently physi-
cally characterize a sample or perform quantitative analysis.

2. Near-Infrared

The near-IR region of the electromagnetic spectrum is generally from 750 to
2500 nm (13,300 to 4000 cm�1). Typically, wavelength (in nanometers) is repre-
sented on the abscissa of a near-IR spectrum. Absorption bands in the near-IR
region of the spectrum arise from overtones or combinations of fundamental vi-
brational motions, in addition to combinations of overtones. Overtone absorption
bands are the result of forbidden transitions arising from the ground vibrational
energy level and where v 	 1 in Eq. (2). Since overtone bands arise from forbid-
den transitions, they are typically 10–1000 times less intense than their corre-
sponding fundamental absorption bands. The majority of overtone bands in the
near-IR arise from REH stretching modes (OEH, NEH, CEH, SEH). Due
to the large mass difference between the two atoms, large-amplitude vibrations
arise with high anharmonicity and large dipole moments. The large anharmonicity
causes the frequency of the overtone (or combination) bands to be slightly less
than the sum of the frequency of the participating bands. This is mathematically
described in Eq. (6), where v0 is the fundamental vibrational frequency, vn is

vv � v v0(1 � v x) (6)

the frequency of the (n � 1)st overtone, v is the vibrational quantum number (�
1 for fundamental, � 2 for the first overtone, � 3 for the second, etc.), and x is
the anharmonicity factor, which measures the deviation of the potential function
from the parabolic function. Combination bands arise from the simultaneous
changes in the energy of two or more vibrational modes and are observed at a
frequency given by Eq. (7) (v � frequency of transition contributing to the combi-
nation band, n � integer). Again, since combination bands are forbidden transi-
tions, the intensity of these

v � n1v1 � n2v2 � n3v3 . . . (7)
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bands within a near-IR spectrum are from 10–1000 times less intense than the
original fundamental vibrational bands. Typically, in pharmaceutical analysis,
near-IR spectroscopy is used for the detection of water (strong OEH combination
band).

3. Far-Infrared

The far-IR region may be thought of as an extension of the mid-IR, since this
region of the spectrum is typically used to investigate the fundamental vibrational
modes of heavy atoms. The region extends from 400 to 10 cm�1 and the low-
frequency molecular vibrations arise from the vibrational motion of heavy atoms
such as metal-ligands. In addition, this region of the spectrum is used to investi-
gate intermolecular vibrations of crystalline materials. The motion of molecules
relative to one another gives rise to lattice modes, sometimes referred to as exter-
nal modes. These low-frequency modes are very sensitive to changes in the con-
formation or structure of a molecule and are found from 200 to 10 cm�1. Although
this spectral region is important for the study of polymorphism, very few litera-
ture reports have been published. From a practical standpoint, investigations in
the far-IR require nontraditional optical windows such as polyethylene or poly-
propylene, since alkali halide windows do not transmit in this region. The spectral
quality (signal-to-noise ratio: S/N) is also compromised due to relatively poor
sources and insensitive detectors. From a pharmaceutical sciences perspective,
this IR spectral region is primarily used for solid-state investigations of lattice
modes.

B. Raman

When a compound is irradiated with monochromatic radiation, most of the radia-
tion is transmitted unchanged but a small portion is scattered. If the scattered
radiation is passed into a spectrometer, a strong Rayleigh line is detected at the
unmodified frequency of radiation used to excite the sample. In addition, the
scattered radiation also contains frequencies arrayed above and below the fre-
quency of the Rayleigh line. The differences between the Rayleigh line and these
weaker Raman line frequencies correspond to the vibrational frequencies present
in the molecules of the sample. For example, we may obtain a Raman line at �
2980 cm�1 on either side of the Rayleigh line and thus the sample possesses a
vibrational mode of this frequency. The frequencies of molecular vibrations are
typically 1012–1014 Hz. A more convenient unit, which is proportional to fre-
quency, is wavenumber (cm�1), since fundamental vibrational modes lie between
3600 and 50 cm�1.

The Raman lines are generally weak in intensity, approximately 0.001%
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of the source, and hence their detection and measurement are difficult. Raman
bands at wavenumbers less than the Rayleigh line are called Stokes lines, while
anti-Stokes lines occur at greater wavenumbers than the source radiation. Gener-
ally, the anti-Stokes lines are less intense than the Stokes lines because these
transitions arise from higher vibrational energy levels containing fewer mole-
cules, as described by the Boltzmann-distribution (Fig. 2). Hence, the Stokes
portion of the spectrum is generally used. The abscissa of the spectrum is usually
labeled as wavenumber shift or Raman shift (cm�1), and the negative sign (for
Stokes shift) is dispensed with (Fig. 3).

C. Comparison of Raman and Infrared Spectroscopies

Both infrared and Raman are vibrational spectroscopic techniques, and the Ra-
man scattering spectrum and infrared absorption spectrum for a given species
often resemble one another quite closely. There are, however, sufficient differ-
ences between the types of chemical groups that are infrared and Raman active
to make the techniques complementary rather than competitive. This is illustrated
in Fig. 3, where the infrared and Raman spectra of hydrochlorothiazide are
shown.

Briefly, a vibrational mode is infrared active when there is a change in the
molecular dipole moment during the vibration, whereas a vibrational mode is
Raman active when there is a change in polarizability during the vibration. Conse-
quently, asymmetric modes and vibrations due to polar groups (e.g., CCO,
NEH) are more likely to be strongly infrared active, whereas symmetric modes
and homopolar bonds (e.g., CCC or SES) tend to be Raman active. The comple-
mentarity of the two techniques in terms of molecular characterization for a range
of antibacterial agents and related compounds has recently been demon-
strated (16).

III. EXPERIMENTAL

A. Infrared Spectroscopy

Infrared spectroscopy instrumentation is almost as widely varying as the applica-
tions. Mid-infrared instrumentation today consists almost exclusively of Fourier
transform instruments. Although dispersive mid-IR instruments are still used,
only a few manufacturers still produce these instruments. Dispersive mid-IR in-
struments have found a niche in the process monitoring field. Near-infrared in-
strumentation, on the other hand, is still dominated by dispersive instruments.
Recently, some manufacturers have begun to offer near-IR instruments with Four-
ier transform mechanics and optics.
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1. Sampling Techniques

Sometimes, one of the greatest challenges for the IR spectroscopist is sample
preparation. Since the development of the Fourier transform infrared spectropho-
tometer and its inherent signal-to-noise and throughput advantages, an abundance
of sampling techniques for pharmaceutical analysis have been developed. In this
Experimental section, the general configuration of the IR spectrophotometer has
been overlooked so that a brief review of IR sampling techniques can be outlined.
Although it is extensive, this section does not review all IR sampling techniques,
just those widely used for pharmaceutical problem solving and methods develop-
ment. A full description of the components of an IR spectrophotometer may be
reviewed in the classic Griffiths and DeHaseth book (17).

a. Alkali Halide Pellet

The classic IR sampling technique is the alkali halide pellet preparation (18).
This technique involves mixing the solid-state sample of interest with an alkali
halide (typically KBr or KCl) at a 1–2% w/w sample/alkali halide ratio. The
mixture is pulverized into a finely ground homogeneous mixture, placed into a
die (typically stainless steel), and subjected to approximately 10,000 psi of pres-
sure for a period of time to produce a glass pellet. The pellet (with the sample
finely dispersed throughout the glass) may then be placed into the IR spectropho-
tometer for spectral data acquisition.

From the traditional view, this sampling technique is used for the prepara-
tion of samples for chemical identity testing and is commonly incorporated into
a regulatory submission. The advantage of this technique is that only a small
amount of sample is required (usually 1 mg), and a high-quality spectrum can
be obtained in a matter of minutes. Disadvantages exist, such as solid-state trans-
formation of the sample due to the pressure requirements to form the glass pellet
and possible halide exchange between KBr (or KCl) and the sample of interest
(19,20). These are critical disadvantages whenever IR spectroscopy is utilized
for pharmaceutical polymorph investigations. Quantitation of mixtures has been
attempted with fair success utilizing the alkali halide pellet sampling technique
(21). Due to the aforementioned disadvantages, it is suggested that this IR sam-
pling technique be used only for simple compound identification assays.

b. Mineral Oil Mull

Another classical sampling technique for solids is the mineral oil mull preparation
(18). In this technique, a small amount of sample (�1 mg) is placed into an agate
mortar. To this, a small amount of mineral oil is added and the sample and oil
mixed to an even consistency. The mixture is then placed onto an IR optical
window and sampled by the IR spectrophotometer. One advantage to this tech-
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nique is that there is no likelihood of solid-state transformations due to mixing
and/or grinding, and hence is a good technique for the qualitative identification
of pharmaceutical polymorphs. Unfortunately, the mineral oil has a number of
intense spectral contributions (2952, 2923, 2853, 1458, and 1376 cm�1), which
may overlap important absorption bands corresponding to the sample of interest.
Typically, this technique is used for qualitative identification assays whenever
the alkali halide pellet technique is inappropriate.

c. Diffuse Reflectance

The diffuse reflectance (DR) technique is probably one of the most important
solid-state sampling techniques for pharmaceutical problem solving and methods
development (22). Sometimes referred to as DRIFTS (diffuse reflectance infrared
Fourier transform spectroscopy), this technique is used extensively in the mid-
and near-IR spectral regions. The technique involves irradiation of the powdered
sample by an infrared beam (Fig. 4). The incident radiation undergoes absorption,
reflection, and diffraction by the particles of the sample. Only the incident radia-
tion that undergoes diffuse reflectance contains absorptivity information about the
sample. A number of significant advantages exist for diffuse reflectance analysis.
Samples may be investigated neat, or diluted within a nonabsorbing matrix such
as KBr or KCl (usually at a 1–5% w/w active-to-nonabsorbing matrix material
ratio). Macro and micro sampling cups are usually provided with the diffuse
reflectance accessory, and approximately 400 and 10 mg of sample are required
for each cup, respectively. The sample is also 100% recoverable, so that other

Fig. 4 Schematic representation of the diffuse reflectance sampling accessory. Key: A,
blocker device to eliminate specular reflectance; B, path of IR beam.
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solid-state investigations may take place on the same material. Through the use
of an environmental chamber attachment, variable-temperature and -humidity DR
experiments can be performed (23). By varying the temperature of the sample,
information about temperature-mediated crystal form transformations and the na-
ture of the interaction of a solvate with the parent molecule can be determined.

The DR technique lends itself to polymorph studies since the technique is
noninvasive, the polymorph character remains intact due to limited sample han-
dling, and the technique is quantitative (4). One disadvantage to diffuse reflec-
tance IR is that it is a particle size-dependent technique (22). Development of
quantitative polymorph assays require that the particle size of each component
be limited to a specific range, including both components of a mixture, and the
nonabsorbing matrix if the mixture is not sampled neat. It must also be kept in
mind that for a quantitative assay, all calibration, validation, and subsequent sam-
ples to be assayed must fall within the particle size range; otherwise, significant
prediction errors may arise.

d. Microspectroscopy

The first linkage between a microscope and an IR spectrophotometer was reported
in 1949 (24). Today, every manufacturer of IR spectrophotometers offers an
optical/IR microscope sampling accessory. The use of optical microscopy and IR
microspectroscopy is a natural course of action for any solid-state investigation.
Optical microscopy provides significant information about a sample, such as its
crystalline or amorphous nature, particle morphology, and size. Interfacing the
microscope to an IR spectrophotometer provides unequivocal molecular identifi-
cation of one particular crystallite—hence the tremendous benefit of IR micro-
spectroscopy for the identification of particulate contamination in bulk or formu-
lated drug products.

The IR microspectroscopy sampling technique is the ultimate sampling
technique, since only one particle is required for analysis. Due to the limitation
of diffraction, typically, the particles of interest must be greater in size than 10
� 10 µm. The sample of interest is placed on an IR optical window and the slide
is placed onto the microscope stage and visually inspected. Once the sample of
interest is in focus, the field of view is apertured down to the sample. Depending
on sample morphology, thickness, and transmittance properties, a reflectance
and/or transmittance IR spectrum may be acquired by the IR microscope acces-
sory. Obvious advantages for the technique exist, such as nondestructive sam-
pling, reflectance and/or transmittance measurements, minimal sample require-
ments, and the ability to monitor solid-state transformations with the interface
of a hot stage important for polymorphism studies (25).

Variable-temperature studies may also be performed with FT-IR micro-
spectroscopy. Through the use of an environmentally controlled chamber, small
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samples can be observed both optically and spectroscopically while changing
the environment about the sample. This is particularly useful when observing
temperature-mediated crystal form changes that also display morphological
changes.

e. Thermogravimetric/Infrared Analysis

In the thermogravimetric IR sampling technique, a thermogravimetric (TG) ana-
lyzer is interfaced to an IR spectrophotometer such that the evolved gas from
the sample/TG furnace is directed to an IR gas cell. This IR sampling technique
lends itself to the identification and quantitation of residual solvent content for
a pharmaceutical solid (6), and also for the investigation of pharmaceutical pseu-
dopolymorphs (7).

Analogous to standard thermogravimetric analysis procedures, the sample
of interest for TG/IR analysis is placed into a TG sample cup (approximately 10
mg) and introduced into the TG furnace. The TG balance then monitors the
weight loss of the sample as a function of temperature (typical heating rate of
10 °C/min). From the TG data, the amount of weight loss over a specific tempera-
ture range can be used to infer possible residual solvent content of a sample.
Unfortunately, only the percent weight loss can be calculated from the TG experi-
ment. An unequivocal identification of the evolved gas cannot be made, hence the
significant advantage of interfacing the TG apparatus to an IR spectrophotometer.

Although residual solvent content of a sample can be identified and quanti-
fied by TG/IR analysis, gas chromatography techniques usually outperform TG/
IR experiments because of lower detection limits and ease of quantitation. One
significant advantage of the TG/IR technique is the investigation of pharmaceuti-
cal pseudo-polymorphs. Thermal analysis techniques such as TG analysis and
differential scanning calorimetry (DSC) typically can determine the presence of
pseudo-polymorphism based on correlating TG weight loss and detection of DSC
endotherms at the same temperatures. Unfortunately, the solvent of crystallization
cannot be identified by the thermal analysis techniques. IR analysis of the evolved
gas at the same temperature as the TG weight loss/DSC endotherm can provide
identification of the solvent of crystallization (7).

f. Attenuated Total Reflectance

Attenuated total reflectance (ATR) IR spectroscopy is a sampling technique for
either solid, liquid, or gel-like samples (26). The basic premise of the technique
involves placing the sample in contact with an infrared transmitting crystal with
a high refractive index. The infrared beam is directed through the crystal, pene-
trating the surface of the sample, and displaying spectral information of that sur-
face. An advantage of this technique is that it requires very little sample prepara-
tion; simply place the sample in contact with the crystal. Sufficient cleaning of
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the crystal between samples is necessary to avoid cross-contamination. It should
also be noted that ATR does not sample the bulk of a material; penetration by
the IR radiation is only a few micrometers or tenths of micrometers.

g. Photoacoustic

The photoacoustic effect was first discovered by Alexander Graham Bell in the
early 1880s (27), but not applied to FTIR spectroscopy until a century later
(28,29). Significant advantages of FTIR photoacoustic spectroscopy (PAS) in-
clude: (a) spectra may be acquired on opaque materials (commonly found in
pharmaceutical formulations), (b) minimal sample preparation is necessary, and
(c) depth profiling is possible.

The PAS phenomenon involves the selective absorption of modulated IR
radiation by the sample. The selectively absorbed frequencies of IR radiation
correspond to the fundamental vibrational frequencies of the sample of interest.
Once absorbed, the IR radiation is converted to heat and subsequently escapes
from the solid sample and heats a boundary layer of gas. Typically, this conver-
sion from modulated IR radiation to heat involves a small temperature increase
at the sample surface (�10�6 °C). Since the sample is placed into a closed cavity
cell which is filled with a coupling gas (usually helium), the increase in tempera-
ture produces pressure changes in the surrounding gas (sound waves). Due to
the fact that the IR radiation is modulated, the pressure changes in the coupling
gas occur at the frequency of the modulated light, as well as the acoustic wave.
This acoustical wave is detected by a very sensitive microphone and the subse-
quent electrical signal is Fourier processed and a spectrum produced.

Depth profiling of a solid sample may be performed by varying the interfer-
ometer moving mirror velocity (modulated IR radiation). By increasing the mirror
velocity, the sampling depth varies and surface studies may be performed. Limita-
tions do exist, but the technique has proven to be quite effective for solid samples
(30). In addition, unlike diffuse reflectance sampling techniques, particle size has
a minimal effect on the photoacoustic measurement.

h. Fiber Optics

The development of fiber optics in infrared spectroscopy grew out of the need
to analyze hazardous materials from a remote location. Solids can be analyzed
with a diffuse reflectance arrangement of optical fibers, while liquids can be ana-
lyzed with an ATR arrangement of optical fibers on the end of the probe. Much
of the early development of IR spectroscopy using fiber-optic probes was done
in the near-IR spectral region, due to the limitations of the materials available
for use as optical fibers. With the development of chalcogenide fibers, the use
of fiber optics has extended into the mid-IR spectral region. Transmission mea-
surements with chalcogenide fibers are suitable over the range of 4000 to 1000
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cm�1 (with absorptions due to hydrogen-containing impurities in the fiber at
2250–2100 cm�1). Normal use of chalcogenide fibers is limited to approximately
2 m in length (31).

B. Raman Spectroscopy

The Raman effect was discovered in 1928, but the first commercial Raman instru-
ments did not start to appear until the early 1950s. These instruments did not use
laser sources, but used elemental sources and arc lamps. In 1962, laser sources
started to become available for Raman instruments, and the first commercial laser
Raman instruments appeared in 1964–1965. The first commercial FT-Raman in-
struments were available starting in 1988, and by the next year, FT-Raman mi-
croscopy was possible (32). Due to the various complexities when one compares
dispersive Raman spectrometers with FT-based systems (33), only sampling tech-
niques will be discussed here.

1. Sampling Techniques

Sampling techniques for Raman spectroscopy are relatively general, since the
only requirement is that the monochromatic laser beam irradiate the sample of
interest and the scattered radiation be focused on the detector. The sampling
discussion outlined here is applicable to both types of spectrometers (dispersive/
FT).

a. General Techniques

Raman spectroscopy may be performed on very small samples (e.g., a few nano-
grams), and sample preparation is simple; powders do not need to be pressed
into disks or diluted with KBr, they just need to be irradiated by the laser beam.
Solid samples are often examined in stainless steel or glass sample holders gener-
ally requiring �25–50 mg of material. Typically, liquid samples are analyzed
in quartz or glass cuvettes, which may have mirrored rear surfaces to improve
the signal intensity. Glass is a very weak Raman scatter and so many samples
(liquid and solid) can be simply analyzed in a bottle, or in for example, a nuclear
magnetic resonance (NMR) tube, although fluorescence from some glasses can
be problematic. Water is a good solvent for Raman studies, since the Raman
spectrum of water is essentially one broad, weak band at 3500 cm�1.

The complete Stokes Raman spectrum covering shifts in the range 10–
3500 cm�1 can be obtained and the intensity of Raman scattering is directly pro-
portional to the concentration of the scattering species, an important factor for
quantitative analysis. However, the Raman effect is relatively weak and hence a
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material needs to be present to a level of about 1% for accurate assessments,
whereas IR can be used to detect materials to a level of approximately 0.01%.
Fluorescence can also be problematic in Raman studies, but is typically due to
the NMR sample tubes being utilized, or impurities within the sample of interest.
Data massaging techniques can sometimes blank out Raman spectral contribu-
tions due to fluorescent materials.

Variable temperature studies in Raman spectroscopy provide a wealth of
information. Because a Raman spectrum typically covers a wavelength range that
extends beyond the range normally associated with mid-IR spectroscopy (10–
400 cm�1), information about lattice vibrations of organic compounds is readily
available. By varying the temperature of a sample, the lattice energies of the
compound are changed, allowing for interpretation of the nature of the crystal
lattice. In addition, information similar to that obtained in IR variable-temperature
studies (crystal form changes and the nature of solvate association) can be
achieved through variable-temperature Raman investigations.

b. Microspectroscopy

Analogous to IR microspectroscopy work, Raman spectra can be acquired on
small amounts of material through the use of a Raman microprobe (34). In a
similar fashion to the IR microscope, a sample for Raman microanalysis is first
viewed optically through the microscope. Once optical measurements are made,
a Raman spectrum may be obtained on the material. The amount of material
irradiated for Raman microanalysis is defined by the size of the objective. On
some systems, a 100 � objective achieves a sampling size as small as 1 µm.
Since a high intensity of monochromatic radiation from the laser is focused on
a small amount of sample, sample degradation by the laser must be monitored
(35). Otherwise, the Raman microprobe is ideal for investigating polymorphism
(single crystals), particulate contamination, and small amounts of samples. Using
apparatus similar to those used for IR microspectroscopy, variable-temperature
studies can be performed with a Raman microprobe. Variable-temperature Raman
microprobe studies provide the same type of information as described in the pre-
vious section, with the added benefits of working with small samples and being
able to observe optically any morphological changes.

c. Fiber Optics

Fiber optics have been used in Raman spectroscopy since the early 1980s (36,37).
In 1986, Archibald et al. demonstrated the use of a fiber-optic probe with a FT-
Raman system (38). Today, much of the research in the use of fiber optics in
FT-Raman spectroscopy centers around fiber (and fiber bundle) design. The num-
ber, type, and arrangement of the fibers in a fiber bundle are all factors that are
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varied to produce fiber bundles for different applications. Fiber systems include
single-fiber, where the laser excitation and collected scattered radiation travel
along the same fiber; and multifiber, where laser excitation is transmitted along
one (or multiple) fibers, and the scatter is transmitted to the detector along differ-
ent fibers. The arrangements of the fibers in a multifiber system can also vary.
Two examples include an arrangement in which one excitation fiber is surrounded
by several collection fibers or in which several excitation and collection fibers
are randomly mixed in a bundle.

IV. SELECTED APPLICATIONS

The remainder of this chapter focuses on the myriad of vibrational spectroscopy
applications in the pharmaceutical field. Although these applications are not com-
prehensive (due to the limited manuscript space), the reader should appreciate
the numerous applications of IR and Raman spectroscopy for pharmaceutical
analysis.

A. Spectral Libraries

Spectral libraries play a key role in the work of the modern-day spectroscopist
(39). Applications include contaminant analysis/identification, identity testing of
bulk drug substances and intermediates, and as a tool for the structural elucidation
of new chemical entities. A list of some of the types of commercially available
spectral libraries is found in Table 1. Although few FT-Raman spectral libraries
are presently available (40), with the growing interest in the technique, many
libraries are in development. In addition, the creation of spectral libraries of pro-
prietary compounds in the pharmaceutical analytical laboratory allows for rapid
and efficient identity testing of key intermediates and proprietary bulk drug sub-
stances.

B. Identity Testing

Identity testing of compounds is one role of the pharmaceutical spectroscopy
laboratory. Testing can be accomplished with methods utilizing the mid- and
near-IR spectral regions, and more recently utilizing FT-Raman spectroscopy. As
stated in the USP23/NF18 (41), the infrared absorption spectrum of a substance
provides the most conclusive evidence of identity that can be obtained from a
single test. For bulk drug substances, the identity test is often listed as 〈971k〉,
the KBr pellet sampling technique. Identity testing of solid dosage forms of drugs
usually involves wet-chemical extraction steps followed by general method
〈971k〉. An example is the identity test of Leucovorin calcium tablets, an antidote
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Table 1 Listing of Commercially Available IR and Raman Spectral Libraries

Library type
Number

Library description IR Raman of spectra

Condensed phase X X 	15,000
Pharmaceutical excipient X X 300 each
Biochemical X 	13,000
Polymers and rubber compounds X 	2,000
Polymers and rubber compounds X 100
Industrial coatings X 	2,500
Common solvents X 	200
Vapor phase X 	5,000
Forensics X 	3,500
Forensics X 175
Fibers X 	350
Food additives X 	500
Flavors and fragrances X 	600

to folic acid antagonists and an antianemic (42). The method described in the
USP/NF requires that ground tablets be dissolved in water, sonicated, and filtered.
The filtrate is mixed with ammonium oxalate, shaken, and centrifuged. Methanol
is added to the preparation until it is clear, and then the preparation is placed in
a 0°C freezer until a precipitate is formed. The supernatant is decanted, methanol
is added to dissolve the precipitate, and the solution is allowed to evaporate.
After the remaining precipitate is dried, the potassium bromide pellet is prepared,
and the IR spectrum obtained is compared to the IR spectrum obtained from a
reference standard prepared following the same procedure.

The near-IR spectral region has been used for chemical identification as
well. Along with being used for analysis of polymorphic forms (43) and identifi-
cation of raw materials and excipients (44,45), near-IR spectroscopy has also
been used to test intact tablets (46). Aldridge et al. (47) have also demonstrated
that active and placebo tablets can be identified by near-IR spectroscopy nonde-
structively inside blister packs.

FT-Raman is another technique by which quick and easy identity testing
can be performed. A FT-Raman method has been developed to identify the two
active components (tegafur and uracil) in formulated capsules (48). Figure 5 dis-
plays a spectral region where Raman bands unique to uracil and tegafur can be
found in the FT-Raman spectrum of an intact capsule. These bands allow the
analyst to confirm that both components are present in the formulated product.
Raman spectroscopy has become an essential chemical and physical identification
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Fig. 5 FT-Raman spectra of an intact capsule (top), bulk uracil (middle), and bulk tega-
fur (bottom). Raman bands at 576 and 551 cm�1 in the spectrum of the capsule indicate
the presence of uracil. The Raman band at 487 cm�1 indicates the presence of tegafur in
the capsule.

tool for the pharmaceutical spectroscopist. Currently, the USP has formed a com-
mittee to generate a general chapter on the technique.

C. Polymorphism

Infrared, and more recently Raman spectroscopy, have been widely used for the
qualitative and quantitative characterization of polymorphic compounds of phar-
maceutical interest (for the sake of brevity, the term polymorphism will encom-
pass polymorphs, pseudo-polymorphs, hydrates, and solvates). Since solid-state
vibrational spectroscopy can be used to probe the nature of polymorphism on
the molecular level, these methods are particularly useful in instances where full
crystallographic characterization of polymorphism was not found to be possible.
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Recently, a significant number of publications have appeared where a multidisci-
plinary, spectroscopic approach to polymorph characterization has taken place.
Table 2 presents a list of polymorphic systems studied by vibrational spectros-
copy, including a brief summary of the study and appropriate references. A num-
ber of these studies are further described within this section.

In the case of DuP 747 (49), X-ray powder diffraction (XRPD), DSC, and
thermomicroscopic studies determined the polymorphic system to be monotropic.
Distinct diffuse reflectance IR, Raman, and solid-state 13C NMR spectra existed
for each physical form. The complementary nature of IR and Raman gave evi-
dence that the polymorphic pair were roughly equivalent in conformation. It was
concluded that the polymorphic character of DuP 747 resulted from different
modes of packing. Further crystallographic information is required in order to
determine the crystal packing and molecular conformation of this polymorphic
system.

Analogous to the DuP 747 study, complete crystallographic information
was not possible on the fosinopril sodium polymorphic system (1). Two known
polymorphs (A and B) were studied via a multidisciplinary approach (XRPD,
IR, NMR, and thermal analysis). Complementary spectral data from IR and solid-
state 13C NMR revealed that the environment of the acetal side chain of fosinopril
sodium differed in the two forms. In addition, possible cis–trans isomerization
about the C6EN peptide bond may exist. These conformational differences are
postulated as the origin of the observed polymorphism in fosinopril sodium in
the absence of the crystallographic data for form B (single crystals not available).

In each of the aforementioned studies, qualitative IR spectroscopy was
used. It is important to realize that IR is also quantitative in nature and a number
of quantitative IR assays for polymorphism have appeared in the literature. Sulfa-
methoxazole (50) exists in at least two polymorphic forms which have been fully
characterized. Distinctly different diffuse reflectance, mid-IR spectra exist, per-
mitting quantitation of one form within the other. When working with the diffuse
reflectance IR technique, two critical factors must be kept in mind when devel-
oping a quantitative assay: (a) the production of homogeneous calibration and
validation samples, and (b) consistent particle size for all components, including
subsequent samples for analysis. During the assay development for sulfamethoxa-
zole, a number of mixing techniques were investigated in an effort to achieve
homogeneous samples. Inhomogeneity of calibration and validation samples can
lead to inaccurate IR absorption values and subsequent prediction errors. This is
also the case with particle size. Variation in the particle size of the nonabsorbing
matrix or sample can influence the diffuse reflectance IR spectrum and again lead
to prediction errors. After mixing and particle size factors were optimized, a
quantitative diffuse reflectance IR assay was developed in which independent
validation samples were predicted within 4% of theoretical values. Other exam-
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Table 2 A Selected Listing of Polymorphic Systems Investigated by IR and
Raman Spectroscopy

Polymorphic system Brief description of IR and/or Raman investigation Ref.

DuP 747 Combined IR and Raman investigation of the mono- 49
tropic polymorph system. Distinct IR and Raman spec-
tra existed for each form, although the forms were deter-
mined to be roughly equivalent in conformation.

Fosinopril sodium Two known polymorphs with distinct IR spectra. X-ray 1
crystallographic data were not obtained on the second
crystal form, and spectroscopic evidence led to the con-
clusion that the polymorphism arises from the acetal
side chain.

Cefepime⋅2HCl Mono- and dihydrated crystal forms of the drug sub- 4
stance existed with distinct IR and XRD patterns. A
quantitative diffuse reflectance mid-IR method was de-
veloped to determine the presence of the dihydrated
form in bulk monohydrate at levels of �1% w/w.

Sulfamethoxazole Distinct IR spectra for the two different crystal forms. 50
Quantitation of one form within the other was per-
formed by the DR technique. Different mixing tech-
niques and particle size issues were investigated in an
effort to generate homogeneous calibration samples.

SC-41930 Quantitation of one crystal from (low-melting) in an- 16
other (high-melting) achieved by mid-IR diffuse reflec-
tance analysis. A detection limit of 1% w/w of the low-
melting crystal form in the high-melting form was
achieved.

SC-25469 Near-IR analysis used for the identity of the two differ- 51
ent crystal forms which were enantiotropic in nature.
Due to the ability of the forms to interconvert, quantita-
tion of the β-form in the solid dosage formulation was
necessary.

SQ-33600 Variable-temperature and variable humidity, diffuse re- 52
flectance experiments in the mid-IR region were used to
determine three different crystalline hydrates. Each form
had a distinct IR spectrum and definite stability over a
range of humidity conditions.

Ranitidine HCl Four crystalline and one noncrystalline form of ranitid- 53
ine HCl were prepared and characterized by IR spectros-
copy.

Mefloquine HCl Different crystal forms of mefloquine HCl were gener- 54
ated by various conditions of recrystallization, leading
to distinct IR spectra for each form.
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Table 2 Continued

Polymorphic system Brief description of IR and/or Raman investigation Ref.

Carbovir Five different crystal forms of the material exist, and 55
four of the forms were studied by IR. Distinct IR spec-
tra existed for each form, and form V was generated at
higher levels of humidity.

Paroxetine HCl Distinct IR spectra existed for the two different pseudo- 56
polymorphs. The form in the formulated product could
be determined if the product contained 10% or more of
the drug substance.

Griseofulvin Characterization of the polymorph system by distinct Ra- 57
man spectra for each form. By observing the lattice vi-
brations (�500 cm�1), it was observed that upon desol-
vation, griseofulvin reverted to the lattice structure of
the original unsolvated crystal form.

Sulfathiazole The lattice vibrations in the Raman spectra were studied 3
in an effort to characterize the different crystal forms.

Cortisone acetate Raman spectroscopy used to differentiate the different 58
crystal forms of cortisone acetate and quantitate the pres-
ence of one form within the other.

Ampicillin Distinct Raman spectra were measured for the two anhy- 59
drous and trihydrated forms of ampicillin.

Cimetidine Raman spectroscopy used to differentiate the different 60
crystal forms of cimetidine.

Spironolactone Raman spectroscopy used to differentiate the different 61
crystal forms of spironolactone.

Carbamazepine Distinct Raman spectra exist for the different crystal 62
forms. Significant spectral differences exist within the
low-frequency, lattice vibration region of the spectra.

Fluconazole Two different polymorphic forms of fluconazole were 63
identified by Raman spectroscopy. Spectral assignments
were made for each form, and the conformational data
compared to the crystallographic and thermal analysis
data.

5-Methyl-2-[(2- Five different polymorphs of this compound exist, in 64
nitrophenyl)amino]- which three are described in the reference. The three dif-
3-thiophenecarbon- ferent crystal forms give rise to different colors of the

itrile compound (yellow, orange, and red). Distinct IR spectra
exist for each form.
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ples of quantitative polymorphic analysis by vibrational spectroscopy are listed
in Table 2 (16,4,51).

Beside mid-IR, near-IR spectroscopy has been used to quantitate poly-
morphs at the bulk and dosage product level. For SC-25469 (51), two polymor-
phic forms were discovered (α and β) and the β-form selected for use in the solid
dosage form. Since the β-form can be transformed to the α-form under pressure
by its enantiotropic nature, quantitation of the β-form in the solid dosage formula-
tion was necessary. Standard mixtures of both forms in the formulation matrix
were prepared and spectra measured in the near-IR via diffuse reflectance. Utiliz-
ing a standard, near-IR multiple linear regression, statistical approach, the α- and
β-forms could be predicted to within 1% of theoretical. This extension of the
diffuse reflectance IR technique shows that quantitation of polymorphic forms
at the bulk and/or dosage product level can be performed.

In some pharmaceutical spectroscopy laboratories, TG/IR analysis is rou-
tinely used for solvate identification of pseudopolymorphic compounds. In one
particular example, a submitted bulk drug substance displayed distinctly different
XRPD and DSC data as compared to the research reference standard data. Figure
6 displays the TG weight-loss curve and subsequent mid-IR spectra at various
time points/temperatures for this questionable sample. Based on absorption bands
at 2972 and 1066 cm�1, an organic species (aliphatic CEH, CECEO moieties,
respectively) is present in the evolved gas. Subsequent analysis of the IR spectra
collected at the completion of the weight loss (spectral library matching) reveals
that an ethanol solvate was present. Thus, TG/IR provided an unequivocal charac-
terization as to the origin of pseudopolymorphism in this particular compound
(7). An obvious extension of the TG/IR technique is the study of pharmaceutical
dosage forms subjected to various stress conditions to determine if moisture is
released, or more importantly, odor analysis for sulfur-containing active drugs.

D. Particulate Analysis/Contaminant Identification

IR and Raman microspectroscopy are well suited for in-situ analysis of contami-
nants found in pharmaceutical processes. Due to the nondestructive nature of the
analysis, further experiments such as energy dispersive X-ray analysis may be
performed on the same sample once IR and Raman investigations are complete.
To illustrate the potential of IR microspectroscopy, one application is presented.

A series of foreign particulates was found in several bulk lots and final
product lots (tablets) of a developmental drug. Black, red, and brown particles
were isolated from the bulk drug material, whereas black particles were observed
embedded into the tablets. Only the black particles will be focused upon in this
discussion. Since the foreign materials were opaque, IR microspectroscopy data
were obtained in the reflectance mode. Figure 7A displays the relatively simple
IR spectrum of the isolated black particle. No absorption bands corresponding
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Fig. 6 TG weight-loss curve and subsequent IR spectra measured as a function of tem-
perature. A slight lag time exists between the TG weight loss and IR spectral acquisition,
due to the evolved gas being ‘‘carried’’ into the IR gas cell by the He carrier gas. Each
IR spectrum is plotted on the same absolute intensity scale (Abs. units).

to aromatic or aliphatic CEH groups (2800–3200 cm�1) were present, whereas
a few absorption bands were observed between 1150 and 1250 cm�1 correspond-
ing to CEF and CEC functional groups. Computer-aided spectral library search
of the spectrum revealed an IR spectral match with polytetrafluroethylene. Subse-
quent energy dispersive X-ray analysis confirmed that fluorine was present in the
black particulate sample. Selectivity of the IR microspectroscopy technique is
revealed in Figure 7B. This spectrum represents the reflectance IR measurement
of the black particulate which is embedded into the tablet. No sample extraction
process was required to obtain the spectrum. A distinct advantage of the IR mi-
crospectroscopy technique is the ability to sample only the area of the sample
defined by the microscope’s aperture. In addition, no destructive sample prepara-
tion is required.
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Fig. 7 IR spectra (microspectroscopy) of the isolated black particle (A) and a particle
embedded into a pharmaceutical tablet (B).

E. Biopharmaceutical

Pharmaceutical companies are increasingly interested in developing products
based on proteins, enzymes, and peptides. With the development of such products
comes the need for methods to evaluate the purity and structural nature of these
biopharmaceuticals. Proteins, unlike traditional pharmaceutical entities, rely on
a specific secondary structure for efficacy. Methods to monitor the secondary
structure of pharmaceutically active proteins, thus, is necessary. Infrared spec-
troscopy provides a way to study these compounds quickly and easily. Byler et
al. (65) used second-derivative IR to assess the purity and structural integrity
of porcine pancreatic elastase. Seven different lyophilized samples of porcine
pancreatic elastase were dissolved in D2O, placed in demountable cells with CaF2

windows, and IR spectra obtained. The second derivatives of the spectra were
calculated and the spectral features due to residual water vapor and D2O removed.
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Analysis of the spectra showed that one sample was clearly of inferior quality
as compared to the other six. The differences noted in the amide I region (�1650
cm�1) were probably due to structural disorder in the conformation of the protein
molecule. That led to the conclusion that the particular protein was no longer in
its native state. Analysis of the derivative spectra also revealed evidence of the
extent of aggregation of the protein samples. The conclusions drawn from the
spectra regarding aggregation were confirmed by gel electrophoresis. Examina-
tion of some of the weaker amide I bands in the proteins showed that the samples
had varying degrees of α-helix and β-structure present. The relative purity of the
various samples was determined by examination of the derivative spectra in the
1620–1300 cm�1 region. Coomassie blue dye binding was used to confirm that
two of the seven samples demonstrated greater purity than the others. The investi-
gation demonstrated that second-derivative IR is a quick, easy, economical, non-
destructive, and reproducible single method that complements traditional meth-
ods of analysis such as gel electrophoresis and enzyme activity assays.

Prestrelski et al. (66) used IR to optimize lyophilization conditions for
interleukin-2 (IL-2). The authors were able to show that proteins can unfold dur-
ing lyophilization, and that altering the lyophilization conditions determines
whether the proteins refold into the original conformation upon reconstitution.
Dong et al. (67) provide a comprehensive review of the use of infrared spectros-
copy for the study of the effects of lyophilization on proteins.

F. Other Application Areas

Near-IR spectroscopy is quickly becoming a preferred technique for the quantita-
tive identification of an active component within a formulated tablet. In addition,
the same spectroscopic measurement can be used to determine water content,
since the combination band of water displays a fairly large absorption band in
the near-IR. In one such study (68), the concentration of ceftazidime pentahydrate
and water content in physical mixtures has been determined. Due to the ease of
sample preparation, near-IR spectra were collected on 20 samples and subsequent
calibrations curves constructed for active ingredient and water content, respec-
tively. An interesting aspect of this study was the determination that the calibra-
tion samples must be representative of the production process. When calibration
curves were constructed from laboratory samples only, significant prediction er-
rors were noted. However, when calibration curves were constructed from labora-
tory and production samples, realistic prediction values were determined (�5%).

One major advantage of the near-IR technique is the rapid evaluation of
the sample without the need for traditional extraction techniques and subsequent
chromatographic or colorimetric analysis. For this reason, near-IR is an ideal
form of analysis in a quality control or on-line process analysis environment. In
a complementary mid- and near-IR study (69), it was determined that near-IR
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spectroscopy could not differentiate between simvastatin and lovastatin. These
two molecules differ only by the presence and absence of an α-methyl group
attached to an ester carbonyl, respectively. Instead, mid-IR diffuse reflectance
spectroscopy was used to identify and quantify the active components within a
formulation. This study also investigated sample preparation variables, including
cup filling, variance in grinding times, and duplicate spectral measurements. In
addition to the previously discussed molecules, enalapril maleate and finastride
were also studied.

One of the key reasons to implement process analytical spectroscopy in
the manufacturing environment is to provide instant data about a product. Spec-
troscopy, in this capacity, can be used for identity testing and quantitative deter-
minations. González and Pous (70) used near-IR and pattern recognition to evalu-
ate polyalcohol and cellulose content in a pharmaceutical product. They
concluded that near-IR is a useful and rapid technique for determining the quality
of process intermediates. By evaluating the entire spectrum, they were able to
detect most of the process deviations in a short time. Williams and Mason (71)
demonstrated the usefulness of FT-Raman for monitoring the reactions of poly-
mers. Using near-IR excitation (1.064 µm) and optimized optical fibers, the au-
thors were able to analyze samples previously incapable of being studied by Ra-
man spectroscopy. The authors recognized the potential of the technique
proposing extension to industrial situations such as in-situ reaction monitoring
and processes monitoring.

With the ever-increasing need to improve quality and productivity in the
analytical pharmaceutical laboratory, automation has become a key component.
Automation for vibrational spectroscopy has been fairly limited. Although most
software packages for vibrational spectrometers allow for the construction of
macro routines for the grouping of repetitive software tasks, there is only a small
number of automation routines in which sample introduction and subsequent
spectral acquisition/data interpretation are available. For the routine analysis of
alkali halide pellets, a number of commercially available ‘‘sample wheels’’ are
used in which the wheel contains a selected number of pellets in specific loca-
tions. The wheel is then indexed to a sample disk, the IR spectrum obtained and
archived, and then the wheel indexed to the next sample. This system requires
that the pellets be manually pressed and placed into the wheel before automated
spectral acquisition. A similar system is also available for automated liquid analy-
sis in which samples in individual vials are pumped onto an ATR crystal and
subsequently analyzed. Between samples, a cleaning solution is passed over the
ATR crystal to reduce cross-contamination. Automated diffuse reflectance has
also been introduced in which a tray of DR sample cups is indexed into the IR
sample beam and subsequently scanned. In each of these cases, manual prepara-
tion of the sample is necessary (23). In the field of Raman spectroscopy, automa-
tion is being developed in conjunction with fiber-optic probes and accompanying
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software for identity testing and reaction monitoring. In coming years, advances
in hardware and software will permit more widespread use of automation in vibra-
tional analysis.

Addressing the question of amorphous/crystalline content of indomethacin
samples, Taylor and Zografi present an excellent utilization of quantitative Raman
spectroscopy (72). The paper highlights the quantitative nature of Raman spec-
troscopy, the need for producing homogeneous calibration/validation samples,
and difficulties associated with collecting a Raman spectrum that is truly repre-
sentative of the concentration level. A linear correlation curve was constructed
in which low levels of both amorphous and crystalline material could be detected
and predicted in mixtures. The authors felt that the largest source of error in the
measurements arose from inhomogeneous mixing of the amorphous and crystal-
line components in the blends. For solid-state analysis, this conclusion points
out the need for a sampling device that collects a Raman spectrum that is truly
representative of the sample, in this case, a mixture.

Drug–excipient interactions are typically studied via chromatographic tech-
niques. Unfortunately, this form of analysis requires extraction and/or dissolution
techniques that may destroy critical physical and chemical information. Hence,
the ability to study drug–excipient interactions noninvasively is crucial. DSC and
diffuse reflectance IR have been used to study the yellow or brown color which
develops when aminophylline is mixed with lactose (73). The DSC thermogram
of the aminophylline/lactose mixture is not a direct superposition of the individ-
ual component traces leading to the indication of an incompatibility (74). Al-
though DSC is able to determine a drug–excipient interaction, the exact nature
of the interaction is unknown, hence the need for IR spectroscopy. After complete
analysis of the IR spectra of individual components, physical mixtures, and vari-
ous samples subjected to stress conditions (60°C for 3 weeks), it was concluded
that ethylenediamine is liberated from the aminophylline complex and reacts with
lactose through a Schiff base intermediate. This reaction, in turn, results in brown
discoloration of the sample. With currently available diffuse reflectance environ-
mental chambers providing control of temperature, pressure, and relative humid-
ity conditions, IR spectroscopy is now a first-line approach to the determination
of physicochemical interactions between drugs and excipients.

Salt selection for a pharmaceutical substance is a critical component of
drug development because selection of the wrong salt can lead to chemical and
physical stability issues as well as formulation problems. Raman spectroscopy
has been used to assess the molecular nature of salts crystallized from salbutamol
base (75). Variations in vibrational frequencies due to electron-withdrawing or
-donating substituents were clearly evident; the CECEO stretching vibration
shifted from 776 cm�1 in the free base to 756 cm�1 in the benzoate salt. The
CCC stretching frequency also shifted from 1610 cm�1 to 1603 cm�1 with the
benzoate ion but showed an increase to 1616 cm�1 with sulfate ion. Clearly,
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the choice of salt affects the molecular nature of the drug, with obvious implica-
tions for its physicochemical properties.

Combinatorial chemistry is rapidly becoming a reliable way for pharmaceu-
tical companies to discover and identify drug candidates. With advances in syn-
thetic procedures and automation, the production of very large libraries of com-
pounds is possible by even the smallest pharmaceutical companies (76). Yan et
al. (77,78) have described an infrared spectroscopic method for analyzing solid-
phase organic reactions that occur on resin beads. The method is an improvement
over the previous IR methods of preparing a KBr pellet from 	10 mg of resin
beads. In the described method, a drop of resin solution is removed from the
reaction vessel, washed in organic solvents, and dried under vacuum. The dried
resin beads are placed on a NaCl window, flattened to 10–15µm thickness, and
spectra acquired in the transmission mode of the IR microscope. The authors
demonstrated that the flattened beads provided superior results to nonflattened
beads.

Probably one of the most exciting new applications of IR and Raman spec-
troscopy is chemical imaging. By utilizing one or the other of the vibrational
spectroscopy techniques, one is now able to generate a chemical image of a two-
dimensional area of a sample (79). The spectroscopic chemical imaging technique
relies on the interface of an optical microscope, equipped with a motorized stage,
to an IR or Raman spectrometer. The operator is able to focus visually on a
sample of interest, and optical observations about the sample are made (morph-
ology, separation of layers, etc.). Subsequently, the same visual area (two-
dimensional) is defined for spectroscopic analysis. Utilizing a raster pattern (step-
wise movement of the motorized stage along the x- and y- axes), individual spec-
tra are acquired for each spatial location within the two-dimensional area. Spatial
resolution is typically defined by the technique (�1 µm for Raman, �5–10 µm
for IR). Once the individual spectra are obtained for the two-dimensional area,
the intensity of a specific spectral feature within each spectrum can be plotted
versus the spatial position. In this manner, one is able to obtain a contour plot
showing the spatial position of a chemical entity.

In a recent Raman application of chemical imaging, the content uniformity
of an active drug substance within a compressed tablet was investigated (80). A
pharmaceutical tablet containing cyclobenzaprine HCl was shaved such that a
chemical image was obtained for each sampled depth within the tablet. Since the
Raman spectrum of cyclobenzaprine HCl had distinct spectral features different
from those of the excipients present, a chemical image specific to the drug sub-
stance could be obtained, or for that matter, for each excipient. Figure 8 displays
the chemical image for one plane (depth) of the tablet. It is clearly observed that
cyclobenzaprine HCl is detected at the 0,0 spatial position within the sampled
plane of the tablet. The corresponding excipient chemical image also shows the
lack of excipient concentration (signal intensity) at the same spatial position.
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Fig. 8 Chemical images, obtained by dispersive Raman spectroscopy, of a shaved sur-
face of a pharmaceutical tablet containing cyclobenzaprine HCl. Image (A) maps the inten-
sity of a spectral feature specific to the drug substance (cyclobenzaprine HCl), whereas
image (B) is an image of the same spatial area, but mapping a spectral feature of the
excipients.
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These results demonstrate the excellent sensitivity and selectivity (spectrally and
spatially) for the spectroscopic, chemical imaging technique. Additional studies
utilizing spectroscopic chemical imaging include: (a) the determination of phar-
maceutical film thicknesses, (b) the physical migration of active drug substance
in a formulation as a function of stress conditions (high temperature/humidity),
and (c) the possible physical transformation (polymorphic or crystalline/amor-
phous) of a drug substance upon formulation (direct compression or wet granula-
tion techniques). It is anticipated that this form of spectroscopic analysis will
become an integral technique for pharmaceutical analysis in the very near future.

V. SUMMARY

Clearly, the potential applications for vibrational spectroscopy techniques in the
pharmaceutical sciences are broad, particularly with the advent of Fourier trans-
form instrumentation at competitive prices. Numerous sampling accessories are
currently available for IR and Raman spectroscopy, enabling the analysis of virtu-
ally any type of pharmaceutically based sample. In addition, new sampling de-
vices are rapidly being developed for at-line and on-line applications.
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12
Statistical Considerations in
Pharmaceutical Process
Development and Validation

Gerald J. Mergen
McNeil Consumer Healthcare Company, Fort Washington, Pennsylvania

I. INTRODUCTION

It has been more than a decade since the publication of the Food and Drug Admin-
istration (FDA) Guidelines on Process Validation (1). The intervening years have
seen the creation of a whole industry devoted to educating pharmaceutical scien-
tists in the areas of preparing validation protocols and validation reports. These
scientists include the R&D analytical chemist in methods development and stabil-
ity services, the formulation scientist, the analytical chemist in the quality control
laboratory, and the validation specialist. However, guidance has been lacking on
methods to use for establishing the ‘‘predetermined specifications’’ crucial to
any validation study. We appear to have the format and syntax of the protocols
correct, but are still failing to receive passing grades in this all-important area,
as measured by the number of FD-483’s and ‘‘Warning Letters’’ issued in the
area of process validation.

Additionally, the issuance of guidelines for pre- and post-New Drug Appli-
cation approval inspections do provide, as the title suggests, guidance to the field
inspector (and the pharmaceutical industry) on what should be addressed in the
product development report (2,3). These considerations include the characteriza-
tion of the final blend of the granulation and establishment of specifications to
be used in the validation study. Establishing finished product specifications and
in-process requirements are among the most important and critical steps in prod-
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Fig. 1 Linear representation of product development or technical transfer process.

uct development. Let’s examine the typical linear representation of the product
development process as shown in Fig. 1.

A more accurate portrayal of the process is in keeping with the legacy of
Walter Shewhart’s ‘‘Plan–Do–Check–Act’’ cycle, which reflects the continuous
improvement spirit advocated by W. Edwards Deming (4) and others. The prod-
uct development process is nonlinear and a continuous cycle, see Fig. 2, as prod-
ucts, after being transferred to manufacturing, are constantly changing, whether
these changes have been planned or not. The specifications developed during the
formula development and scale-up phase, will have long-lasting effects through-
out the product life cycle. Not only must they be adequate for the short term
(process validation), but for the long term (transfer to manufacturing) as well.

Let’s discuss now some possible statistical approaches for evaluating the
data obtained from development or scale-up activities, to learn all there is about
the process prior to transfer to manufacturing. In addition, let’s see how this data
can be used to establish practical and reasonable in-process requirements and
acceptance criteria for the process and product as we enter the process validation
phase. The examples used in the following sections are of solid dosage forms,
although the techniques are certainly applicable to other dosage forms and also
analytical method development.

Fig. 2 Nonlinear representation of the product development process using the ‘‘Plan–
Do–Check–Act’’ Shewhart cycle.
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II. GRANULATION FINAL BLEND

A. Blend Uniformity

A strength of the FDA guidelines is their lack of prescriptions for a particular
course of action. The agency recognizes full well that a one-size approach does
not necessarily fit all situations, so it leaves the methodology and reasoning for
determining specifications up to each firm. Unfortunately, without any guidance,
some firms have resorted to the only source of specifications available, namely,
the U.S. Pharmacopeia (USP) (5). The FDA has commented repeatedly about
the unacceptability of using the USP ‘‘Dose Uniformity by Content Uniformity,’’
general chapter 〈905〉, requirements for blend uniformity. In addition, the agency
has also ‘‘suggested’’ limits of 90.0–110.0% of label claim and a relative stan-
dard deviation of 4–5% (6,7) as appropriate limits. The number of samples to
be taken during a blend uniformity study has not been specified, so it is not
clear whether these suggested limits are applicable for every possible sampling
scheme.

Although there is philosophical agreement that the sample weight analyzed
should equal the weight of the solid dosage unit, there has been no recent discus-
sion of a minimum number of samples to be taken out of the blender or drums
of powder/granulation.

The guidelines also present the agrument that the predetermined limits for
the final blend uniformity should be tighter than the USP requirements because
of the increase in process variability as one moves downstream. Let’s assume
that the geometry of the blender is such that 15 unit dose samples adequately
represents the stratification of the blender: five samples from the top, the middle,
and the bottom of the bin. Reasonable acceptance criteria for the 15 unit dose
samples is the stage 1 dose uniformity attributes requirements of no unit outside
85.0–115.0% of label claim. But what do we do about setting requirements for
the relative standard deviation (RSD)? It is known from statistical theory, refer
to Larson (8), that the relationship between the population standard deviation and
the sample standard deviation is given by Eq. 1.

χ2
α �

(n � 1)s2

σ2
(1)

where

χ2
α � critical value of the chi-square distribution with (n � 1) degrees of free-

dom at a stated confidence level α
s2 � sample variance
σ 2 � population variance
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For a given confidence level α, sample size, n, and population variance,
σ 2, it is an easy task to rearrange Eq. (1) to derive the appropriate sample variance
and consequently the relative standard deviation. The USP Committee of Revi-
sion published an article in Pharmacopeial Forum (PF), Stimuli to the Revision
Process (9), where they presented the statistical analysis and justification of the
requirements specified in the current ‘‘Uniformity of Dosage Units’’ general
chapter 〈905〉. The current general chapter of the USP (5) added the variables
acceptance criteria of the relative standard deviation to the attributes plan already
in place from the previous edition. In this article the authors assumed the popula-
tion standard deviation, σ, to be 10% for computing the relative standard devia-
tion (RSD) applicable for a sample size of 10 and 30 dosage units. Table 1 pre-
sents the corresponding sample standard deviation (equivalent to the RSD when
the sample mean � 100% of label claim) for various sample sizes and population
standard deviation.

Thus, if we wish to be 95% confident (α � 0.05) that our sample standard
deviation does not exceed the population standard deviation of 8% (as compared
to the assumed population standard deviation of 10%), then we should choose
the maximum RSD for n � 15 to be 5.5%. The relationship expressed in Eq. (1)
may be used to find any desired RSD for a given confidence level and sample
size, as shown in Eq. (2).

s � σ√ χ2
α

(n � 1)
(2)

The complete acceptance criteria for blend uniformity then becomes: Ob-
tain 15 unit dose samples and assay for label claim of the active ingredient(s).

Table 1 Relationship Between Sample Size,
Population Standard Deviation, and the Relative
Standard Deviation

Population Relative
Sample standard standard
size deviation (%) deviation (%)

5 10 4.22
5 9 3.79

10 10 6.08
15 8 5.48
15 9 6.16
15 9 6.16
30 10 7.81
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The requirements are met if no unit falls outside the range of 85.0–115.0% of
label claim and the relative standard deviation is less than 5.5%. Requirements
for the average assay are determined from the stability profile for the particular
drug substance, so the potency range may differ depending on product.

B. Particle Size Distribution

The most common method for obtaining the particle size distribution of a powder
or granulation is still the sieve analysis determination. Let’s assume we have
measured the weight percent retained of stratified samples from a blender for
multiple batches during development and/or scale-up. By transforming the indi-
vidual weight percent retained measurements into a cumulative frequency distri-
bution, we can assess the fit of the data to two commonly used probability models,
the long-normal and normal distributions. These two models have wide applica-
bility in this area and are suitable for most pharmaceutical powders and granula-
tions. The cumulative weight percentages are considered the cumulative probabil-
ities or the cumulative area under the normal curve. The value of the standard
normal random variable, z value, which corresponds to these areas, can be found
in any statistics textbook, e.g., Larson (8).

One then plots the z value for the cumulative weight percent finer against
the diameter of the screen opening. In the case of the log-normal distribution,
the z value for the cumulative percent finer would be plotted against the natural
logarithm of the diameter of the screen opening. The original data are shown in
Tables 2, 3, and 4, and the distribution plots of the normal and log-normal are
shown in Figs. 3 and 4, respectively.

Table 2 Sieve Analysis Summary: Percent Retained on Screens

Screen mesh

Sample 20 40 50 60 80 100 Pan

1 4.4 24.4 24.4 18.8 20.6 3.8 3.6
2 5.3 26.4 23.4 17.9 20.6 3.0 3.5
3 4.4 25.0 25.1 18.9 19.5 3.9 3.1
4 3.6 21.9 24.6 19.6 21.6 4.6 4.1
5 1.0 13.0 17.0 19.0 32.0 11.0 7.0
6 1.0 15.2 21.2 17.2 29.3 10.1 6.1
7 2.8 19.8 20.8 17.4 25.5 8.5 4.7

Average (µm) 3.21 20.81 22.36 18.40 24.16 6.41 4.59

Standard deviation (µm) 1.697 5.105 2.895 0.904 4.887 3.343 1.457
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Table 3 Cumulative Fraction Finer Than Stated Particle Diameter

Micron (µm)

Sample 149 177 250 297 420 840

1 0.036 0.074 0.280 0.468 0.712 0.956
2 0.035 0.065 0.271 0.450 0.684 0.948
3 0.031 0.070 0.265 0.454 0.705 0.955
4 0.041 0.087 0.303 0.499 0.745 0.964
5 0.070 0.180 0.500 0.690 0.860 0.990
6 0.061 0.162 0.455 0.627 0.839 0.991
7 0.047 0.132 0.387 0.561 0.769 0.967

A similar method has been proposed in the PF (10). The technique just
described differs from the PF proposal in that it does not rely on subjectivity to
draw the best-fitting straight line through the data points; instead, it uses simple
linear regression to find the best fit. Also, the scale for the cumulative percent
finer is linear and not logarithmic, which the subsequent discussion will show
leads to a more thorough analysis and interpretation.

In this example one can see that the log-normal model, Fig. 4, is a better
fit to the data than the normal distribution, Fig. 3. The parameter estimates for
the median and standard deviation of each sample can be found from a straightfor-
ward application of the simple linear regression model expressed by equation (3):

y � β0 � β1 x � ε (3)

where

y � response or value of the standard normal deviate for the cumulative per-
cent finer

Table 4 Standard Normal Deviate for the Corresponding Cumulative Percent Finer

Micron (µm)

Sample 149 177 250 297 420 840

1 �1.799 �1.447 �0.583 �0.080 0.559 1.706
2 �1.812 �1.514 �0.610 �0.126 0.479 1.626
3 �1.866 �1.476 �0.628 �0.116 0.539 1.695
4 �1.739 �1.359 �0.516 �0.003 0.659 1.799
5 �1.476 �0.915 0.000 0.496 1.080 2.236
6 �1.546 �0.986 �0.113 0.324 0.990 2.366
7 �1.675 �1.117 �0.287 0.154 0.736 1.838
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Fig. 3 Normal distribution model for cumulative percent finer (z value) versus the diam-
eter of the sieve screen opening.

x � independent variable or the screen opening diameter (µm)
β0 � intercept of the regression model when x � 0
β1 � slope of the regression model, which measures the change in y with a

unit change in x

The median of the distribution, or the particle size of the 50th percentile,
is found by setting the value of z equal to 0 and solving for x, the screen opening
or particle diameter. It can be shown that the standard deviation of the distribution
is the reciprocal of the slope of the line, β1. The calculations necessary to compute
the parameter estimates are given in Eq. (4). The parameter estimates for the log-
normal and normal distributions for this example are presented in Table 5.

median � �
β0

β1

(4.a)

standard deviation �
1
β1

(4.b)
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Fig. 4 Log-normal distribution model for cumulative percent finer (z value) versus the
natural logarithm of the sieve screen opening.

Table 5 Parameter Estimates for the Particle Size Distribution Models

Lognormal Normal

Standard Standard
Median deviation Median deviation

Sample (µm) (µm) (µm) (µm)

1 5.828 0.486 413.1 210.4
2 5.856 0.494 425.2 213.7
3 5.843 0.480 419.6 207.8
4 5.788 0.482 395.8 208.8
5 5.579 0.461 305.0 200.5
6 5.617 0.449 322.2 193.1
7 5.724 0.500 368.3 218.0
Average (µm) 5.748 0.479 378.47 207.48
Standard deviation (µm) 0.112 0.018 48.396 8.315
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An advantage to using the distribution model approach rather than the per-
cent retained on the sieve screens is its superiority in the visual display of the
data. Since the screen openings increase geometrically, the histogram class inter-
vals from screen to screen are not equal. For example, the screen diameter
changes from 840 to 420 µm for the change from 20 to 40-mesh screens, whereas
the diameter changes from only 177 to 149 µm for the change from 80– to 100-
mesh screens. A histogram of percent retained by screen would be a very deceiv-
ing representation of the true particle size distribution, and makes for difficult
sample-to-sample comparisons. This is evident from a comparison of the log-
normal plots, Fig. 4, with the usual weight percent retained-versus-screen mesh
bar chart, Fig. 5. The parameter estimates for the particle size distribution from
the log-normal or normal plot can be used to construct more accurate histograms.
Using the parameter estimates as inputs into a random number generator for the
appropriate model, a histogram of the distribution can prepared.

Fig. 5 Bar chart representation of the percent retained versus the screen mesh for the
data in Table 2.
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Consider the first sample, which has a log-normal distribution with median
� 5.83 µm and standard deviation � 0.49 µm. To visualize this distribution,
conduct a simulation by generating 10,000 observations from a log-normal distri-
bution using the parameter estimates given above. The histogram from the simu-
lation, Fig. 6, shows the skewness inherent in the log-normal distribution. There
is excellent agreement between the actual data and the simulation; see Table 6.
The same approach may be used for data that is normally distributed.

One can calculate the acceptance criteria for the particle size distribution
median and standard deviation by use of a technique described by Hahn and
Meeker (11). Their work describes three types of statistical interval: confidence,
prediction, and tolerance. The authors maintain that the choice of the appropriate
statistical interval to use depends on the nature of the parameters to be estimated.
The confidence interval is used when trying to find bounds on a population param-
eter—for example, the population mean or standard deviation. The confidence
interval is the most commonly appearing of the three intervals and is the interval

Fig. 6 Results of the random number simulation for the log-normal distribution with
parameters: median � 5.83 µm, standard deviation � 0.49 µm.
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Table 6 Cumulative Percent Finer:
Observed Versus Estimated

Screen
diameter Observed Estimated
(µm) (%) (%)

149 3.6 4.6
177 7.4 9.4
250 28.0 26.5
297 46.8 39.8
420 71.1 66.4
840 95.6 96.8

usually referenced in the literature; one finds statements such as ‘‘the 95% confi-
dence interval around the average.’’ The interpretation of this statement is that
if one repeated this experiment an infinite number of times, 95% of these intervals
would contain the true or population mean.

A prediction interval is fundamentally different from a confidence state-
ment. It is appropriate when trying to find the bounds for future outcomes, given
that some knowledge of past performance exists. A prediction interval is a confi-
dence statement about future individual samples. In both instances, the method
for interval estimates assumes that the data are normally distributed. The toler-
ance interval is used when one is interested in finding the proportion of future
samples falling within limits, with a stated confidence level.

In this particular application to particle size distributions, we desire to pre-
dict the limits for the future parameter estimates of the particle size distribution
based on our prior data that reflects the process being developed. The 95% predic-
tion interval for each of the next samples is found from Eq. (5).

[T̃L, T̃U] � X � r(1�α ;m,n) S (5)

where
X � sample average

r(1�α ;m,n) � factor for calculating the (1 � α)% prediction interval for m future
samples based on a prior sample of n observations

s � the sample standard deviation

and r(1�α ;m,n) is found from Table 7, which is an abridgment of Table A.13 of
Hahn and Meeker (11). Referring again to Table 5, we find the average particle
size median is 5.748 µm and the sample standard deviation of the medians is
0.0.112 µm. Consider sampling three additional batches from the top, middle,
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Table 7 Factors r(1 � α; m, n) for Calculating Normal Distribution Two-Sided 95%
Prediction Intervals for m Future Observations Using the Results of a Previous Sample
of n Observations

m

n 8 9 10 12 16 20

7 4.108 4.191 4.265 4.391 4.319 4.457
8 3.374 3.449 3.516 3.631 3.811 3.948
9 3.250 3.321 3.384 3.492 3.660 3.790
10 3.157 3.224 3.284 3.387 3.547 3.670
15 2.904 2.962 3.013 3.101 3.237 3.342
20 2.790 2.843 2.891 2.972 3.098 3.194

Source: Adapted from Table A.13 of J. Hahn and W. Q. Meeker, Statistical Intervals: A Guide for
Practitioners, John Wiley & Sons, New York (1991). Reprinted permission of John Wiley & Sons,
Inc.

and top of a blender. A 95% prediction interval for the sample median for each
of the next nine samples would be

[T̃L, T̃U] � 5.748 � 4.191 ⋅ 0.112

� 5.279, 6.216

and similarly, the 95% prediction interval for the particle size standard deviation
would be

T̃L, T̃U � 0.479 � 4.191 ⋅ 0.018

� 0.403, 0.555

Reasonable and justifiable acceptance criteria for the particle size distribu-
tion of samples from a future study, either scale-up or validation, would be the
following: each sample median should fall within the range 5.28–6.22 µm, and
the particle size standard deviation should fall with the range 0.40–0.56 µm.

This same technique can be applied to the individual weight percent re-
tained on the sieve screens. Using the data from Table 2, the following prediction
intervals are obtained as shown in Table 8. However, there is a drawback to this
approach. Since we are computing prediction intervals for at least five screen
sizes, there is an increase in the chance of incorrectly claiming a statistical differ-
ence as compared to the distribution model approach, where two intervals are
computed. As long as the distribution model provides a reasonable fit to the data,
there is less chance of incorrectly concluding that a significant difference exists
among the samples when in fact none really exists. The choice of using the distri-
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Table 8 95% Percent Prediction Interval for the Percent Retained on the Sieve
Screens for the Next 9 Samples

Screen mesh

Sample 20 40 50 60 80 100

1 4.4 24.4 24.4 18.8 20.6 3.8
2 5.3 26.4 23.4 17.9 20.6 3.0
3 4.4 25.0 25.1 18.9 19.5 3.9
4 3.6 21.9 24.6 19.6 21.6 4.6
5 1.0 13.0 17.0 19.0 32.0 11.0
6 1.0 15.2 21.2 17.2 29.3 10.1
7 2.8 19.8 20.8 17.4 25.5 8.5

Average (µm) 3.21 20.81 22.36 18.40 24.16 6.41
Standard deviation (µm) 1.697 5.105 2.895 0.904 4.887 3.343

Lower Limit (µm) 0 0 10.2 14.6 3.7 0
Upper Limit (µm) 10.3 42.2 34.5 22.2 44.6 20.4

bution model or weight percent retained as acceptance criterion is left to the
discretion of the user.

C. Unit Dose Sampling

What happens when the blend uniformity assay results do not agree with the
tablet uniformity results? Several possibilities can occur:

1. The average potency of the blend versus tablets could be different, but
the unit-to-unit variability may be the same.

2. The average potency of the blend versus tablets could be the same,
but the unit-to-unit variability may be different.

3. The average potency of the blend versus tablets could be different, and
the unit-to-unit variability may be different.

In the discussion which follows, it is assumed that a more representative
and ‘‘believable’’ assay is obtained from the compressed tablets than from the
final blend. The difficulties in obtaining a representative sample are greater with
a powder than with an intact dosage unit. Any time one samples a static bed of
powder, there is always the potential for a non representative sample to be ob-
tained. This is especially true with unit dose sampling, where multiple penetra-
tions disturb the original distribution of particles. Later samples may not be truly
representative of the blend originally sampled. This situation is reminiscent of
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Table 9 Assay Determination of Material Retained
on Sieve Screen

Sample number

Screen diameter (µm) 1 2 3

840 108.8 108.6 107.7
420 105.3 106.0 105.0
250 100.5 99.5 100.5
177 90.4 92.2 91.4
Pan 80.6 82.8 80.9

Heisenberg’s uncertainty principle in quantum mechanics, where the measure-
ment system interacts with the system being measured and it is difficult to distin-
guish between the subject and the object—much like trying to read the meniscus
on a mercury thermometer with a match.

Harwood and Ripley (12) have described experiments conducted to mea-
sure the errors associated with the sampling thief and have concluded that there
may be significant migration of particles as the sampling device moves through
the bed of powder. In addition, there is always the possibility that the particle
size distribution in the sample does not mirror the particle size distribution of
the bulk state. This phenomenon is difficult to verify directly, since the unit dose

Table 10 Reliability of Selected
Sampling Methods of a Binary Sand
Mixture

Standard
deviation

Method (%)

Cone and quartering 6.81
Scoop sampling 5.14
Table sampling 2.09
Chute sampling 1.01
Spinning riffling 0.125
Random variation 0.076

Source: Adapted from Table 1.1 from T. Al-
len, Particle Size Measurement, 4th ed.,
Chapman & Hall, New York (1990). Re-
printed permission of Chapman & Hall.
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samples are relatively small in comparison to the quantity required for sieve anal-
ysis. However, if one assayed the material retained on the nest of sieve screens,
one could measure the effect of particle size on potency. An example of this
situation is given in Table 9.

What other alternatives exist for obtaining unit dose samples? Terence Al-
len (13) has published the results of a study which compared five common meth-
ods of obtaining a representative lab sample from a larger sample. The results
of the study are presented in Table 10.

As can be seen from Table 10 and Fig. 7, the spinning riffler is the best
of the five methods in minimizing overall sampling variance and therefore pro-
vides a more representative sample. A commercially available apparatus is shown
in Fig. 8 and consists of a discharge hopper which holds about 25 g of material

Fig. 7 Reliability, expressed as the percent standard deviation, of five common methods
for obtaining representative samples. Adapted with permission from Table 1.1 of T. Allen,
Particle Size Measurement, 4th ed., Chapman & Hall, New York, (1990.)
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Fig. 8 Permission granted from Quantachrome Corp. to use a photograph of their com-
mercially available spinning rifflers. The instruments are called the Sieving Riffler and
the Rotary Micro Riffler respectively.

and a circular rack of test tubes. The powder sample is added to the mass flow
hopper of the spinning riffler. The hopper is vibrated and the sample is discharged
from the sample cup. The sample is collected into a series of rotating test tubes.
The segment-to-segment variability is minimized by the continuous rotation of
the test tube holder, assuring equal distribution of powder in each test tube. The
subdivision process may be repeated as often as necessary to obtain the desired
sample weight.

Lately there has appeared in the pharmaceutical literature examples of prob-
lems associated with unit dose sampling of powders (14,15). Let’s assume that
the blend is uniform at a specific site or location, and that we are looking for
evidence of nonhomogeneity at different locations; see Fig. 9. The circles repre-
sent locations in the V-blender being sampled, and within each segment, the
drug is homogeneously distributed. The source of variability, if it exists at all,
is segment-to-segment. If we do not assume homogeneity at the site or location,
then what conclusions may be drawn from the blend uniformity study? Every
result could be considered untrustworthy. A technique such as the spinning riffler
could be used to obtain a representative sample from a location, and a more
accurate estimate of site-to-site differences could be measured. It must be remem-
bered that we are no longer measuring variability at the unit dose level, but are
examining location-to-location differences. Further work is needed in the area
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Fig. 9 Sampling locations from a V-shaped blender for a blend uniformity study. The
open circles represent sample locations.

of sampling granulation and powder blends using alternative techniques to unit
dose sampling, such as the spinning riffler, to measure blend uniformity.

III. COMPRESSED TABLETS

Evaluating the results from development and/or scale-up batches of compressed
tablets employs the use of control charting techniques, process capability analy-
sis, and prediction intervals as described earlier. The techniques apply equally
well to in-process measurements of hardness, thickness, and tablet weight, and
compendial requirements such as assay, dose uniformity by content uniformity,
and dissolution.

As with any project, effective planning is essential for success. Examples
of planning for the statistical sampling of the process include: (a) determining
the sampling frequency, (b) the number of tablets to be sampled, and (c) the
isolation of the side of the compression machine if a double-sided press is used.
Operational considerations may include: (a) type of compression machine(s) to
be evaluated, (b) range of compression speeds included in the study, (c) adjusting
tablet hardness over the range of the various compression speeds, and (d) com-
pression forces employed (precompression and main, where applicable).

If one can demonstrate that the batches manufactured during scale-up define
a process which is reliable, repeatable, and predictable, then we have tilted the
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odds in our favor that the requirements for validation will be met. But how do
we know when we have a reliable, repeatable, and predictable process? Since
we have collected our samples in a rational way, i.e., we have considered all
possible sources of process variability and sampled accordingly, we can use con-
trol charts to assess the stability of the process.

A. Control Charts

Control charts are a plot of sample subgroup averages and subgroup variability
(measured as the subgroup range or standard deviation) against the order of pro-
duction. The control limits displayed on the charts are set at 3 standard deviations
about the sample average and process variation; see Eqs. (6) and (7), respectively,
and Evans (16).

UCLx � µ̂ � 3
σ̂
√n

(6a)

CLx � µ̂ (6b)

LCLx � µ̂ � 3
σ̂
√n

(6c)

and

UCLσ � σ̂[c4 � 3 √(1 � c 2
4)] (7a)

CLσ � σ̂ (7b)

LCLσ � max{σ̂[c4 � 3√(1 � c 2
4)], 0} (7c)

where UCLx, CLx, and LCLx are the upper, center, and lower control limits for
the process average, respectively; µ̂ is the estimate of the process average; and
σ̂ is the estimate of the process standard deviation. Similarly, UCLσ, CLσ, and
LCLσ are the upper, center, and lower control limits for the process standard
deviation, respectively; σ̂ is the estimate of the process standard deviation; and
c4 is a constant which corrects for the bias in the estimation of σ̂. Values for c4

may be found in Table 8.3 in Evans (14) and in most texts on statistical process
control.

Normal distribution theory states that the chances of falling outside these
control limits is 0.27%. If the subgroup ranges or standard deviations all fall
within the upper and lower control limits, then there is evidence that the process
variability is stable. It is unlikely that any point would fall beyond the control
limits purely due to chance causes. Likewise, if the chart for subgroup averages
shows all the points within the control limits, then the process is stable with
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respect to location or target value. Any point(s) outside the control limits for the
average or variability should be a rare event if the occurrence were due to chance
alone. Therefore this should indicate that the process is not stable, and the cause
of the instability should be determined before drawing any conclusions about the
reliability of the process. The control limits for the sample average provide the
natural process limits for validation. We can be 99.73% confident that all future
subgroups of the same size will fall within these limits if the process is operating
under the same sources of variability.

A hypothetical example of these techniques is now presented. Let’s con-
sider three scale-up batches which have potency averages (µ) of 100.0%, 97.0%,
and 104.0% of label claim, and the same process variability or standard deviation,
σ � 3%. Samples of five tablets are taken throughout the compression operation;
control charts for subgroup average and subgroup standard deviation are prepared
as shown in Figs. 10 and 11; 20 subgroups of five tablets (100 tablets) are assayed
for each batch.

Fig. 10 Control chart for subgroup average label claim for samples taken throughout
compressing of three batches. Twenty subgroups of size 5 were taken systematically from
each batch and plotted in the order of production.
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Fig. 11 Control chart for the subgroup standard deviation for the batches described in
Fig. 10.

Is there any evidence that the process is unstable with respect to the amount
of variability inherent in the process? Can the process be considered reliable to
meet potency requirements? From the control chart for subgroup standard devia-
tion, the process appears stable. The control chart for the subgroup average cer-
tainly detected the potency differences among the batches. Whether these process
shifts in potency are of practical significance to manufacturing and quality assur-
ance may depend on the chemical stability of the product and the ability of the
process to remain at the current level of variability, namely, the standard deviation
of 3%.

B. Process Capability

What about the capability of the process to meet the USP ‘‘Uniformity of Dosage
Units’’ requirement? A technique useful in this area is process capability analysis.
The relationship between the spread or variability of a process and the specifica-
tions imposed on the process is defined by the process capability. Define process
capability, Cp, by Eq. (8):
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Cp �
USL � LSL

6σ̂
(8)

where

USL � upper specification limit
LSL � lower specification limit

σ̂ � estimate of the population standard deviation

The value of Cp measures how much of the specification width, USL �
LSL, is filled by the variability in the process, 6σ̂. If Cp � 1, then the entire
specification range is consumed by the process variability. Since the data are
assumed to be normally distributed, statistical theory will provide an estimate of
how much of the population will fall outside specification limits. For this exam-
ple, the width of the specification limits is 6σ̂, so it can be expected that 0.27%
of the units will fall outside specifications. No amount of process adjustment will
reduce this figure, unless, of course, action is taken to identify and reduce the
amount of variability in the process itself.

Many practitioners in the area of quality engineering recommend that a
minimum value for Cp should be 1.33 in order for virtually no defects to occur
due purely to the variability in the process. This value of Cp implies that the
width of the specification should be eight times that of the estimated process
standard deviation. With this value for Cp, only 0.006% defects will be produced.
One can see immediately the nonlinear relationship between Cp and the percent
defective. A more comprehensive list of Cp values versus percent of the popula-
tion falling outside specification limits is given in Table 11. The results of a

Table 11 Process Capability (Cp)
and Parts per Million (PPM) Outside
Specification Limits

Process
capability PPM outside
(Cp) limits

0.50 133,614
0.75 24,449
1.00 2,700
1.25 177
1.50 6.8
1.75 0.152
2.00 0.002
2.50 0
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Fig. 12 Process capability analysis for the tablet assays described in Section III.B. The
width of the process spread is compared to the width of the product specifications.

process capability analysis for the three batches described above are shown in
Fig. 12. The assumption of normality is satisfied from an examination of the
normal probability plot in Fig. 13, as well it should since the samples were chosen
from a normal distribution. The assumption of normality should always be exam-
ined, since non-normality may seriously affect the estimated percentage of units
outside specifications. This topic will not be considered here; consult the ‘‘Further
Reading’’ for further information. It can be seen that the process is capable of
consistently meeting the dose uniformity stage 1 attribute requirements with a
Cp � 1.34. There are many other considerations in this exciting area, and the
interested reader is referred to the ‘‘Further Reading’’ section for sources treating
this topic more in depth.

C. Setting Specifications

What if there are no compendial or regulatory requirements for a particular prop-
erty, such as tablet hardness? How can we use these techniques to set specifica-
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Fig. 13 Normal probability plot of the cumulative percent (z value) less than the ordered
tablet assay values.

tions or acceptance limits for individual values and subgroup averages? Consider
the situation for a process from which systematic samples are taken and the tablet
hardness measured. The tablet hardness was targeted at 8.0 kp. Hourly samples
were taken and the tablet hardness for each of five tablets was determined; 30
subgroups were obtained.

The control charts for subgroup average and range from the compression
run are shown in Figs. 14 and 15. The overall tablet hardness is 7.9 kp and the
average range for all the subgroups is 2.47 kp. The manufacturing process appears
stable, as no points fall outside the upper or lower control limits for subgroup
average or subgroup range. Therefore we can proceed to assess the capability of
the process to meet specifications. But there are no specifications yet! Computing
the sample standard deviation, s, for the 150 tablet hardness measurements can
provide an estimate of the process variability. In this example, s � 0.99 kp. If
we choose the capability of the process to be 1.33, or some other desired value,
we can compute the specification width by Eq. (9).
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Fig. 14 Control chart for subgroup average hardness (kp) for samples taken throughout
compressing of a batch. Thirty subgroups of size 5 were taken systematically from the
batch and plotted in the order of production.

USL � LSL � 8σ̂ (9a)

(USL � LSL)
2

� 4σ̂ (9b)

Assuming symmetrical limits are placed around the target hardness of 8
kp, the limits for individual target hardness should be 4–12 kp. We can use the
upper and lower control limits from the control chart analysis to establish the
average hardness range: 6.5–9.3 kp. The normal probability plot for tablet hard-
ness, Fig. 16, does not show any significant departure from normality, so the
proposed limits for individual tablet hardness are consistent with our assump-
tions.

Another approach to setting specifications involves the use of tolerance
intervals mentioned in Section II.B. Again, a tolerance interval provides the
bounds or confidence limits to contain a stated proportion of future samples. The
equation for the tolerance limits looks very similar to that for the prediction inter-
val; it is given by Eq. (10).
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Fig. 15 Control chart for the subgroup range of tablet hardness for the batch described
in Fig. 14. The range is the highest minus the lowest value obtained for each subgroup.

[T̃L, T̃U] � X � g(1�α ;p,n) ⋅ s (10)

where

T̃L, T̃U � lower and upper limits of the tolerance interval
X � sample average

g(1�α,p,n) � factor for calculating the (1 � α)% tolerance interval for p propor-
tion of future samples, based on a prior observation of n samples

s � sample standard deviation

The value for g(1�α;p,n) can be found in Table 12, which is an abridgment of Table
A.10b of Hahn and Meeker (11). We can be 99% confident that 99% of all future
tablets produced from this process will fall within the limits

[T̃L, T̃U] � 7.9 � 3.043 ⋅ 0.99

� 4.9, 10.9

Are the limits consistent with the functionality of the tablets? Will tablets
produced from this process remain intact throughout the downstream operations?
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Fig. 16 Normal probability plot of the cumulative percent (z value) less than the ordered
tablet hardness. Also shown are the proposed upper and lower tablet hardness limits.

Statistics cannot answer these questions. A statistical analysis of the data can
only provide some measure of the impact variability may have on the output of
the process. If the output is unsatisfactory, then the process, not the statistics,
must be changed.

IV. PROCESS SIMULATION

We can use the power and ease of use of today’s personal computer to provide
an estimate or prediction of the future performance of a process through simula-
tion. The example will consider compliance to a specification for which there is
a known downstream effect. In the case of dose uniformity, it may be the addi-
tional testing imposed on the quality control laboratory for stage 2 testing, or it
could be tablet hardness where values below the specified limit may result in
tablet breakage on the packaging equipment, or if the tablets are too hard, may
not have sufficient drug release.
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Table 12 Factors (g(1 � α; p, n) for Calculating Normal
Distribution Two-Sided 100(1 � α)% Tolerance Intervals for 99% of
Future Observations Using the Results of a Previous Sample of n
Observations

(1 � α)

n 0.50 0.80 0.90 0.95 0.99

7 2.876 3.813 4.508 5.241 7.191
8 2.836 3.670 4.271 4.889 6.479
9 2.806 3.562 4.094 4.633 5.980
10 2.783 3.478 3.958 4.437 5.610
15 2.714 3.229 3.565 3.885 4.621
20 2.680 3.104 3.372 3.621 4.175

Source: Adapted from Table A.10b of J. Hahn and W. Q. Meeker, Statistical Inter-
vals: A Guide for Practitioners, John Wiley & Sons, New York, (1991). Reprinted
permission of John Wiley & Sons, Inc.

Let us ‘‘manufacture’’ batches by simple random sampling from a process
with average assay � 100.0% of label claim and population standard deviation
σ � 1%, 3%, 6%, and 10%. These tablets should meet all dose uniformity require-
ments, since the potency is on target and the variability does not exceed the
assumed maximum value stated in ref. 9. The simulation consists of generating
500 random numbers from a normal distribution with average potency � 100.0%
of label claim and σ � 1%, 3%, 6%, and 10%. Box-whisker plots for the potency
for each population standard deviation are presented in Fig. 17. It is clear from
this plot that the number of dosage units falling outside the stage 1 attribute limits
of 85.0–115.0% of label claim increases dramatically with an increase in the
standard deviation. Table 13 summarizes the results of conducting a process capa-
bility analysis for each simulation. The percentage of dosage units falling outside
stage 1 limits is also provided. Only the processes with a standard deviation less
than 6% are capable of consistently meeting stage 1 requirements.

What happens if we repeatedly draw samples, with replacement, from each
simulation? Can an estimate of the impact of increasing variability be detected
in the number of ‘‘batch’’failures and/or additional stage of testing? The objec-
tive of this simulation is the estimation of the effect of the batch-to-batch variabil-
ity on the dose uniformity testing level, stage 1 versus stage 2, and the batch
failure rate for what appear to be relatively small changes in the standard devia-
tion. From each set of random numbers generated from each standard deviation,
sample sizes of 10 and 30 units were selected, with replacement. This ‘‘resam-
pling’’ procedure was repeated until a total of 1000 batches had been formed for
each of the four standard deviations under consideration. Table 14 contains the
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Fig. 17 Box plots for the simulated tablet assays for batches with mean potency of
100% label claim and standard deviations of 1%, 3%, 6%, and 10%.

Table 13 Process Capability Summary for Process Standard
Deviation Simulation

Process standard Observed beyond Estimated beyond
deviation (%) Cp specification (%) specification (%)

1 4.98 0.0 0.0
3 1.69 0.0 0.0
6 0.84 1.4 1.21

10 0.50 14.2 13.75
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Table 14 Potency Range for Resampling Procedure for
Different Sample Sizes and Process Standard Deviation

Process standard Potency range Potency range
deviation (%) (n � 10) (n � 30)

1 99.02–101.08% 99.53–100.71%
3 96.78–103.07% 98.26–102.00%
6 93.74–105.46% 96.39–103.58%
10 90.34–108.81% 93.86–105.04%

Fig. 18 Cumulative percent of batches having a relative standard deviation (RSD) less
than 6%, the stage 1 dose uniformity maximum. The batches were designed with mean
potency of 100% label claim and standard deviations of 1%, 3%, 6%, and 10%.
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Fig. 19 Cumulative percent of batches having a relative standard deviation (RSD) less
than 7.8%, the stage 2 dose uniformity maximum. The batches were designed with mean
potency of 100% label claim and standard deviations of 1%, 3%, 6%, and 10%.

range of potency determinations for the two sample sizes. The cumulative percen-
tiles for the relative standard deviation as well as the critical value of the RSD
for each stage of testing are presented in Figs. 18 and 19.

Using the RSD requirement alone, for the testing performed at stage 1,
over 40% of the batches manufactured from a process standard deviation of 6%
would require stage 2 testing; virtually all the batches would meet stage 2 require-
ments and be released. The cost to the quality control lab will be enormous in
time, resources, missed schedules, and an increased burden on the hazardous
waste disposal system. Quite an expensive false alarm! Roughly 95% of all
batches from a process with a standard deviation of 10% would require stage 2
testing, and approximately 95% of all batches tested at this level would fail to
meet requirements. Contrast this performance with those batches from a 3% or
less standard deviation: all batches would meet stage 1 requirements, and no
additional testing would be required!
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A similar analysis using the attributes portion of the acceptance plan is just
as disturbing. Table 15 summarizes the number of dosage units outside 85.0–
115.0% and 75.0–125.0% for the 1000 batches produced under the four condi-
tions.

As long as the process variability is 3% or less, no units fall outside the
stage 1 limits. But as soon as we reach s � 6%, the situation changes: over 10%
of the batches will require additional testing, and 0.5% will be rejected outright.
At s � 10%, over 35% of the batches will require stage 2 testing and 40% of
the batches will be rejected. At stage 2 testing, about 95% of the batches contain
2 or more units outside the 85.0–115.0% limits.

Now consider the effect of the lack of discrimination of the pseudo-op-
erating characteristic curves for σ at 6% and 10%; refer to Figs. 18 and 19. Since
we are trying to form a conclusion about an unknown process by sampling it, if
the true state is σ � 6%, then it is quite possible by the luck of the draw to
obtain an estimate of s � 4.5% from a sample. Half the time a batch will be
released at stage 1, while half the time it will require additional testing—might
as well flip a coin! Someone investigating this pattern may concentrate efforts
on what is wrong with the batches at stage 2 while ignoring those at stage 1
because they met requirements. In fact, all the batches are coming from the same
population or distribution. Every batch is coming from the same process. It is
just the luck or unluck of the draw which value of the standard deviation or
relative standard deviation we obtain. Again we see the inappropriateness of using
compendial requirements to set limits on the process. The use of compendial

Table 15 Number of Units Outside Attribute Range for Resampling Procedure for
Different Sample Sizes and Process Standard Deviation

Process No. of
standard units Potency range (n � 10) Potency range (n � 30)
deviation outside
(%) range 85.0–115.0% 75.0–125.0% 85.0–115.0% 75.0–125.0%

1 0 1000 1000 1000 1000
1 0 0 0 0

3 0 1000 1000 1000 1000
1 0 0 0 0

6 0 8708 1000 661 1000
1 116 0 275 0

	1 6 0 64 0
10 0 223 897 11 717

1 379 94 50 236
	1 398 9 939 47
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specifications should be restricted to evaluating a given batch with respect to its
release into the market and not a measure of process performance.

The impact to manufacturing and the quality control laboratory can be mea-
sured or at least estimated with this technique. One could establish acceptance
criteria on this basis: minimize the total cost to the system by designing and
developing products which do not result in excessive batch rejections or height-
ened level of testing with no return to the organization.

V. CONCLUSION

Product development is too important an activity to be left to the formulation
scientist alone. Today’s sophisticated manufacturing technology and more com-
plicated formulas require a truly multidisciplinary approach. This is not the first
time this statement has been made, but it nonetheless is as true as ever. We have
long passed the era (indeed, if it ever existed at all) when the formulator could
develop products from lab to plant floor almost single-handed. The formulator
needs the research analytical chemist to develop analytical methods that will
accurately and precisely determine the drug content and rate of release properties
of the drug product. The quality control laboratory requires analytical methods
which are rapid, robust, and rugged. Manufacturing wants a process that will
work the first time, every time.

Every step along this journey is not unlike walking through quicksand: the
moment we get into trouble and squirm and wiggle to get out, the faster and
deeper we sink. The way out of the quicksand is the same as the way out of a
minefield: carefully. There is no substitute for good planning, knowing where it
is you want to go, a map to get you there (but knowing there may be unforeseen
detours along the way—at least anticipated), and knowing when you have arrived
at your destination.
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