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A FEW WORDS FOR STUDENTS

This introductory program evaluation book has enjoyed a very successful

career. As with the previous three editions, this one was also written for you—

a graduate social work student—as your first introduction to program evalua-

tion. We have selected and arranged our book’s contents so it can be used in a

beginning one-semester social work program evaluation course. It is designed to

be used in social work administrative courses and/or program planning courses

as well.

GOAL AND OBJECTIVES

Our goal is to produce a “user-friendly,” straightforward introduction to program

evaluation couched within the quantitative and qualitative traditions—the two ap-

proaches most commonly used to generate relevant social work knowledge. To ac-

complish our goal, we strived to meet four simple objectives:

1. To prepare you to participate in evaluative activities within your social service

organization.

2. To prepare you to become a beginning critical producer of the professional

evaluative literature.

3. To prepare you to become a beginning consumer of the professional evalua-

tive literature.

4. To prepare you for more advanced evaluation courses and texts.

In a nutshell, we provide you with a sound conceptual understanding of how the

ideas of evaluation can be used in the delivery of the day-to-day services you are go-

ing to offer your clients. In addition, you will obtain the beginning knowledge and

skills you will need to demonstrate your accountability—not only to the social work

profession, your supervisor, your funding sources, and yourself but to your clients as

well.



YOUR PREVIOUS FOUNDATIONAL

RESEARCH METHODS COURSE

Our book builds upon the knowledge and skills you gained from your previous

foundational social work research methods course. As you are aware, you were re-

quired to take that course early in your studies, whether you were enrolled on a part-

time or full-time basis or on a creative combination of the two. Most schools of

social work with a program evaluation course offer it after you have taken the re-

quired foundational research methods course. The sequence of these two courses

makes sense because a program evaluation within a social service agency is simply

applying a majority of what you learned in your previous foundational research

methods course.

In sum, the course you are now taking assumes you have mastered the knowledge

and skills contained in your previous research methods course. Unfortunately, many

times this required course is waived if you are an advanced standing student; that is,

you do not have to take it if you have a bachelor of social work (BSW) degree because

the content of the course was supposed to be covered in your BSW program. Some-

times the content was indeed covered, but sometimes not.

BOOK’S COMPANION WEB SITE

We know from years of teaching experience that sometimes students forget the

foundational research methods content they previously learned due to a variety of

reasons. This is where our book will really help you—we offer an opportunity, via

the book’s Web site, for you to refresh your memory on the foundational research

material that was presented in your previous research methods courses.

When you go to our book’s Web site, you will see an oak tree displayed for each

chapter you click on. The content you will learn in each chapter is listed above the

ground. Most of this content will be new to you and is contained within the chapter

you are reading.

Below the ground lie the roots of our oak tree. As you know, roots provide the

necessary foundation for trees not only to stand but to flourish as well. Without

roots (the foundational content you were supposed to have previously covered in

your other courses), there would be no tree. This foundational content may or may

not be new to you and is displayed below the ground of our tree. You can click on to

relevant links that should refresh your memory.

So, in a nutshell (sorry, we had to do it), our oak tree analogy is akin to doing a

program evaluation. You cannot do a program evaluation—the contents of our book

(above-the-ground content)—without knowing basic foundational research

methodology—the knowledge you were supposed to have obtained in your previous

foundational research methods course (below-the-ground content).
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Web Site Content

Our book is the first social work program evaluation book to offer a comprehensive

Web site that you can access free of charge. As we mentioned previously, you can eas-

ily use this site when you want to use our hyperlinked trees to “refresh yourself” with

material that was covered in your foundational research method’s text. Our Web site

provides you access to crash courses on topics that were covered in your founda-

tional research methods book, such as

• Ways of knowing

• Evaluation contexts

• Ethics

• Quantitative research methodology

• Qualitative research methodology

• Measurement:

• Designing measuring instruments

• Locating measuring instruments

• Sampling

• Case-level designs (single-subject designs)

• Group-level designs

• Original data collection methods:

• Observation

• Participant observation

• Research interviewing

• Surveys

• Existing data collection methods:

• Secondary analysis

• Content analysis

• Using existing statistics

• Historical research

• Analyzing data

• Analyzing quantitative data

• Analyzing qualitative data

• Report writing

• Writing quantitative proposals and reports

• Writing qualitative proposals and reports

• Evaluating quantitative research reports

You can also use the Web site to

• Electronically look up a definition of an evaluation concept

• Review key terms with a deck of virtual flash cards
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• Test your knowledge with essay questions and short multiple-choice chapter

quizzes

Visit www.oup.com/us/swevaluation

STUDENT-FRIENDLY BOOK

In addition to the hyperlinked trees found on our book’s Web site, we have incorpo-

rated the additional following learning pedagogy within our book:

• We have written our book in a crisp style using direct language; that is, you

will understand all the words.

• Our book is easy to teach from and with. This will not only make you happy

but it will also make your instructor happy.

• We include only the core material that you will realistically need in order to

appreciate and understand the role of program design and evaluation

within the social work profession. Our guiding philosophy was to include

only material that you realistically need to know to function adequately as

an entry-level social work practitioner; information overload was avoided

at all costs.

• We discuss the application of evaluation methods in real-life social service

programs rather than in artificial settings.

• We discuss the process of doing ethical evaluations throughout the book. In

fact, we have devoted an entire chapter to ethics.

• We make an extraordinary effort to make this edition less expensive, more

esthetically pleasing, and much more useful for you than ever before. We

have purposively kept the book’s cost down in comparison to others on the

market today.

• Abundant tables and figures have been used to provide visual representation

of the concepts presented in our book.

• Numerous boxes are inserted throughout to complement and expand on the

chapters; these boxes present interesting evaluation examples, provide addi-

tional aids to your learning, and offer historical, social, and political contexts

of program evaluation.

• We have included human diversity content throughout the chapters. Many of

our examples center around women and minorities because you need to be

knowledgeable about their special needs and problems. We have given special

consideration to the application of research methods to the study of ques-

tions concerning these groups.

• Review questions are presented at the end of each chapter so that you can

determine your understanding of the material presented in the chapter.
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LOGICAL AND FLEXIBLE TEACHING PLAN

Our book is organized in a way that makes good sense for teaching fundamental

program evaluation. Many other sequences that could be followed would make just

as much sense, however. The chapters (and parts) in this book were consciously

planned to be independent of one another. They can be read out of the order in

which they are presented, or they can be selectively omitted. However, they will

probably make the most sense to you if you read the chapters in the sequence in

which they are presented.

Like all introductory books, ours had to include relevant basic program evalua-

tion content. Our problem here was not so much what content to include as what to

leave out. Every topic that we have touched on in passing has been treated in depth

elsewhere. But our elementary book is a primer, an introduction, a beginning. Our

aim was to skim the surface of the social work evaluative enterprise—to put a toe in

the water, so to speak, and to give you a taste of what it might be like to swim.

Student Learning Skills

Our book contains four major parts, where each part represents a learning skill that we

believe you will need for doing program evaluations within a social service agency:

1. You need to know how to prepare yourself for an evaluation.

2. You need to know how to conduct evaluations.

3. You need to know how to gather data and make decisions from these data.

4. You need to know the contexts where program evaluations take place.

Each of the four parts represents a major learning skill. Each part has several

chapters that will help you to achieve each skill.

• Part I: Preparing for an Evaluation

• Chapter 1: Becoming an Accountable Practitioner

• Chapter 2: Approaches to Accountability

• Chapter 3: Designing Client-Centered Programs

• Chapter 4: Getting Ready for an Evaluation

• Part II: Doing an Evaluation

• Chapter 5: Doing a Needs Assessment

• Chapter 6: Doing a Process Evaluation

• Chapter 7: Doing an Outcome Evaluation

• Chapter 8: Doing an Efficiency Evaluation

• Part III: Gathering Data and Making Decisions

• Chapter 9: Measuring Variables

• Chapter 10: Data Sources, Sampling, and Data Collection Methods
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• Chapter 11: Developing a Data Information System

• Chapter 12: Using Graphs to Report Evaluation Results

• Chapter 13: Analyzing Qualitative Data

• Chapter 14: Making Decisions With Data

• Part IV: Knowing the Contexts of Evaluations

• Chapter 15: Evaluation Politics, Ethics, and Standards

• Chapter 16: Culturally Appropriate Evaluations

• Chapter 17: Writing Grant Proposals

CONCEPTUAL APPROACH

With the organization of our book in mind, we present a unique approach in de-

scribing the place of evaluation in the social services. Simply put, our approach is

realistic, practical, applied, and most importantly, user friendly. As can be seen from

Figure 1, we describe how data obtained through case-level evaluation can be aggre-

gated to provide timely and relevant program-level evaluation information. Such in-

formation, in turn, is the basis for a quality improvement process within the entire

organization.

In short, we have blended the two distinct evaluation approaches (i.e., case-level

and program-level) to demonstrate how they complement one another in contem-

porary professional practice. The integration of case-level and program-level ap-

proaches is one of the unique features of our book; we are convinced that this

integration will play an increasingly prominent role in the future.

We have omitted more advanced methodological and statistical material such as
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a discussion of celeration lines, autocorrelation, effect sizes, and two standard-

deviation bands for case-level evaluation as well as advanced statistical techniques

for program-level evaluation.

Those of you with a strict methodological orientation may find that our ap-

proach is overly simplistic, particularly the material on the aggregation of case-level

data. We are aware of the limitations of our approach, but we firmly believe that this

approach is more likely to be implemented by you, the beginning social work prac-

titioner, than are other more complicated, technically demanding approaches.

It is our opinion that the aggregation of case-level data can provide valuable

feedback about services and programs and can be the basis of an effective quality-

improvement process. It is our view that it is preferable to have such data, even if it

is not methodologically airtight, than to have no aggregated data at all.

THEME

The underlying theme of our book is that you can easily use evaluation procedures in

your practice and program. We maintain that professional practice rests upon the

foundation that practice activities must be linked to the client’s objectives, which are

linked to the program’s objectives, which are linked to the program’s goals, which are

linked to the agency’s goals, which represent the reason why the social service pro-

gram exists in the first place. The evaluation process we present heavily reflects these

connections.

Accountability Pressures

Pressures for accountability have never been greater. Organizations and practition-

ers of all types are increasingly required to document the impact of their services not

only at the program level but also at the case level. Continually, we are challenged to

improve the quality of our services, and we are required to do this with scarce re-

sources. In addition, few social service organizations can adequately maintain an

internal evaluation department or hire outside evaluators. Consequently, we place

considerable emphasis on monitoring, an approach that can be easily incorporated

into the ongoing activities of the practitioner within the program.

In short, we provide a straightforward view of evaluation while taking into

account:

• The current pressures for accountability in the social services.

• The evaluation technologies and approaches that are currently available.

• The present evaluation needs of you, the student, as well as your needs in the

first few years of your career.
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NEW CONTENT

A tremendous amount of new content has been added to this edition in an effort

to keep current while retaining material that has stood the test of time. As can be

expected, a few instructors have expressed disappointment that several of the

chapters in the previous three editions have been deleted. In general, chapters were

dropped because they were not being assigned as required reading, and it was nec-

essary to make room for new ideas and development while retaining a manageable

and accessible size for this revision.

What’s New in This Edition?

Without reservation, the hyperlinked oak trees, accessed via the book’s Web site, are

the major edition to this volume. The Web site is a monumental resource for those

who want to read further about social work research and evaluation.

In reference to the third edition of our book, which was published in 2001, this

one contains eight new chapters. The remaining nine chapters have been substan-

tially revised and updated.

New Chapters

Chapter 4: Getting Ready for an Evaluation

Chapter 5: Doing a Needs Assessment

Chapter 6: Doing a Process Evaluation

Chapter 7: Doing an Outcome Evaluation

Chapter 8: Doing an Efficiency Evaluation

Chapter 12: Using Graphs to Report Evaluation Results

Chapter 13: Analyzing Qualitative Data

Chapter 17: Writing Grant Proposals
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A LOOK TOWARD THE FUTURE

The field of evaluation and quality improvement in the social services is continuing

to grow and develop. We hope this book contributes to that growth. A fifth edition is

anticipated, and suggestions for it are more than welcome. Please send your com-

ments directly to

Yvonne A. Unrau

School of Social Work

Western Michigan University

Kalamazoo, Michigan 49008

yvonne.unrau@wmich.edu

If this book helps you to acquire basic evaluation knowledge and skills and as-

sists you in more advanced evaluation and practice courses, our efforts will have

been more than justified. If it also assists you in incorporating evaluation techniques

into your practice, our task will be fully rewarded.

YVONNE A. UNRAU

PETER A. GABOR

RICHARD M. GRINNELL, JR.
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PREPARING FOR AN EVALUATION

I

Part I contains four chapters that set the stage for all types of program evalua-

tions.

Chapter 1 discusses how social work practitioners are accountable to various

stakeholder groups via program evaluations. It presents the quality improvement pro-

cess as an integral part of any social service program and highlights the various stake-

holder groups that must be consulted before doing any kind of program evaluation.

Chapter 2 builds upon Chapter 1 by presenting two common methods that are

used to evaluate social service programs—the external project–type evaluation,

sometimes called a summative evaluation, and the internal monitoring–type evalua-

tion, sometimes called a formative evaluation. The chapter highlights the internal

monitoring approach as a key evaluation approach that is not only practical but is

also easy to carry out without a great deal of “research expertise.”

Chapter 3 discusses in detail how to design a social service program so that it

can be evaluated. The chapter presents the various elements of all programs: mission

statements, goals, objectives, and program logic models.

The final chapter in Part I of this book, Chapter 4, describes how a social service

program gets ready for program evaluations via the input from its stakeholders. It

also addresses the need to focus an evaluation and presents the rationale for clarify-

ing the data needs before an evaluation begins.

In sum, the four chapters in Part I prepare program evaluators to evaluate pro-

grams via the various types of program evaluations that are found in Part II.
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BECOMING AN ACCOUNTABLE

PRACTITIONER

Client

A person who uses a social

service agency—an in-

dividual, a couple, a family,

a group, an organization,

or a community.

Accountability

Being answerable for the

actions and decisions 

we make.

3

1

Evaluation and Accountability
Quality Improvement in Social Service Programs
Evaluation and the Profession
Evaluation From a Person-in-Environment Perspective
Evaluation From a Program-in-Environment

Perspective
Summing Up and Looking Ahead
Recap and Online Materials
Study Questions
References, Further Reading, and Resources

Madame Cleo is an astrological consultant who advertises widely on television

promising that her astounding insights into love, business, health, and rela-

tionships will help her viewers to achieve more fulfilling and gratifying lives. “Hah!”

you think. “I bet she can’t do this for me! I bet she’s just out for the money! But if she

could, but if she could only tell me . . . ! How do I know if she’s for real or I’m just get-

ting taken for a ride? Perhaps the Enron Corporation could have used her services.”

There is a parallel here between the people who receive social services—

sometimes called clients—and you, the future social worker. Most of the people we

help—in common with all those people who are never seen by social workers—

would like more fulfilling and rewarding lives. Like Madame Cleo’s naive clientele

who get suckered into calling her, many of our clients also have personal issues,

money issues, relationships issues, or health issues. Unlike Madame Cleo, however,

who only has to be accountable to her checkbook, we, as a profession, are required to

be accountable to society (Figure 1.1) and must be able to provide answers to three

basic accountability questions:

1. How do our clients know that we can help them?

2. How does our profession know that we have helped our clients?

3. How do the funding bodies that fund the programs (which employ us) know

how effectively their dollars are being spent?



EVALUATION AND ACCOUNTABILITY

What is the role that research plays in answering the three accountability questions?

In one word significant! That is the position of both the Council on Social Work
Education (CSWE) and the National Association of Social Workers (NASW). These

two prestigious national accountability organizations have jurisdiction over what

curriculum content is required to be taught to all social work students (CSWE) and

how the students, after they graduate, practice their trade (NASW).

The Council on Social Work Education

The CSWE is the official educational organization that sets minimum curriculum

standards for BSW and MSW programs throughout the United States. This accredi-

tation organization firmly believes that all social work students should know the ba-

sic principles of research and evaluation. The Council mandates that all social work

programs have a research curriculum of some sort that addresses the research areas

contained in Box 1.1.

Council on Social Work

Education (CSWE)

The official educational or-

ganization that sets mini-

mum curriculum standards

for BSW and MSW programs

throughout the United

States.

National Association of

Social Workers (NASW)

A professional organization

that works to enhance the

professional growth and de-

velopment of social workers.

Evaluation

A form of appraisal using

valid and reliable research

methods.
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Figure 1.1 We are accountable to many forces including ourselves.
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Box 1.1 Ethical Standards for Evaluation Research: Excerpts From the National Association 

of Social Workers’ Code of Ethics

(a) Social workers should monitor and evaluate policies,
the implementation of programs, and practice inter-
ventions.

(b) Social workers should promote and facilitate evalua-
tion and research to contribute to the development
of knowledge.

(c) Social workers should critically examine and keep cur-
rent with emerging knowledge relevant to social work
and fully use evaluation and research evidence in their
professional practice.

(d) Social workers engaged in evaluation or research
should carefully consider possible consequences and
should follow guidelines developed for the protec-
tion of evaluation and research participants.
Appropriate institutional review boards should be
consulted.

(e) Social workers engaged in evaluation or research
should obtain voluntary and written informed con-
sent from participants, when appropriate, without
any implied or actual deprivation or penalty for
refusal to participate; without undue inducement to
participate; and with due regard for participants’
well-being, privacy, and dignity. Informed consent
should include information about the nature, extent,
and duration of the participation requested and dis-
closure of the risks and benefits of participation in
the research.

(f ) When evaluation or research participants are incapable
of giving informed consent, social workers should pro-
vide an appropriate explanation to the participants,
obtain the participants’ assent to the extent they are
able, and obtain written consent from an appropriate
proxy.

(g) Social workers should never design or conduct eval-
uation or research that does not use consent proce-
dures, such as certain forms of naturalistic observa-
tion and archival research, unless rigorous and
responsible review of the research has found it to be
justified because of its prospective scientific, educa-
tional, or applied value and unless equally effective
alternative procedures that do not involve waiver of
consent are not feasible.

(h) Social workers should inform participants of their
right to withdraw from evaluation and research at
any time without penalty.

(i) Social workers should take appropriate steps to
ensure that participants in evaluation and research
have access to appropriate supportive services.

( j) Social workers engaged in evaluation or research
should protect participants from unwarranted
physical or mental distress, harm, danger, or depri-
vation.

(k) Social workers engaged in the evaluation of services
should discuss collected information only for profes-
sional purposes and only with people professionally
concerned with this information.

(l) Social workers engaged in evaluation or research
should ensure the anonymity or confidentiality of
participants and of the data obtained from them.
Social workers should inform participants of any lim-
its of confidentiality, the measures that will be taken
to ensure confidentiality, and when any records con-
taining research data will be destroyed.

(m) Social workers who report evaluation and research
results should protect participants’confidentiality by
omitting identifying information unless proper con-
sent has been obtained authorizing disclosure.

(n) Social workers should report evaluation and research
findings accurately.They should not fabricate or falsi-
fy results and should take steps to correct any errors
later found in published data using standard publica-
tion methods.

(o) Social workers engaged in evaluation or research
should be alert to and avoid conflicts of interest and
dual relationships with participants, should inform
participants when a real or potential conflict of inter-
est arises, and should take steps to resolve the issue in
a manner that makes participants’ interests primary.

(p) Social workers should educate themselves, their stu-
dents, and their colleagues about responsible
research practices.

To see the Code of Ethics in its entirety, visit 
http://www.naswdc.org/pubs/code/code.asp.

http://www.naswdc.org/pubs/code/code.asp


The National Association of Social Workers

Just like CSWE, the NASW is a parallel practice organization that works to enhance

the professional growth and development of practicing social workers. Like CSWE

with social work students, NASW believes that social work practitioners should also

know the basics of research, as shown in Box 1.2.

This book provides the beginning research content to comply with the research

standards set out by CSWE and NASW. Unlike Madame Cleo, however, social work

students and practitioners are expected to have a substantial research knowledge

base to guide and support their interventions. This knowledge base is generally

derived from your social work education.

Of course, we, as a profession, tend to have more credibility than astrological con-

sultants like Madame Cleo. We have graduated from accredited social work programs

(CSWE) and have recognized practice qualifications (NASW). You are expected to

have not only good intentions but the skills and knowledge to convert your good in-

tentions into desired practical results that will help your clients. It all boils down to the

fact that we have to be accountable to society; to do so means that we need to acquire the

knowledge and skills to help our clients in an effective and efficient manner.

Professional social workers have an influential role in helping to understand and

ameliorate the numerous social and economic problems that exist in our society.

The very nature of our profession puts us directly in society’s trenches—that is, we

interact with people and the problems that prevent them from a quality life enjoyed

by the majority of our society. We practice in such places as inner-city neighbor-

hoods and hospices, and we work with people such as those who are homeless and

mentally challenged.

Consequently, many social workers experience firsthand the presenting problems

of clients, many of which result from societal injustices. Of course, social workers, as

part of a profession, are expected to help make things better, not only for our clients

but also for the society in which we all live. Unlike card and palm readers, contem-

porary social work practitioners are expected to have a professional knowledge base

to guide and support their professional practice efforts, commonly referred to as in-

terventions. This knowledge base is generally derived from research and evaluation

methods—much of which you will learn in the course that has required you to purchase

this book.

As it stands, the day-to-day interventions that we use in our profession could ben-

efit from a bit of improvement. For instance, we lack the know-how to stop family vi-

olence, to eradicate discrimination, and to eliminate human suffering that comes with

living in poverty, be it in our own country where poverty is found in isolated pockets

or in developing countries where poverty is pervasive. Through social work education

we learn both theory and research that, in turn, we are expected to translate into use-

ful interventions to help our clients. One only needs to come face to face with a few so-

cial work scenarios to realize the limits of our profession’s knowledge base in helping

Interventions

The theoretical approach 

social workers use to create

planned change.
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us to know exactly what to do, where to do it, and when to do it. For example, imagine

that you are the social worker expected to intervene in the following situations:

• An adolescent who is gay has been beaten by his peers because of his sexual

preference.

• A neighborhood, predominantly populated by families of color with low

incomes, has unsafe rental housing, inadequate public transportation, and

under-resourced public schools.

• A family is reported to child protection authorities because the parents have

refused the necessary medical attention for their sick child because of their

religious beliefs.

CHAPTER 1 Becoming an Accountable Practitioner 7

Box 1.2 Council on Social Work Education’s BSW and MSW Curriculum

Research Content

B6.0—BSW Curriculum Content

• The research curriculum must provide an understanding and appreciation of a
scientific, analytic approach to building knowledge for practice and to evaluating
service delivery in all areas of practice. Ethical standards of scientific inquiry must
be included in the research content.

• The research content must include quantitative and qualitative research method-
ologies; analysis of data, including statistical procedures; systematic evaluation of
practice; analysis and evaluation of theoretical bases, research questions,
methodologies, statistical procedures, and conclusions of research reports; and
relevant technological advances.

• Each program must identify how the research curriculum contributes to the
student’s use of scientific knowledge for practice.

M6.0—MSW Curriculum Content

• The foundation research curriculum must provide an understanding and appre-
ciation of a scientific, analytic approach to building knowledge for practice and
for evaluating service delivery in all areas of practice. Ethical standards of scien-
tific inquiry must be included in the research content.

• The research content must include qualitative and quantitative research
methodologies; analysis of data, including statistical procedures; systematic eval-
uation of practice; analysis and evaluation of theoretical bases, research ques-
tions, methodologies, statistical procedures, and conclusions of research reports;
and relevant technological advances.

• Each program must identify how the research curriculum contributes to the stu-
dent’s use of scientific knowledge for practice.

To see all of the CSWE’s Education Policy and Education Standards, visit 
http://www.cswe.org.

http://www.cswe.org


• Officials in a rural town are concerned about the spread of methampheta-

mine addiction in their community.

Despite the complexity of these scenarios, there is considerable public pressure

on social workers to “fix” such problems. As employees of social service programs,
social workers are expected to stop parents from abusing their children, keep inner-

city youth from dropping out of school, prevent discrimination in society, and rem-

edy a host of other such problems. If that is not enough, we are expected to achieve

positive outcomes in a timely manner with less than adequate financial resources.

And all of this is occurring under a watchful public eye.

So how is it that social workers are to both provide effective client services and

advance our profession’s knowledge base—all at the same time? As can be seen in

Box 1.2, we do this—one client and one program at a time—by evaluating our indi-

vidual practices with clients or programs as a whole. We commit to NASW’s philos-

ophy of quality improvement by continually and systematically looking for new

ways to make client services more responsive, more efficient, and more effective.

This is the goal of the quality improvement process in the social services.

QUALITY IMPROVEMENT IN SOCIAL

SERVICE PROGRAMS

Quality improvement means that we continually monitor our practices and pro-

grams in order to enhance client service delivery offered by social service programs.

In a nutshell, case-level evaluations evaluate the effectiveness and efficiency of our

individual services, and program-level evaluations evaluate the effectiveness and ef-

ficiency of the social service programs as a whole. Data collected for either evalua-

tion can inform program planning and decision making to improve services to

clients (see Figure 1 in “A Few Words for Students”).

Case-Level Evaluation

It is at the case level that practitioners provide direct services to client systems such

as individuals, couples, families, groups, organizations, and communities. At the case

level, each and every individual social worker can evaluate a client system. It is at this

level that we customize evaluation plans to learn about specific details and patterns

of change that are unique to a single client system. For example, suppose you are

employed as a community outreach worker for the elderly and it is your job to help

aging clients remain safely living in their homes for as long as possible before as-

sisted living arrangements are needed.

The support you provide to an African American male who is 82 years of age

Social service program

An organization that exists

to fulfill some social pur-

pose.

Quality improvement 

process

An ethical commitment to

continually look for and seek

ways to make social services

more responsive, efficient,

and effective.

Case-level evaluation

The evaluation of the effec-

tiveness and/or efficiency of

a social worker’s interven-

tion with a client system.

Program-level evaluation

The evaluation of the effec-

tiveness and/or efficiency of

a program’s services; the

accumulation of case-level

evaluations.
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with diabetes would likely be different than the support you would provide to an

Asian female who is 53 years of age and is beginning to show signs of dementia. Fur-

thermore, the nature of the services you would provide to each of these two clients

would necessarily be adjusted depending on how much family support each has,

their individual desires for independent living, their level of receptivity to your ser-

vices, and other assessment information that you would gather about each client.

Consequently, your plan to evaluate the individualized services you would provide

to each client would, by necessity, involve different measures and different plans for

data collection and recording.

Program-Level Evaluation

In most instances, social workers help individual clients through the auspices of

some kind of a social service program. It is rarely the case that social workers would

be self-employed and operating solely on their own to provide client services. In

other words, social service programs generally employ multiple workers, all of

whom are trained and supervised according to the policies and procedure set by the

programs in which they work. Typically, every worker employed by a program is as-

signed a caseload of clients. Thus, we can think of a social service program as an ag-

gregation of individual client cases; that is, when we think of the program’s clientele

(versus a practitioner’s clientele), all clients assigned to every worker in the program

are included. When conducting program-level evaluations, we are interested in the

overall characteristics of all the clients and the average pattern of change for all of

them served by a program.

Case-Level and Program-Level Data 
for Quality Improvement

Both case-level and program-level evaluations yield data that can then turned into

information by practitioners and administrators, respectively, to improve client ser-

vices. The two words data and information are often used interchangeably. In this

book, the term data signifies isolated facts in numerical (i.e., numbers) or text (i.e.,

words) form that are gathered in the course of an evaluation. How we interpret the

data when they have all been collected, collated, and analyzed is called information.

For example, data collected in reference to client referral sources gathered from a

program’s intake unit may indicate that the program accepts 90 percent of its refer-

rals from other social service programs and only 5 percent of people who are self-

referred. One of the many pieces of information (or conclusions or findings drawn

from the data) generated by these data may be that the program is somehow more

accessible to clients who were referred by other social service programs than to those

Administrator

A person who is responsible

for the day-to-day opera-

tions of a social service pro-

gram.

Data

Isolated facts, presented in

numerical or descriptive

form, on which client or 

program decisions are

based; not to be confused

with information.

Information

The interpretation given 

to data that have been 

collected, collated, and 

analyzed; not to be 

confused with data.
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who were self-referred. The distinction between data and information is simple—

data are the facts, and information is the interpretation that we give to theses facts.

Together, data and information help guide various decision-making processes

in an effort to produce more effective and efficient services for our clients. Produc-

ing meaningful and useful data and information for quality improvement in service

delivery is a process that involves both the art and science of social work practice.

Although we might think of evaluation as a close cousin of science, it also has close

relations with art. Because evaluations occur in the real and messy world of social

work practice—and not in an isolated, controlled laboratory—useful evaluation de-

signs require creativity and ingenuity just as much as they need logic, procedural de-

tail, and research principles. If evaluation is to help build the knowledge base of our

profession, then we must—in the best sense and at the same time—be both “caring

and sensitive artists” and “rigorous scientists.”

EVALUATION AND THE PROFESSION

Our profession—and all the social workers that comprise it—must be able to pro-

vide solid reasons for the policies and positions taken. As we can see from Boxes 1.1

and 1.2, evaluation procedures are an integral part of competent social work prac-

tice. Just as a practitioner must be prepared to explain his or her reasons for pursu-

ing a particular intervention with a particular client, a social service program must

also be prepared to provide a rationale for the treatment approach(s) that are selected

throughout the program.

Evaluation is intimately connected to building our profession’s knowledge base.

But what role does it play? How can evaluation be used? Answers to these questions

get at the fundamental reason why social workers should conduct evaluations—so

that they can participate in building practice knowledge for our profession, which

will ultimately improve the quality of the services offered to all of our future clients.

More specifically, by learning about the evaluation of your individual practices and

the social service program where you are employed, you, as an individual social

work practitioner, will be better equipped to play an active role in (1) contributing

to the evidence-base of our profession, (2) collaborating with all levels of program

stakeholders, (3) integrating accountability with service delivery, and (4) offering

client-centered services.

Contributing to Evidence-Based Practice

One of the basic prerequisites of helping people to help themselves is knowing ex-

actly what to do. Knowing precisely what intervention to offer which clients given

the particular circumstances of a case is a complex challenge. How we help involves

PART I Preparing for an Evaluation10

Evidence-based practice

Interventions and practices

used by social workers that

have been proven to be

effective and/or efficient.



a combination of knowledge, skills, and values accepted and recognized by the social

work profession. We can look to the NASW’s Code of Ethics to remind us of core so-

cial work values, but we rely on a broader base of sources to inform what we know

about a particular problem or population as well as how we might best intervene.

More specifically, we draw knowledge from psychology, nursing, sociology, crimi-

nology, and many other disciplines.

To get up-to-date knowledge, we would want to consult research and practice

experts—either through published literature or by networking through professional

channels such as conferences and associations. Our aim is to start with the work of

others to learn from their mistakes and triumphs and to avoid reinventing the “eval-

uation and practice” wheels that are already in motion and working in programs

throughout the country or around the world.

To some degree, the Internet has made professional contact and consultation

much easier in recent years. However, because the Internet provides easy access to all

kinds of information (the good, the bad, and the ugly), it is our professional respon-

sibility to discern which knowledge is credible and which is not. Generally speaking,

information retrieved from the Internet is more credible if it can be verified by inde-

pendent sources (e.g., published articles, research experts, or practice experts) and

is corroborated by multiple sources.

Building on knowledge generated by others is a basic ingredient of professional

social work practice. Sometimes prior knowledge is rich and detailed, but more often

than not it is sparse and vague. Either way, social work practitioners can contribute to

a particular knowledge base by providing fruitful insight and understanding from

their direct experiences with clients in the field. Through case-level and program-

level evaluations, we can learn a great deal from practitioners in the field. Whom do

they serve? What do they do? Which of their interventions are most effective?

Findings based on systematic evaluations are more credible than findings based

on individual experiences of one or a few practitioners. Indeed, if a number of eval-

uation studies produce similar findings, theories may be formulated about the dif-

ferent kinds of treatment interventions most likely to be effective with a particular

population. Once formulated, a theory has to be tested. This, too, can be achieved by

means of evaluations using rigorous evaluation designs. It should be noted that, in

our profession, very few evaluations test theories because the controlled conditions

required for theory-testing are often not feasible in real-world settings where social

work practice takes place.

Collaborating With Program Stakeholders

The process of evaluation can also help open up communication among our stake-

holders at all levels of program operations. People who have vested interests in pro-

grams are called stakeholders, and they each provide a unique perspective as well as

Theory

A reasoned set of proposi-

tions derived from and sup-

ported by established data.

Stakeholders

A person or group of people

having a direct or indirect

interest in the results of 

an evaluation.
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Box 1.3 What Is Stakeholder Involvement?

Stakeholder involvement is based upon the belief
that expertise does not lie solely with program pro-
fessionals. Stakeholders are persons or organizations
who have investments in the content of a program or
in the dissemination and evaluation of a program
(Centers for Disease Control and Prevention, 1999).
Over the last several years, the interpretation of stake-
holder involvement has changed as programs have
focused not just on individuals and families but on the
broader ecology, including neighborhoods, work-
places, schools, places of worship, communities, and
the society. Work in the area of teen pregnancy pre-
vention, for example, involves partnerships in the gen-
eral public health, social service, and education fields.
Consequently, decisions regarding programs should
include the considerations and perspectives of multi-
ple stakeholders.

Who Are Stakeholders?

Stakeholders include funders and administrators of pro-
grams but also staff, program participants and their
peers, family members, and the wider community. It
would not be unusual for stakeholders in a youth devel-
opment program to include elected city, county, and
state officials, religious leaders, business owners, neigh-
borhood association members, sports figures and
coaches, students, out-of-school youth, parents, health
and social service providers,educators,representatives of
the art community, and any other interested persons or
groups. Stakeholders should represent the diversity of
the community in many ways,such as race,ethnicity,abil-
ity, income, sexual orientation, and family constellation.
Youth development is the responsibility and a domain of
interest for all citizens in a community.

Why Is Stakeholder Involvement Important?

Stakeholders offer important insight into each phase of
program planning, implementation, and evaluation.
Stakeholders are most commonly involved at the begin-
ning stages of program planning. They are able to pro-
vide insight into the various needs that a program or
curriculum should meet. However, experience has
showed that, once the goals have been set in the first
part of program development, stakeholders are some-
times not consulted in latter stages of program imple-
mentation and evaluation. This is unfortunate because
stakeholders have the potential to illuminate issues and
needs during the course of program implementation
(Banach & Gregory, 2001). Frequently, stakeholders who
participate in an initial needs assessment may not be
the same stakeholders who ultimately sustain the pro-
gram. Consequently, eliciting ongoing feedback and
keeping lines of communication open are crucial to pro-
gram success. This is particularly true in community-
based youth development programs. A broad range of
stakeholders has the knowledge, daily life experiences,
and expertise that can contribute to program success.

How Do Stakeholders Become Involved?

Stakeholders may be involved in multiple roles and serve
various functions. Focus groups may be conducted to get
initial ideas and reveal community norms, history, and
players. Community mapping may be conducted to
learn about the important features, places, and events.
Volunteer opportunities, advisory committees, participa-
tion in hiring processes,program committees,and various
other means can be explored.The important point is that,
if stakeholders are valued, they will be welcomed and
their voices heard.

have a different interest or “stake” in decisions made within social service

programs—from administrative decisions about staff qualifications to a practi-

tioner’s decision about the best way to serve a particular client system (e.g., individ-

ual, couple, family, group, community, or organization). Box 1.3 clearly illustrates the

roles that stakeholders have in the program evaluation process.



Evaluation by its very nature not only has us consider the perspectives of differ-

ent stakeholder groups but can also facilitate an understanding of the priority inter-

ests among the various parties and promote collaborative working relationships. Six

stakeholder groups are key to program planning and evaluation efforts (Figure 1.2):

(1) policymakers at federal, state, and local levels; (2) the general public; (3) program

funders; (4) administrators of social service programs; (5) practitioners employed by

the programs; and (6) the clients served by the programs.

Policymakers

To policymakers in governmental or other public entities, any individual social service

program is only one among hundreds. On a general level, policymakers are concerned

with broad issues of public safety, fiscal accountability, and human capital. For exam-

ple, how effective and efficient are programs serving women who have been battered,

youth who are unemployed, or children who have been sexually abused? If one type of
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program is as effective (produces beneficial client change) as another but also costs

more, does the nature or type of service offered to clients justify the greater expense?

Should certain types of programs be continued, expanded, modified, cut, or aban-

doned? How should money be allocated among competing similar programs? In sum, a

major interest of policymakers is to have comparative data about the effectiveness of

different social service programs serving similar types of client need (see Chapter 8).

Policymakers play a key role in allocation of public monies—deciding how

much money will be available for various social programs such as education, health

care, social services, mental health, criminal justice, and so on. Increasingly, policy

makers are looking to accreditation bodies to “certify” that social service programs

deliver services according to set standards. For example, the Joint Commission on

Accreditation of Healthcare Organizations (JCAHO) is responsible for evaluating

and accrediting health care organizations and programs in the United States, and the

Council on Accreditation (COA) evaluates and accredits programs that provide ser-

vices to children and families as well as behavioral health care.

General Public

Increasingly, taxpayers are demanding that policymakers in state and federal gov-

ernment departments be accountable to the general public. Lay groups concerned

with special interests such as the care of the elderly, support for families, drug reha-

bilitation, or child abuse are lobbying to have their interests heard. Citizens want to

know how much money is being spent and where is it being spent. Are taxpayers’

dollars effectively serving current social needs? The public demand for “evidence”

that publicly funded programs are making wise use of the money entrusted to them

is growing. The media, television in particular, plays a central role in bringing issues

of government spending to the public’s attention. Unfortunately, the media tends to

focus on worst-case scenarios, intent on capturing public attention in a way that will

increase network ratings and the number of consumers tuning in.

Evaluation is a way for social service programs to bring reliable and valid data

to the public. Evaluation data can be used to build public relations and provide a

way for programs to demonstrate their “public worth.” As such, evaluation is more

often used as a tool for educating the public—sharing what is known about a

problem and how a particular program is working to address it—than a means to

report definitive or conclusive answers to complex problems. When evaluation

data reveal poor performance, then the program’s administrators and practition-

ers can report changes made to program policy or practice in light of the negative

results. On the other hand, positive evaluation results can help highlight a pro-

gram’s strengths in an effort to build its public image. A report of data showing

that a program is helping to resolve a social problem may yield desirable outcomes

such as allaying the concerns of opposing interest groups or encouraging funders

to grant more money.

Reliability

The degree of accuracy,

precision, or consistency 

of results of a measuring

instrument.

Validity

The extent to which a mea-

suring instrument measures

the variable it is supposed to

measure and measures it

accurately.
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Funders

The public and private funding organizations that provide money to social service

programs have a vested interest in seeing their money spent wisely. If funds have

been allocated to combat family violence, is family violence declining? And if so, by

how much? Could the money be put to better use? Often, funders will insist that

some kind of an evaluation of a specific program must take place before additional

funds will be provided. Program administrators are thus made accountable for the

funds they receive. They must demonstrate to the funder that their programs are

achieving the best results for the money received.

Administrators

The priority of program administrators is concern for their own program’s func-

tioning and survival, but they also have interest in other similar programs, whether

they are viewed as competitors or collaborators. Administrators want to know how

well their program operates as a whole, in addition to the functioning of a pro-

gram’s parts, which may include administrative components such as staff training,

budget and finance, client services, and quality assurance. The questions of interest

to an administrator are different but not separate from those of the other stake-

holder groups already discussed. Is the assessment process at the client-intake level

successful in screening clients who are eligible for program services? Is treatment

planning culturally sensitive to the demographic characteristics of clients served by

the program? Does the discharge process provide adequate consultation with pro-

fessionals external to the program? Like the questions of policymakers, the

general public, and funders, administrators also have a vested interest in knowing

which interventions are effective and which are less so, which programs are eco-

nomical, and which interventive strategies should be retained or could be modified

or dropped.

Practitioners

Line-level, or front-line, practitioners who deal directly with clients are most often

interested in practical, day-to-day issues: Is it wise to include adolescent male sexual

abuse survivors in the same group with adolescent female survivors, or should the

males be referred to another service if separate groups cannot be run? What mix of

role-play, educational films, discussion, and other treatment activities best facilitates

client learning? Will parent education strengthen families? Is nutrition counseling

for parents an effective way to improve the school performance of children from im-

poverished homes?

The question that ought to be of greatest importance to a practitioner is whether

the particular treatment intervention used with a particular client is working.
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However, sometimes interests from stakeholders external to the program impose

constraints that have practitioners more concerned with other issues. For example,

when an outreach program serving homeless people with mental illness cannot

afford to send workers out in pairs or provide them with adequate communication

systems (e.g., cell phones), workers may be more concerned about questions re-

lated to personal safety than questions of client progress. Or workers employed by a

program with several funding streams may be required to keep multiple records of

services to satisfy multiple funders, thus leaving workers to question the sensibility of

duplicative paperwork instead of focusing on the impact of their services for clients.

Clients

The voice of clients is slowly gaining more attention in evaluation efforts, but our

profession has a long way to go before clients are recognized as a legitimate stake-

holder group. Of course, clients are a unique stakeholder group because they de-

pend on a program’s services for help with problems that are adversely affecting

their lives. In fact, without clients there would be no reason for a program to exist.

Clients who seek help do so with the expectation that the services they receive will

benefit them in some meaningful way. Clients want to know whether our social ser-

vice program will help resolve their problem. If the program claims to be able to

help, then are ethnic, religious, language, or other matters of diverse client needs

evident in the program’s service delivery structure? In short, is the social service

program in tune with what clients really need? Client voices are being heard more

and more as time goes on—and rightfully so! A brief glimpse at the effectiveness

and efficiency of the immediate relief services provided by the Federal Emergency

Management Agency (FEMA) to the survivors of Hurricane Katrina should ring

a bell here.

A Word About Collaboration Among Stakeholder Groups

Collaboration involves cooperative associations among the various players from

the different stakeholder groups for the purposes of achieving a common goal—

building knowledge to better help clients. A collaborative approach accepts that dif-

ferent stakeholders will have diverse perspectives. Rather than assuming that one

perspective is more valuable than another, we should regard each stakeholder group

as having relative importance toward achieving a better understanding of how to

solve problems and help clients. For example, if a program’s workers want to know

how new legislation will change service provision, then the perspective of policy-

makers and administrators will have great value. But if a program administrator

wants to better understand why potential clients are not seeking available services,

then the client perspective may be the most valuable of all the stakeholder groups.

Social service stakeholders have formed formal groups in most states. Some of
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these groups are politically connected and highly developed. A child welfare stake-

holder group in California, for example, has an exceptionally informative Web site.

The group also publishes its activities from time to time (see Box 1.4).

As it stands, a collaborative work structure is not a natural phenomenon in today’s

social service arena. The dominant structure is a hierarchy, which can be thought of as

a chain of command with higher levels possessing greater power and authority over

lower levels. Typically, the hierarchy would have policymakers and funders at the top

of the hierarchy, program administrators and workers in the middle, and clients at the

bottom. Critics of this top-down way of thinking might argue for turning the hierar-

chy upside down, placing clients at the top and all other stakeholder groups at varying

levels of support beneath them. Whatever the power structure of stakeholders for a

particular program, evaluation is a process that may do as little as having us consider

the multiple perspectives of various stakeholder groups or as much as bringing differ-

ent stakeholder groups together to plan and design evaluation efforts as a team.

Integrated Accountability With Service Delivery

A third way that evaluation strengthens our profession is by providing a process

whereby social workers can be directly involved—taking leadership positions—in

program and practice accountability. As previously mentioned, administrators are

accountable to their funders for the way in which their money (more appropriately,
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Box 1.4 Child Welfare Stakeholders Group of California

The goal of the stakeholders group was not “business as usual”but rather to improve
the way abused and neglected children are served in California. It was important to
include individuals who represented a wide variety of interested parties and cultur-
ally diverse populations. The stakeholders group is composed of representatives
from the following organizations:

• Consumers of child welfare services
• Former foster youth and foster families
• Advocates for foster children, youth, and parents
• Public and private providers of services
• Federal, state, and county administrators
• Supportive services representatives from health services, the mental health, alco-

hol and drug, and developmental services, and from the Department of Finance
• Court and legal community
• California state legislature
• California Department of Education
• Research institutions
• Foundations



your money via taxes) is spent, and the funders are similarly accountable to the pub-

lic. Accountability means that we are answerable for the actions and decisions we

make. Program-level evaluations help us to be accountable by providing data that

can help us explain an entire program, and case-level evaluations can help us evaluate

our day-to-day client outcomes.

Demonstrating accountability, or providing justification of a social service

program, is a legitimate purpose of an evaluation insofar as it involves a genuine

attempt to identify a program’s strengths and weaknesses. Accountability in our pro-

fession can take several forms:

• Coverage Accountability. Are the persons served those who have been desig-

nated as target clients? Are there any other beneficiaries who should not be

served? (See Chapter 5.)

• Cultural Accountability. Are program employees culturally competent? To

what extent are the cultures of clients served represented in the program’s ad-

ministrative and service delivery structures? We use the broad meaning of

culture here to reflect diversity in areas of race, class, ethnicity, religion, sex-

ual orientation, and other classifications identifying groups of people that are

oppressed or discriminated against in our society. (See Chapter 16.)

• Service Delivery Accountability. Are reasonable amounts of services being de-

livered? To what extent is service delivery supported by an evidence base?

(See Chapters 6 and 7.)

• Fiscal Accountability. Are funds being used properly? Are expenditures prop-

erly documented? Are funds used within the limits set within the budget?

(See Chapter 8.)

• Legal Accountability. Are relevant laws, including those concerning affirma-

tive action, occupational safety and health, and privacy of individual records,

being observed? (See Chapter 15.)

• Professional Accountability. Are our professional codes of ethics and accredi-

tation standards being met? (See Boxes 1.1 and 1.2.)

Client-Centered Practice

As mentioned previously in our discussion of stakeholder groups, social service pro-

grams exist to prevent, ameliorate, or erase problems affecting people, the clients of

the program. In other words, social service programs exist because there is an iden-

tifiable group of clients who can benefit from their services. Ideally, social workers

can think of working themselves out of a job, one client at a time.

However, just as client problems are complex, so is the environment in which

social service programs operate. Office politics, negative media attention, low pay,

high caseloads, and low job satisfaction are just a few organizational factors that can

shift focus away from client needs or program benefits for clients. The process of
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evaluation, as we describe it in this book, keeps clients—the reason for a program’s

existence—as an evaluation priority.

EVALUATION FROM A PERSON-IN-ENVIRONMENT

PERSPECTIVE

A hallmark of the social work profession is the person-in-environment perspective.

It is a perspective that affects how we view clients and social problems. It is also a

perspective that is useful for thinking about social service programs and the role that

evaluations can take within them.

Viewing persons or entities in the context of their environment is a concept that

comes from ecological theory, which is best known for its idea of nested environ-

ments shown in Figure 1.3. In ecological theory, the micro level represents the indi-

vidual or family environment, the meso level accounts for interactions of micro

environments, the exo level represents entities that influence the micro environment

but does not always do so in a direct fashion, and finally, the macro level as the out-

ermost level represents distant connectivity such as our community or the broader

society. Social work practitioners can use this thinking structure of ecological theory

to assess interaction and interdependence among the four levels in order to better

help clients as individual persons, groups, families, or communities.

The nested thinking structure within Figure 1.3 is a useful aid to a better under-

standing of how clients interface with the human service programs, how programs

interface with their societal environment, and how evaluations fit in this context.

Figure 1.3 shows an example of how nested levels can help us understand individual

persons (micro level) in the context of a social service program environment as they

will have interactions with individual staff (meso level), receive services according

to program policy and procedure (exo level), and deal with consequences of the
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community (macro level) such as having to cope with the societal stigma that comes

from using the program’s services.

Note that the macro level in Figure 1.3 is labeled the “political community.” This

is an important feature of the environmental context for social workers, and we dis-

cuss politics further in Chapter 15. However, we introduce the label here to suggest

that the political connectedness of social service programs is gaining critical impor-

tance not only for how clients of the program are served but for the very survival

of the program itself.

Viewing clients, or consumers, of social services through a person-in-environment

perspective is a common notion in social work practice. Most typically, this perspec-

tive has social work practitioners consider the client as a micro-level individual per-

son who is interconnected with other individuals in meso-level groups (e.g., friends,

family), exo-level organizations (e.g., educational, occupational, religious), and

macro-level communities or society (e.g., law enforcement, politics).

For example, suppose you sought the help of a social work practitioner at your

university’s counseling center because you have been feeling heightened sensations of

anxiety such as shortness of breath and tightness in your lungs and chest when you

think about upcoming final exams. Although your presenting problem (test anxiety) is

very specific, you could expect the practitioner assigned to your case to ask you a broad

set of questions to better evaluate the problem that brought you to the counseling cen-

ter in the first place. You could also expect to answer questions related to your ties with

your university-based and home-based friends, teachers, and family as well as your

general sense of comfort with fitting into the university scene. In addition, the social

work practitioner would also be mindful that your visit to the counseling center has it-

self added to the complexity of your life space or environment at your university.

By considering your presenting problem in the context of your environment, the

social work practitioner expects to be in a better position to suggest interventions

that will fit your lifestyle and maximize your success at reducing test anxiety; the pri-

mary reason for you seeking help in the first place. In addition, the practitioner

would have a better idea about how to go about evaluating her work with you, the

client. By considering a person-in-environment perspective, a worker aims to de-

velop ways to improve services to clients using micro-level interventions (e.g., coun-

seling or problem solving) and evaluation methods (e.g. case-level design, client

satisfaction questionnaire, or program outcome evaluation measuring instruments).

EVALUATION FROM A PROGRAM-IN-ENVIRONMENT

PERSPECTIVE

Viewing human service programs through an environment perspective is becoming

more widespread among social work practitioners, even among those who have no

administrative aspirations. For example, we can use a similar nested thinking structure
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to conceptualize the human service program or agency (Level 1) within the context

of both its local community environment (Level 2), and the broader societal and po-

litical environment (Level 3). Figure 1.4 (Mulroy, 2004) has us consider all three lev-

els against a backdrop of social justice.

Suppose, for example, that you have graduated with your social work degree

and are now employed by the university counseling center to help students strug-

gling with test anxiety. As a social work practitioner employed by the counseling

center (Level 1) you have adopted a person-in-environment perspective to help indi-

vidual students. In addition, you are bound by the policy and procedures of your

place of employment that call for program services to benefit the client (i.e., effec-

tive) in a timely (i.e., efficient) and just (i.e., equity) manner. However, you would

also be aware of how your program (the counseling center) is affected by the context

of your university’s environment (Level 2).

Various university-level factors could be at play such as large class sizes, the ma-

jority of students being the first in their families to attend college, or recent budget

cuts for student support services on campus. Thinking beyond your university’s

campus, you could gain further understanding of your capacity to help students

at the counseling center by evaluating relevant societal and political information

(Level 3) such as the degree to which local, state, or federal government officials
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support higher education or the push in the global market economy to produce a

more technologically skilled labor force.

The arrows flowing through the nested structure in Figure 1.4 communicate the

idea that the boundaries between the layers are porous (Mulroy, 2004). In other

words, actions or events at one layer have an impact on all other layers. Thus, the so-

cial work practitioner, situated at in the center of Figure 1.4 as an employee of the

program, is concerned not just with the client but also with the many other stake-

holders in the organizational environment. By considering the organization-in-

environment perspective, you as the social work practitioner assigned to help

individual students with problem such as test anxiety may also be in a position to

evaluate the problems at a macro level—perhaps helping many students by your ef-

forts.

Suppose you notice a trend whereby every month more and more students seek

help for test anxiety. By considering the growing problem of student anxiety in the

context of the program’s environment, you would be in a better position to facilitate

change that will fit the environmental context in which the counseling center is situ-

ated. For example, you might enlist support of your supervisor to write a grant to

fund student support groups, you might ask to chair or lead a committee to discuss

instructional strategies to prevent student test anxiety, or you might lobby your uni-

versity’s administration to raise awareness of student issues and advocate for im-

provements to student support services on campus. In sum, by considering an

organization-in-environment perspective, you could develop ways to improve ser-

vices to your clients using macro-level interventions.

SUMMING UP AND LOOKING AHEAD

This chapter briefly introduced the concept of quality improvement in our pro-

fession and explained how evaluation provides the overall tools for the quality

improvement process effort. We then presented a brief introduction to why our pro-

fession needs evaluations and discussed how stakeholders must be involved with all

evaluative efforts.

Now that we know how program evaluations can be useful for our profession,

the following chapter presents how we can use two complementary evaluation ap-

proaches in the quality improvement process: the project approach to quality im-

provement and the monitoring approach to quality improvement.
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RECAP AND ONLINE MATERIALS

In this chapter, you learned how to become an accountable social work professional

through the use of research and evaluation methods.

You should also recall the concept of the social work research process from your

foundational research course. If not, go online to take a free crash course in the basic

social work research process.

You can also find the following materials online to help you master the concepts

you just learned:

• Chapter Outline

• Learning Objectives

• Key Terms and Concepts

• Flash Cards

• Practice Multiple-Choice Tests

• Essay Questions with Answers

• Links

www.oup.com/us/swevaluation

STUDY QUESTIONS

1. Are you fearful of evaluation? Why, or why not? Are you less or more fearful of

evaluation since you read the chapter? If you are still fearful after reading the

chapter, you need to read it again.

2. In your own words, discuss why quality improvement is important to the social

services.

3. What are stakeholders? List and discuss the different types of stakeholders to

whom any evaluation must pay attention.

4. List the various stakeholders for your social work program (i.e., BSW or MSW).

Provide a rationale for why you listed each one. Who is the client stakeholder of

your social work educational program? Why?

5. List and discuss the six forms of accountability. Provide a social work example

of each one.

6. In your own words, discuss the relationship between a case-level evaluation and

a program-level evaluation. Discuss how they complement one another.

7. Take a look at Box 1.1. Do you agree with the NASW principles? Why or why

not? Discuss how you believe this course will prepare you to abide by the

NASW’s Code of Ethics when it comes to research and evaluation.

8. What are data? What is information? From your own experiences, provide an

example of how information was derived from data.

www.oup.com/us/swevaluation


9. In your own words, briefly discuss the “evaluation from a person-in-environment”

perspective. Provide a social work example throughout your discussion.

10. In your own words, briefly discuss the “evaluation from a program-in-

environment” perspective. Provide a social work example throughout your

discussion.
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APPROACHES TO ACCOUNTABILITY

Needs assessment

A type of evaluation that is

designed to assess the need

for a social service by verify-

ing that a social problem ex-

ists within a specific client

population to such an extent

that services are warranted.

Process evaluation

A type of evaluation that is

designed to describe and as-

sess the services provided to

clients and how satisfied key

stakeholders are with the

services provided.

Outcome evaluation

A type of evaluation that is

designed to measure the 

nature of change, if any, for

clients after they have

received services from a

program.

Efficiency evaluation

A type of evaluation that is

designed to measure the

efficiency of a program.

Project approach to

quality improvement

Evaluations whose purpose

is to assess a completed or

finished program.

27

2

The External Project Approach
The Internal Monitoring Approach
Fine-Tuning Programs
Summing Up and Looking Ahead
Recap and Online Materials
Study Questions
References, Further Reading, and Resources

There are as many types of program evaluations as there are people willing to

dream them up and label them with trendy names. Table 2.1 presents the pur-

poses, the advantages, and the disadvantages of just a few of the ones that have

caught on during the last several years. In Part II of this book, only four will be

briefly discussed: (1) needs assessments in Chapter 5, (2) process evaluations in

Chapter 6, (3) outcome evaluations in Chapter 7, and (4) efficiency evaluations in

Chapter 8.

We need to understand that each evaluation is tied to a social service program

that will be influenced to varying degrees by the environment in which the program

operates. The four types of evaluations that we will be discussing in Part II of this

book can, to some degree, be loosely classified under either the project approach or

the monitoring approach to quality improvement (Figure 2.1).

An evaluation whose purpose is to assess a completed social service program

(or project) uses a project approach to quality improvement. Complementary to

the project approach, an evaluation whose purpose is to provide feedback while a

program is still under way has a monitoring approach to quality improvement; that

is, it is designed to contribute to the ongoing development and improvement of the

program as it goes along. Sometimes the monitoring approach is labeled “formative

evaluation,” and the project approach is sometimes called “summative evaluation” as

discussed in Box 2.1.



Adversary Oriented
Evaluation

Process, Outcome Balances bias
through a planned
effort to generate
opposing points of
view within an
evaluation

To assure fairness
and illuminate pro-
gram strengths
and weaknesses by
incorporating both
positive and nega-
tive views into the
evaluation design

Diverts a great deal
of subsequent criti-
cism by addressing
anticipated

Time-consuming
and expensive, re-
quiring extensive
preparation and in-
vestment of hu-
man and financial
resources

How effective is
the Healthy Start
program in reduc-
ing child abuse
rates?

Black Box 
Evaluation

Outcome Examines program
output without
consideration of
program input

To determine pro-
gram effects

Determines
whether program
is achieving its
goals

Fails to consider
why something
is effective or
ineffective

Do standardized
test scores of high
school students
improve from the
beginning of the
term to the end?

Cluster Evaluation Process Engages a group 
of projects with
common funders,
topics, or themes
in common evalua-
tion efforts to pro-
vide a composite
overview of the
success or failure
of the cluster

To improve pro-
grams by identify-
ing patterns of and
lessons from the
cluster

Allows multiple
evaluation models,
each designed for
individual sites and
programs based on
local needs, to ad-
dress collective
themes or topics

Lack of standardi-
zation makes it dif-
ficult to describe
how approach
should be con-
ducted

In what ways do
prenatal programs
for parents im-
prove outcomes
for infants?

Context Evaluation Need Describes discrep-
ancies between
what is and what 
is desired

To develop a pro-
gram rationale
through the analy-
sis of unrealized
needs and unused
opportunities

Potential for pro-
gram effectiveness
is enhanced when
conceptual basis
for program is per-
ceived needs

Target audience
may fail to recog-
nize or articulate
needs

What are the needs
of low income
women in terms of
prenatal health
care?

Table 2.1 Many Types of Program Evaluations

Approach Type Description Purpose Strength Limitation Sample Question



Cost Effectiveness
Evaluation

Efficiency Describes the rela-
tionship between
program costs and
outcomes for par-
ticipants in sub-
stantive terms

To judge the effi-
ciency of a pro-
gram

Allows comparison
and rank ordering
of alternative inter-
ventions in ad-
dressing similar
goals

Requires extensive
technical and ana-
lytical procedures

How many dollars
were expended to
increase reading
test scores of stu-
dents?

Cost-Benefit 
Evaluation

Efficiency Compares program
costs and program
outcomes in terms
of dollars

To describe the
economic effi-
ciency of a pro-
gram regarding
actual or antici-
pated costs and
known or expected
benefits

Useful in convinc-
ing policymakers,
funders, and deci-
sion makers that
dollar benefits jus-
tify the program

Difficult to quantify
many outcomes in
monetary terms
and to express
costs and benefits
in terms of a com-
mon denominator

What was the total
estimated savings
to society as a re-
sult of decreases in
teen pregnancy
rates?

Evaluation 
Research

Outcome Generates knowl-
edge of program
effectiveness in
general rather than
judging the merit
of individual pro-
grams

To generate knowl-
edge for concep-
tual use

Introduces objec-
tivity and scientific
rigor

Nonsignificant sta-
tistical findings 
do not necessarily
mean that group
means are equal
nor that program 
is ineffective

Do employers who
offer on-site child
care have higher
staff morale than
those employers
who do not offer
on-site child care?

Goal-Free 
Evaluation

Outcome Gathers data di-
rectly on program
effect and effec-
tiveness without
knowledge of pro-
gram goals

To evaluate the ac-
tual effects free
from constraints of
goals and their
outcome expecta-
tions

Attention to actual
effects rather than
alleged effects re-
duces tendency to-
ward tunnel vision
and increases likeli-
hood that unantici-
pated side effects
will be noted

Not goal-free at all
but rather focuses
on wider context
goals instead of
program-specific
objectives

What are the actual
effects of the men-
toring program?

(continued)



Goals-Based
Evaluation

Outcome Emphasizes the
clarification of
goals and the pro-
gram’s effective-
ness in achieving
goals

To measure the 
degree to which
goals are achieved

Evaluation is sensi-
tive to a particular
program and its
circumscribed
goals and objec-
tives

Fails to consider
additional effects
of program and
neglects why it
succeeds or fails

Does a parent’s
knowledge of child
development
change as a result
of the program?

Impact Evaluation Outcome Addresses impact
of program on pro-
gram recipient

To describe direct
and indirect pro-
gram effects

Tests the useful-
ness of a program
in ameliorating a
particular problem

Difficult to estab-
lish causality in so-
cial sciences

Are participants
able to secure
meaningful em-
ployment as a re-
sult of the
job-training
program?

Implementation
Evaluation

Process Examines if the
program is func-
tional and operat-
ing as it is
supposed to be

To determine ex-
tent to which pro-
gram is properly
implemented (to
seek out discrep-
ancies between
program plan and
reality)

Examines program
operations in con-
text as implemen-
tation strategies
are neither auto-
matic or certain

Provides no infor-
mation regarding
program efficiency
or effectiveness

Is the program
reaching the target
population?

Input Evaluation Process Describes strong
and weak points of
strategies toward
achieving objec-
tives

To identify and as-
sess program capa-
bilities

Provides useful in-
formation to guide
program strategy
and design

Approach can be
complex and over-
whelming if priori-
ties are not set and
followed

Are home visits or
group sessions
more appropriate
for the target pop-
ulation?

Outcomes 
Evaluation

Outcome Comparison of ac-
tual program out-
comes to desired
program outcomes

To determine
whether program
objectives have
been attained

Generally is easy 
to understand, de-
velop, and imple-
ment

Lacks information
regarding the ac-
tual nature of the
program and what
is producing ob-
served outcomes

Do patients lose
weight?

Table 2.1 (continued)



Performance
Evaluation

Outcome Assesses program
results in terms of
established perfor-
mance indicators

To describe behav-
ior changes as a re-
sult of the program

Establishes perfor-
mance criteria for
program recipients

Uncertainty re-
garding the extent
to which program
activities caused
observed results

What study skills
do youth display
after participating
in a tutoring pro-
gram?

Process Evaluation Process Focuses on internal
dynamics and ac-
tual operations to
understand
strengths and
weakness

To look at how an
outcome is pro-
duced rather than
the outcome itself

Provides feedback
in development
phase to improve
program

Does not indicate if
a program is suc-
cessful or effective

How many hours
of direct contact
do program recipi-
ents receive?

Responsive
Evaluation

Process, Outcome,
Need, Efficiency

Responds to pro-
gram activities and
audience needs by
allowing evalua-
tion questions 
and methods to
emerge from ob-
servation

To address the con-
cerns and issues of
the stakeholder au-
dience

Directs the atten-
tion of the evalua-
tor to the needs 
of those for whom
the evaluation is
being done

Reliance on indi-
vidual stakeholder
perspectives may
lead to subjective
designs and 
findings

What major ques-
tions would you
like the evaluation
to answer?

Theory-Based
Evaluation

Process, Outcome Evaluation based
on a model, theory
or philosophy
about how a pro-
gram works

To identify the
causal relationships
that affect, operate,
and influence the
program

Presents rationale
for choice of vari-
ables, and results
can contribute to
growing body of
scientific knowl-
edge

Conclusions are
based on whether
theory is correct or
accepted

Is there a fit be-
tween the out-
comes predicted
by the ecological
theory and the ob-
served outcomes
for families?

Utilization Focused
Evaluation

Process, Outcome,
Efficiency, Need

Yields immediate,
concrete, observ-
able, and useful 
information on
program decisions
and activities as a
result of evaluation
findings

To increase the use
of evaluation

Provides meaning-
ful, relevant, and
substantial infor-
mation to em-
power users

Demands high ex-
penditures of time,
energy, and staff
resources

What information
is needed by stake-
holders to improve
future youth devel-
opment programs?
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THE EXTERNAL PROJECT APPROACH

Evaluations that enhance the quality improvement process in our profession may be

carried out daily, or they may not be initiated until the program has been in opera-

tion for a number of years. A one-shot evaluation illustrates the external evaluation
approach to quality improvement of projects.

Characteristics of the External Project Approach

The external project approach tends to give rise to evaluations with the following

general overall characteristics: (1) they are externally driven, (2) they have to deal

with resistant workers, (3) they provide only periodic or no feedback to social work-

ers, (4) they recommend large changes, (5) they are not practical in applied settings,

and (6) they are difficult to incorporate in practice settings.

Externally Driven

The evaluation will almost certainly be externally driven, that is, it will be initiated

by someone outside the program who more often than not will decide on the evalu-

ation questions to be answered and the data to be collected that will presumably

answer the questions.

External evaluation

An evaluation that is con-

ducted by someone who

does not have any connec-

tion with the program.

Data

Isolated facts, presented in

numerical or descriptive

form, on which client or pro-

gram decisions are based;

not to be confused with in-

formation.

Project Approach Monitoring Approach

Figure 2.1 Two complementary approaches to evaluation.
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Box 2.1 Formative and Summative Evaluations

Formative Evaluation (Monitoring Approach)

Formative Evaluation typically involves gathering information during the early stages
of your project or program, with a focus on finding out whether your efforts are
unfolding as planned, uncovering any obstacles, barriers, or unexpected opportuni-
ties that may have emerged, and identifying mid-course adjustments and correc-
tions that can help ensure the success of your work.

Essentially,a formative evaluation is a structured way to provide program staff with
additional feedback about their work.This feedback is primarily designed to fine-tune
the implementation of the program,and it often includes information that is purely for
internal use by program managers. Some information may also be reported in the
summative evaluation of program impact, particularly if it is relevant to the replica-
bility or design evolution of the program.

Some programs evolve continuously, never reaching a stage of being finished or
complete; formative evaluation activities may be extended throughout the life of a
program to help guide this evolution. Successful formative and summative evalua-
tions depend not only on thorough program design and planning but also on the
early adoption of an effective data collection strategy and in many cases a manage-
ment information database that allows program staff and evaluators easy access to
well-organized program information.

Summative Evaluation (Project Approach)

Summative Evaluation typically involves the preparation of a formal report outlining
the impact of a program. For instance, an evaluation report will typically detail who
participated in a program, what activities affected them, and what gains or im-
provements resulted from their participation. Often this report will include details
regarding what prerequisites or conditions are essential or helpful to the replication
of the program, program costs and benefits, and disaggregated results showing
findings for specific subgroups of participants.

There is no crisp dividing line between formative evaluation and summative
evaluation. Much of the information gathered during formative evaluation activities
may be reported in formal summative reports, particularly during the early devel-
opment of new programs, in order to show how the program is responding to chal-
lenges and reaching benchmarks and milestones along the way toward intended
outcomes.

Usually, a compelling case that your program has had a positive impact requires
measurement of program targets before, during, and after implementation of the
program.This requires careful program planning and early adoption of appropriate
data collection methods and a management information database. Your summa-
tive evaluation report is a showcase for outcomes associated with your program.



Resistant Social Workers

Social workers may react negatively to the evaluation, seeing it as unrelated,

intrusive, irrelevant, and, more importantly, an extra burden. Additionally, they

may fear the evaluation will be used in some way to judge them. When an evalua-

tion is externally driven, social workers may resist implementation of an evalua-

tor’s recommendations, even if the program’s administration insists that changes

be made.

Intrusiveness

Evaluation procedures are very likely to be intrusive, no matter how hard the person

doing the evaluation works to avoid this. Because the procedures are not a part of a

program’s normal day-to-day routine but must be introduced as additional tasks to

be performed, social workers have less time to spend on normal, client-related activ-

ities. This diversion of attention may be resented when workers feel obliged to spend

less time with clients and more time participating in an evaluation process that was

mandated “from above,” or “from outside the program.”

Periodic or No Feedback to Social Workers

The data obtained from a project-type approach to quality improvement, even if

shared with the practitioners, is usually not directly or immediately relevant to them

or their current clients. This is particularly the case if an evaluation is designed to

answer questions posed by administrators or funders, and workers’ practice con-

cerns cannot be addressed in the same evaluation project.

If, as sometimes happens, the project-type approach does yield useful informa-

tion (via the data collected) for the social workers, and changes are made on the ba-

sis of these data, the next evaluation may not take place for a long time, perhaps not

for years. If the evaluator is not on hand to analyze the benefits resulting from the

changes, the social workers may not be sure that there were any benefits.

Large Recommended Changes

The changes recommended as a result of a project approach to quality impro-

vement can be major. Administrators and evaluators may feel that, with an

evaluation occurring only once every few years, it is an event that ought to yield

“significant” findings and recommendations to justify it. Large recommended

changes can involve program renovations (e.g., overhauling the staff structure of a

program) versus program refinements (e.g., adding or revising a component of

staff training).
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Not Practical in Applied Settings

All evaluations must be based on well-established evaluation principles and methods.

Project evaluations, however, are more likely to be based on the scientific rigor neces-

sary to obtain cause-and-effect knowledge. We will discuss basic types of evaluation

designs in subsequent chapters. For now, it is enough to point out that evaluation de-

signs used to obtain higher levels of quality improvement recommendations may re-

quire that clients be randomly assigned to experimental or control groups without

regard to their individual rights—a technique that does not consider clients’ special

needs (see Chapter 10). Similarly, evaluation designs to measure client change may

require that measurement be carried out both before and after the treatment inter-

vention, without regard to clinical time restraints or the client’s emotional condition.

Usually, rigorous experiments for the purpose of increasing knowledge are carried

out in laboratory-type settings and not in practice settings. However, the same rigorous

conditions may be suggested if the purpose is, for example, to evaluate the effectiveness

and efficiency of a therapy group. The worker might argue that more time will be spent

in the administration of the measuring instruments than conducting therapeutic work;

the evaluator can easily reply that results will be valid only if experimental conditions

are observed. The issue here is: Whose interests is the evaluation intended to serve?

Who is it for—the social work practitioner or the external evaluator?

In a project approach to quality improvement, the answer is that sometimes it

serves the evaluator or the administrative, academic, or funding body that has em-

ployed the evaluator. It should be stressed that this is not always the case. Many proj-

ect approaches use unobtrusive evaluation techniques geared to actual practice

situations. If, however, the evaluation is undertaken only once in a number of years,

intrusion can be considered warranted to obtain reliable and valid results.

Difficult to Incorporate in Practice Settings

A final characteristic of a project approach to quality improvement is that the meth-

ods used by the evaluator are difficult for social workers to learn and almost impos-

sible for them to incorporate into their normal day-to-day practices. In fact, social

workers are not expected to learn anything about evaluation procedures as a result

of the program being evaluated. Nor is it expected that the evaluation methods em-

ployed will be used again before the next major periodic evaluation. The evaluator

carries out the project approach, and essentially until the next time, that is that.

THE INTERNAL MONITORING APPROACH

Most of the characteristics listed for the project approach to quality improvement

are rather negative; without a doubt, the project approach is intrusive and traumatic,

fails to meet the immediate needs of the workers, and may engender resentment and
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fear—especially if a program’s workers have never been involved in a previous evalua-

tion. We now turn to a second approach to quality improvement that complements the

project approach and is the main focus of this book—the internal evaluation moni-

toring approach.

The monitoring approach to quality improvement is based on reliable and

valid evaluation methods that can be integrated into a social service program as a

part of its normal operating routine. This approach measures the extent that a social

service program is reaching its intended population and the extent to which its ser-

vices match those that were intended to be delivered. In addition, this approach is de-

signed to provide immediate and continuous feedback on client service and progress

to practitioners.

The monitoring approach is nothing more than the continual collection, analy-

sis, reporting, and use of client data. This ongoing and dynamic approach to evalua-

tion is planned and systematic. Ideally, such a system would be integrated with the

program’s records system so as to avoid duplication and enhance efficiency. For ex-

ample, data on the changes the program aims to effect can be collected at intake, at

specified times during treatment, at termination, and at follow-up. In this way, a

constant stream of systematic data are collected, analyzed, and reported in an effort

to help the program focus on its clients as they come into (intake), go through (treat-

ment), and leave (termination) the program, then go on with their lives (follow-up).

More often than not, the internal monitoring approach to evaluation is done by

folks who are employed within the program whereas the project approach to evalu-

ation is usually done by people who are hired outside the program. In should be

noted however, that this is only a generality and does not hold for all social service

organizations—especially those with research and evaluation departments actually

housed within them. Nevertheless, it is absolutely important to think through the

evaluators’ role regardless of where the evaluator is housed—within the organiza-

tion or outside the organization (Box 2.2).

Characteristics of the Internal Monitoring Approach

Evaluations resulting from a monitoring approach to quality improvement tend to have

the following characteristics: (1) they are internally driven, (2) they have cooperative

social workers, (3) they have ongoing continuous feedback procedures, (4) they recom-

mend minor changes, and (5) they are easily incorporated in practice settings.

Internally Driven

Continuous routine use of evaluation methods may have been initially suggested

by an administrator or an outside consultant or funder. However, the evaluation

methods are put into place and used by practitioners for their own and their clients’

Internal evaluation

An evaluation that is con-

ducted by someone who

works within a program.

Monitoring approach to

quality improvement

An evaluation that aims 

to provide ongoing feed-

back so that a program can

be improved while it is still

under way.
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benefit without the request (or demand) from any outside source. The evaluation

may thus be said to be internally driven.

Cooperative Social Workers

When evaluation is a process instead of an event, practitioners are more likely to col-

laborate in its efforts because it is an accepted part of the daily routine of delivering

high-quality services.

Integrated

By definition, an intrusion is something unrelated to the task at hand that interferes

with that task. Evaluation methods that are routinely used to improve services to

clients are part and parcel of the workers’ daily tasks. Necessary client-centered

changes for solving problems are usually agreed on by line-level practitioners and

are usually accepted without difficulty because they result from informed decision

making; that is, decisions are made based on data that are available to all social

workers. A monitoring approach gives workers the opportunity to identify problems

and suggest tentative solutions based on program data.
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Box 2.2 Thinking Through the Evaluator’s Role

Whether you decide on an external or internal evaluator or some combination of
both, it is important to think through the evaluator’s role. With your staff and stake-
holders, think through all of the potential evaluator roles and relationships and de-
termine which configuration makes the most sense given your particular situation,
the purpose of the evaluation, and the questions you are attempting to address.One
important role to think through is the relationship between the evaluator and pri-
mary stakeholders or the evaluation team. Questions to consider include:

• Should this relationship be distant or highly interactive?
• How much control should the evaluator have over the evaluation process as

compared with the stakeholders/evaluation team?
• How actively involved should key staff and stakeholders be in the evaluation

process?

Depending on the primary purpose of the evaluation and with whom the evalu-
ator is working most closely (funders versus program staff versus program partici-
pants or community members), an evaluator might be considered a consultant for
program improvement, a team member with evaluation expertise, a collaborator, an
evaluation facilitator, an advocate for a cause, or a synthesizer. If the evaluation pur-
pose is to determine the quality or importance of a program, you might look for an
evaluator with methodological expertise and experience.



Ongoing Continuous Feedback

Some activities in a social service program need to be monitored on a continuing

basis. For example, client referrals are received daily and must be processed quickly.

To estimate remaining program space, intake workers need a list of how many

clients are presently being served, how many clients will be discharged shortly, and

how many clients have recently been accepted into the program. This continually

changing list is an example of a simple evaluative tool that provides useful data.

The resulting information can be used to compare the actual number of clients in

the program with the number the program was originally designed (and usually

funded) to serve.

In other words, the list can be used to fulfill a basic evaluative purpose: compar-

ison of what is with what should be, of the actual with the ideal. It might be found,

in some programs, that the arithmetic of intake is not quite right. For example, sup-

pose that a program has space for 100 clients. At the moment, 70 are being served on

a regular basis. In theory, then, the program can accept 30 more clients. Suppose also

that the program has five social workers; each will then theoretically carry a maxi-

mum caseload of 20.

In the caseloads of these five workers there ought to be just 30 spaces. But for some

reason, there are more than 30. The supervisor, who is trying to assign new clients to

workers, discovers that the workers can muster 40 spaces between them. In other

words, there are 10 clients on the computer who are theoretically being served, but

who are not in any of the five workers’ caseloads. What has happened to these 10

clients?

Investigation brings to light that the workers’ records and the computer’s rec-

ords are kept in different ways. Computer records reflect the assumption that every

client accepted will continue to be served until formally discharged. However, the

practitioner who has not seen Ms. Smith for six months and has failed to locate her

after repeated tries has placed Ms. Smith in the “inactive” file. The result of this dis-

parity in record keeping is that the program seems to have fewer available spaces,

and clients who might be served are being turned away.

Simply discussing inactive files at a staff meeting might solve the problem.

What steps will be taken to locate a client who does not appear for appointments?

How long should attempts at contact continue before the client is formally dis-

charged? Which other involved professionals need to be informed about the

client’s nonappearance and the discharge? When and how should they be in-

formed? Is it worth modifying the intake computer’s terminal display to include

inactive files, with the dates they became inactive and the dates they were reacti-

vated or discharged? Once decisions have been made on these points, a straight-

forward procedure can be put in place to deal with the ongoing problem of inactive

files.
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Minor Recommended Change

When change is an expected and ongoing process that results from regular monitor-

ing, program adjustments or modifications tend to be small. Of course, continual

monitoring can suggest that fundamental changes are needed in the way that the

program is conceptualized or structured, but such large changes are rare. Most of-

ten, monitoring gives rise to continual minor refinements of programs.

Easy to Incorporate in Practice Settings

The monitoring approach, like the project approach to quality improvement, is

based on well-established evaluation methods. The difference between them can lie

in whom the evaluation is intended to serve: the line-level worker or the evaluator.

When the workers themselves, for their own and their clients’ benefit, undertake an

evaluation, there is no doubt about for whom the evaluation is intended to serve.

Advantages of the Internal Monitoring Approach

Social workers who are interested in improving the quality of the services they offer

via evaluations are well on their way to taking responsibility for providing the best

possible service to clients through systematic examinations of their strengths and

weaknesses via the quality improvement process. Becoming a self-evaluating social

work professional (or program) has definite advantages not only for clients but also

for workers. For example, they provide: (1) increased understanding of programs,

(2) relevant feedback, (3) timely feedback, (4) self-protection, (5) practitioner and

client satisfaction, and (6) professionalism.

Increased Understanding of Programs

A social service program is often a complex entity with a large number of inter-

linked components. Practitioners’ main concerns usually have to do with the effec-

tiveness of their treatment interventions. How can the confused sexual identity of an

adolescent who has been sexually abused best be addressed? What teaching tech-

nique is most effective with children who have learning disabilities? Is an open-door

policy appropriate for group homes housing adolescents who are mentally chal-

lenged? Answers come slowly through study, intuition, hunches, and past experi-

ence, but often the issues are so complex that practitioners cannot be sure if the

answers obtained are correct.

Many social workers stumble onward, hoping their interventions are right, us-

ing intuition to assess the effectiveness of their particular interventions (or package
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of interventions) with a particular client. We will discuss case-level evaluations in fu-

ture chapters and show how the use of simple evaluation designs can complement a

worker’s intuition so that an inspired guess more closely approaches knowledge.

However, no amount of knowledge about how well an intervention worked will tell

the worker why it worked or failed to work. Why do apparently similar clients,

treated similarly, achieve different results? Is it something about the client? About the

worker? About the type of intervention?

It is always difficult to pinpoint a reason for unsatisfactory achievement of a

program’s objectives because there are so many possible overlapping and inter-

twined causes. However, some reasons may be identified by a careful look at the

program stages leading up to the interventions. For example, one reason for not at-

taining success with clients may be because they were inappropriate for a certain

program and ought never have been admitted to it in the first place. Or perhaps the

program’s assessment procedures were inadequate; perhaps unsuitable clients were

accepted because the referral came from a major funding body. In other words, per-

haps the lack of client success at the intervention stage derives from screening prob-

lems at intake.

Social workers who have been involved with a do-it-yourself evaluation may be-

come familiar with the program’s intake procedures, both in theory and in reality.

They may also become familiar with the planning procedures, discharge procedures,

follow-up procedures, staff recruitment and training procedures, recording proce-

dures, and so on. The worker will begin to see a link between poor client outcomes at

one program stage and inadequacies at another, between a success here and an inno-

vation somewhere else. In sum, practitioners may be able to perform their own

tasks more effectively if they understand how their program functions as a living or-

ganism. One way to gain this understanding is to participate in a hands-on, do-it-

yourself evaluation.

Relevant Feedback

A second advantage of the monitoring approach to evaluation is that the workers

within the program can formulate meaningful and relevant questions. They can use

evaluation procedures to find out what they want to know, not what the administra-

tor, the funder, or a university professor wants to know. If the data to be gathered are

perceived as relevant, social workers are usually willing to cooperate in the evalua-

tion. And if the information resulting from that data is relevant, it is likely to be used

by the practitioners.

It is our belief that all evaluative efforts conducted in our profession provide

feedback loops that improve the delivery of services. Feedback provides data about

the extent to which a program’s goal is achieved or approximated. Based on these

data, services may be adjusted or changed to improve goal achievement.
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Timely Feedback

A third advantage is that the workers can decide when the evaluation is to be carried

out. Evaluation procedures can be undertaken daily, weekly, monthly, or only once in

five years, as will be discussed in the following chapters. The point here is that data

are most useful when they help to solve a current problem, less useful when the

problem has not yet occurred, and least useful after the event.

Self-Protection

Most social service programs are eventually evaluated, often by outside evaluators. If

the social workers have already familiarized themselves with evaluation procedures

and with their program’s strengths and weaknesses, they are in a better position to

defend the program when an externally driven evaluation occurs. In addition, be-

cause improvements have already been made as a result of self-evaluations, their

program will be more defensible. In addition, the social workers will indirectly learn

about evaluation designs and methodology by monitoring their practices on a regu-

lar basis. Modifications recommended by an outside evaluator are hence likely to

be less far-reaching and less traumatic.

An additional consideration is that the social workers themselves are likely to be

less traumatized by the idea of being evaluated: Evaluation is no longer a new and

frightening experience, but simply a part of the routine—a routine that tries to

improve the quality of services for clients.

Practitioner and Client Satisfaction

A monitoring approach to a case-level evaluation can satisfy the worker that an inter-

vention is appropriate and successful, and it can improve a client’s morale by demon-

strating the progress that has been made toward his or her practice objectives.

Moreover, data gathered at the case level can always be used at the program level (see

Figure 1 in “A Few Words for Students”). Improvement of the program as a whole can

follow from an improvement in one worker’s practice—one client at a time.

Professionalism

A monitoring approach to evaluation is consistent with the expectations of profes-

sional conduct in social work. Social workers who use systematic methods to evalu-

ate their work can benefit from evaluation results through informed decision making.

Evaluation results can be used to support critical program changes or defend con-

troversial program actions. They can confirm or challenge workers’ long-held beliefs

about a mode of operation. Additionally, evaluation can reveal program flaws and

deficiencies that require corrective action.
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FINE-TUNING PROGRAMS

Social service programs are dynamic organizations and must be responsive to out-

side pressures as well as internal struggles. They have to do this while providing effi-

cient and effective client services. It is within the context of social service programs

that workers and evaluators alike learn about client life experiences, witness client

suffering, observe clients progress and regress, and feel societal pressure to produce

great change with few resources. Integrating evaluation into program services (and

social work practice), therefore, presents an immense opportunity to learn more

about social problems, the people they affect, and how interventions work.

For organizational learning to occur, however, there must be an opportunity for

continuous feedback—that is, for stakeholders to make sense out of the data col-

lected. All levels of staff have an influence on a program’s growth and development.

Figure 2.2 depicts the evaluation process in broad strokes and Figure 2.3 presents the
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Figure 2.2 Steps in program evaluation.



same process in more detail and depicts the evaluation process that encourages

learning, growth, and development within social service programs.

The most fruitful place to begin in the evaluation cycle is at the top of Figure

2.3—Documenting Program Operations and Expectations. Before we begin the pro-

cess of evaluation, however, it is critical to know the current circumstances within

the program, a topic discussed in detail in Chapter 4.

As we have already mentioned, stakeholders are central to the evaluation process.

Thus, they are shown in the center of the evaluation cycle depicted in Figure 2.3. Al-

though it is ideal to obtain input from as many stakeholder groups as possible while

we cycle through the evaluation process, sometimes we must settle for contributions
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from only of those who are interested and available to participate at a given point in

time. Nevertheless, we must keep in mind that stakeholders provide a valuable re-

source for reactions to program development as the program goes through the en-

tire evaluation cycle (see Box 1.3).

After a program’s operations and expectations have been agreed upon and

documented (via a logic model as presented in Box 2.3), an evaluation needs to

create, focus, and prioritize specific evaluation questions. This phase of the cycle

involves brainstorming these questions and selecting those that are of greatest

concern. Do stakeholders want to know, for example, the profile of clients being

served by the program? Do practitioners want to assess the efficiency of their re-

ferral system? Are funders wondering if clients are satisfied with the services they

received? An endless list of potential evaluative questions is possible, but an evalu-

ation can adequately address only a few them at best, given the fiscal and human

constraints.

Eventually, a decision is made as to which questions the evaluation will focus

on, given the program’s logic model. Much more will be said about logic models in

the following chapter. An evaluation plan is then created and modifications to case-

level and program-level practices are made, and data collection begins. Note that

Figure 2.3 shows two smaller feedback loops in the evaluation cycle. These loops

serve to gather data on how the evaluation process is proceeding. Are modifications

to case-level practice working for the practitioners? What obstacles do the practi-

tioners encounter in the data collection and recording procedures, if any? Staying

tuned to the evaluation process increases the likelihood that errors and problems

will be detected early.

After data collection has occurred, an evaluation cycles through to analyzing

data, forming recommendations, and ultimately implementing change. Figure 2.3

shows that program changes cycle back to the beginning—Documenting Program

Operations and Expectations. Additionally, evaluation findings can be helpful to ex-

ternal audiences so that the program is actively involved in contributing to the

knowledge base of our profession.

SUMMING UP AND LOOKING AHEAD

This chapter introduced two complementary approaches to quality improvement

in the human services. It also presented a framework where programs can fine-tune

themselves with data collected in a systematic manner. For a program to be evalu-

ated, however, you need to know how programs are designed—the topic of the fol-

lowing chapter. You cannot evaluate a social service program without knowing how

it is structured.

Data collection method

Procedures specifying tech-

niques to be employed,

measuring instruments to

be used, and activities to be

conducted in implementing

an evaluation.
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Box 2.3 The Logic Model for Program Planning and Evaluation

INPUTS

What we
Invest!

• time
• money
• partners
• equipment
• facilities

OUTPUTS

What we
Do!

Who we
Reach!

External Influences, Environmental, Related Programs

• workshops
• publications
• field days
• equipment
  demonstrations

• customers
• participants

SI
TU

AT
IO

N

OUTCOMES

Change in: Change in: Change in
situation:

Short- Medium- Long-

• knowledge
• skills
• attitude
• motivation
• awareness

• behaviors
• practices
• policies
• procedures

• environment
• social
   conditions
• economic
   conditions
• political
   conditions

Figure 1 Elements of the logic model (from Millar, Simeone, & Carnevale, 2001).

The logic model process is a tool that has been used for
more than 20 years by program managers and evaluators
to describe the effectiveness of their programs. The
model describes logical linkages among program
resources, activities, outputs, audiences, and short-term,
intermediate-term, and long-term outcomes related to a
specific problem or situation. Once a program has been
described in terms of the logic model, critical measures of
performance can be identified.

Logic models are narrative or graphical depictions
of processes in real life that communicate the underlying
assumptions upon which an activity is expected to lead
to a specific result. Logic models illustrate a sequence of
cause and effect relationships—a systems approach to
communicate the path toward a desired result.

A common concern of impact measurement is that of
limited control over complex outcomes. Establishing
desired long-term outcomes, such as improved financial
security or reduced teen-age violence, is tenuous because
of the limited influence we may have over the target audi-
ence, and the complex, uncontrolled environmental vari-
ables. Logic models address this issue because they
describe the concepts that need to be considered when
we seek such outcomes. Logic models link the problem
(situation) to the intervention (our inputs and outputs)
and the impact (outcome) (Figure 1). Further, the model
helps to identify partnerships critical to enhancing our
performance.

Planning Process

The logic model was characterized initially by program
evaluators as a tool for identifying performance mea-
sures. Since that time, the tool has been adapted to pro-
gram planning as well.The application of the logic model
as a planning tool allows precise communication about
the purposes of a project, the components of a project,
and the sequence of activities and accomplishments.
Further, a project originally designed with assessment in
mind is much more likely to yield beneficial data should
evaluation be desired.

In the past,our strategy to justify a particular program
often has been to explain what we are doing from the
perspective of an insider, beginning with why we invest
allocated resources. Our traditional justification includes
the following sequence:

• We invest this time/money so that we can generate
this activity/product.

• The activity/product is needed so people will learn
how to do this.

• People need to learn that so they can apply their
knowledge to this practice.

• When that practice is applied, the effect will be to
change this condition.

• When that condition changes, we will no longer be
in this situation.

(continued)
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INPUTS

Research base,
4-weeks time,
editor & print $

42-page
curriculum,
classroom,
teaching partners

2 participants
neglected new
equipment, 12
needed retraining

8 participants had
increased
knowledge of
proper
fermentation
techniques

60% of
participants
increased
product yield
by 15%6 participants

installed timing
equipment

10 participants
installed timing
equipment

12 participants in
follow-up had
increased
knowledge of
techniques

42-page curriculum

3-day workshop
for 20 participants

1-day follow-up
workshop for

OUTPUTS

SI
TU

AT
IO

N

OUTCOMES

Figure 2 Example of an overcomplicated, multidimensional planning model.

The logic model process has been used successfully
following the above sequence. However, according to
Millar, Simeone, and Carnevale (2001), logic models that
begin with the inputs and work through to the desired
outcomes may reflect a natural tendency to limit one’s
thinking to existing activities, programs, and research
questions. Starting with the inputs tends to foster a
defense of the status quo rather than create a forum for
new ideas or concepts. To help us think “outside the
box,” they suggest that the planning sequence be
inverted, thereby focusing on the outcomes to be
achieved. In such a reversed process, we ask ourselves
“what needs to be done?” rather than “what is being
done?” Thus, we might begin building our logic model
by asking questions in the following sequence:

• What is the current situation that we intend to impact?
• What will it look like when we achieve the desired

situation or outcome?
• What behaviors need to change for that outcome to

be achieved?
• What knowledge or skills do people need before

the behavior will change?
• What activities need to be performed to cause the

necessary learning?
• What resources will be required to achieve the

desired outcome?

One more point before we begin planning a program
using the logic model: It is recognized that we are using a
linear model to simulate a multidimensional process.
Often, learning is sequential and teaching must reflect
that,but the model becomes too complicated if we try to
communicate that reality (Figure 2). Similarly, the output
from one effort becomes the input for the next effort, as
building a coalition may be required before the “group”
can sponsor a needed workshop. Keep in mind that the
logic model is a simple communication device. We
should avoid complications by choosing to identify a
single category to enter each item (i.e., inputs, outputs or
outcomes). Details of order and timing then need to be
addressed within the framework of the model, just as
with other action planning processes.

Planning Elements

Using the logic model as a planning tool is most valuable
when we focus on what it is that we want to communi-
cate to others. Figure 3, adapted from the work of
Howard Ladewig of the University of Florida, illustrates
the building blocks of accountability that we can incor-
porate into our program plans. According to Ladewig,
there are certain characteristics of programs that inspire
others to value and support what we do. By describing
the characteristics of our programs that communicate

Box 2.3 (continued)
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Figure 3 Structure of
accountability.

Relevance Quality

Impact

Buy-InBuy-In

relevance, quality, and impact, we foster buy-in from our
stakeholders and audience. By including these charac-
teristics within the various elements of the logic model,
we communicate to others why our programs are impor-
tant to them. The elements of accountability are further
described in the context of the logic model.

Situation

The situation statement provides an opportunity to
communicate the relevance of the project by describing
the characteristics that will illustrate the relevance to
others.

• A statement of the problem: What are the causes?
What are the social, economic, and/or environmental
symptoms of the problem? What are the likely con-
sequences if nothing is done to resolve the problem?
What are the actual or projected costs?

• A description of who is affected by the problem: Where
do they live, work, and shop? How are they impor-
tant to the community? Who depends on them—
families, employees, organizations?

• Who else is interested in the problem? Who are the stake-
holders? What other projects address this problem?

The situation statement establishes a baseline for
comparison at the close of a program. A description of
the problem and its symptoms provides a way to deter-
mine whether change has occurred. Describing who is
affected by the problem allows assessment of who has
benefited. Identifying other stakeholders and programs
builds a platform to measure our overall contribution,

including increased awareness and activity or reduced
concern and cost.

Inputs

Inputs include those things that we invest in a program
or that we bring to bear on a program, such as knowl-
edge, skills, or expertise. Describing the inputs needed for
a program provides an opportunity to communicate the
quality of the program. Inputs that communicate to oth-
ers that the program is of high quality include:

• Human resources, such as time invested by faculty,
staff, volunteers, partners, and local people.

• Fiscal resources, including appropriated funds, spe-
cial grants, donations, and user fees.

• Other inputs required to support the program, such
as facilities and equipment.

• The knowledge base for the program, including
teaching materials, curriculum, research results, certi-
fication, or learning standards.

• The involvement of collaborators, such as local, state,
national agencies and organizations involved in plan-
ning, delivery, and evaluation.

Projects involving credible partners, built on knowl-
edge gained from research, and delivered via tested and
proven curricula are readily communicated as quality
programs. Assessing the effectiveness of a program also
is made easier when planned inputs are adequately de-
scribed. By comparing actual investments with planned
investments, evaluation can be used to improve future
programs, justify budgets, and establish priorities.

(continued)
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Box 2.3 (continued)

Outputs

Outputs are those things that we do (providing products,
goods, and services to program customers) and the peo-
ple we reach (informed consumers, knowledgeable deci-
sion makers). Describing our outputs allows us to estab-
lish linkages between the problem (situation) and the
impact of the program (intended outcomes). Outputs
that help link what we do with program impact include:

• Publications such as articles, bulletins, fact sheets,
CISs, handbooks, or Web pages.

• Decision aids such as software, worksheets, or models.
• Teaching events such as workshops, field days, tours,

or short courses.
• Discovery and application activities, such as research

plots, demonstration plots, or product trials.

The people we reach also are outputs of the program
and need to be the center of our model.They constitute
a bridge between the problem and the impact. Informa-
tion about the people who participated and what they
were taught can include:

• Their characteristics or behaviors.
• The proportion or number of people in the target

group who were reached.
• Learner objectives for program participants.
• Number of sessions or activities attended by partici-

pants.
• Level of satisfaction that participants express for the

program.

Outcomes

Program outcomes can be short-term, intermediate-term,
or long-term. Outcomes answer the question “What hap-
pened as a result of the program?”and are useful to com-
municate the impact of our investment. Short-term out-
comes of educational programs may include changes in:

• Awareness—customers recognize the problem or
issue.

• Knowledge—customers understand the causes and
potential solutions.

• Skills—customers possess the skills needed to re-
solve the situation.

• Motivation—customers have the desire to effect
change.

• Attitude—customers believe their actions can make
a difference.

Intermediate-term outcomes include changes that
follow the short-term outcomes, such as changes in:

• Practices used by participants.
• Behaviors exhibited by people or organizations.
• Policies adopted by businesses, governments, or or-

ganizations.
• Technologies employed by end users.
• Management strategies implemented by individuals

or groups.

Long-term outcomes follow intermediate-term out-
comes when changed behaviors result in changed con-
ditions, such as these improvements:

• Economic conditions—increased income or financial
stability.

• Social conditions—reduced violence or improved
cooperation.

• Environmental conditions—improved air quality or
reduced runoff.

• Political conditions—improved participation or op-
portunity.

External Influences

Institutional, community, and public policies may have
either supporting or antagonistic effects on many of our
programs. At the institutional level, schools may influ-
ence healthy eating habits in ways that are beyond our
control, but that may lead to social change. Classes in
health education may introduce children to the food
pyramid and to the concept of proportional intake, but
the cafeteria may serve pizza on Wednesdays and steak
fingers on Thursdays.The community also can influence
eating habits through availability of fast-food restau-
rants or produce markets. Even public policies that
provide support (such as food banks and food stamps)
for acquiring some items but not others might impact
healthy eating habits. Documenting the social, physical,
political, and institutional environments that can influ-
ence outcomes helps to improve the program planning
process by answering the following:
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INPUTS

What we
Invest!

• time
• money
• partners
• equipment
• facilities

OUTPUTS

What we Do!

Who we
Reach!

Evaluation Study: Measurement of process indicators — measurement of outcome indicators

• workshops
• publications
• field days
• equipment
  demonstrations
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Change in: Change in: Change in
situation:

Short- Medium- Long-

• knowledge
• skills
• attitude
• motivation
• awareness

• behaviors
• practices
• policies
• procedures

• environment
• social
   conditions
• economic
   conditions
• political
   conditions

Figure 4 Insertion of evaluation plan into the logic model.

• Who are important partners/collaborators for the
program?

• Which part(s) of the issue can this project realistically
influence?

• What evaluation measures will accurately reflect
project outcomes?

• What other needs must be met to address this issue?

Evaluation Planning

Development of an evaluation plan to assess the pro-
gram can be superimposed, using the logic model for-
mat. The evaluation plan should include alternatives to
assess the processes used in planning the program. Pro-
cess indicators should be designed to provide a measur-
able response to questions such as:

• Were specific inputs made as planned, in terms of
the amount of input, timing, and quality of input?

• Were specific activities conducted as planned, in
terms of content, timing, location, format, and
quality?

• Was the desired level of participation achieved, in
terms of numbers and characteristics of participants?

• Did customers express the degree of customer satis-
faction expected?

The evaluation plan also should identify indicators
appropriate to the desired outcomes, including short-
term, medium-term, and long-term outcomes. Outcome
indicators also should be measurable, and should be de-
signed to answer questions such as:

• Did participants demonstrate the desired level of
knowledge increase, enhanced awareness, or moti-
vation?

• Were improved management practices adopted, be-
haviors modified, or policies altered to the extent ex-
pected for the program?

• To what extent were social, economic, political, or en-
vironmental conditions affected by the program?

Conclusion

Developing appropriate and measurable indicators dur-
ing the planning phase is the key to a sound evaluation.
Early identification of indicators allows the program
manager/team to learn what baseline data already may
be available to help evaluate the project, or to design a
process to collect baseline data before the program is
initiated. The logic model is useful for identifying ele-
ments of the program that are most likely to yield use-
ful evaluation data and for delineating an appropriate
sequence for collecting data and measuring progress.

In most cases, however, more work on a project will
be required before indicators are finalized. Outcome
indicators to measure learning should be based on spe-
cific learner objectives that are described as part of the
curriculum. Indicators to measure behavioral change
should specify which behaviors are targeted by the pro-
gram. Conditional indicators may require a significant
investment of time to link the medium-term outcomes
to the expected long-term outcomes through the appli-
cation of a targeted study or relevant research base.
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RECAP AND ONLINE MATERIALS

In this chapter, you learned how to become an accountable social work professional

through the use of program evaluations.

You should also recall the concept of accountability from your foundational re-

search course. If not, go online to take a free crash course in accountability.

You can also find the following materials online to help you master the concepts

you just learned:

• Chapter Outline

• Learning Objectives

• Key Terms and Concepts

• Flash Cards

• Practice Multiple-Choice Tests

• Essay Questions with Answers

• Links

www.oup.com/us/swevaluation

STUDY QUESTIONS

1. What two general types of evaluations can be used in the quality improvement

process? Provide an example of how each one is used when your social work pro-

gram evaluates its efforts, via the Council on Social Work Education’s mandate.

2. List and discuss the characteristics of the project approach to quality improve-

ment. Provide an example of each one.

3. List and discuss the characteristics of the monitoring approach to quality im-

provement. Provide an example of each one.

4. List and discuss the advantages of the monitoring approach to quality improve-

ment. Provide an example of each one.

5. Discuss how a social service program can do a project approach and a monitor-

ing approach to evaluation at the same time.

6. Discuss how your social work program (BSW or MSW) can be evaluated with

the project approach to quality improvement.

7. Discuss how your social work program (BSW or MSW) can be evaluated with

the monitoring approach to quality improvement.

8. At your practicum setting, discuss how you would go about telling your practicum

instructor how you think the program that houses your field placement could

benefit from a project approach to evaluation. What would you tell him or her,

and why?

9. At your practicum setting, discuss how you would go about telling your practicum

instructor how you think the program that houses your field placement could

www.oup.com/us/swevaluation
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benefit from a monitoring approach to evaluation. What would you tell him or

her, and why?

10. Take a look at Box 2.3. Do a logic model for your social work educational pro-

gram (BSW or MSW). Compare your logic model with those of your class-

mates. How did they differ? How were they the same?

REFERENCES, FURTHER READING, AND RESOURCES

Unrau, Y. A., Gabor, P. A., & Grinnell, R. M., Jr. (2005). Program evaluation. In R. M. Grinnell, Jr.,

& Y. A. Unrau (Eds.), Social work research and evaluation: Quantitative and qualitative

approaches (7th ed., pp. 453–468). New York: Oxford University Press.

Weinbach, R. W. (2005). Research contexts. In R. M. Grinnell, Jr., & Y. A. Unrau (Eds.), Social work

research and evaluation: Quantitative and qualitative approaches (7th ed., pp. 23–32). New

York: Oxford University Press.

On Logic Models

Chen, W. W., Cato, B. M., & Rainford, N. (1998–1999). Using a logic model to plan and evaluate

a community intervention program: A case study. International Quarterly of Community

Health Education, 18(4), 449–458.

Dwyer, J. (1997). Using a program logic model that focuses on performance measurement to de-

velop a program. Canadian Journal of Public Health, 88(6), 421–425.

Glanz, K. & Rimer, B. K. (1995). Theory at a glance: A guide for health promotion practice (NIH

Publication No. 95-3896). Bethesda, MD: National Institutes of Health, National Cancer

Institute.

Julian, D. A., Jones, A., & Deyo, D. (1995). Open systems evaluation and the logic model: Program

planning and evaluation tools. Evaluation and Program Planning, 18, 333–341.

Marcus, B. H., Selby, V. C., Niaura, R. S., & Rossi, J. S. (1992). Self-efficacy and the stages of exer-

cise behavior change. Research Quarterly of Exercise and Sport, 63, 60–66.

McLaughlin, J. A., & Jordan, G. B. (1999). Logic models: A tool for telling your program’s perfor-

mance story. Evaluation and Program Planning, 22, 65–72.

Millar, A., Simeone, R. S., & Carnevale, J. T. (2001). Logic models: A systems tool for performance

management. Evaluation and Program Planning 24, 73–81.

Prochaska, J. O., Redding, C. A., & Evers, K. E. (1997). The transtheoretical model and stages of

change. In K. Glanz, F. M. Lewis, & B. K. Rimer (Eds.), Health behavior and health education:

Theory, research, and practice (pp. 60–84). San Francisco: Jossey-Bass.

Rosenstock, I. M. (1974). The Health Belief Model and preventive health behavior. Health Educa-

tion Monographs, 2, 354–386.

Taylor-Powell, E. (1999). Providing leadership for program evaluation. Madison, WI: University of

Wisconsin Extension.

Trochim, W. M. (1989). An introduction to concept mapping for planning and evaluation. Evalu-

ation and Program Planning, 12, 1–16.



This page intentionally left blank 



DESIGNING CLIENT-CENTERED

PROGRAMS

Social service agency

A social service organization

that exists to fulfill a broad

social purpose.

53

3

Social Service Agencies
Social Service Programs
Program Designs
Program Versus Practice Objectives
Program Activities
Program Logic Models
Summing Up and Looking Ahead
Recap and Online Materials
Study Questions
References, Further Reading, and Resources

The previous chapter presented how project and monitoring types of evaluations

are an essential part of evaluating a social service program. However, we have

not yet defined what a program is. It is difficult to do any kind of program evaluation

without having a clear understanding of how programs are conceptualized—the

topic of this chapter. When doing any kind of program evaluation we must pay atten-

tion to the environment within which the program exists to better understand the

logic of its design. We will start with the immediate environment of all social service

programs—the larger organization commonly referred to as social service agencies.

SOCIAL SERVICE AGENCIES

A social service agency is an organization that exists to fulfill a legitimate social

purpose such as

• To protect children from physical, sexual, and emotional harm.

• To enhance quality of life for developmentally delayed adolescents.

• To improve nutritional health for housebound senior citizens.

Agencies can be public and funded entirely by the state and/or federal govern-

ment, or private and funded by private funds, deriving some monies from govern-



mental sources and some from client fees, charitable bodies, private donations, fund-

raising activities, and so forth. It is extremely common for agencies to be funded by

many different types of sources. When several sources of funding are provided to an

agency, the agency’s funds (in their totality) are called “blended funds.” Regardless of

the funding source(s), agencies are defined by their (1) mission statements, (2) goals,

and (3) objectives.

Agency Mission Statements

All agencies have mission statements that provide the unique written philosophical

perspective of what they are all about and make explicit the reasons for their exis-

tence. Mission statements sometimes are called philosophical statements or simply an

agency’s philosophy. Whatever it is called, a mission statement articulates a common

vision for the organization in that it provides a point of reference for all major plan-

ning decisions. Mission statements are like lighthouses in that they exist to provide

direction. A mission statement not only provides clarity of purpose to persons within

the agency but also helps them to gain understanding and support from those stake-

holders outside the agency who are influential to the agency’s success (see Chapter 1).

Mission statements are usually given formal approval and sanction by legislators

for public agencies or by executive boards for private ones. They can range from one

sentence to 10 pages or more and are as varied as the agencies they represent. Here

are brief examples of agency mission statements:

• This agency strives to provide a variety of support services to families and

children in need, while in the process of maintaining their rights, their safety,

and their human dignity.

• The mission of this agency is to promote and protect the mental health of the

elderly people residing in this state by offering quality and timely programs

that will deliver these services.

• The philosophy of this agency states that clients are partners in their treat-

ment, and all services should be short-term, intensive, and focus on problems

in day-to-day life and work.

• The philosophy of this agency is to protect and promote the physical and so-

cial well-being of this city by ensuring the development and delivery of cul-

turally competent services that encourage and support individual, family,

and community independence, self-reliance, and civic responsibility to the

greatest degree possible.

In short, an agency’s mission statement lays the overall conceptual foundation

for all of the programs housed within it because each program (soon to be dis-

cussed) must be logically connected to the overarching intent of the agency as de-

clared by its mission statement. Note that mission statements capture the general

Mission statement

A unique written philo-

sophical perspective of 

what an agency is all about.
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type of client to be served as well as communicate the essence of service delivery.

Creating mission statements is a process of bringing interested stakeholders together

to agree on the overall direction and tone of the agency.

The process of creating mission statements is affected by available words in a

language as well as the meaning given to those words by individual stakeholders. Be-

cause mission statements express the broad intention of an agency, they set the stage

for all program planning within the agency and are essential to the development of

an agency’s goal.

Agency Goals

As should be evident by now, social service agencies are established in an effort to re-

duce gaps between the current and the desired state of affairs for a specific target

population. Mission statements can be lofty and include several philosophical decla-

rations, but the agency goal is more concise; there is only one per agency. An agency

goal is always defined at a conceptual level, and it is not measured. Its main ambition

is to guide us toward effective and accountable service delivery in two ways:

1. Directed by the agency’s mission statement, the agency’s goal acts as a single

focal point to guide the entire range of the agency’s programs (and related

activities within each program) in a specific direction.

2. An agency’s goal functions as an umbrella under which all of its programs,

program goals, program objectives, practice objectives, and practice activi-

ties within the agency are logically derived.

Requirements for Goals

It is essential that an agency’s goal reflects the agency’s mandate and is guided by its

mission statement. This is achieved by forming a goal with the following four com-

ponents:

1. The nature of the current social problem to be tackled.

2. The client population to be served.

3. The general direction of anticipated client change (desired state).

4. The means by which the change is supposed to be brought about.

Agency goals can be broad or narrow. Let’s look at two generic examples:

• Agency Goal—National: The goal of this agency is to enhance the quality of

life of this nation’s families (client population to be served) who depend on

public funds for day-to-day living (social problem to be tackled). The agency

supports reducing long-term dependence on public funds (general direction

of anticipated client change) by offering innovative programs that increase the

Agency goal

Broad, unmeasurable out-

comes the agency wishes to

achieve; outcomes based on

values and guided by the

agency’s mission statement.
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self-sufficiency and employability of welfare-dependent citizens (means by

which the change is supposed to be brought about).

• Agency Goal—Local: The goal of this agency is to help youth from low so-

cioeconomic households in this city (client population to be served) who are

dropping out of school (current social problem to be tackled) to stay in school

(general direction of anticipated client change) by providing mentorship and

tutoring programs in local neighborhoods (means by which the change is sup-

posed to be brought about).

In general, an agency’s goal reflects the scope of the programs offered within the

agency. National agencies are clearly broader in boundary and size than local ones,

for example. Additionally, more complex agencies such as those serving multiple

populations or addressing multiple social problems will capture a more expansive

population or problem area in their goal statements. An agency’s goal statement

must be broad enough to encompass all of its programs; that is, each program

within an agency must have a direct and logical connection to the agency that gov-

erns it. However small or large, an agency functions as a single entity, and the

agency’s goal statement serves to unify all of its programs.

Agency Objectives

All agencies should have only one agency objective: to provide specific social service

programs that are directly linked to the agency’s goal. In short, no agency should have

a program housed within it in that delivers services that are not connected directly to

the agency’s goal. For example, a child protection agency might be expected to offer

an in-home family support program but not a group home program for cancer pa-

tients or an employment training program for adults with cognitive disabilities. Like-

wise, an agency that defines itself as providing programs that help city youth stay

in school would not offer nutritional programs for the elderly, marriage counseling

programs, or any other programs that fall outside the scope of the agency’s goal.

In sum, an agency’s single objective is to provide various social service pro-

grams that will help meet its overall goal—nothing more, nothing less.

SOCIAL SERVICE PROGRAMS

Whatever the current social problem, the desired future state, or the population that

the agency wishes to serve, an agency sets up social service programs to help work to-

ward its intended result—the agency goal. There are as many ways to organize social

service programs as there are people willing to be involved in the task. And everyone

has an opinion on how agencies should structure the programs within them.

Agency objective

To offer programs in order to

achieve the agency’s goal.

Program

An organization that exists

to fulfill some specific social

purpose; must be logically

linked to the agency’s goal.
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Mapping out the relationship among programs is a process that is often ob-

scured by the fact that the term program can be used to refer to different levels

of service delivery within an agency (e.g., Figures 3.1, 3.2, and 3.3). In other words,

some programs can be seen as subcomponents of larger ones; for example, in

Figure 3.3 “Public Awareness Services” falls under the Nonresidential Program for

the Women’s Emergency Shelter.

Figure 3.1 presents a simple structure of a family service agency serving families

and children. Each program included in the Family Service Agency is expected to

have some connection to serving families. The Family Support Program and the

Family Counseling Program have an obvious connection, given their titles. The

Group Home Program, however, has no obvious connection; its title reveals nothing

about who resides in the group home or for what purpose. Because the Group Home

Program operates under the auspices of “family services,” it is likely that it tem-

porarily houses children and youth who eventually will return to their families. Most

importantly, the agency does not offer programs that are geared toward other target

groups such as the elderly or the homeless.

By glancing at Figure 3.1, it can be easily seen that this particular family service

agency has five programs within it that deal with families and children, the agency’s

target population: a group home program for children, a family counseling pro-

gram, a child adoption program, a treatment foster care program, and a family sup-

port program.

Figure 3.2 provides another example of an agency that also deals with

families and children. This agency (Richmond Family Services) has only two pro-

grams, a Behavioral Adaptation Treatment Program, and a Receiving and As-

sessment Family Home Program. The latter is further broken down into two

components—a Family Support Component, and a Receiving and Assessment

Component. In addition, the Receiving and Assessment Component is further

broken down into Crisis Support Services, Child Care Services, and Family Home

Provider Services.
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How many programs are there in Figure 3.2? The answer is two—however, we

need to note that this agency conceptualized its service delivery much more thor-

oughly than did the agency outlined in Figure 3.1. Richmond Family Services has

conceptualized the Receiving and Assessment Component of its Receiving and As-

sessment Family Home Program into three separate subcomponents: Crisis Support

Services, Child Care Services, and Family Home Provider Services. In short, Figure

3.2 is more detailed in how it delivers its services than is the agency represented in

Figure 3.1. Programs that are more clearly defined are generally easier to implement,

operate, and evaluate.

Another example of how programs can be organized under an agency is pre-

sented in Figure 3.3. This agency, the Women’s Emergency Shelter, has a Residential

Program and a Nonresidential Program. Its Residential Program has Crisis Counsel-

ing Services and Children’s Support Services, and the Nonresidential Program has

Crisis Counseling Services and Public Awareness Services. This agency distinguishes

the services it provides between the women who stay within the shelter (its Residen-

tial Program) and those who come and go (its Nonresidential Program). The agency

could have conceptualized the services it offers in a number of different ways.

A final example of how an agency can map out its services is presented in

Figure 3.4. As can be seen, the agency’s Child Welfare Program is broken down into

three services, and the Native Child Protection Services is further subdivided into

four components: an Investigation Component, a Family Service Child in Parental
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Care Component, a Family Services Child in Temporary Alternate Care Component,

and a Permanent Guardianship Component.

The general rule of ensuring that programs within an agency are logically linked

together may seem simple enough that you might be wondering why we are empha-

sizing this point. The reality is that many social service programs are added to agen-

cies on a piecemeal basis. That is, new programs are often born out of funding
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opportunities that come available for new, but unrelated, programs (to the agency’s

goal that is). With the opportunity to seize new funds sometimes comes funding re-

strictions that result in creating new programs that fit poorly with established services.

While a social service administrator must constantly seek new resources to provide

better and/or additional services within the agency’s programs, it is important that

new programs do not compromise existing ones.

By simply glancing at Figures 3.1 to 3.4, it can be seen that how an agency la-

bels its programs and subprograms is arbitrary. For example, the agency that rep-

resents Figure 3.2 labels its subprograms as components and its sub-subprograms

as services. The agency that represents Figure 3.3 simply labels its subprograms

as services. The main point is that an agency must structure and conceptualize its

programs, components, and services in a logical way that makes the most sense in

view of the agency’s overall goal, which is guided by its mission statement and

mandate.

There is no standard approach to naming programs in the social services, but

there are themes that may assist with organizing an agency’s programs. We present

four themes and suggest, as a general rule, that an agency pick only one (or one com-

bination) to systematically name all of its programs.

• Function, such as Adoption Program, Family Support Program

• Setting, such as Group Home Program, Residential Program

• Target population, such as Services for the Handicapped Program

• Social problem, such as Child Sexual Abuse Program, Behavioral Adaptation

Treatment Program

Program names can include acronyms such as P.E.T. (Parent Effectiveness

Training) or catchy titles such as Incredible Edibles (a nutritional program for chil-

dren). The appeal of such program names is that they often are endearing to pro-

gram staff and clients who are familiar with the program’s services. However, unless

the program name is accompanied by a marketing strategy, the program may go un-

noticed by the general public or other potential clients. Therefore, the primary pur-

pose of a program ought to be reflected in the program’s name. Including the target

social problem (or the main client need) in the program’s name simplifies commu-

nication of a program’s purpose. In this way, a program’s name is linked to its goal,

and there is less confusion about what services it offers.

Nondescript program names can lead to confusion in understanding a pro-

gram’s purpose. The Group Home Program in Figure 3.1, for example, suggests that

this program aims to provide a residence for clients. In fact, all clients residing in the

group home are there to fulfill a specific purpose. Depending on the goal of the pro-

gram, the primary purpose could be to offer shelter and safety for teenage runaways.

Or the program’s aim might be the enhanced functioning of adolescents with devel-

opmental disabilities, for example.
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An Agency Versus a Program

What is the difference between an agency and a program? Like an agency, a program

is an organization that also exists to fulfill a social purpose. There is one main differ-

ence, however: A program has a narrower, better defined purpose and is always

nested within an agency.

Sometimes an agency may itself have a narrow, well-defined purpose. The sole

purpose of a counseling agency, for example, may be to serve couples who struggle

with a sexual dysfunction. In this case, the agency comprises only one program, and

the terms agency and program refer to the same thing. If the clientele happens to in-

clude a high proportion of couples who are infertile, for example, it may later be de-

cided that some staff members should specialize in infertility counseling (with a

physician as a co-counselor) while other workers continue to deal with all other as-

pects of sexual dysfunction. In this case, there would then be two distinct sets of so-

cial work staff, each focusing on a different goal, and two separate types of clients;

that is, there would be two programs (one geared toward infertility counseling and

the other toward sexual dysfunction). Creating programs that target specific prob-

lems and populations facilitates the development of evidence-based knowledge be-

cause workers can hone the focus their professional development on specialized

knowledge and skills. However, the agency, with its board, its senior administrator

(executive director), and its administrative policies and procedures, would remain as

a single entity.

PROGRAM DESIGNS

Building or creating program designs involves general and specific thinking about a

program. The process begins by articulating a program’s general intentions for solv-

ing identified problems—the conceptualization or idea of the program’s purpose. It

also involves setting specific plans for how the program is to accomplish what it sets

out to do. A program for children who are sexually aggressive, for example, may aim

to reduce the deviant sexual behavior of its young clients (i.e., the intention) by pro-

viding individual counseling (i.e., the plan for achieving the intention). A major

purpose of program designs is to easily communicate a model of service delivery to

interested stakeholders. They provide a blueprint for implementing a program’s ser-

vices, monitoring its activities, and evaluating both its operations and achievements.

Program designs present plausible and logical plans for how programs aim to

produce change for their clients. Therefore, implicit in every program model is the

idea of theory—an explanation for how client change is brought about (see Boxes 2.3

and 3.2). The program for children who are sexually aggressive suggests that such

children will reduce their sexual perpetration by gaining understanding or insight
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through sessions with an individual counselor. Programs that articulate a theoretical

approach such as psychoanalytic or behavior counseling make their program theory

more explicit. Programs serving the same population offer an alternative theory of

change when different interventions are used.

There are four major components that are used to clearly describe and organize

thinking about program service delivery: (1) program goal, (2) program objectives,

(3) practice objectives, and (4) practice activities. A graphic example of how these

components relate to one another is presented in Figure 3.5.

Box 3.1 displays a concise example of how the logic of Figure 3.5 is actually car-

ried out for a family support program. Included are the program’s goal, three of the

program’s objectives, the program’s activities, and strategies for measurement (to be

discussed in future chapters). Organized in this way, the family support program is

primed for any kind of evaluation.

Program Goals

A program goal has much in common with an agency goal, discussed previously.

• Like an agency goal, a program goal must also be compatible with the agency’s

mission statement as well as the agency goal and at least one agency objective.

Program goals must logically flow from the agency as they are announce-

ments of expected outcomes dealing with the social problem that the pro-

gram is attempting to prevent, eradicate, or ameliorate.

• Like an agency goal, a program goal is not intended to be measurable—it

simply provides a programmatic direction for the program to follow.
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• A program goal must also possess four characteristics:

1. It must identify a current social problem area.

2. It must include a specific target population within which the problem resides.

3. It must include the desired future state for this population.

4. It must state how it plans to achieve the desired state.
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Box 3.1 Program-Level Service Conceptualization for a Family Support

Program (from Figure 3.5)

Program Goal and Mission Statement

To support family units where children are at risk for out-of-home placement due to
problems with physical abuse (goal). The program aims to strengthen interpersonal
functioning of family members through intensive home-based services (mission
statement).

Three Program Objectives

1. To increase positive social support for parents.

• Literature Support: A lack of positive social support has been repeatedly linked
to higher risk for child abuse. Studies indicate that parents with greater social
support and less stress report more pleasure in their parenting roles.

• Sample of Activities: Referrals to support groups; evaluation of criteria for
positive support; introductions to community services; reconnecting clients
with friends and family.

• Measuring Instruments: Client log; Provision of Social Relations.

2. To increase problem-solving skills for family members.

• Literature Support: Problem solving is a tool for breaking difficult dilemmas
into manageable pieces. Enhancing individuals’ skills in systematically
addressing problems increases the likelihood that they will successfully tack-
le new problems as they arise. Increasing problem-solving skills for parents
and children equips family members to handle current problems, anticipate
and prevent future ones, and advance their social functioning.

• Sample of Activities: Teaching steps to problem solving; role-playing problem-
solving scenarios; providing supportive counseling.

• Measuring Instrument: The Problem-Solving Inventory.

3. To increase parent’s use of noncorporal child management strategies.

• Literature Support: Research studies suggest that deficiency in parenting skills
is associated with higher recurrence of abuse. Many parents who abuse their
children have a limited repertoire of ways to discipline their children.

• Sample of Activities: Teaching noncorporal discipline strategies; informing
parents about the criminal implications of child abuse; assessing parenting
strengths; providing reading material about behavior management.

• Measuring Instruments: Goal Attainment Scaling; Checklist of Discipline
Strategies.



• A program goal reflects the intention of social workers within the program.

For example, workers in a program may expect that they will “enable adoles-

cents with developmental disabilities to lead full and productive lives.” The

program goal phrase of “full and productive lives,” however, can mean differ-

ent things to different people. Some may believe that a full and productive

life cannot be lived without integration into the community; they may, there-

fore, want to work toward placing these youth in the mainstream school sys-

tem, enrolling them in community activities, and finally returning them to

their parental homes, with a view to making them self-sufficient in adult life.

Others may believe that a full and productive life for these adolescents means

the security of institutional teaching and care and the companionship of chil-

dren with similar needs. Still others may believe that institutional care com-

bined with community contact is the best compromise.

Program goal statements are meant to be sufficiently elusive to allow for

changes in service delivery approach or clientele over time. Another reason that

goals have intangible qualities is because we want enough flexibility in our social

service programs to adjust program conceptualization and operation as needed. In-

deed, by establishing a program design, we begin the process of crafting a theory of

client change. By evaluating the program, we test the program’s theory—its plan for

creating client change (see Boxes 2.3 and 3.2).

Unintended Program Results

Working toward a program’s goal may result in a number of unintended results that

emerge in the environment surrounding the program. For example, a group home

for adolescents with developmental disabilities may strive to enable residents to

achieve self-sufficiency in a safe and supportive environment. This is the intended

result, or goal. Incidentally, however, the very presence of the group home may pro-

duce organized resistance from neighbors—a negative unintended result.

The resistance may draw the attention of the media, which in turn draws a sym-

pathetic response from the general public about the difficulties associated with finding

a suitable location for homes caring for youth with special needs: a positive unin-

tended result. On occasion, the unintended result can thwart progress toward the pro-

gram’s goal; that is, youth with developmental disabilities would not feel safe or

supported if neighbors act in unkind or unsupportive ways. This condition would al-

most certainly hamper the youths’ ability to achieve self-sufficiency in the community.

Program Goals Versus Agency Goals

Perhaps the group home mentioned above is run by an agency that has a number of

other homes for adolescents with developmental disabilities. It is unlikely that all of

the children in these homes will be capable of self-sufficiency as adults; some may
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have reached their full potential when they have learned to feed or bathe themselves.

The goal of self-sufficiency will, therefore, not be appropriate for the agency as a

whole, although it might do very well for Group Home X, which serves children

who function at higher levels. The agency’s goal must be broader to encompass a

wider range of situations—and because it is broader, it will probably be more vague.

To begin, the agency may decide that its goal is “to enable adolescents with de-

velopmental disabilities to reach their full potential” as outlined in Figure 3.6:

• Group Home X, one of the programs within the agency, can then interpret

“full potential” to mean self-sufficiency and can formulate a program goal

based on this interpretation.

• Group Home Y, another program within the agency serving children who

function at lower levels, may decide that it can realistically do no more than

provide a caring environment for the children and emotional support for

their families. It may translate this decision into another program goal: “To

enable adolescents with developmental disabilities to experience security and

happiness.”

• Group Home Z, a third program within the agency, may set as its program

goal “To enable adolescents with developmental disabilities to acquire the

social and vocational skills necessary for satisfying and productive lives.”
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become self-sufficient adults
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satisfying and productive lives

PROGRAM Y’S GOAL
To enable adolescents with

developmental disabilities to
experiences security and

happinesss

AGENCY GOAL
To enable adolescents with

developmental disabilities to
reach their full potential

Figure 3.6 Organizational chart of an agency with three programs.



Figure 3.6 illustrates the relationship among the goals of the three group homes

to the goal of the agency. Note how logical and consistent the goals of the programs

are with the agency’s overall goal. This example illustrates three key points about the

character of a program goal:

1. A program goal simplifies the reason for the program to exist and provides

direction for its workers.

2. Program goals of different but related programs within the same agency may

differ, but they must all be linked to the agency’s overall goal. They must all

reflect both their individual purpose and the purpose of the agency of which

they are a part.

3. Program goals are not measurable. Consider the individual goals of the three

group homes in Figure 3.6; none of them are measurable in their present form.

Concepts such as happiness, security, self-sufficiency, and full potential mean dif-

ferent things to different people and cannot be measured until they have been clearly

defined. Many social work goals are phrased in this way, putting forth more of an elu-

sive intent than a definite, definable, measurable purpose. Nor is this a flaw; it is sim-

ply what a goal is, a statement of an intended result that must be clarified before it can

be measured. As we will see next, program goals are clarified by the objectives they

formulate.

Types of Program Objectives

A program’s objectives are derived from its goal. Program objectives are measurable

indicators of the program’s goal; they articulate the specific client outcomes that the

program wishes to achieve; stated clearly and precisely, they make it possible to tell to

what degree the program’s results have been achieved. All program objectives must

be client-centered—they must be formulated to help a client in relation to the social

problem articulated by the program’s goal. Social service programs often are de-

signed to client change in three areas: (1) knowledge, (2) affects, and (3) behaviors.

Knowledge-Based Objectives

Knowledge-based program objectives are commonly found within educational pro-

grams, where the aim is to increase the client’s knowledge in some specific area. The

words “to increase knowledge” are key here: They imply that the recipient of the

education will have learned something. For example, “to increase teenage mother’s

knowledge about the stages of child development between birth and two years.” The

hoped-for increase in knowledge can then be measured by testing the mother’s

knowledge levels before and after the program. The program objective is achieved

when it can be demonstrated (via measurement) that learning has occurred.

Program objective

A statement that clearly 

and exactly specifies the 

expected change or in-

tended result for individuals

receiving program services;

not to be confused with a

program goal.

Knowledge-based

program objective

An objective that aims to

change a client’s level of 

information and under-

standing about a specific

social area.
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Affect-Based Objectives

Affect-based program objectives focus on changing either feelings about oneself

or awareness about another person or thing. For example, a common affect-based

program objective in social work is to raise a client’s self-esteem, or interventions

are designed to decrease feelings of isolation, increase marital satisfaction, and

decrease feelings of depression. As well, feelings or attitudes toward other people

or things are the focus of many social work programs. To give just a few exam-

ples, social service programs may try to change negative views toward people of

color, homosexuality, or gender roles. “Affects” here includes attitudes because at-

titudes are a way of looking at the world. It is important to realize that, although

particular attitudes may be connected to certain behaviors, they are two separate

constructs.

Behavioral-Based Objectives

Very often, a program objective is established to change the behavior of a person or

group: to reduce drug abuse among adolescents, to increase the use of community

resources by seniors, or to reduce the number of hate crimes in a community. Some-

times, knowledge or affect objectives are used as a means to this end. In other words,

the expectation is that a change in attitude or knowledge will lead to a change in be-

havior. The social worker might assume that adolescents who know more about the

effects of drugs will use or abuse them less; that seniors who know more about avail-

able community resources will use them more often; or that citizens that have more

positive feelings toward each other will be less tolerant of prejudice and discrimina-

tion. Sometimes these assumptions are valid; sometimes they are not. In any case,

when behavioral-based objectives are used, the program must verify that the desired

behavior change has actually occurred.

Qualities of Program Objectives

Whether program objectives target knowledge, affect, or behavior, they have to pos-

sess four qualities. They must be (1) meaningful, (2) specific, (3) measurable, and

(4) directional.

Meaningful

A program objective is meaningful when it bears a sensible relationship to the

longer term result to be achieved: the program goal. If a program’s goal is to pro-

mote self-sufficiency of teenagers living on the street, for example, improving their

ability to balance a monthly budget is a meaningful program objective; increasing

Affect-based program

objective

An objective that focuses on

changing an individual’s

emotional reaction to 

himself or herself or to 

another person or thing.

Behavior-based program

objective

An objective that aims to

change the conduct or

actions of clients.

Meaningful program

objective

An objective sensibly linked

to the program goal.
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their ability to recite the dates of the reigns of English monarchs is not, because it

bears no relation to the program’s goal of self-sufficiency. The point here—and a

point that will be stressed over and over in this text—is that an effective social ser-

vice organization must demonstrate meaningful linkages among an agency’s overall

goal (the reason for being) and its objective (the programs it creates), its program

goals, and its program objectives.

As mentioned before, the overall goal of an agency must be linked to the needs

of the people it intends to serve. If these meaningful linkages do not exist—and, fur-

thermore, cannot be seen to exist—then the program has failed to establish its pro-

gram design and efforts at useful future evaluations are thwarted. Ideally, program

objectives are derived from an existing knowledge base—existing research studies,

prior evaluations, or theoretical models.

Specific

In addition to being meaningful and logically linked to the program’s goal, program

objectives must also be specific. They must be complete and clear in their wording.

Three useful verbs for writing client-centered program objectives are “to increase,”

“to decrease,” and “to maintain.” A simple way to write a specific program objective

is to use the following model:

Model: To (verb) (specific program objective) (time frame).

Measurable

The third quality required of a program objective is measurability. The pur-

pose of measurement is to gather data. A measure is usually thought of as a

number: an amount of money in dollars, a numerical rating representing a level

of intensity, or scores on simple self-administered standardized measuring in-

struments.

The purpose of setting a program objective is to bring focus to the desired

change, which, if obtained, will contribute to the obtainment of the program’s goal.

One of the main purposes of making a measurement is to define a perceived change

in terms of either numbers or clear words. A measurement might show, for example,

that the assertiveness of a woman who has been previously abused has increased by

five points on a standardized measuring instrument (a program objective), or that

a woman’s feelings of safety in her neighborhood have increased by 45 points (an-

other program objective). If the hoped-for change cannot be measured, then it is

not a suitable program objective. In the following chapters we will present ways of

measuring program objectives, but, for the time being, we will turn to the fourth im-

portant quality of an objective—directionality.

Specific program objective

An objective that is extra-

ordinarily clear such that

everyone can understand it.

Measurable program

objective

Objective that produces

valid and reliable data via 

its measurement.



Directional

The final requirement for a program objective is that it must have a direction. All social

work interventions are intended to effect some kind of change. That is, interventions

are undertaken so that clients will come to have more or less of something than they

had before: The level of parenting skills, aggression, racist beliefs, or whatever is to be

changed, will have gone up or down. The very idea of change involves direction: With-

out movement in the direction of less or more, better or worse, higher or lower, no

change can occur.

PROGRAM VERSUS PRACTICE OBJECTIVES

Program objectives can be thought of as formal statements of declaration of desired

change for all clients served by a program. In contrast, practice objectives refer to

the personal objectives of an individual client, whether that client is a community,

couple, group, individual, or institution. Practice objectives are also commonly re-

ferred to as treatment objectives, individual objectives, therapeutic objectives, client ob-

jectives, client goals, and client target problems.

All practice objectives formulated by the social worker and the client must be

logically related to the program’s objectives, which are linked to the program’s goal.

In other words, all practice objectives for all clients must be delineated in such a way

that they are logically linked to one or more of the program’s objectives. If not, then

it is likely that the client’s needs will not be met by the program.

If a social worker formulates a practice objective with a client that does not log-

ically link to one or more of the program’s objectives, the social worker may be do-

ing some good for the client but without program sanction or support. In fact, why

would a program hire a social worker to do something the worker was not employed

to do? At the risk of sounding redundant, a social service program is always evalu-

ated on its program objectives. Thus, we must fully understand that it is these objec-

tives that we must strive to attain—all of our efforts must be linked to them.

Example 1: Bob’s Self-Sufficiency

Let us put the concept of a practice objective into concrete terms. Glance at Figure

3.6 for a moment and imagine that Bob, a resident of Group Home X, is expected to

become self-sufficient to meet the program’s goal, and to achieve his full potential to

meet the agency’s overall goal. But what are Bob’s practice objectives? What social,

personal, practical, and academic skills does Bob need to acquire to achieve self-

sufficiency? Three plausible practice objectives in this case might be: to increase

Practice objective

A statement of expected

change identifying an in-

tended therapeutic result

tailored to a client’s unique

circumstance; logically

linked to the program’s

objective.
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Bob’s social contacts outside the home, to increase Bob’s money management skills,

and to increase Bob’s language skills.

These three interrelated practice objectives for Bob demonstrate a definite link

with the program’s objective, which in turn is linked to the program’s goal, which in

turn is linked to the agency’s goal. However, no one can tell, for example, whether

Bob has made “more social contacts outside the home” until a “social contact” has

been defined more precisely. Does saying “hello” to a fellow worker count as a social

contact? It may be that Bob is habitually silent at work. For a different individual,

a social contact may involve going on an outing with fellow workers or attending

a recreational program at a community center.

It should be evident by now that defining a practice objective is a matter of stat-

ing what is to be changed. This provides an indication of the client’s current state, or

where the client is. Unfortunately, knowing this is not the same thing as knowing

where one wants to go. Sometimes the destination is apparent, but in other cases it

may be much less clear.

Example 2: Jane’s Job Dissatisfaction

Suppose that Jane has presented job dissatisfaction as a general problem area. En-

quiry has elicited that her dissatisfaction has nothing to do with the work itself, nor

with the people at work, nor with such job-related factors as advancement, pay, ben-

efits, and vacations. Instead, her dissatisfaction springs from the fact that she is

spending too much time at work and too little time with her children.

Various practice objectives are possible here. Perhaps Jane should try to find a

different, less demanding, full-time job; or maybe she should improve her budgeting

skills so that her family can manage if she works only part time. Perhaps she should

make different arrangements for her children’s care so that she feels more comfort-

able about their welfare. Or maybe the real problem is that she herself feels torn be-

tween pursuing a career and being a full-time mother. It may be that what she really

wants is to stay home with her children, provided that she can do so without guilt,

with her partner’s support, and without undue financial stress.

It is apparent that Jane’s underlying problem has not yet been really defined. Of-

ten, an attempt to formulate a practice objective—to specify where Jane and the

practitioner want to go—will reveal that Jane is not where she thought she was, that

the problem so carefully elicited by the worker is not Jane’s real problem after all.

If this is the case, additional exploration is needed to redefine the problem before

trying, once again, to set the practice objective.

When the real problem has been defined, the next task is to establish a related

practice objective. If possible, it should be couched in positive terms—that is, in terms

of what the client should do or feel rather than in terms of what she should not. For ex-

ample, if the problem is Antoinette’s immaturity, and “immaturity” is operationalized
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to mean getting out of her seat at school without permission, then one natural prac-

tice objective is “to decrease the number of times Antoinette gets out of her seat

without permission.” But it may be written, just as usefully, “to increase the length of

time Antoinette stays in her seat during class.” Many practice objectives that are

aimed at decreasing a negative quality can be reformulated to increase a positive

quality while still achieving the desired change.

Finally, practice objectives must be comprehensive and precise. Each one must

stipulate what is to be achieved, under what conditions, to what extent, and by whom.

PROGRAM ACTIVITIES

So far we have focused on the kinds of goals and objectives that social workers hope

to achieve as a result of their work. The question now arises: What is that work?

What do social workers do in order to help clients achieve higher knowledge levels,

feelings, or behaviors? The answer, of course, is that they do many different things.

They show films, facilitate group discussions, hold therapy sessions, teach classes,

and conduct individual interviews. They attend staff meetings, do paperwork, con-

sult with colleagues, and advocate for clients.

The important point about all such activities is that they are undertaken to

move clients forward on one or more of the program’s objectives. A social worker

who teaches a class on nutrition hopes that class participants will learn certain spe-

cific facts about nutrition. If this learning is to take place, the facts to be learned

must be included in the material presented. In other words, our practice activities

must be directly related to our objectives.

It is critically important that social workers engage in activities that have the best

chance to create positive client change. Over the years we have seen numerous in-

stances in which social workers say they are trying to raise their clients’ self-esteem, for

example. When asked what specific activities they are doing to achieve this notable ob-

jective, they reply, “nothing specific, just supporting them when they need it.” Defining

program activities is an essential ingredient to understanding what interventions work.

Generating program activities serves as a smorgasbord of interventions for pro-

gram workers to choose from. The list of activities is dynamic in that workers can

add, drop, and modify activities to suit the needs of individual clients. Reviewing a

list of a program’s activities, however, gives stakeholders an idea of the nature of

client service delivery offered by the program.

PROGRAM LOGIC MODELS

All social service programs have logic models. They simply are tools that help peo-

ple physically see the interrelations among the various components of the programs.

They are graphic and narrative depictions of programs in that they visually describe

Logic model

Describes a social service

program in diagram form.

More specifically, it shows

the links among a program’s

goal, objectives, and

interventions. It then relates

this process to expected

outcomes.
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Box 3.2 The What and Why of the Logic Model as Described by the W. K. Kellogg Foundation

Resources/
Inputs

1 2 3 4 5

Activities Outputs Outcomes

Your Intended ResultsYour Planned Work

Impact
Figure 1 The basic logic
model.

Effective program evaluation does more than collect,
analyze, and provide data. It makes it possible for you—
program stakeholders—to gather and use information,
to learn continually about and improve programs that
you operate in or fund. The W.K. Kellogg Foundation
believes evaluation—especially program logic model
approaches—is a learning and management tool that
can be used throughout a program’s life—no matter
what your stake in the program. Using evaluation and
the logic model results in effective programming and
offers greater learning opportunities, better documen-
tation of outcomes, and shared knowledge about what
works and why. The logic model is a beneficial evalua-
tion tool that facilitates effective program planning,
implementation, and evaluation.

The What: Logic Model Definition

Basically, a logic model is a systematic and visual way to
present and share your understanding of the relation-
ships among the resources you have to operate your pro-
gram, the activities you plan, and the changes or results
you hope to achieve.

The most basic logic model is a picture of how you
believe your program will work. It uses words and/or
pictures to describe the sequence of activities thought
to bring about change and how these activities are
linked to the results the program is expected to achieve.

Your Planned Work

The basic logic model components shown in Figure 1
are defined below.These components illustrate the con-
nection between your planned work and your intended
results. They are depicted numerically by Steps 1
through 5.Your planned work describes what resources

you think you need to implement your program and
what you intend to do.

1. Resources include the human, financial, organiza-
tional, and community resources a program has
available to direct toward doing the work.Sometimes
this component is referred to as inputs.

2. Program activities are what the program does with
the resources. Activities are the processes, tools,
events, technology, and actions that are an inten-
tional part of the program implementation. These
interventions are used to bring about the intended
program changes or results.

Your Intended Results

Your intended results include all of the program’s
desired results (outputs, outcomes, and impact).

3. Outputs are the direct products of program activities
and may include types, levels, and targets of services
to be delivered by the program.

4. Outcomes are the specific changes in program par-
ticipants’ behavior, knowledge, skills, status, and
level of functioning. Short-term outcomes should be
attainable within 1 to 3 years, while longer term out-
comes should be achievable within a 4 to 6 year time
frame. The logical progression from short-term to
long-term outcomes should be reflected in impact,
occurring within about 7 to 10 years.

5. Impact is the fundamental intended or unintended
change occurring in organizations, communities, or
systems as a result of program activities within 7 to
10 years. In the current model of WKKF grantmaking
and evaluation, impact often occurs after the con-
clusion of project funding.
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Resources/
Inputs

1 2 3 4 5

Activities Outputs Outcomes

Your Intended ResultsYour Planned Work

Impact

Certain
resources are

needed to
operate your

program

If you have
access to

them, then you
can use them
to accomplish
your planned

activities

If you
accomplish

your planned
activities, then

you will
hopefully deliver

the amount of
product and/or

service that
you intended

If you
accomplish

your planned
activities to the

extent you
intended, then

your participants
will benefit in
certain ways

If these
benefits to

participants are
achieved, then

certain changes
in organizations,

communities,
or systems
might be

expected to
occur

Figure 2 How to read a
logic model.

(continued)

The term logic model is frequently used inter-
changeably with the term program theory in the eval-
uation field. Logic models can alternatively be referred
to as theory because they describe how a program
works and to what end.

When “read” from left to right, logic models describe
program basics over time from planning through results.
Reading a logic model means following the chain of rea-
soning or “if . . . then . . . ” statements that connect the
program’s parts. Figure 2 shows how the basic logic
model is read.

The Why: Logic Model Purpose 
and Practical Application

The purpose of a logic model is to provide stakeholders
with a road map describing the sequence of related
events connecting the need for the planned program
with the program’s desired results. Mapping a proposed
program helps you visualize and understand how
human and financial investments can contribute to
achieving your intended program goals and can lead to
program improvements.

A logic model brings program concepts and dreams
to life. It lets stakeholders try an idea on for size and
apply theories to a model or picture of how the pro-
gram would function. The following example shows
how the logic model approach works.

An Example

We are proposing an inexpensive family trip from
Charleston,South Carolina,to Des Moines, Iowa,to visit rel-
atives during December school holidays.The seasonal trip
we dream of taking from Charleston to Des Moines is the
“program.” Basic assumptions about our trip “program”are

• We want to visit relatives between 12/10/07 and
1/5/08 while the children are out of school.

• We will fly from South Carolina to Iowa because it
takes less time than driving and because frequent
flier miles are available.

• Using frequent flier miles will reduce travel costs.

We have to determine the factors influencing our
trip, including necessary resources, such as the number
of family members, scheduled vacation time, the num-
ber of frequent flier miles we have, round trip air reser-
vations for each family member, and transportation to
and from our home to the airport. The activities neces-
sary to make this happen are the creation of our own
family holiday schedule, securing our Iowa relative’s
schedule, garnering airline information and reservations,
and planning for transportation to and from the airport.

In this example, the results of our activities—or
outputs—are mostly information, such as family sched-
ules, flight schedules, and cost information based on the
time frame of the trip. This information helps identify
outcomes or immediate goals. For instance, if we make
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Resources/
Inputs

Holiday
flight
schedules
Family
schedules
Frequent
flyer
holiday
options
Holiday
weather

1 2 3 4 5

Activities Outputs Outcomes

Your Intended Results
Trip Results

Your Planned Work
Trip Planning

Impact

Create
family
schedule
Get
holiday
flight into
Get
tickets
Arrange
ground
transport

Tickets
for all
family
members
Frequent
flyer miles
used
Money
saved

Family
members
enjoy
vacation

Continued
good
family
relations

Figure 3 Planning a trip via a
logic model.

Box 3.2 (continued)

reservations as soon as possible,we are able to find flights
with available frequent flier slots and probably have more
options for flights that fit within the time frame. Knowing
this, our outcomes improve—reservations are made well
in advance result in flight schedules, and airline costs suit
our timeline and travel budget.The longer term impact of
our trip is not an issue here, but it might be projected as
continued good family relationships in 2010.

Using a simple logic model as a trip-planning tool
produced tangible benefits. It helped us gather informa-
tion to influence our decisions about resources and
allowed us to meet our stated goals. Applying this pro-
cess consistently throughout our trip planning positions
us for success by laying out the best course of action and
giving us benchmarks for measuring progress—when
we touch down in Charlotte and change planes for
Cincinnati, we know we’re on course for Des Moines.

Typical logic models use table and flowchart formats
like those presented here to catalog program factors,
activities, and results and to illustrate a program’s dimen-
sions. Most use text and arrows or a graphic representa-
tion of program ideas. Figure 3 is what our trip planning
“program” could look like in a logic model format.

It was easy to organize travel plans in a flowchart,
but we could also choose to organize and display our

thinking in other ways. A logic model does not have to
be linear. It may appear as a simple image or concept
map to describe more complex program concepts.
Settling on a single image of a program is sometimes
the most difficult step for program stakeholders.

Why Use a Logic Model?

As you can see from the travel plan example, logic mod-
els are useful tools in many ways. Because they are pic-
torial in nature, they require systematic thinking and
planning to better describe programs. The visual repre-
sentation of the master plan in a logic model is flexible,
points out areas of strength and/or weakness,and allows
stakeholders to run through many possible scenarios to
find the best. In a logic model, you can adjust approaches
and change courses as program plans are developed.
Ongoing assessment, review, and corrections can pro-
duce better program design and a system to strategi-
cally monitor, manage, and report program  outcomes
throughout development and implementation.

Effective evaluation and program success rely on the
fundamentals of clear stakeholder assumptions and
expectations about how and why a program will solve
a particular problem, generate new possibilities, and
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(continued)

make the most of valuable assets. The logic model
approach helps create shared understanding of and
focus on program goals and methodology, relating
activities to projected outcomes.

Logic Models Better Position Programs for Success

Many evaluation experts agree that use of the logic
model is an effective way to ensure program success.
Using a logic model throughout your program helps or-
ganize and systematize program planning, manage-
ment, and evaluation functions.

1. In Program Design and Planning, a logic model serves
as a planning tool to develop program strategy and
enhance your ability to clearly explain and illustrate
program concepts and approach for key stakehold-
ers, including funders. Logic models can help craft
structure and organization for program design and
build in self-evaluation based on shared understand-
ing of what is to take place. During the planning
phase, developing a logic model requires stakehold-
ers to examine best practice research and practitioner
experience in light of the strategies and activities
selected to achieve results.

2. In Program Implementation, a logic model forms the
core for a focused management plan that helps you
identify and collect the data needed to monitor and
improve programming.

Using the logic model during program imple-
mentation and management requires you to focus
energies on achieving and documenting results.
Logic models help you to consider and prioritize the
program aspects most critical for tracking and
reporting and make adjustments as necessary.

3. For Program Evaluation and Strategic Reporting, a
logic model presents program information and
progress toward goals in ways that inform, advocate
for a particular program approach, and teach pro-
gram stakeholders.

We all know the importance of reporting results
to funders and to community stakeholders alike.
Communication is a key component of a program’s suc-
cess and sustainability. Logic models can help strategic
marketing efforts in three primary ways:

• Describing programs in language clear and specific
enough to be understood and evaluated.

• Focusing attention and resources on priority program
operations and key results for the purposes of learn-
ing and program improvement.

• Developing targeted communication and marketing
strategies.

Table 1 describes the relationship between a successful
program and the benefits derived for the use of logic
models.

Table 1 How Logic Models Better Position Programs Toward Success

Program Elements Criteria for Program Success Benefits of Program Logic Models

Planning and Design Program goals and objectives, Finds “gaps” in the theory or logic
and important side effects are of a program and work to resolve 
well defined ahead of time. them.

Program goals and objectives Builds a shared understanding of
are both plausible and what the program is all about and
possible. how the parts work together.

Program Relevant, credible, and useful Focuses attention of management 
Implementation and performance data can be on the most important connections
Management obtained. between action and results.

Evaluation, The intended users of the Provides a way to involve and
Communication, and evaluation results have engage stakeholders in the design,
Marketing agreed on how they will processes, and use of evaluation.

use  the information.
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Box 3.2 (continued)

Logic Models Strengthen the Case 
for Program Investment

Clear ideas about what you plan to do and why—as well
as an organized approach to capturing, documenting,
and disseminating program results—enhance the case
for investment in your program.

Developing a Program Logic Model Requires a
Simple Image and a Straightforward Approach

A picture is worth a thousand words.The point of devel-
oping a logic model is to come up with a relatively sim-
ple image that reflects how and why your program will
work. Doing this as a group brings the power of consen-
sus and group examination of values and beliefs about
change processes and program results.

Logic Models Reflect Group Process and Shared
Understanding

Frequently, a professional evaluator is charged with devel-
oping a logic model for program practitioners. But a logic
model developed by all stakeholders—program staff, par-
ticipants, and evaluators—produces a more useful tool
and refines program concepts and plans in the process.
We recommend that a logic model be developed collabo-
ratively in an inclusive, collegial process that engages as
many key stakeholders as possible. This guide provides
a step-by-step process to assist program planners.

Like Programs, Logic Models Can 
Change Over Time

As a program grows and develops, so does its logic
model. A program logic model is merely a snapshot of a
program at one point in time; it is not the program with
its actual flow of events and outcomes. A logic model is
a work in progress, a working draft that can be refined as
the program develops.

Simple Logic Model Basics

Creating a Logic Model: What They Look Like and
What Needs to Be Included

Logic models come in as many sizes and shapes as the
programs they represent. A simple model focuses on

project-level results and explains five basic program
components. The elements outlined here are typical of
the model promoted by United Way of America to sup-
port an outcomes-based approach to program planning
and evaluation.

Developing and Reading a Basic Logic Model

Read from left to right, logic models describe program
basics over time, beginning with best practice informa-
tion or knowledge about “what works” from successful
program practitioners and other trusted authorities.
Reading a logic model means following the chain of rea-
soning or “if . . . then . . . ” statements that connect the
program’s parts (see Figure 2).

If . . . Then Assumptions

• Certain resources are needed to operate your pro-
gram.

• If you have access to them, then you can use them to
accomplish your planned activities.

• If you accomplish your planned activities, then you
will, it is hoped, deliver the amount of product and/or
service that you intended.

• If you accomplish your planned activities to the
extent intended, then your participants will benefit in
specific ways.

• If these benefits to participants are achieved, then
certain changes in organizations, communities, or
systems might occur under specified conditions.

Building a Logic Model by Basic Program
Components

As you conceptualize your program, begin by describ-
ing your basic assumptions and then add the following
program components in the order that they should
occur.

1. Factors are resources and/or barriers, which poten-
tially enable or limit program effectiveness. Enabling
protective factors or resources may include funding,
existing organizations, potential collaborating part-
ners, existing organizational or interpersonal net-
works, staff and volunteers, time, facilities, equip-
ment, and supplies. Limiting risk factors or barriers
might include such things as attitudes, lack of 
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(continued)

resources, policies, laws, regulations, and geogra-
phy.

2. Activities are the processes, techniques, tools, events,
technology, and actions of the planned program.
These may include product—promotional materials
and educational curricula; services—education and
training, counseling, or health screening; and
infrastructure—structure, relationships, and capacity
used to bring about the desired results.

3. Outputs are the direct results of program activities.
They are usually described in terms of the size and/or
scope of the services and products delivered or pro-
duced by the program. They indicate if a program
was delivered to the intended audiences at the
intended “dose.” A program output, for example,
might be the number of classes taught, meetings
held, or materials produced and distributed; pro-
gram participation rates and demography; or hours of
each type of service provided.

4. Outcomes are specific changes in attitudes, behaviors,
knowledge,skills,status,or level of functioning expected
to result from program activities and which are most
often expressed at an individual level.

5. Impacts are organizational, community, and/or system
level changes expected to result from program activ-

ities, which might include improved conditions,
increased capacity, and/or changes in the policy
arena.

Thinking about a program in logic model terms
prompts the clarity and specificity required for success,
and is often demanded by funders and your community.
Using a simple logic model produces (1) an inventory of
what you have and what you need to operate your pro-
gram, (2) a strong case for how and why your program
will produce your desired results, and (3) a method for
program management and assessment.

Other Logic Model Examples

In practice, most logic models are more complex and fall
into one of three categories (Figure 4): the theory
approach model (conceptual), outcome approach
model, or activities approach model (applied)—or a
blend of several types. It is not unusual for a program
to use all three types of logic models for different pur-
poses. No one model fits all needs, so you will need to
decide exactly what you want to achieve with your
logic model—and where you are in the life of your
program—before deciding on which model to use.

Evaluation,
Communication,

Marketing

Reports
& Other
Media

Management
Plan

Planning &
Design

Should contribute
to the results you
expect based on
this theory of
change

Planned Work
Then, the activities you
plan to do which build

on these assumptions . . .

Intended Results
If your assumptions
about the factors
that influence your
issues hold true . . .

Beginnings

Program
Logic

Model

theory type

outcom
es type act

iv
iti

es t
ype

what we
hope
to do

what we have
done so far

how we will do
what we say we will do

Grant Proposal

Implementation

Figure 4 Types of logic models: emphases and strengths.
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Assumptions

Your Beginnings Your Planned Work Your Intended Results

Inputs Activities Outputs Outcomes Impact

Health is a community issue and
communities will form partnerships
to resolve health care problems.

External
Technical

Assistance

Communities can influence and
shape public and market policy at
the local, state, and national levels.

External agents, working in
partnership with communities, can
serve as catalysts for change.

Shifting revenues and incentives to
primary care and prevention will
improve health status.

Information on health status and
systems is required for informed
decision making.

Staff

Players

Providers

Consumers

Active
Participation
in the Reform

Process

Inclusive
Community

Decision
Making

More Effective
Distribution of

Community
Health Care
Resources

administrative
Processes for
Health Data,
Policy, and
Advocacy

Community-wide
Coverage and

Access

Community
Health

Assessment

Community-based
Health Information

Systems

Comprehensive,
Integrated

Health Care
Delivery System

Improved
Health
Status

Increased
Health Care

System
Efficiency

Figure 5 Example of a theory logic model.

Box 3.2 (continued)

Types of Logic Models: Emphasis and Strengths

1. Theory Approach Models emphasize the theory of
change that has influenced the design and plan for
the program (Figure 5). These logic models provide
rich explanation of the reasons for beginning to
explore an idea for a given program. Sometimes they
have additional parts that specify the problem or
issue addressed by the program, describe the rea-
sons for selecting certain types of solution strategies,
connect proven strategies to potential activities, and
explain other assumptions the planners hold that
influence effectiveness. These models illustrate how
and why you think your program will work. They are
built from the “big picture” kinds of thoughts and
ideas that went into conceptualizing your program.
They are coming to be most often used to make the
case in grant proposals. Models describing the
beginnings of a program in detail are most useful
during program planning and design.

2. Outcomes Approach Models focus on the early aspects
of program planning and attempt to connect the
resources and/or activities with the desired results in a

workable program (Figure 6).These models often sub-
divide outcomes and impact over time to describe
short-term effects (1 to 3 years), long-term effects (4 to
6 years), and impact (7 to 10 years) that may result
from a given set of activities. Although these models
are developed with a theory of change in mind, this
aspect is not usually emphasized explicitly. Models
that outline the approach and expectations behind a
program’s intended results are most useful in design-
ing effective evaluation and reporting strategies.

3. Activities Approach Models pay the most attention to
the specifics of the implementation process (Figure
7).A logic model of this type links the various planned
activities together in a manner that maps the process
of program implementation. These models describe
what a program intends to do and as such are most
useful for the purposes of program monitoring and
management. This type provides the detailed steps
you think you will need to follow to implement your
program. It shows what you will actually do in your
community if your proposal is funded. Models that
emphasize a program’s planned work are most often
used to inform management planning activities.
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(continued)

The Theory-Based Logic Model Approach

A theory approach logic model links theoretical ideas
together to explain underlying program assumptions (see
Figure 5). The focus here is on the problem or issue and
the reasons for proposing the solution suggested in your
program’s approach.Remember, the theory logic model is
broad and about “big ideas,” not about specific program
nuts and bolts. Noted evaluator and program theorist
Carol Weiss (1998) explains that, for program planning,
monitoring, and evaluation, it is important to know not
only what the program expects to achieve but also how.
We must understand the principles on which a program is
based, a notion not included in evaluation until recently.
Discussions about the whethers, hows, and whys of pro-
gram success require credible evidence and attention to
the paths by which outcomes and impacts are produced.

The theory logic model is suitable for use by funders
and grantees. A case example of its use now provided. In
this case, the model describes a WKKF cluster initiative’s
(Comprehensive Community Health Models of Michigan)
programming strategy or its theory of change. Notice

that this model places emphasis on “Your Beginnings” by
including the assumptions identified by program plan-
ners as the principles behind the design of the initiative.

The Outcomes-Based Logic Model Approach

Outcome approach logic models display the interrela-
tionships between specific program activities and their
outcomes. Figure 6 is an example drawn from the
Calhoun County Health Improvement Program, funded
under the Comprehensive Community Health Models
of Michigan initiative. This linear, columnar model
emphasizes the causal linkages thought to exist among
program components.

The arrows show which sets of activities program
developers believed would contribute to what outcomes.
These statements serve as logical assertions about the
perceived relationship among program operations and
desired results and are the hallmark of the logic model
process.Notice that this model emphasizes “Your Intended
Results” in the greatest relative detail and anticipates
achievement outside the time allotted for the initiative.

Your Planned Work

Inputs Activities

Your Intended Results

Consumers,
providers, and

payers to
participate in
governance
processes.

Activities that encourage
consumers, providers, and payers

to seek support, and achieve
common goals.

Activities that increase consumer
awareness and access to health
promotion, disease prevention,

and primary care services.

Activities that increase linkages
among medical, health, and

human service systems.

Activities that lead to the
development of a community

access and coverage plan.

Activities that lead to the
development of a community
health information network.

Activities that lead to the
development of a community

health assessment and
reporting program.

Outputs

Consumers, providers, and
payers serving on the CCHIP

Governing Board seek, support,
and achieve common goals.

Increased community access and
participation in health promotion,

disease prevention, and
primary care services.

Linkages are forged among
medical, health, and human

service systems.

Third-party administered contract
for community-wide coverage

is in place.

Fiber-optic information network
is in place (CHIN).

Community health assessment and
reporting program is in place.

Outcomes Impact

CCHIP Governing Board is
deemed inclusive and

accountable by the
community stakeholders.

Increased numbers of community
members utilize the health

promotion, disease prevention,
and primery care service provided.

Improved access/coverage for the
insured, under-, and non-insured

in the community

Improved
Health
Status

Information provided by the
Health Report Card is used to make

community health decisions.

Community members utilize the
CHIN for information collection,
storage, analysis, and exchange

Sufficient staff with
expertise and

leadership skills to
implement the
program at the

local level.

Sufficient external
technical

assistance to
support staff in

program
implementation

Figure 6 Example of an outcomes approach logic model.
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Your Planned Work Your Intended Results

Milestone Activities Outputs Outcomes

Insurance market issues are
identified and documented.

Insurance market issues are
prioritized based on potential

for successful reform.

High priority issues are
identified and examined.

Strategies to reform the
high priority issues identified

have been developed.

Change agents contracted to
implement insurance market

reform (minimum of 2).

Change agents with sufficient
capacity and resources to

successfully execute insurance
market reform are identified.

Activities to increase beneficiary
enrollment and provider

participation in Medicaid and
other third party sponsored

insurance and
reimbursment plans (2P1)

Equitable access to
community-wide coverage.

% decrease of people
uninsured (201).

Deliverable–6

% decrease of new Medicaid
eligible consumers

achieving coverage before
in the hospital (203).

% in Medicaid participating
providers, using $1000
threshold level (204).

The Purchasing Alliance will
identify insurance market issues
and strategies to reform those

identified issues will be
developed and implemented.

Figure 7 Example of an activities logic model.

Box 3.2 (continued)

The Activities-Based Logic Model Approach

The activities approach logic model also connects pro-
gram resources and activities to desired results but does
so in very great detail (see Figure 7).Each outcome is usu-
ally dealt with separately by the activities and events that
must take place to keep the program on track.The model
emphasizing “Your Planned Work” can be used as a work
plan or management tool for program components and
in conjunction with other models. Notice how it points
out what program activities need to be monitored and
what kind of measurements might indicate progress
toward results. Figure 7 shows one model describing the
connections between project tasks and outcome
achievement for the community coverage strand from
the outcome approach example provided earlier.

There Is No Best Logic Model

Try several logic models on for size. Choose the model
that fits your program best and provides the informa-
tion you need in the format that is most helpful. Like
anything else, it takes practice to use logic models as
effective program tools. We learn through trial and
error to find what works best for what program. Don’t
hesitate to experiment with program logic model
design to determine what works best for your pro-
gram. And don’t be concerned if your model doesn’t
look like one of the case examples. Figure 8 shows how
the logic model forms gather information that can be
used throughout your program’s life—from defining
the theory on which your program rests to evaluating
program impact.
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Figure 8 How to use a logic model through the life of your program.

Clarifying Program Theory

1. Problem or issue statement: Describe the problem(s) your program is
attempting to solve or the issue(s) your program will address.

2. Community needs/assets: Specify the needs and/or assets of your community
that led your organization to design a program that addresses the problem.

3. Desired results (outputs, outcomes, and impacts): Identify desired results, or
vision of the future, by describing what you expect to achieve near term and
long term.

4. Influential factors: List the factors you believe will influence change in your
community.

5. Strategies: List general successful strategies or “best practices” that have helped
communities like yours achieve the kinds of results your program promises.

6. Assumptions: State the assumptions behind how and why the change 
strategies will work in your community.

Demonstrating Your Program’s Progress

1. Outputs: For each program activity, identify what outputs (service delivery/
implementation targets) you aim to produce.

2. Outcomes: Identify the short-term and long-term outcomes you expect to
achieve for each activity.

3. Impact: Describe the impact you anticipate in your community in 7 to 10 years
with each activity as a result of your program.

4. Activities: Describe each of the activities you plan to conduct in your program.
5. Resources: Describe the resources or influential factors available to support your

program activities.

Program Evaluation Questions and Indicators

1. Focus area: From your program theory logic model, list the components of the
most important aspects of your program.

2. Audience: Identify the key audiences for each focus area.Who has an interest in
your program?

3. Questions: For each focus area and audience, list the questions they may have
about your program.

4. Information use: For each audience and question you have identified, identify
the ways you will use the evaluation information.

5. Indicators: Describe what information could be collected that would indicate
the status of your program and its participants for each question.

6. Technical assistance: Indicate the extent to which your organization has the
evaluation and data management expertise to collect and analyze the data that
relates to this indicator.
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the logic of how social service programs are conceptualized and operationalized.

Box 3.2 presents a comprehensive discussion on how logic models are used in the so-

cial services and provides advanced information on logic models, which were previ-

ously discussed in Box 2.3.

SUMMING UP AND LOOKING AHEAD

This chapter discussed what is meant by an agency, a program, a program goal, a

program objective, a practice objective, a measurement, and an activity. Most im-

portantly, we discussed the linkages that must exist among these elements through

the development of program designs. When a social service program has a simple

logic model as illustrated in Boxes 2.3 and 3.2, you are ready to start thinking about

how your program can be evaluated—the topic of the next chapter.

RECAP AND ONLINE MATERIALS

In this chapter, you learned how to design simple social work programs with the

help of logic models.

You should also recall the concept of logic models from your foundational re-

search course. If not, go online to take a free crash course in logic models.

You can also find the following materials online to help you master the concepts

you just learned:

• Chapter Outline

• Learning Objectives

• Key Terms and Concepts

• Flash Cards

• Practice Multiple-Choice Tests

• Essay Questions with Answers

• Links

www.oup.com/us/swevaluation

STUDY QUESTIONS

1. What is a social service agency? Provide an example of one that you are familiar

with.

2. Name as many social service agencies in your local community as you can. What

target populations does each one serve? Why?

www.oup.com/us/swevaluation
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3. What are agency mission statements? How are they used within agencies? Do

you believe they are necessary? If so, why? If not, why not? What are agency

goals? Do you believe they are necessary? If so, why? If not, why not?

4. What are the requirements for an agency’s goal? Provide an example using all of

the requirements. What are agency objectives? Do you believe they are necessary? If

so, why? If not, why not? What are social service programs? How are they similar

and different from social service agencies? Provide an example in your discussion.

5. Discuss the main differences between an agency and a program.

6. Discuss the usefulness of program designs. How are they used to formulate social

work programs? Do you believe they are necessary? If so, why? If not, why not?

7. What are program objectives? Do you believe they are necessary? If so, why? If

not, why not? What are unintended program results? Provide an example that

you know of in your discussion.

8. Discuss the differences and similarities between an agency goal and a program

goal. Use one common example throughout your discussion.

9. Discuss the different types of program objectives. Provide an example of each

one in your discussion. Discuss the qualities of program objectives. Provide an

example of each one in your discussion. Discuss the differences and similarities

between program objectives and practice objectives. Provide an example of

each one in your discussion. What are program activities? Provide as many ex-

amples as you can, and distinguish each one from a program objective.

10. Create a hypothetical social service program based on the logic models con-

tained in Boxes 2.3 and 3.2.
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GETTING READY

FOR AN EVALUATION

Program

An organization that exists

to fulfill some specific social

purpose; must be logically

linked to the agency’s goal.
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Recap and Online Materials
Study Questions
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In 1963, when President Kennedy was assassinated in Dallas, several photogra-

phers on the scene captured images of the unfortunate event. The tragedy oc-

curred despite the secret service and other government agencies having in place a

specific program plan or blueprint designed to protect the President from harm.

Thinking about the program design concepts presented in the previous chapter, the

security plan might have included a specific goal, objectives, and activities to guide

secret service agents and other officials as they performed their work duties in an

effort to accomplish their goal—to protect the President from harm.

The assassination was recorded on film by Abraham Zapruder, an amateur pho-

tographer, who took a home movie that shows graphic images of the President being

shot. Two other people also took home movies that show other parts of the incident,

and as many as six still photographers took at least one picture while shots were be-

ing fired. In addition, several other photographers took pictures before or after the

assassination.

The documentation of the security program, the home movie footage, and the

photographs taken are all key pieces of data that can be used to help us understand

both the problems or dangers faced by heads of state as well as what can be done

about them. The security program provides data of what was supposed to happen

to prevent any harm to the President, and the film data showed evidence of what

actually happened.



If we think carefully about the available data (e.g., program plan, film, and pho-

tographs), it is obvious that none captured the full “picture” of what took place.

Rather, each artifact or piece of data captured a representation of what happened that

day. Some of the representations were more complete and more accurate than oth-

ers. But in the end, each was only a representation. Mr. Zapruder’s home movie is

considered the most complete record. However, it was filmed from a distance and is

relatively grainy, at least by today’s standards. In addition, it did not, as was true of

home movies of the day, record sound. Thus, even this most complete record of the

assassination captured only one element of it. In general, the representations created

by the various photographers varied in their completeness and detail as well as in

what was actually captured on film.

Program design plans and evaluations (discussed in remaining chapters of this

book) are also representations. Any social service program in our profession is com-

posed of hundreds of parts, including structures, processes, activities, and results.

Although stakeholders sometimes hold beliefs to the contrary, no one evaluation

will capture all of these facets of a program.

As you well know by now, social service programs are complex entities that

contain numerous interlinking systems and operate in complex environments. A

parent–teen mediation program, for example, will have specific procedures for in-

take, assessment, intervention, termination, and follow-up. An educational pro-

gram, on the other hand, may deliver its services in the form of workshops,

seminars, and presentations in addition to operating a library. These and other pro-

grams will be targeted toward specific population groups and have the interest of

different stakeholders (see Box 1.3).

PROGRAM SCOPE AND EVALUATION

As we know from previous chapters, the word “program” is broad in its meaning. It

can refer to small, specific, and short-term efforts, such as a film developed for use

during a training session on AIDS. It may also refer to a nationwide effort to combat

family violence, and include various intervention strategies. Or it may refer to a spe-

cific treatment intervention used with a specific social worker and undertaken with a

specific client.

Different types of social service programs call for using different methods of

evaluations. Thus, we need to know the scope of a program before deciding how

best to include an evaluative effort within it. In turn, the parameters of any evalua-

tion are impacted by the following program characteristics:

• Boundary: The program’s “borders” may extend across a nation, region, state,

province, city, parish, county, or community; or it may be extremely limited—

for example, a course presented in an individual program or school.

Stakeholders

A person or group of people

having a direct or indirect 

interest in the results of an

evaluation.
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• Client Capacity: The program may serve a fixed number of individual clients

at one time, such as a maximum of 10 individuals seeking group therapy, or

many clients, such as all people infected with the HIV virus. Furthermore, the

program may be limited to a homogeneous client group (e.g., adolescent girls

with a diagnosis of depression) or open to a heterogeneous client group (e.g.,

male and female adolescents suffering from any mental illness diagnosis).

• Service Complexity: Some programs offer integrated components, combining,

for instance, child protection services, individual therapy, family therapy, and

educational services under one common umbrella. Such a program is obvi-

ously more complex than one with a simpler, singular focus—for example,

providing nutrition counseling to pregnant adolescents.

• Duration: The time frame of the program may be designed to last for half an

hour—a training film, for example—or it may be an orientation course on

child safety lasting for two days, a group therapy cycle lasting for 10 weeks, or

a pilot project designed to help the homeless that will be evaluated after two

years. Or, as in the case of a child protection program, it may be intended to

continue indefinitely.

• Timing of Program Effect: Some programs have objectives that can readily be

evaluated within a reasonable time frame; for example, to increase the num-

ber of unemployed adolescents who secure full-time work within two

months of completing a six-week training course. Other programs have

objectives that will not become evident for some time, or have a delayed

effect—for example, to increase future educational achievement of children

born with fetal alcohol syndrome.

• Innovativeness: Some social service programs follow long-established treat-

ment interventions, while others experiment with new and developing ones.

PLANNING WITH STAKEHOLDERS

An important part of evaluation is planning—an exercise that involves clearly iden-

tifying what specific evaluation questions are to be answered, what decisions are to

be made from evaluation results, and ultimately managing the many tasks necessary

to carry out the evaluation. Box 4.1 presents the various sources you can use when

developing evaluation questions, and Box 4.2 provides general tips for developing

the questions.

The critical importance of planning before one attempts to implement a pro-

gram or its evaluation is understood if we think about an event such as a family

vacation. Rarely does a family embark upon their annual vacation without prior

thinking and planning. Spur of the moment vacationing may result in a wondrous

spontaneous bit of relaxation, but the odds are the family would risk ending up with

a very expensive experience that was unsatisfactory to some or all family members.
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To increase the likelihood that the vacation will stay within a reasonable budget and

meet the wishes of all family members (stakeholders) requires planning with prior

research of vacation possibilities, discussion with family members, and the consider-

ation of the family’s resources—especially the family budget within the number of

pre-allocated vacation days.

Planning program evaluations are similar to planning family vacations; that is,

we want to research the many evaluation possibilities, have discussions with pro-

gram stakeholders, and end up with a beneficial and satisfactory result for all inter-

ested parties. And, like vacations, evaluations also must stay within the limits of the

program’s financial and human resources. Ideally, and if at all possible, evaluations

should be integrated into a program’s operations, which is a main feature of the

monitoring approach to evaluation (see Chapter 2).
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Box 4.1 Finding Sources Who Can Help in Developing Evaluation

Questions as Presented by the W.K. Kellogg Foundation

As you generate the “long list”of questions, some potential sources to consult include:

• Project Director: The director is usually an invaluable source of information be-
cause he/she is likely to have the “big picture” of the project.

• Project Staff/Volunteers: Staff members and volunteers may suggest unique eval-
uation questions because they are involved in the day-to-day operations of the
project and have an inside perspective of the organization.

• Project Clientele: Participants/consumers offer crucial perspectives for the evalua-
tion team because they are directly affected by project services. They have in-
sights into the project that no other source is likely to have.

• Board of Directors/Advisory Boards/Other Project Leadership: These groups often
have a stake in the project and may identify issues they want addressed in the
evaluation process.They may request that certain questions be answered to help
them make decisions.

• Community Leaders: Community leaders in business, social services, and govern-
ment can speak to issues underlying the conditions of the target population. Be-
cause of their extensive involvement in the community, they often are invaluable
sources of information.

• Collaborating Organizations: Organizations and agencies that are collaborating
with the grantee should always be involved in formulating evaluation questions.

• Project Proposal and Other Documents: The project proposal, WKKF correspon-
dence, project objectives and activities, minutes of board and advisory group
meetings, and other documents may be used to formulate relevant evaluation
questions.

• Content-Relevant Literature and Expert Consultants: Relevant literature and discus-
sion with other professionals in the field can be potential sources of information,
and for possible questions, for evaluation teams.

• Similar Programs/Projects: Evaluation questions can also be obtained from direc-
tors and staff of other projects, especially when these projects are similar to yours.



Let us now turn our attention to five planning strategies that foster the integra-

tion of evaluations into accepted (and expected) routine activities within social ser-

vice programs: (1) asking evaluation questions, (2) mapping concepts, (3) reviewing

the literature, (4) developing schedules, and (5) producing documentation.

Asking Evaluation Questions

So far in this book, we have emphasized the idea that social service programs—the

problems they address and the clients they serve—are complex entities. In turn, any

evaluation within a social service program can also be multifaceted and go in many dif-

ferent directions. For example, evaluation can produce data to answer many different

questions: What are the characteristics of clients being served? What are the strengths or

weaknesses of service delivery? To what degree are various stakeholders groups satisfied

with the program? How much change do clients make after having received services?

What is the “price tag” of services provided by BSW versus MSW workers?

The list of possible evaluation questions is limitless, but program resources—

human and fiscal—are not. As such, an essential planning task of an evaluation is to

decide on a reasonable number of questions that will be the focus of the evaluation

efforts. By focusing an evaluation around clearly defined questions, evaluation activ-

ities can be kept manageable, economical, and efficient. All too often stakeholders

identify more interests than any single evaluation can reasonably manage.

Figure 4.1 shows a survey that was used to aid an evaluation planning session

within a rural literacy program. The questions shown in Figure 4.1 are only a sample of

those generated by program stakeholders, which included representation from the pro-

gram’s steering committee, administration, and workers as well as other professionals
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Box 4.2 General Tips for Developing Program Evaluation Questions

• Ask yourself and team members why you are asking the questions you are asking
and what you might be missing.

• Different stakeholders will have different questions. Don’t rely on one or two
people (external evaluator or funder) to determine questions. Seek input from as
many perspectives as possible to get a full picture before deciding on questions.

• There are many important questions to address. Stay focused on the primary
purpose for your evaluation activities at a certain point in time and then work to
prioritize which are the critical questions to address. Because evaluation will be-
come an ongoing part of project management and delivery, you can and should
revisit your evaluation questions and revise them to meet your current needs.

• Examine the values embedded in the questions being asked. Whose values are
they? How do other stakeholders, particularly project participants, think and feel
about this set of values? Are there different or better questions the evaluation
team members and other stakeholders could build consensus around?
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Evaluation Question Priority Survey

Instructions: (1) Rate each question by circling one number using the scale to
the right of each question. (2) Feel free to add questions that you consider to be a
priority for evaluation.

Definitely Deserves Throw
Keep Consideration Out

Client Characteristic Questions:

1. Who referred family to the program? 1 2 3
2. How many children in the family? 1 2 3
3. How old is each family member? 1 2 3
4. How long has the family lived in 

the community? 1 2 3
5. What is the family structure? 1 2 3
6. Does the family live in town or rural? 1 2 3
7. Does the family access other community 

services? 1 2 3
8. What languages are spoken in the home? 1 2 3
9. What are the education levels of parents? 1 2 3

10. Does family have (or want) a library card? 1 2 3

Program Service Questions:

11. How many visits were made to the family? 1 2 3
12. How long was each visit? 1 2 3
13. How many scheduled visits were 

missed? Why? 1 2 3
14. How many times was family not ready for 

the visit? 1 2 3
15. Did family readiness improve over time? 1 2 3
16. How satisfied were parents with program? 1 2 3
17. How satisfied was family with the worker? 1 2 3
18. What was easiest/most difficult for you

in the program? 1 2 3

Client Outcome Questions:

19. Do clients show change after the program? 1 2 3
20. Do children’s literacy skills improve? 1 2 3
21. Do reading behaviors change? 1 2 3
22. Were the parents’ expectations of 

program met? 1 2 3
23. What is the support worker’s evaluation of 

services? 1 2 3
24. Has enjoyment for reading increased? 1 2 3

Figure 4.1 Example of a survey that determined the priority of the evaluation questions that
were selected for the final evaluation.



and local citizens; a total of 20 stakeholders participated in the planning process. The

complete brainstorm list (not shown) included more than 80 questions; far too many

to focus the program’s evaluation, which had a modest budget.

The survey shown in Figure 4.1 was created to gather stakeholder input that

would help identify priority questions of interest. Because the questions listed were

created by program stakeholders, the survey also had the added benefit of showing

stakeholders that their ideas were both valued and were being put to good use in

planning the program’s evaluation strategy.

Evaluations that are not sufficiently focused generally result in large and unwieldy

data collection efforts. Unfortunately, when mass quantities of data are collected with-

out a forward thinking plan—linking the data collected to evaluation questions to be

answered—the data may be compromised by poor reliability and validity. On the other

hand, evaluation data derived from carefully focused questions make it much easier to

maintain the integrity of the data collection process and produce credible results.

Focusing an evaluation does not imply that only one part or aspect of a pro-

gram or service will be of interest. In fact, there are usually a number of different

interests that can be accommodated within a single evaluation. Figure 4.1, for example,

suggests that, depending upon stakeholders’ ratings, the literacy program’s evalua-

tion could end up focusing on questions related to client need (e.g., client character-

istics), program services, client outcomes, or a combination of the three.

As we will be seen in Part II of this book, evaluation questions can be grouped

by four major types: needs assessment (Chapter 5), process evaluation (Chapter 6),

outcome evaluation (Chapter 7), and efficiency evaluation (Chapter 8). Focusing

evaluation questions means that program interests are first identified and the evalu-

ation activities are then organized around those interests. Thus, there can be multi-

ple points of focus within an evaluation, but it is important that these be clearly

identified and planned from the beginning.

The focal questions selected for a program’s evaluation need not remain static.

Questions may be added or deleted as circumstances and experiences dictate. In other

words, a specific set of questions may guide the focus of evaluation for a limited period

of time. Such is the case when the monitoring approach to quality improvement is em-

ployed and the evaluation system is active throughout the life of the program.

Table 4.1 provides a sample timeline for moving through the four different types

of evaluation covered in this book. Depending on the scope of the program, time lines

can vary, but the one shown in Table 4.1 suggests that the program will focus on dif-

ferent types of evaluation questions for variable periods of time; the greatest amount of

time (12 to 18 months) is given to process evaluation questions. Note that a program

that goes through one cycle of each evaluation type in the sequential order shown in

Table 4.1 can expect to take 25 to 44 months to complete its efforts, between two and

three and a half years. With such a big time commitment, the program will no doubt

want to carefully select the evaluation questions to guide their evaluation efforts.
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Mapping Concepts

A second evaluation planning strategy is concept mapping, which is a tool that can

be used to visually illustrate key elements of either the program’s design or aspects of

the evaluation plan. Concept mapping is a technique that is used to display informa-

tion visually. Surely, you have heard the expression “a picture is worth a thousand

words.” Concept mapping facilitates communication through pictures; as such, it re-

duces the amount of text reading that would otherwise be needed in a planning pro-

cess. Specifically, it is used to diagram concepts and the relationships between them.

Concept maps can illustrate simple or complex ideas. For example, Figure 3.6 in

Chapter 3 shows a simple concept map illustrating the relationship of the goal of an

agency to the goals of three programs housed within the agency.

A more complex concept map is shown in Figure 4.2, which offers a visual illus-

tration of a client-centered program design for a family and community support

program. The illustration shows the relationship between the family and community

support components of the program, which share both office space and program

objectives. Figure 4.2 also features the program’s goal and details various activities

that workers engage in. Indeed, Figure 4.2 highlights many key program design con-

cepts that were discussed in Chapter 3.

Another example of a concept map is shown in Figure 4.3. Rather than dia-

graming the relationship between program design concepts (as shown in Figure

4.2), the concept map featured in Figure 4.3 shows the fit of evaluation as a key phase

of program operations in both components of the program. Furthermore, the pic-

ture reveals that the two program components (family support and community sup-

port) will have separate evaluations but the results of both will be considered

together when shared with the community.

Concept maps are communication tools. Thus, they can have the effect of an-

swering questions about a group’s thinking or generating new questions that aim for

fuller understanding. It is important to understand that the concept maps featured

in Figures 4.2 and 4.3 present only two of many possible representations. In viewing

Concept maps

A tool used to visually

illustrate key elements 

of an evaluation plan.
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Table 4.1 Implementation Time for Selected Types

of Evaluations

Types of Evaluations Chapter Time Range

Needs Assessment Chapter 5 3 to 6 months

Process Evaluation Chapter 6 12 to 18 months

Outcome Evaluation Chapter 7 6 to 12 months

Efficiency Evaluation Chapter 8 1 to 2 months

Total 25 to 44 months



the two illustrations, perhaps you had ideas about how the program design or the

evaluation plan could be illustrated differently. It may be that your idea is to add

concepts not featured, such as identifying priority research questions or specific

measurement tools. On the other hand, it may be your opinion that Figure 4.2 could

be simplified by deleting parts of the illustration such as the program goal statement.

Perhaps you see the relationships between concepts differently and would prefer to

see the concept shapes in another arrangement.

To be useful as a planning tool, the exercise of building concept maps should in-

volve representatives of key stakeholder groups. Bringing different stakeholders—

especially those with divergent views—together to build one concept map can

generate rich discussion (see Boxes 1.3 and 1.4). Because communication can result

in intense and impassioned discussions as stakeholders promote different points of

view, it is wise to have a skilled facilitator to accomplish the task.

Once the concept maps are created, they can be used as visual reminders

throughout the planning and evaluation processes. The visual illustrations can func-

tion as literal maps that chart future discussion and planning decisions. And, as

such, they should be easily accessible or displayed in clear sight of those working on
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Program Goal:  To enhance quality of life for families that are living in the Edison neighborhood where such problems as
poverty, substance abuse, mental illness, and domestic violence put children at risk for abuse and neglect. By improving the

capacity of families and the community they live in, the program aims to build a safe neighborhood that values child well-being.

Friendly office space in highly
visible part of neighborhood

• Reduce child abuse reports
• Increase support to parents
• Increase community efficacy

*drop-in support
* meeting space
*volunteer hub

*emergency provisions
*telephone, fax, Internet

*referral information
*program office

Program Objectives

• Peer support hotline to families with
   children under 18 years old
• Short-term support counseling
• peer support and support groups
• Emergency goods and services
• Liaising with courts, schools, and
   other service providers
• Employment training for community
   members in volunteer roles

Activities

Family and Community Support Program

High Risk DCFS
Neighborhood

Family Support Program
Center

• Community outreach and
   awareness on child safety and
   well-being
• Time-limited improvement
   projects within community
• Recruit and sustain community
   board members and volunteers
• Resource and fund raising efforts

Activities

Community Support

Figure 4.2 A concept map of a client-centered program design.



the program and evaluation plans. For example, suppose that stakeholders of the

family and community support programs wind up spending 40 minutes of a 60-

minute meeting in a heated debate about the type of activities that workers are ex-

pected to perform in the family support component of the program. It would be

possible, and perhaps strategic, for a workgroup member to mention this fact, point

to Figure 4.2, and add the suggestion that the group needs to wrap up discussion

about family support to ensure that discussion about the community support com-

ponent of the program does not get ignored.

Reviewing the Literature

A third useful planning strategy with stakeholders is conducting a literature review
that targets the program’s target population (clientele) and problem as well as its cho-

sen interventions. To ignore the literature—specifically, research and evaluation

Literature review

An extensive search of the

information available on a

topic which produces a list

of references to books, peri-

odicals, and other materials

on the topic.
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Family and Community Support Program
Evaluation Plan

Family
Support

Component

Community
Support

Component

Define solutions
(consider

linkages with
other providers)

Phase 2

Educate
Community about

Program Plans
and

Accomplishments

Phase 5

Implement family
solution

Phase 3

Determine
community

needs

Community Board

Phase 1

Evaluate
Phase 4

Determine family
needs

Phase 1

Define time-limited
community

improvement
projects

Phase 2

Implement
community

improvement
projects

Phase 3

Evaluate
Phase 4

Figure 4.3 A concept map of an evaluation plan.



studies—in a program and evaluation planning process is a colossal mistake, if only

because the lessons learned by others will be overlooked. As mentioned in the three

previous chapters, program planning and evaluation are key parts of knowledge

building in our profession, and so we must begin with the lessons learned and written

about by experts in the field. We also mentioned that the Internet has made access to

published and unpublished reports much easier in recent years. To ignore available

evidence-based studies and attempt to reinvent the “program-design wheel” by start-

ing from scratch is tantamount to breaching the NASW Code of Ethics:

Social workers should critically examine and keep current with emerging

knowledge relevant to social work. Social workers should routinely review the

professional literature . . . (NASW Code of Ethics, Section 4.01[b])

Social workers should contribute to the knowledge base of social work and

share with colleagues their knowledge related to practice, research, and ethics.

Social workers should seek to contribute to the profession’s literature and to

share their knowledge . . . (NASW Code of Ethics, Section 5.01[d].

Beyond professional responsibility, the value of reviewing the literature is real-

ized in the lessons that can be learned from others. For example, Family Group Con-

ferencing is an intervention method developed from a Maori tradition in New

Zealand. It was originally created as an intervention for juvenile offenders, and it typ-

ically involves a meeting with the offender, the victim, family and friends of both par-

ties, involved professionals, and a coordinator who plans and facilitates the meeting.

Family Group Conferencing provides a format to meet whereby all parties participate

in a discussion of the crime and its impact. A problem-solving process is used to de-

termine how the offender will make up for any harm caused as well to decide the role

of any participants. A formal agreement is written and signed by participants, indi-

cating that each person understands their expectations and commitments.

Family Group Conferencing has since been adopted by other countries including

the United States, Canada, Australia, South Africa and numerous European countries.

The intervention method has also been adapted to the child welfare arena where the

conference meeting is used to develop a plan of child protection, preferably one that

can be carried out while children remain living at home. Throughout the 1990s, nu-

merous research studies produced a rich pool of information that any program plan-

ner or evaluator involved with Family Group Conferencing would find helpful.

Figure 4.4 shows a synopsis of research findings on selected dimensions about

how family group conferencing is carried out in child welfare. The research about

family group conferencing is able to answer several practical questions about how

the intervention method is expected to operate. The information reported in Figure

4.4 has been used to create “best practices,” thereby strengthening the design of

many new Family Group Conferencing programs that started since the beginning of

the twenty-first century.
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Developing Schedules

Schedules can take many forms, such as a calendar, a “to-do” list, an agenda, a

timetable, or even a concept map. Schedules serve the function of documenting and

communicating the work process with all stakeholders in mind. Specifically, they de-
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Research Excerpts on Family Group Conferencing in Child Welfare

How much preparation time is needed to plan a family group conference?

• Marsh and Crow (1998) report that the coordinators spent an average of
22 hours setting up meetings, ranging from 10 hours to 30 or more hours.

• Paul Ban reports that preparing for conferences takes approximately four times
as long as actually holding them (in Hudson et al., 1996).

Who will attend the conference?

• The mean number of participants was 13.5 (Pennell & Burford, 2000).

• Family support persons participated about one-third of the time in the
conferences studied by Patterson and Harvey (1991) in New Zealand.

• An average of two to three professions attend the conference (Pennell & Burford,
2000).

• Patterson (1993) found that 73 percent of invited family members attended con-
ferences in New Zealand.

• A variety of authors have reported that conferences are successful in gaining
a wide range of family attendance (Boffa, 1995; Pennell & Burford, 2000; Robert-
son, 1996; Swain, 1993).

What is the length of time of a conference?

• Of the 37 conferences that were part of the Newfoundland and Labrador project,
the average length was 6 hours (Pennell & Burford, 2000).

• Renouf, Robb, and Wells (1990) report that on average conferences lasted
3 hours.

• Patterson and Harvey (1991) report that conferences lasted an average of
3.5 hours (range: 1–11 hours).

What is known about the location of conferences?

• Marsh and Crow (1998) report that only four of 80 conferences were not held on
neutral territory; two were held in social service department offices and two in
the families’ homes.

• In contrast, research conducted by Patterson and Harvey (1991) showed that,
in New Zealand, 37 percent of the conferences were held at the Department of
Social Welfare office, 20 percent at community facilities, and 16 percent at
family houses.

Figure 4.4 A Sample of research excerpts.



tail an ordered list of who needs to do what by when. Because the work of planning

programs and evaluations is a complex undertaking that involves the input of many

stakeholder groups, schedules are a useful communication tool that can help the

planning process to move forward and stay on track. In addition, schedules that are

written and posted publicly for viewing by interested stakeholders have the added

value of promoting an open and transparent planning process, which is an essential

ingredient if the process is to be empowering to participants. Three items are central

to any scheduling endeavor: tasks, roles, and timelines.

Tasks

Suppose you were a member of an agency workgroup that had the task of develop-

ing the program design for the family support program featured in Box 3.1 in Chap-

ter 3. Although the program design may appear simple in presentation, the process

of creating such a program design document is no easy undertaking. Many compli-

cated factors can come into play such as divergent views of workgroup members,

agency politics, time pressures, lack of expertise in the workgroup, and the compe-

tence of the workgroup leader, just to name a few.

Furthermore, the program design documented in Box 3.1 has many elements—

program goal, objectives, activities, and measuring instruments—that call for dis-

tinct decision-making efforts. To accomplish its aim of creating a program design, a

workgroup will have to breakdown the job into manageable tasks and decide upon

the order of task completion. Figure 4.5 shows an example of how to breakdown the

program design job by outlining 12 separate meeting agendas, which would have the

workgroup focus on only one or two tasks at a time. Figure 4.5 is only one example

of a task schedule for creating a program design; many other breakdowns are possi-

ble. Whatever the breakdown strategy, a comprehensive task schedule is one that in-

corporates steps to produce all of the key elements or parts of the end product.

Roles

With the planning tasks outlined in Figure 4.5, another scheduling item is to deter-

mine who will carry the responsibility to see that each task is completed. No matter

the size of the workgroup, a priority is to include input from the various stakeholder

groups in the planning effort. Ideally the workgroup is composed of individuals

who represent the different interests of the various stakeholder groups, as presented

in Chapter 1—policymakers, administrators, practitioners, funders, general public,

and clients. Table 4.2 shows a list of the 12 tasks that were featured as agenda items

in Figure 4.5, but added to the list are names of people charged with leadership re-

sponsibilities for the various tasks as well as their individual areas of expertise and

contact information.

Identifying the players of the planning process is key to a communication process

Measuring instruments

Instruments such as

questionnaires or rating

scales used to obtain a 

measure (usually an 

outcome measure) for a 

particular client or client

group.
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that is transparent and open—two essential ingredients for planning efforts that are

typically characterized by use of volunteers and disparity between the characteris-

tics of people planning the program evaluation and the people expected to benefit

from the planning efforts (i.e., clients). Box 4.3 suggests the various responsibilities

of the evaluators and program managers when an evaluation is under way.

Volunteers. Any planning effort should include clear expectations of the work that

needs to be done. However, as the involvement of stakeholders not employed by the

agency often means volunteer recruitment, the burden of work often will lie with a

Volunteers

People who do work for

which they receive little or

no earnings.
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• Define group
   purpose and
   tasks
• Set up group
   membership

Agenda 1

• Refine group
   tasks
• Revise agency
   organizational
   chart

Agenda 2

• Draft program
   goal
• Discuss
   program
   philosophy

Agenda 3

• Review
   literature on
   client
   population,
   problem

Agenda 4

• Continue
   literature review
• Draft program
   objectives and
   activities

Agenda 5

• Get stake
   holder input on
   program goal,
   objectives, and
   activities

Agenda 6

• Revise
   program design
   based on stake
   holder input

Agenda 7

• Seek valid
   measures for
   program
   objectives

Agenda 8

• Pilot test and
   select final
   measures

Agenda 9

• Create final
   draft of program
   design
• Circulate draft
   to stakeholders

Agenda 10

• Open forum
   with
   stakeholders to
   get feedback on
   draft

Agenda 11

• Approve final
   program design
• Form work
   group to plan
   evaluation

Agenda 12

Figure 4.5 Sample agendas for workgroup meetings to create a program design document.



select few employees. Certainly, one person is needed to lead the process—to man-

age the group, facilitate communication, and monitor the work product. As well,

attention needs to be given to what can be reasonably accommodated within the al-

lotted time frame.

Diversity Represented. A common characteristic of social service programs is that

program planners and service providers do not have diversity: They are not repre-

sentative of the client populations they serve. Disparity is often revealed in race, eth-

nicity, gender, and class differences between the people employed by the program

and the people served by the program. Time and again, we see social service pro-

grams operated by individuals from dominant groups who are designing social ser-

vice programs for individuals from marginalized groups in society. Because the

purpose of a role schedule is to identify people and experts who will take responsi-

bility for certain planning tasks, it can be modified to highlight specific areas of ex-

pertise appropriate for a particular planning effort such as cultural competence.

Timelines

A final aspect of scheduling that is critical to creating a successful planning process

is the creation of a timeline. Figure 4.6 features a Gantt chart created using Microsoft

Visio. A Gantt chart is horizontal bar chart that graphically displays the sequence,

Diversity

To respect racial/ethnic, gen-

der, cultural, disability, sexual

orientation, and social differ-

ences in staff and clients.

Timelines

Shows when events are

suppose to occur.
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Table 4.2 Schedule of Tasks and Roles

Person 
Agenda Task (from Figure 4.5) Responsible Expertise or Role Phone, E-mail

1. Group purpose and membership Shanti Group Leader

2. Revise organization chart Nathifa Administration

3. Program philosophy and goal Aisha Board Member

4. Review literature Angie, Min MSW Practicum
Students

5. Program objectives and activities Jenna Cultural 
Competence

6. Stakeholder input All

7. Revise program design Shanti

8. Find measuring instruments Angie, Min

9. Pilot measuring instruments All

10. Complete draft of program design Shanti

11. Open forum discussion All

12. Print final program design Shanti
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Box 4.3 Potential Responsibilities of Evaluators and Program Managers

Evaluator

• Develop an evaluation plan, in conjunction with program staff.
• Provide monthly or quarterly progress reports to staff (written or in person).
• Train project staff. Topics could include evaluation instruments, information collec-

tion activities,participant/case selection for sampling purposes,and other activities.
• Design information collection instruments, or select standardized instruments

or inventories.
• Implement information collection procedures.
• Interview project staff.
• Interview coordinating/collaborating agency staff.
• Interview program participants.
• Conduct focus groups.
• Observe service delivery activities.
• Review participant case records.
• Develop a database.
• Code, enter, and clean data.
• Analyze data.
• Establish and oversee procedures ensuring confidentiality during all phases of

the evaluation.
• Write interim (quarterly, biannual, yearly) evaluation reports and the final evalua-

tion report.
• Attend project staff meetings, advisory board or interagency coordinating com-

mittee meetings, and grantee meetings sponsored by the funding agency.
• Present findings at local and national meetings and conferences.

Program Manager

• Educate the outside evaluator about the program’s operations and objectives,
the characteristics of the participant population, and the benefits that program
staff expect from the evaluation. This may involve alerting evaluators to sensitive
situations (e.g., the need to report suspected child abuse) they may encounter
during the course of their evaluation activities.

• Provide feedback to the evaluator on whether instruments are appropriate for
the target population and provide input during the evaluation plan phase.

• Keep the outside evaluator informed about changes in the program’s operations.
• Specify information that the evaluator should include in the report.
• Assist in interpreting evaluation findings.
• Provide information to all staff about the evaluation process.
• Monitor the evaluation contract and completion of work products such as reports.
• Ensure that program staff are fulfilling their responsibilities such as data collection.
• Supervise in-house evaluation activities such as completion of data collection

instruments and data entry.
• Serve as a troubleshooter for the evaluation process, resolving problems or locat-

ing a higher level person in the agency who can help. Request a debriefing from
the evaluator at various times during the evaluation.



start and end time, and duration of activities defined for a particular project. Figure

4.6 again lists the same 12 tasks shown in the task and role schedules, but in this case

dates and deadlines are given to guide the time frame in when tasks are expected to

begin and end. The Gantt chart estimates that the entire job of creating a program

design for the family support program will be completed in 18 weeks. The chart also

shows the sequence of tasks as well as how they overlap. The literature review (Task

4) for example is expected to be carried out over a 12-week period, during which

time Tasks 3 and 5 through 10 will also be put into action.

Producing Documentation

It may be obvious by now that a planning process generates documentation, a paper

trail that documents the people, the process, and the products of a workgroup’s ef-

forts. So far, all of the planning strategies discussed—evaluation questions, literature

review, and schedules—produce one type of document or another. Ultimately, each

workgroup must decide how particular documents will be used and how far they

will be circulated. Open and transparent communication about planning is prefer-

able if there is interest in creating a culture of trust within an organization

(Fairholm, 1994). Additional documents can be helpful in this regard.

• Minutes: Minutes provide a written account of what happened at workgroup

meetings. The Internet has many suggestions for how to record minutes of a

meeting, but generally speaking, the following information should be in-

cluded: title of workgroup; date, time, and location; people present at the

meeting or absent from it; approval of previous meeting minutes (amend-

ments made if necessary); list of tasks/topics, summary of discussion and

Documentation

The recording in a

permanent format of

information derived from

conservation activities.

Minutes

A written account of what

transpired at a meeting.
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Figure 4.6 Sample Gantt chart—timeline of program planning tasks.

Group purpose & membership

Agenda Task
(see Table 4.2)

Start Finish
9/3

Sept. 2007 Oct. 2007 Nov. 2007
Duration

8/21/2007 8/25/2007 1w1

Revise organization chart 8/28/2007 9/1/2007 1w2

Program philosophy & goal 9/6/2007 9/19/2007 2w3

Review Literature 9/6/2007 11/28/2007 12w4

Program Objectives & Activities 9/14/2007 10/4/2007 3w5

Stakeholder input on draft 10/6/2007 10/12/2007 1w6

Revise program design 10/13/2007 10/19/2007 1w7

Find measuring instruments 10/23/2007 11/18/2007 2.5w8

Pilot measuring instruments 11/10/2007 11/23/2007 2w9

Write draft of program design 11/24/2007 12/5/2007 1.5w10

Open forum discussion 12/7/2007 12/11/2007 .5w11

Print final program design 12/12/2007 12/18/2007 1w12



record of decisions (record votes if appropriate); future tasks, deadlines, and

persons responsible; and name of the person submitting the minutes.

• Thank-You Letters: Because program planners and evaluators regularly rely

on the goodwill of others for ideas or assistance, thank-you letters are a basic

ingredient in any planning process and are most effective when they are

delivered in a timely manner. Figure 4.7 shows an example of a thank-you

letter written to participants in a Montana drug court program. The three

participants mentioned in the letter met with a team of drug court program

developers from Illinois to share their experiences as drug court participants.
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[Agency Letterhead]

February 9, 2007

Family Drug Court Graduates
c/o Family Drug Court Administrator
Family Drug Court Program
Agency Name
Address
State, Zip

Dear Karla, Raeyon, and Gregory [fictional names],

This note is to thank each of you for taking the time to meet with us on Friday, Janu-
ary 30, to talk about your experiences as graduates of the Family Drug Court Pro-
gram. Prior to meeting with you, we had the chance to observe the court process
and talk with the treatment team and other staff. We learned a lot by seeing the
court in action and by listening to the many different professionals describe how
they work together and do their jobs. We also learned a great deal by listening to
each of you tell us your experiences with the drug court. We were inspired by your
successes.

We have begun our work in developing a Family Drug Court in our state and are ex-
cited about the chance to help families and children in our community.Thanks again
for taking the time to speak with us.We wish you every success in the future.

Best regards,

Program Planners

Figure 4.7 Example of a simple thank-you letter.



IDENTIFYING DATA NEEDS

Stakeholders have a major interest in the operations and outcomes of a social service

program. As we have discussed, each stakeholder group—policymakers, administra-

tors, practitioners, funders, general public, and clients—will have a variety of ques-

tions about a program’s operations and outcomes. In some cases, these questions will

overlap, and in others they will be unique to the specific type of stakeholder. The

process of focusing an evaluation involves identifying the questions and interests of

the relevant stakeholder groups and prioritizing among these until a manageable

number of questions is arrived at.

In addition to creating questions related to a program’s objectives and activities,

stakeholders can be encouraged to generate other relevant questions. Stakeholders

can also assist in examining the key decisions they need to make and in identifying

the type of data that would be helpful in making these decisions. Attention needs to

be paid to what can be reasonably accommodated within the framework of the eval-

uation, taking into account the resources and time available, the effort required to

collect the data, and what data are likely to be used to make specific recommenda-

tions.

Focusing an evaluation begins with identifying the data that are needed to make

useful decisions. Generally these needs can be summarized into two broad categories:

1. Data that will help to make decisions (i.e., decisions about client need, pro-

gram design, program processes, client outcomes, and cost-benefit).

2. Data that are required for other purposes such as accountability (i.e., cover-

age, cultural, service delivery, fiscal, legal, and professional; see Chapter 1).

Discussions and negotiations in the planning phase of an evaluation will lead to

prioritizing the various (and sometimes competing) data needs of different groups

of stakeholders. Consideration will then move to how and when the required data

will be collected. It is always desirable to collect data in the most economical and

nondisruptive manner possible. If practical, the best strategy is to integrate the data

collection process of an evaluation with the record-keeping and paperwork pro-

cesses normally undertaken within the program itself. Collecting data is costly; thus,

it is important that the cost of including any variable in the evaluation plan will be

justified by the benefit of the information derived from the data.

Integrating data collection into regular paperwork or documentation procedures

of a program is easier to imagine than it is to do. Adding client race to an intake form

such as the one displayed in Figure 11.3, for example, can be accomplished by includ-

ing various categories of race that represent the local population served by a program.

Common categories are African American, Asian, Caucasian, Latino, and Native

American. If the local population includes a large proportion of one racial group, then

more specific categories may be warranted. Asian subgroups may include Chinese,

East Indian, Korean, and Japanese, for example. The difficulty of deciding specific data

Decision

A choice made after consid-

ering different possibilities.

Variable

A characteristic that can take

on different values for differ-

ent individuals.
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collection items (or variables) is especially apparent when trying to get many stake-

holders to agree on priorities.

Adding race as one variable is simple enough, but what if there are 20 or more

other variables of interest addressing areas such as client demographics, social service

history, and referral problems? The limit on how many questions to ask is set by the

amount of time the program allots for intake procedures or similar data collection

activities. Ultimately, some items will have to be deleted from data collection forms so

as not to compromise other aspects of client service delivery or overwhelm the client.

The burden of deciding which data collection items to retain or reject can be lessened

by evaluating each item with the priority evaluation questions decided by stakeholder

groups (e.g., Figure 4.1). Items that are integral to answering questions are retained,

while items that are distant or unrelated to the questions posed are rejected.

As previously discussed, evaluations are only representations, or snapshots if

you will, of a social service program. They are not meant to reflect every aspect of it.

However, effective evaluations provide data about a reasonable sampling of the most

relevant processes, activities, and outcomes of a social service program. This is par-

ticularly the case where an evaluation takes the form of a monitoring system that

provides periodic feedback about key aspects of the program’s operations and out-

comes. Carefully selecting what specific elements of a program’s process and out-

comes to track is a very important task.

FOCUSING EVALUATION EFFORTS

A final consideration for the planning phase of evaluation is to think about starting

with the end of the evaluation in mind. In other words, before embarking on evalua-

tion, you want to imagine what the end result of the evaluation will look like. By clearly

picturing the expected product, such as the format for displaying the results (e.g., ta-

bles or graphs) or types of data (e.g., quantitative or qualitative) that will answer par-

ticular questions of evaluation, planning efforts are more focused.

The top of Figure 4.8 lays out the basic logic model that was illustrated in Boxes

2.3 and 3.2. There are three columns below the logic model where each column delin-

eates a possible type of evaluation that could be used in connection with the model’s

“inputs,”“outputs,” and “outcomes.” That is, a needs assessment could be used to deter-

mine the model’s inputs, a process evaluation could be used in evaluating the model’s

outputs, and an outcome evaluation could be used in evaluating the model’s outcomes,

or impact. All three of these types of evaluations will be discussed in the next three

chapters.

Next, we present a discussion based on work conducted with a family service

program that has put into place a monitoring evaluation system and serves as an ex-

ample of how to focus an evaluation by visualizing the end product. The program’s

primary purpose was to obtain timely feedback about key program processes and

Logic model

Describes a social service

program in diagram form.
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outcomes for the purpose of program development. A secondary purpose was to ob-

tain useful information via the collection of reliable and valid data that would meet

the accountability requests of funders and other outside stakeholders.

After a series of planning sessions that included the program’s administrators and

the line-level social workers, it was decided that the program would track data in five

areas: (1) client demographics, (2) service statistics, (3) quality standards, (4) feedback,

and (5) client outcomes. As such, the evaluation would incorporate elements of needs

assessment, evaluability assessment, process evaluation, and outcome evaluation.

Client Demographics

It is always desirable to have reliable and valid data about the clientele actually being

served by the program, not only to ensure compliance with funding contracts but

also to identify any changes or trends in client profile. Client demographics data are

useful in all types of evaluations. Table 4.3 provides a simple illustration of the types

of variables that can be tracked in the client demographic area (left side) as well as

methods of measuring these variables (right side). As can be seen, the client demo-

graphics to be measured are stated in the form of simple straightforward bench-
marks. The target values of each benchmark were derived from the program’s

funding contract as well as from the program’s goal, which reflects what kind of

Demographics

Characteristics that define a

particular group of people,

including age, education

level, and family size.

Benchmarks

Performance goals against

which a social service pro-

gram’s success is measured.
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PROCESS

Needs assessment (chapter 5):

What are the characteristics, needs,
priorities of target population?

Process evaluation (chapter 6):

E v a l u a t i o n

How is program implemented?
Fidelity of implementation?

Are activities delivered as
intended?

Are participants being reached as
intended?

What are participant reactions?

Outcome evaluation (chapter 7):

To what extent are desired changes
occurring? For whom?

Is the program making a difference?What are potential barriers/facilitators?

What is most appropriate? What seems to work? Not work?

What are unintended outcomes?

IMPACT
OUTCOMES

Assumptions

Outcomes - ImpactOutputs
Short term Medium term Long termActivities Participation
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Figure 4.8 The logic model and evaluation possibilities.



clientele is targeted by the program. By specifying client demographics as bench-

marks, the program has clear targets toward which to work. Criteria are also explic-

itly established against which evaluation results can be eventually assessed.

Alternatively, it is also possible to phrase benchmarks in the format of objec-

tives. Recall that qualities of clear objectives are that they are meaningful, specific,

measurable, and directional (as described in Chapter 3). These qualities apply to

both client-centered objectives and to maintenance or instrumental objectives. Ob-

jectives differ from benchmarks in that they do not specify a target value, as is the

case in Table 4.3. It may be, for example, that instead of setting a benchmark to serve

200 individuals per month, a program aims only to maintain the overall number of

clients served from the previous year. Using objectives is preferable to using bench-

marks when a specific target value is uncertain or cannot be reasonably estimated.

Some people would also argue that using benchmarks alone tends to create a climate

of “bean counting” more so than is the case with objectives.

In general, client demographics measure the number of clients served and their

corresponding characteristics that are considered relevant to program services and

outcomes. The two variables in Table 4.3 can be easily tracked by data gleaned from

a client intake form. Data about whether a client is new to the program, for example,

can be readily captured by including one extra item (perhaps a checklist) on the pro-

gram’s intake form such as the one displayed in Figure 11.3. Of course, it is impor-

tant in the planning and focusing phase of an evaluation to determine that it is of

interest to know if a client is or is not new to the program. If the data collection system

is designed to capture these data in advance, it will be a simple matter to track this is-

sue. If not, it may be inconvenient, confusing, and costly to revise data collection or

reconstruct the data at a later date, if it is possible. Using our example, the following

simple item could be added to an intake form without much hassle:

Is this the first time you have received services 
from this program (check one)?

—— Yes

—— No

—— Don’t know 

Client demographic data are important to funders, program administrators,

and practitioners. By tracking these variables, program administrators can provide

data to funders to verify that their programs’ services are indeed being provided to
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Table 4.3 Client Demographics

Benchmarks Measures

Serve 200 individuals overall, per month Count of Client Intake Forms

60% of clients will be single-parent families Item on Client Intake Form



the groups they intended. Funders, in turn, will welcome assurances that their fund-

ing is being used in the manner they have targeted.

Data about client demographic variables are useful for a number of reasons. If

benchmarks are being met, for example, program administrators will be reassured

to continue the services that have been provided. On the other hand, unmet bench-

marks will alert administrators and practitioners alike to explore the reasons behind

the shortfall. Perhaps program practices can be adjusted to ensure that intended

clients are informed of the services offered and are welcomed to the program.

Alternatively, it is possible that the social needs within the community have

changed over time and earlier targets are no longer realistic, as would be the case in a

transient community where population demographics change regularly. Immigrants

who had once lived downtown, for example, may now be moving into the suburbs

and young professionals are perhaps moving in and replacing them. In such a case,

the program will have an early indication that its services should be adjusted to meet

current needs.

Service Statistics

Service statistics provide a second focal point for our evaluation example. Service

statistics are similar to client demographic data. However, the focus is on the services

provided by the program (i.e., program processes) rather than on the program’s

clientele. Service, or process, data are of interest for accountability purposes in addi-

tion to program feedback and development.

Again, program administrators and funders will take interest in these data to

ensure that the quantity of the program services corresponds to initial funding ex-

pectations, as well as to expectations as set out in the program’s logic model (see

Boxes 2.3 and 3.2). In addition, service statistics can also add to a solid understand-

ing of program service delivery and operations. By tracking changes in various com-

ponents of service delivery, for example, program administrators are in a better

position to make informed decisions about reallocating their scarce resources. In

short, with relevant data they will be able to manage resources more effectively and

efficiently. For example, data about the volume of services provided during evening

hours may lead to the reduction (or increase) of those hours.

Table 4.4 provides a simple example of two benchmarks related to service statis-

tics. The value set for the volume of services (in our case, 500 counseling sessions per

month) corresponds to levels set in the funding agreement. The second service

benchmark (in our case, 20 percent of services will be provided out of the center) re-

flects the program’s intention to be more responsive to client needs by moving ser-

vices out of the office and into the community. Tracking service statistics related to

the location where the services were delivered provides feedback about whether the

current practices are in line with this objective.

Service statistics

Statistics calculated for 

the services provided 

by a program.
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As indicated in Table 4.4, data about a program’s services can generally be cap-

tured through data entered on a program’s contact form or an equivalent document

for recording case notes (see Figure 11.5). As long as the type of service is recorded

along with the amount of services provided, the volume of each type of service can

be easily tracked. To determine the location and the time of service, specific items

may need to be added to the contact form or collected in a systematic way. To mini-

mize paperwork, these items can be designed as check boxes.

Quality Standards

Quality standards are about practices that the program believes will lead to posi-

tive client outcome. These practices may be described by relevant standard setting

through the professional literature or by official accrediting agencies such as the

Council on Accreditation. Quality standards are usually a focal point for process

evaluations, as they relate to practices that are expected to lead to certain client out-

comes. The assumption is that “good” social work practices lead to “good” client out-

comes.

Most social service programs hold strong beliefs about practices thought to best

serve clients, but very few actually monitor the implementation of them. Of course,

many social work practices or interventions are relatively complex and difficult to

capture within a single evaluation effort. Nevertheless, some quality standards, as the

two shown in Table 4.5, can be addressed within an evaluative framework.

The benchmarks specified in Table 4.5 relate to program beliefs that the most

effective services are those provided to larger client systems than an individual—for

example, to a parent–child dyad or to an entire family. The benchmark speaks to this
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Table 4.4 Service Statistics

Benchmarks Measures

500 counseling sessions per month From Contact Information Form

20% of counseling sessions will take Item on Contact Information Form
place out of center

Table 4.5 Quality Standards

Benchmarks Measures

Less than 25% of services will be provided Item on Contact Information Form
only to single individuals

A minimum of one community resource Item on Contact Information Form
suggestion per family



by specifying that over 75 percent of “client contacts” will involve more than one

person. Similarly, the program believes in the impact and helpfulness of community

resources in strengthening and supporting families. Thus, another target is that at

least one community resource suggestion per family will be made during the course

of service provision.

The data needed to monitor these benchmarks can be collected through the cre-

ation of appropriate items on the “client contact form” or any other client log (see

Figure 11.5). Again, through strategic design, a check-box format will easily allow

the capture of the data needed to track these two simple objectives (or variables).

Data relating to the achievement of quality standard objectives are helpful in the

program planning and development process of an evaluation. Through collecting

such data over time, the program can ensure that its beliefs about effective practices

are translated into actual practice. Results falling short of the benchmark could re-

sult in revising the set values included in the benchmark or revising the program

operations in some way to increase the likelihood of achieving the original value.

Alternatively, it may be determined that the gap is the result of unmet training

need or attitudes held by staff members. In such a case, further staff development

might be planned. On the other hand, if the benchmarks are met, as evidenced via

credible data, existing practices and procedures could be examined in greater detail.

For example, program practices could be monitored to determine what approaches

are most effective in getting individual clients to accept help as part of a larger group

(e.g., a parent–child dyad or family). Additionally, benchmarks might be modified

so that they align better with the professed quality standards.

In short, tracking quality standards provides data about the actual practices of a

program and reveals when practices are not consistent with beliefs. Such data would

lead to an examination of those practices with a view to further developing them.

Feedback

Feedback received from relevant stakeholders is another area to focus on in our

evaluation example. Relevant groups may include clients, volunteers, referring agen-

cies, or other stakeholder groups. More often than not, relevant feedback usually

centers on client satisfaction of some kind. Such feedback does not clearly fit in any

of the traditional types of evaluations; it is typically collected as an outcome but re-

flects client perceptions about program processes. High client satisfaction, or an oth-

erwise high opinion of a program, does not necessarily correspond with successful

client outcomes. In other words, clients may like a program but not experience any

positive change as a result of it. Nevertheless, it is desirable that a program draws

favorable opinions and comments from its stakeholders. If not, administrators and

staff alike should be aware that satisfaction with the program is not high.

Table 4.6 provides a simple example of two benchmarks relating to feedback—

Feedback

Process of communication

whereby a person can dis-

agree, ask a question, repeat

information for understand-

ing, or otherwise talk back in

the communication process.
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in this case, client feedback. The data to track this objective are collected by asking

clients to fill out a simple client satisfaction survey at the time of the completion of

services (see Figure 11.8). In this case, there were five items on the survey, designed

specifically for this program. The items deal with such matters as the helpfulness of

services, the supportiveness of staff, and overall satisfaction with the program’s ser-

vices. Each item is in the form of a rating scale with four possible response cate-

gories. For example, helpfulness was measured by the item:

The services were helpful (check one):

—— Strongly Disagree

—— Disagree

—— Agree

—— Strongly Agree

As Table 4.6 shows, the program set a benchmark that a minimum of 70 percent

of service recipients will rate this item as “Agree” or “Strongly Agree.” To measure

overall satisfaction, an item was included that read:

My overall satisfaction with these services is (check one):

—— Very Low

—— Low

—— Moderate

—— High

—— Very High

The benchmark meant that 70 percent, or more, of the clients should rate this

item as “High” or “Very High.” This would in turn indicate a minimum expected

level of overall satisfaction with the services offered by the program.

Client Outcomes

An evaluation system is seldom complete without some attention to client out-
comes or client results, which is the reason that the social service organization

exists in the first place. Thus, client outcomes always lie outside of the program

with the clients; they reflect changes in clients. Client outcomes are always directly

Client outcome

The degree to which a client

benefited from receiving a

social service.
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Table 4.6 Feedback (Client)

Benchmarks Measures

70% of clients rate item helpfulness as Satisfaction Survey Item 1
“Agree” or “Strongly Agree”

75% of clients rate item satisfaction Satisfaction Survey Item 5



tied to program objectives as stated in the program’s logic model (see Boxes 2.3

and 3.2).

Table 4.7 provides three examples of benchmarks used to monitor program ob-

jectives or client outcomes. As can be seen, the first benchmark is expressed in terms

of a minimum mean score of 3.4 on the first five items of a nonstandardized rating

scale, designed specifically for the program. Of course, the value 3.4 has meaning

only if we know the possible range of the rating scale. If scores can range from 1 to 5

(and 5 is high), we would interpret the data more positively than if scores ranged

from 1 to 10 (and 10 is high). Chapter 9 discusses rating scales as methods of mea-

surement; they can easily be constructed in such a way that they can directly and

meaningfully monitor program objectives.

The next two benchmarks in Table 4.7 are expressed as an average minimum

score and an average gain score on two separate standardized measuring instru-

ments, Hudson’s Index of Self-Esteem and Hudson’s Index of Peer Relations. As we

will see in the Chapter 9, standardized instruments are always preferable to use in

outcome measurements because their reliability and validity have been previously

determined and demonstrated. Thus, such measures generally have more credibility

than locally constructed instruments.

It should be noted that the last two outcome benchmarks imply different

evaluation designs. Specifying a score of less than 30 on the exit from the program

on the Index of Self-Esteem implies a one-group posttest only design. As we

know, such a design allows a description of the level at which clients leave at the

end of the service, but the design does not make it possible to determine the

amount of change, if any, that has taken place. However, because the Index of Self-

Esteem is known to have a clinical cutting score of 30 (i.e., scores higher than 30

indicate a clinical problem), the meaning of the objective can be interpreted more

clearly.

The objective specifying an average improvement of 15 on the Index of Peer

Relations (this would actually be a reduction of 15 points because this instrument

uses higher numbers to indicate greater problems) implies a one-group
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Table 4.7 Client Outcomes

Benchmarks Measures

Grand mean of 3.4 on first 5 items of Educational Outcomes Feedback
Educational Outcomes Form Form designed specifically for 

the program

Average self-esteem score less than 30  Hudson’s Index of Self-Esteem
on exit from program

Average improvement of 15 points in Hudson’s Index of Peer Relations
peer relations on exit from program
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pretest–posttest design. That design not only provides a description of the group at

the end of the service but also provides a description of the group at the time of en-

try and therefore allows a determination of what change has taken place. Of course,

because the design involves only clients who have received program services, it can-

not be concluded that the program caused the change. A control group (a parallel

group of clients who did not receive program services) is needed to conclude such

causality.

Outcome measurement is an increasingly important topic among social service

programs. Evaluation data relating to outcomes serve the needs of multiple stake-

holders. Funders and administrators can use it to assure themselves of the effective-

ness of the program and thereby demonstrate accountability. To ensure that the

program is operating in the most effective manner possible, administrators and staff

can examine outcome results and make program adjustments as necessary. For pro-

fessionals providing direct services, outcome measures provide a framework for

case-level evaluations and facilitate accurate and honest communications with

clients.

SUMMING UP AND LOOKING AHEAD

This chapter looked at the planning of an evaluation from a broad perspective by

demonstrating how an overall plan for an evaluation can be developed and provid-

ing an example of what one social service program chose to monitor and evaluate.

In the next part of this book (Part II), we will look at four different types of evalua-

tions starting with needs assessment, which is the topic of the next chapter.
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RECAP AND ONLINE MATERIALS

In this chapter, you learned how to get prepared for doing a social work evaluation.

You should also recall the concept of reviewing the literature from your founda-

tional research course. If not, go online to take a free crash course in how to do liter-

ature reviews.

You can also find the following materials online to help you master the concepts

you just learned:

• Chapter Outline

• Learning Objectives

• Key Terms and Concepts

• Flash Cards

• Practice Multiple-Choice Tests

• Essay Questions with Answers

• Links

www.oup.com/us/swevaluation

STUDY QUESTIONS

1. Discuss why planning an evaluation is a very important aspect of its total suc-

cess. Provide a social work example throughout your discussion. Discuss why an

evaluation is only a representation of the “total picture.” Discuss the common

characteristics of all evaluations and present a common social work example

throughout your discussion. Discuss in detail why we should use program mod-

els in social service agencies. List and discuss the various resource constraints

that need to be taken into account before doing a program evaluation.

2. Discuss why it is important to include as many stakeholders as possible in the

initial development of an evaluation. List and discuss the various concepts a so-

cial service program could monitor that could be used in an evaluation.

3. This chapter stresses the importance of planning and focusing an evaluation be-

fore carrying it out. List the difficulties an evaluator would likely encounter if he

or she did not develop an evaluation plan before beginning evaluation activity.

4. As part of a program evaluation, an executive director of a social service pro-

gram wants to know how satisfied all of her stakeholders are with program ser-

vices. What does the executive director need to consider if she wants to ensure

that the evaluation findings will provide broad representation of all stakeholder

groups?

5. Identify the common characteristics that impact planning and focusing activities

for all types of evaluation. How do these common features help an evaluator in

putting together an evaluation plan? A major strategy for focusing an evaluation

www.oup.com/us/swevaluation


is developing clearly articulated evaluation questions. Explain how such ques-

tions can be used to guide evaluations once they are under way.

6. A common problem of getting input from multiple stakeholders is developing too

many evaluation questions, which in turn produces too much data. Discuss how

too much data can be problematic for a social service program. What are client

demographics? Why are they important data to collect in a program evaluation?

7. It is possible to plan an evaluation of a social service program around multiple

focal points such as client demographics, service statistics, quality standards,

stakeholder feedback, and client outcomes. Think of a social service program

that you are familiar with and develop two questions that might be asked of

each focal point.

8. Think about the grade you are striving to achieve for this class. Imagine that you

are going to evaluate your class performance to monitor your learning. You de-

cide on three key focal points for your evaluation: class attendance, reading class

material, and class participation. Develop a benchmark for each focal point that

you believe is necessary to achieve in order to assist you with earning the grade

that you desire.

9. This chapter presented an example of a program that picked five focal points

for monitoring an evaluation: client demographics, service statistics, quality

standards, stakeholder feedback, and client outcomes. Rank these focal points in

order of most to least important. Provide a rationale for your rankings.

10. An executive director is under pressure to produce an evaluation of his program

in a short period of time. As a consequence, he does not want to include all stake-

holder groups in planning the evaluation. Imagine that you are hired as the evalu-

ator. What guidance would you provide the executive director around his decision

to exclude some stakeholder groups from the planning phase of the evaluation?
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DOING AN EVALUATION

II

Part II contains four chapters that illustrate the four basic forms of program eval-

uations. All of these chapters present how to do their respective evaluations in a

step by step approach. Chapter 5 describes how to do a needs assessment within our

profession and discusses how these are used for developing new social services as

well as refining existing ones. It highlights the four types of social needs within the

context of social problems.

Once a social service program is up and running, Chapter 6 presents how we can

do process evaluations within the program in an effort to refine the services that

clients receive and to maintain program’s fidelity. It highlights the purposes of process

evaluations and places a great deal of emphasis on how to decide what questions the

evaluation will answer.

Chapter 7 discusses the need for doing outcome evaluations within social ser-

vice programs. It highlights the need for developing a solid monitoring system for

the evaluation process.

Once an outcome evaluation is done, social service programs can use efficiency

evaluations to monitor their cost-effectiveness/benefits—the topic of Chapter 8.

This chapter highlights the cost-benefit approach to efficiency evaluation and also

describes in detail the cost-effectiveness approach.

In sum, Part II clearly acknowledges that there are many forms that evaluations

can take within social service agencies and presents four of the most common ones.

Each chapter builds on the previous one.
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DOING A NEEDS ASSESSMENT

Needs assessments

Program-level evaluation ac-

tivities that aim to assess the

feasibility for establishing or

continuing a particular so-

cial service program; an eval-

uation that aims to assess

the need for a human ser-

vice by verifying that a social

problem exists within a spe-

cific client population to 

an extent that warrants 

services.
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A ssessment is a key step in any change process where social workers are involved. A

needs assessment is particularly useful for informing program change efforts, such

as starting a new program or making revisions to an existing program. Ultimately, a ba-

sic needs assessment can benefit program administrators and practitioners who are faced

with the task of trying to establish, with some degree of certainty, that a social need actu-

ally exists and ultimately that the establishment of a social service program will address

the identified need. There is no one way to conduct a needs assessment, and many defi-

nitions of needs assessments exist. For example, a needs assessment has been defined as

• A tool used for identifying what a particular group of people is lacking,

which prevents them from achieving more satisfying lives (Reviere,

Berkowitz, Carter, & Ferguson, 1996).

• A planning device that “determines whether to embark upon or enhance spe-

cific programs . . . which determines how well recipients of services react to

them” (Ginsberg, 2001).

• A process for pinpointing reasons for gaps in performance or a method for

identifying new and future performance needs (Gupta, 1999).

• A systematic approach to identifying social problems, determining their

extent, and accurately defining the target population to be served and the

nature of their service needs (Rossi, Lipsey, & Freeman, 2003).



WHAT ARE NEEDS ASSESSMENTS?

As the different definitions illustrate, needs assessments involve gathering informa-

tion that ultimately will be used to match clients’ needs with social service programs

that will help them with their needs. Ideally, a needs assessment is conducted before

establishing any new social service or program. However, a needs assessment can

generate information that is used to aid planning efforts at all stages of a program’s

development—start up, expansion, renovation, or closure of particular “services”

within a program (see the left-hand side of Figure 4.8).

Needs assessment for an existing program is particularly helpful when there is

a poor fit between client need and existing services. Signs of poor fit are indicated

when services are made available to clients but not used, when a program’s outcome

measures fail to show any client benefit, or when client dissatisfaction about the na-

ture or type of services is expressed. Thus, not all needs assessments are done before

a social service program is established. In a nutshell, Weinbach (2005) lists six indi-

cators that can trigger a needs assessment in an existing social service program:

1. Changes that occur in the community.

2. Changes in “the competition.”

3. Changes in understanding of the problem.

4. Changes in intervention technology.

5. Changes in funding.

6. Changes in mandates.

Regardless of when a needs assessment is carried out (before the program or af-

ter it), there are three interrelated concepts that are important to understanding the

general framework of the needs assessment process:

1. A social problem must be perceived by people.

2. People then must translate the “social problem” into a need.

3. A solution (usually in the form of a social service program) is identified to

address the need.

In other words, needs assessments are much more than establishing that social

problems exist (e.g., child prostitution, drug abuse, or discrimination); they also aim

to establish needs and identify solutions to fulfilling those needs.

SOCIAL PROBLEMS

Defining a social problem is no simple matter. The definition of a social problem

depends on one’s construction of reality. In other words, any definition of a social

problem is connected to the perspective of the individuals creating the definition.

Nutshell

An expression used by ad-

vanced evaluation experts.

Social problem

An occurrence or event that

is undesired by most of our

society.
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Nevertheless, most people will accept that a social problem is an occurrence or event

that is undesired by most or all of our society. They also must believe that the prob-

lem is changeable through social service interventions (Peper, 2003).

Some social problems present a visible and real threat to how society is orga-

nized and to what people believe is necessary for a basic level of well-being. Citizens

displaced by a natural disaster, parents abusing their children, high rates of unem-

ployment, overt racism, abject poverty in U.S. communities, and people committing

suicide are examples of social problems that are presented in the media, have books

written about them, and generally have been given a great deal of attention.

These visible problems have been the traditional focus of our profession for

over a century. As shown in Figure 5.1, our society has drawn a minimum line of ac-

ceptability for many of these visible social problems. Once the line is crossed—the

physical abuse of a child is exposed, a teenager is caught selling drugs, a racist state-

ment is made by a politician—there is some societal action that takes place.

Generally, the more visible the social problem, the more likely it is that individ-

uals will take action. Table 5.1 provides a list of four crude indicators that can be

used to assess whether an individual is willing to “stand up” for a “social problem.”

Generally speaking, the more indicators that are present, the more concern an indi-

vidual will have about a problem.

Other less explicit problems do not have a definite bottom-line to indicate when

and what action ought to take place. Children with behavior problems, individuals

with low self-esteem, poverty, and unfair employment policies are only examples of

problems where the line of social acceptability falls within the grey area of society

(see Figure 5.1). Consequently, these problems are less likely to receive the assistance

of public or grant monies unless they are paired with more visible needs, as is the

case when “prevention” measures are discussed; that is, the focus is to establish a

connection between an identified problem and preventing a subsequent undesired

outcome.
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social workers use to create

planned change.

Grey Area

Area of Acceptability

Area of UnacceptabilityCorrective Action

Line of Social
Acceptability

Figure 5.1 Line of social acceptability that defines social problems in society.



Take children with behavior problems, for example. These children, more than

children without behavior problems, are likely to experience problems at home, at

school, and in the community. Because child behavior problems can be disruptive to

family relationships, classroom instruction, and community harmony, children expe-

riencing such problems can be at risk for out-of-home placement, academic failure,

and delinquency. Thus, to highlight the problems of childhood behavior problems,

we might discuss their importance in terms of preventing foster-care placement,

school dropouts, and crime. These latter issues are more likely to capture the public’s

attention than the general problem of children with behavior problems.

SOCIAL NEEDS

A need is inextricably linked to a social problem since a need is a social problem

translated into concrete goods or services needed to address the problem. As illus-

trated in Table 5.2, a social problem can be translated into various needs. At a mini-

mum, a social need can be thought of as a basic requirement necessary to sustain the

human condition, to which people have a right. For example, few in our society

would dispute that people have the right to food and clean water.

Social need

A basic requirement

necessary to sustain the

human condition.
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Table 5.1 Four Indicators of a Social Problem’s Visibility

Applies?

Yes No Indicator Description

� � Proximity: The physical distance between a person and the problem.
For example, residents living in substandard rental accom-
modations are more likely to identify corrupt landlords 
as a problem than are residents living in adequate or 
superior housing conditions.

� � Intimacy: The level of personal familiarity with the problem, or the 
extent that you are personally affected by the problem.
For example, someone close to you is hit by a drunk driver 
or afflicted by a fatal disease.

� � Awareness: The degree to which a problem has a presence in your daily
thoughts. It is possible to have awareness of a problem with-
out being intimately affected by it. For example, Hurricane
Katrina hit Louisiana, Mississippi, and Alabama in 2005 and
woke America up to the conditions of poverty in these areas
as well as the limitations of the government to execute an
immediate response to the large-scale crisis.

� � Magnitude: The scale or enormity of the condition. In other words, the
more people affected by a condition, the more public atten-
tion the problem receives.



However, there is debate on how the basic need for food should be defined.

Some would argue that only direct food supplies should be given to families in need.

Others would say that financial assistance should be provided to ensure that families

can take care of their unique needs. Still others would argue that the need is to help

parents of poor families find living-wage jobs to provide them with sustainable in-

comes. Like the definition of social problems, the translation of problems into needs

is subject to the individual views of how different people view “reality.”

A popular framework for assessing human social needs is Abraham Maslow’s

(1999) Hierarchy of Human Needs, shown in Figure 5.2. The physiological needs,

shown at the base of the pyramid, represent the most basic conditions—food, water,

shelter, and clothing—needed to sustain human life. Maslow’s theory tells us that

unless these foundational needs are met, a person will not grow or move to higher

levels of well-being. In fact, the notion of hierarchy means that people must fulfill

their needs at a lower level before they are able to move up the hierarchy, to higher

levels of the pyramid. Security needs in Maslow’s hierarchy represent the human de-

sire for safety not only in the here and now but also in the future. When people fear

for their safety, it interferes with their social needs at the next level of the pyramid. In

other words, without a sense of security, one’s social needs such as love, friendship,

and connection with others cannot be fully met. Ego or esteem needs are at the next

level and go beyond basic social relations to a sense of belonging in a social group in

a way that adds to one’s self-identify. Ego or esteem needs also reflect the desire to be

recognized for one’s accomplishments. Finally, self-actualization, which is at the tip-

top of the pyramid, is possible only when all other needs have been satisfied. People

are said to be self-actualized when they reach their full potential as human beings.

This full potential may be expressed through many arenas, such as in music, busi-

ness, or humanitarian causes.

The framework for Maslow’s hierarchy can be applied to human needs in many

different contexts. An Internet search using “Maslow’s Hierarchy” combined with a

second key search term such as “family,”“community,”“organization,” or “education”

will yield Web sites that apply the model to people living and working in these differ-

ent environments. Overall, Maslow’s Hierarchy of Human Needs is a helpful tool to

prioritize needs in relation to particular social problems. However, need is a dynamic
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Table 5.2 Example of Translating the Same Social

Problem Into Different Needs

Social Problem ⇒ Need

Family poverty ⇒ Food for basic nutrition

Family poverty ⇒ Money to purchase basic goods

Family poverty ⇒ Job to support family



concept and can be conceived of from multiple perspectives. The following four sec-

tions summarize four types of need presented by Kettner, Moroney, and Martin (in

press); all four types are helpful to both program planning and evaluation efforts: (1)

perceived need, (2) normative need, (3) relative need, and (4) expressed need.

Perceived Needs

Also referred to as “felt” need, perceived need offers the perspective of individuals or

groups about a problem at a particular point in time. Because individual views can

(and do) change, perceived needs can be unstable. Furthermore, the perceived need

may differ dramatically because need is defined in the eye of the beholder. Prison in-

mates, for example, may protest the removal of television sets from their cells,

thereby demanding that television is a necessary part of their recreational needs. The

public, on the other hand, may not see a need for inmates to have access to television

sets and might feel that the basic recreational outlets of inmates can be met through

various educational magazines and radio programming.

Normative Needs

A normative need implies that there exists a standard with which a need can be

compared. Need is then “calculated,” usually from existing data, and the extent or

magnitude of the need is numerically expressed as a ratio. For example, accredita-

tion standards may dictate the size of a social worker’s caseload to be no greater than

one worker to 15 clients—a ratio of 1:15. A program reporting a caseload ratio of

Perceived needs

In needs assessment, the

opinions and views of peo-

ple who are not directly ex-

periencing a problem

themselves.

Normative need

A need that implies that

there exists a standard 

to which a need can be

compared.
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Self-
Actualization

Ego Needs

Re-create family traditions and rituals.

Find new employment and housing.

Reunite evacuees with family members.

Allay fears of physical danger and food deprivation.

Evacuate to locations with clean water, food, and shelter.

Social Needs

Security Needs

Physiological Needs

Figure 5.2 Maslow’s hierarchy of human needs as applied to survivors of Hurricane Katrina.



1:30 could use this normative need to illustrate a concern about its service quality

and/or to argue for additional program resources.

Relative Needs

A relative need also involves making a comparison, but no assumption of a normative

standard exists. Instead, the need of one group is weighed against another comparable

group. For example, Pecora and colleagues (2005) have shown the need for educational

support after children in foster care leave the system. They reported that only 1.8% of

young adults (25 to 34 years of age) that formerly lived in foster care had completed a

bachelor’s degree. They also argued that this figure was significantly lower than 27.5%,

which was the rate of completing a bachelor’s degree among the general population of

the same age. This example shows the need of the general population relative to a sub-

population. Many other relative comparisons are possible such as geography (e.g., one

county versus another), time (e.g., this year versus last year), or program (public versus

private agencies).

Expressed Needs

An expressed need accounts for the degree to which a need is met or unmet by re-

porting the “demand statistics” related to a particular program, service, or event. In

other words, the expressed need tells us how many (or what percentage of) clients

from a targeted group successfully obtain available services. A more difficult figure

to report is the number (or percentage) of the targeted group that fails to access ser-

vices. For example, despite the fact that Hispanic people comprise the largest and

most rapidly growing minority group in the United States, there have been consis-

tent reports of low numbers of Hispanic peoples accessing essential services such as

health, social service, and education.

Low expressed need may be an indication that an existing social service is a poor

fit with the identified client need. On the other hand, other mediating factors may be

the problem. For instance, isolating language and cultural barriers, or lack of aware-

ness about services are possible reasons that help to explain the low levels of expressed

need by Hispanic groups. In this case, Hispanic people may want, even demand,

more services but are not accessing them because of language or other barriers.

PROGRAM SOLUTIONS

As an agency-based profession, social work solutions to social problems and needs

most typically come in the form of policies or programs that are aimed at improving

Relative need

The need of one group is

weighed against the need

for another comparable

group.

Expressed need

An indicator that tells us

how many clients from a

targeted group successfully

obtain a social service.

Solution

The results of solving 

a problem.
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the quality of life for people. This can be done either by proposing an existing social ser-

vice program in a location where it has not previously been provided, or by suggesting

new or alternative services where other services may not have proved to be adequate.

With a focus on social justice and concern for vulnerable populations, most of

us are employed by programs that target foundational human needs—physiological,

security, and social as shown in Table 5.2. In Chapter 3 we covered the structure of

social service programs in detail. In this chapter we emphasize that every program is

in fact a solution that is designed to resolve a social problem by addressing a specific

need(s).

Table 5.3 displays an example of the interrelatedness between problems, needs,

and program solutions; it illustrates how one problem can generate multiple needs

as well as different program solutions. Clearly, a needs assessment can generate mul-

tiple perspectives for defining problems, needs, and solutions. Indeed, a primary aim

of a needs assessment is to find the best match.

STEPS IN DOING A NEEDS ASSESSMENT

As previously mentioned, the main purpose of all needs assessments is to determine

the nature, scope, and locale of a social problem (if one exists) and to identify a fea-

sible, useful, and relevant solution(s) to the problem(s). In a nutshell, the ultimate

goal of all needs assessments is to improve the human condition by identifying a so-

cial problem, translating that problem into a need, and proposing a solution, as

shown in Table 5.3.

Like all types of evaluations, needs assessments achieve their purpose through

well-established evaluative methods. As was pointed out earlier in the various defini-

tions presented, needs assessment is nothing more than applied research efforts, typ-

ically done to examine a social problem within a defined geographical area. Like any

other type of evaluation, the steps used to carry them out must be clearly docu-

mented so other interested parties can evaluate the study’s credibility. And, because

there is a great deal of flexibility in conducting any needs assessment, we must have

a clear rationale for each step taken.

As with all types of evaluations, needs assessments do not develop out of thin

air. They are born out of gaps in existing social services (or lack of them), public
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Table 5.3 Relationship Among Problems, Needs, and Program Solutions

Problem ⇒ Need ⇒ Program Solution

Family poverty ⇒ Food for children’s nutrition ⇒ Food bank

Family poverty ⇒ Money to purchase basic goods ⇒ Public assistance

Family poverty ⇒ Job to support family ⇒ Job training



unrest, landmark cases, fluctuations in political and economic conditions, and changes

in basic demographic trends. As such, the initial steps of conducting a needs assess-

ment are in some ways predetermined.

A director of a family social service agency, for example, may notice that atten-

dance at its parent support groups is low. The director then requests the line-level

workers within the program to ask parents about the attendance problem and to see

if there are any concerns about access to the program. Or a child may be abducted

from a public school ground during the lunch hour and an inquiry may be called to

look into the general safety of children and supervision practices at all public

schools. A third scenario could be that the number of street panhandlers may be

perceived to be growing, so a municipal task force is formed to learn more about

“the problem” and to decide what action, if any, the city should take. These exam-

ples illustrate that, once a needs assessment begins, a certain amount of momentum

has already been established. Nevertheless, we must be able to take a step back and

see if we have used a well thought out evaluation approach in examining the per-

ceived need.

Although the entire process of conducting a needs assessment, as outlined in

Figure 5.3, requires a certain amount of knowledge, skill, and finesse (Smith, 1990),

the process can be summarized into six highly interrelated steps: (1) focusing the

problem, (2) developing needs assessment questions, (3) identifying targets for in-

tervention, (4) developing a data collection plan, (5) analyzing and displaying data,

and (6) disseminating and communicating findings.
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Figure 5.3 Generic process of a needs assessment.



Step 1: Focusing the Problem

As we alluded to in our earlier discussion, needs and their tentative solutions are

subject to politics, trends, biases, and opinions. The climate surrounding a particular

social problem can support or supplant our efforts to ascertain whether a social

need really exists, or which needs are given priority. Examples of events that can in-

fluence a needs assessment are political elections, heightened awareness of a social

problem by the local media, lobbying from interest groups about a particular social

problem, and economic change.

Before we start a needs assessment, we must give considerable thought to how

a particular social problem is to be defined. As we know, a needs assessment has

three components: specific social problem(s), social need(s) and possible solu-

tion(s). How we define a specific social problem has a major impact on the types

of data that we gather and how we proceed in collecting the data. Our definition of

the social problem also has a great deal of influence on our proposed solutions to

resolve the problem. Thus, it is imperative to consider the social problem first and

then, and only then, consider the scope of possible solutions to help solve the

problem.

Suppose, for example, a runaway shelter for teens reports that it is filled to ca-

pacity and is turning away runaways on a regular basis. It is tempting for a novice

to declare that more shelter space is needed to accommodate the teens who are be-

ing turned away. In turn, the solution is to expand the runaway shelter space. Has

the problem been fixed? No! We must step back a bit more and ask more thought-

ful questions such as

• Who are the teens using the shelter?

• What are the teens running away from?

• When are teen runaways most likely to show up at the shelter?

The answers to these questions may suggest that providing more space is not the

solution to “the problem.” A crisis counseling program could be added to the shelter,

for example, to help teens negotiate with their parents to return home or arrange to

stay with friends or relatives. There are many more possible solutions, as well.

Clearly, the definition of a need (social problem) is crystallized by the assumptions

and questions we ask about it.

Step 2: Developing Needs Assessment Questions

The type of questions asked in a needs assessment can shift the study’s initial focus to

a different direction. Let us suppose Paula, a social worker, wants to examine a spe-

cific social problem such as rising delinquency rates in the rural town where she lives

and works.

Data

Isolated facts, presented in

numerical or descriptive

form, on which client or

program decisions are

based; not to be confused

with information.
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She could ask youth-focused questions:

• Do youth perceive that they are a part of the community?

• What do the youths perceive their role in the community to be?

She could ask family-focused questions:

• Are parents aware of their children’s whereabouts and activities?

• Do parents feel they are responsible for their children’s behavior in the com-

munity?

She could ask legal questions:

• How are status offenses defined?

• Are the penalties for juvenile crime adequate?

She could ask intervention questions:

• Is the probationary system able to accommodate the current number of juve-

nile delinquents?

Each of the above types of questions (i.e., youth, family, legal, and intervention)

frame the social problem from a different angle. They also imply different needs and

that a different intervention approach is warranted. The youth-focused questions

suggest solutions such as a campaign for recognizing the roles that youth play in the

community. The family-focused questions hint that parent training and education

might be in order. The legal questions target change for legislation, and the inter-

vention questions shift focus to the operations of existing social services. In short, it

is always necessary to examine the problem from many different possible dimen-

sions, or we run the risk of offering biased solutions.

Other considerations for developing needs assessment questions are

• Is the social problem acute or chronic?

• Is the problem one of long standing or one that was brought about by some

recent change?

A list of possible questions to guide Paula’s needs assessment for her rural town is

presented in Box 5.1. Questions 1 and 2 were designed to find out more about the so-

cial problems, if any, within the community. Questions 3 to 6 were specifically

geared toward possible solutions to the problems.

Step 3: Identifying Targets for Intervention (Unit of Analysis)

As we have seen, how a social problem is defined is clearly influenced by a multitude

of factors. The specific definition of need, however, is clarified by developing ques-

tions that guide the remaining steps of a needs assessment. The final questions
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developed are particularly useful in telling us who, or what, will be the target for the

proposed solution(s), or proposed social service program(s).

Establishing Target Parameters

Targets for intervention can take many forms. In reviewing the questions contained

within Paula’s needs assessment, for example, her target was the residents living in

her rural town; that is, she was interested in what townspeople thought about their

community, the social problems they experienced (if any), and the social services

that were available to them. She simply used a geographical boundary to define her

target for intervention.

All targets for intervention ultimately involve individuals, groups, organizations,

and communities. In each case, it is necessary to develop explicit criteria so that

there is no question as to who a target is, or is not. Criteria that help define targets

often include things such as

• Demographics, such as age, gender, race, and socioeconomic status.

• Membership in predefined groups, such as families, professional work teams,

and members in an organization.

• Conditions, such as people receiving public assistance, residents of low-cost

housing, and hospice clients.

Once a target for an intervention is defined, it can be tackled directly or indi-

rectly. Proposed solutions can include direct services through social service pro-

grams established for the specified target. If we defined adolescents between 12 and

17 years of age who are at risk for alcohol and drug abuse (the target), for exam-

ple, we might suggest that outreach services (the intervention) be established to

reach them at their “hangouts,” such as a nearby shopping mall.

On the other hand, complementary to direct solutions are indirect solutions,

which focus on changing policies and procedures that, in turn, affect the target. A pos-

sible indirect solution could be to institute a policy that increases the legal conse-

quences (the intervention) for teens who are caught using drugs or alcohol (the target).
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Box 5.1 Needs Assessment Questions

1. With what social problems or issues are area residents confronted?
2. What perceptions do residents have regarding their community?
3. What types of services are viewed by residents as being important?
4. Which services are needed most?
5. To what extent are residents satisfied with the present level of social services in

town?
6. Is there a transportation problem for residents who use services that are available

in Calgary?



It should be clear by now that how we define a social need and pose needs as-

sessment questions can influence the eventual target for an intervention. In the case

of Paula’s needs assessment, for example, she targeted the residents in her town be-

cause they were all considered potential users of social services. Another strategy

might have been to target existing social service agencies (organizations) or specific

neighborhoods (communities). She could have targeted the social services by asking

questions such as

• What is the profile of clients currently served?

• Do social service programs have waiting lists?

• How many clients are turned away because of inadequate resources?

• How many clients asked for services that were not available? What are these

services?

Targeting neighborhoods may have led Paula to examine the number and type of

social problems in each neighborhood. She could then have asked questions such as

• What concerns do neighborhood residents have about the local area they

live in?

• What were the existing social services in each neighborhood?

• What, if any, informal helping services existed in each neighborhood?

By selecting a different target and developing different needs assessment ques-

tions, Paula could have completely changed the direction of her study.

Sampling (Data Sources)

Defining a target logically leads us to defining our data sources; that is, who (or

what) we will collect data from (see Chapter 10). Therefore, it is necessary to apply

basic sampling principles if our study’s findings are to have any generalizability. In

order to have this generalizability, however, we need to have a representative sample

of data sources. For now, let’s take a closer look at how Paula arrived at a representa-

tive sample for the residents of her town (her target).

Paula defined the pool of residents who were eligible to participate in her needs

assessment study. She defined the parameters of her sampling frame as all people over

18 years of age who resided within the town’s borders. Although it may have been

useful to collect data from youth as well (those under 18 years of age), it also adds to

the expense of actually carrying out the needs assessment. It may be that other local

organizations (e.g., a school or community center) may recently have conducted a

similar or related survey with this younger age group. If so, it might be possible for

Paula to use the existing survey information related to the younger group. Thus, her

needs assessment efforts would be better spent targeting the older group.

Suppose that the population of Paula’s town was a little over 2,000 people; it

would be necessary for Paula to use random sampling procedures to select her sample

Sampling

The selection of a number of

“study subjects” from a de-

fined study population.
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of people. The size of Paula’s sample would be influenced by time, money, resources,

and the various possibilities on how to collect her data (Step 4). To gather a random

sample, Paula obtained a complete list of the town’s residents from the electric com-

pany, as everyone in the county is billed for electricity use. She then took a random

sample of 300 people from this list.

When deciding whom to include in the pool of data sources, we want to cast our

net as far as possible. Ideally, we want to choose from everyone who fits within the

boundaries of those who we have defined as a target.

Step 4: Developing a Data Collection Plan

As we will see in Chapter 10, there is a critical distinction between a data collection

method and a data source, which must be clearly understood before developing a vi-

able data collection plan—the purpose of Step 4. A data collection method consists

of a detailed plan of procedures that aims to gather data for a specific purpose—that

is, to answer our needs assessment question(s). There are various data collection

methods available: reviewing existing reports, secondary data analyses, individual

interviews, group interviews, and telephone and mail surveys. Each data collection

method can be used with a variety of data sources, which are defined by who (or

what) supplies the data. Data can be provided by a multitude of sources, including

people, existing records, and existing databases. (See Table 10.3 for a variety of data

collection methods.)

Before we discuss the various data collection methods, we must remember once

again that a need assessment has two parts: the social problem and the proposed so-

lution. Thus, it is important to collect data for each part. If we collect data only about

the potential social problem(s), for example, then we can only guess at the potential

solution(s). If Paula asked only Questions 1 and 2 (see Box 5.1), she would not have

gathered any data to help decide what ought to be done about the social problems

that the townspeople identified. Alternatively, if she only asked Questions 3 through 6

(see Box 5.1), she would have data to determine only what the residents think about

the social services in their community and would not have a clear indication about

what social problems they perceive to exist, if any.

It should be clear by now that how a needs assessment question is defined guides

the selection of the data collection method(s). This seemingly unimportant fact is

actually quite critical in developing the best possible needs assessment. We must be

careful not to subscribe to any one data collection plan in an effort to change our

needs assessment questions to fit a preferred data collection method and/or data

source. Put simply, the combination of data collection method(s) and data source(s)

that we choose influences the nature and type of data collected. Therefore, it is im-

portant that well thought out and meaningful questions are developed before plans

to collect the data are set in stone.

Data collection plan

Procedures specifying

techniques to be employed,

measuring instruments to

be used, and activities to be

conducted in implementing

an evaluation.

Data analysis

The process of turning data

into information; the process

of reviewing, summarizing,

and organizing isolated facts

(data) such that they formu-

late a meaningful response

to a research question.

PART II Doing an Evaluation134



How we go about collecting data to answer needs assessment questions depends

on many practical considerations such as how much time, money, and political sup-

port is available at the time of the study. Financial resources are usually limited, so it is

worthwhile to begin a study using data that were previously collected by someone else.

If existing data are not adequate to answer the needs assessment questions, then new

data must be collected. To gain a broader understanding of the needs being examined,

it is worthwhile to use numerous multiple data collection methods and data sources.

There are many different ways to collect data for a needs assessment. The needs

assessment questions posed in Step 2 of Paula’s study can be tackled in a variety of

ways. The approach eventually taken shapes the type of data collected and influences

the flavor of the study’s results. As mentioned, we can make use of data that already

exist, or collect new data when none exist. There are many ways to collect data, as

presented in Table 10.3. We will only present five of them: (1) reviews of existing re-

ports, (2) secondary data analyses, (3) individual interviews, (4) group interviews,

and (5) telephone and mail surveys.

Reviewing Existing Reports

Reviewing existing reports is a process whereby we closely examine data and infor-

mation that are presented in existing materials such as published research studies,

government documents, news releases, social service agency directories, agency an-

nual reports, minutes of important meetings, and related surveys, to name a few.

The data provided from these many existing sources are generally descriptive and in

the form of words.

Raw data may be presented in these existing sources, but most are presented in

the form of information. That is, someone else has interpreted the data and drawn

conclusions from them. Paula, for example, could have accessed information about

her particular community through professional journals and government reports.

She might also have had access to another needs assessment conducted in a neigh-

boring town. At first glance, reviewing existing reports might seem like a time-

consuming academic task, but it can be a real time-saver in the long run.

By looking over what others have already done, we can save valuable time by

learning from their mistakes and avoid unnecessarily reinventing of the wheel. By

taking the time to review existing documentation and reports at her town’s planning

office, for example, Paula would be able to narrow the focus of her study by asking

more specific questions, which she addressed in Step 2.

Data and information gleaned from existing published reports and articles provide

us with a picture of how much attention our “social problem” has previously received.

What other similar studies have been undertaken? In Paula’s study, for example, she

found that town residents had been polled about their opinions in the past. The town

had previously commissioned two other community assessment projects—the first as-

sessed social needs and the second focused on housing and public transportation
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needs. In short, these types of reports provided her with a starting point to refine her

needs assessment study in an effort to make it more useful to the townspeople.

Secondary Data Analyses

A secondary data analysis differs from the process of reviewing existing reports in

that it involves working with raw data. The data, however, have typically been col-

lected for some other purpose than answering our needs assessment question(s).

Two common types of secondary data that are used in answering needs assessment

questions are census data and client and/or program data.

Census Data. Census data are periodic summaries of selected demographic character-

istics, or variables, that describe a population. Census takers obtain data about vari-

ables such as age, gender, marital status, and race. To obtain data in specific topic areas,

census takers sometimes obtain data for variables like income level, education level,

employment status, and presence of disabilities. Census data are extremely useful for a

needs assessment that compares its sample with the target population. Census data for

Paula’s rural town, for example, showed that the city had doubled in size very quickly.

In addition to reporting how many residents lived in the town, the census data

also provided a demographic profile of city residents (e.g., number of people em-

ployed and unemployed, the number and ages of children living in single-parent

and double-parent families, and the length of time people had lived in the city).

Thus, Paula could compare the characteristics of her 300-person sample (drawn

from the town’s electric company’s files) with that of the city’s total population (over

2,000). Census data also are useful for providing a general picture of a certain popu-

lation at a certain point in time.

The more data obtained during a census, the more detailed the description of

the population. The disadvantage of census data is that they can become outdated

quickly. Census surveys occur every 10 years and take considerable time to compile,

analyze, and distribute. In addition, they give only a “general picture” of a popula-

tion. Census data, for example, provide data only on the average age of residents in a

community or the percentage of childless couples living in a certain area. Although

these data are useful for developing an “average community profile,” they do not

provide us with a clear idea of individual differences or how individual members of

the community describe themselves.

Client and Program Data. Two other data sources that can be used for a secondary

data analysis are existing client files and program records. More and more social

work programs produce informal reports that describe the services they provide.

They most likely use client data taken from intake forms and client files (e.g., see

Figure 11.3). Program data typically provide information about the demographic

profile of clients served and the nature of the referral problems.

Secondary data analysis

An unobtrusive data collec-

tion method in which avail-

able data that predate the

formulation of an evaluation

are used to answer the eval-

uation question.

Census data

A periodic governmental

count of a population using

demographic measure-

ments.

Client data

In evaluation, measurements

systematically collected

from clients of social service

programs; ideally, data are

collected in strict compli-

ance with the evaluation

design and procedures.

Program data

In evaluation, measurements

systematically collected

about a program’s

operations. Ideally, the data

are collected in strict com-

pliance with the evaluation

design and procedures.
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Simply counting the number of individuals served by a particular program pro-

vides us with data from which to calculate how big the problem is relative to a spec-

ified time period, or for a particular client group. Programs might keep data on the

number of clients turned away because they were full and/or the number of clients

who were unwilling to be placed on a waiting list.

Client-related data are useful for needs assessments that focus on specific problem

areas. If, for example, Paula’s study focused specifically on the problems with teenage

drug and alcohol abuse, she could have accessed programs serving this particular pop-

ulation and likely determined who the clients were based on these recorded data. If this

was so, the following two questions could have been asked:

• Were the teens mostly males or females?

• How old were the teens who were receiving social services?

The disadvantages of using data from social service programs are, first, that they

are not always complete or consistently recorded, and second, the data apply only to

clients of a single program and do not tell us about teens who received services else-

where or who were not receiving any help at all.

Individual Interviews

Face-to-face discussion with key informants produce new, or original, interview
data. Interviewing key informants is a strategy that requires us to identify, approach,

and interview specific people who are considered knowledgeable about the social

problem we are interested in. Key informants are leaders in their community and

include professionals, public officials, agency directors, social service clients, and se-

lect citizens, to name a few.

Our interviews can be formal, and use a structured interview schedule, in which

case we could ask all six questions in Box 5.1. If we would like to obtain more de-

tailed data, we could develop questions that help us probe for more specific and de-

tailed answers. In Question 4 in Box 5.1, for example, Paula could have also asked

her key informants to consider services in the past and present, or gaps in services.

On the other hand, when very little is known about our problem area, we can

use informal unstructured interviews to permit more of a free-flowing discussion.

Informal interviews involve more dialogue, in which questions we ask are generated

by the key informants themselves. If, after interviewing a small number of key infor-

mants, Paula consistently hears people express concerns about crime in the city, she

may develop more specific questions to probe this social problem.

Key Informants. To help Paula define the parameters for her study she used the key in-

formant approach to interviewing at the beginning of her needs assessment study. This

strategy was advantageous because it permitted her to gather data about the needs and

services that were viewed as important by city officials and representatives of social

Interview data

Isolated facts that are gath-

ered when research partici-

pants respond to carefully

constructed research ques-

tions; data, which are in the

form of words, are recorded

by transcription.

Key informants

A subpopulation of research

participants who seem to

know much more about 

“the situation” than other 

research participants.
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service programs. She was able to gather data about the nature of the social problems

in the community and what specific groups of people faced these problems. Because

Paula talked with public officials and people directly involved in the social services, she

also was able to get some indication about what concerns might become future issues.

In addition, she got a glimpse of the issues that community leaders were more

likely to support or oppose. Other advantages of interviewing key informants are

that it is easy to do and relatively inexpensive. Moreover, because they involve inter-

viewing community leaders, the interviews can be a valuable strategy for gaining

support from these people.

One disadvantage of the key informant approach to data collection is that the

views of the people interviewed may not give an objective picture of the needs being

investigated. A key informant, for example, may be biased and provide a skewed pic-

ture of the nature of the social problem and potential solution. Another drawback

with key informant interviews occurs when we fail to select a good cross section of

people. In Paula’s study, for example, she was interested in learning about the range of

social problems that the community was experiencing. If she had interviewed only

professionals who worked only with delinquent youth or elderly populations, then

she would have run the risk of hearing more about only these two social problems.

Group Interviews

A group interview is a data collection method that permits us to gather the perspec-

tives of several individuals at one time. It is more complex than individual interviews

because it involves interaction between and among data sources (the group mem-

bers). Three strategies for structuring group interviews for needs assessments are fo-

cus groups, nominal group techniques, and public forums.

Focus Groups. Like key informant interviews, focus groups collect new, or original,

data on a specific topic from a selection of individuals who are reasonably familiar

with the topic. Box 5.2 presents the steps for performing a focus group. The people

within the groups are not necessarily familiar with each other. Focus groups are usu-

ally semi-structured and often held in informal community settings where the

group members are relaxed and comfortable in sharing their views and knowledge.

If we were to hold a focus group for a needs assessment, for example, we would

act as the group leader, provide some guidelines for the group process, and facilitate

the dialogue for group members. We would prepare in advance a list of questions to

ask group members and to give some direction to the discussion. Again, Paula used

the six questions in Box 5.1 in her needs assessment as a guide for her focus groups.

Our main task in conducting a focus group is to facilitate discussion and to keep

group members centered on the questions being asked. Because we want to capture

the divergent and similar views expressed in a focus group, we have several impor-

tant tasks that must be considered.

Focus group interview

A group of people brought

together to talk about their

lives and experiences in free-

flowing, open-ended discus-

sions that usually focus 

on a single topic.
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First, we not only want to ensure that group members are comfortable, we want

them to have clear expectations regarding why we are talking with them. Comfort

can be increased by simple gestures of providing beverages and snacks, providing

comfortable seating, and so on. Clarity of the task is ensured when meaningful and

well thought out questions are prepared in advance and we offer a clear description

of what we expect from the group.

Second, we need to record what group members say. The most accurate way of

recording the discussion is to have it audiotaped and later transcribed. A second op-

tion is to bring a notetaker to the meeting who has the responsibility of writing

down what people say.

Paula used focus groups that included community leaders, social service profes-

sionals, and selected groups of residents (e.g., elderly, parents, and youth). The major

advantages of focus groups are similar to those of using key informants. However,

because a group process is used, focus group interviews are perhaps even more effi-

cient than individual interviews. The disadvantages, of course, are that we have less

opportunity to explore the perspectives of individuals, and members are subject to

the “groupthink” process.
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Box 5.2 Steps for Doing Focus Groups

• Plan the sessions. Determine the information needed, the categories of partici-
pants, the timing, location, and other administrative details of the sessions.

• Select a facilitator who is experienced in conducting focus groups to manage the
meeting and a person to take notes on the information provided by participants.

• Invite 8 to 12 current and former clients to each focus group meeting. Members
can be chosen from lists of clients without regard to the statistical representation
of the selection. The main selection criteria are that the participants be familiar
with the program and be at least somewhat varied in their characteristics.

• Set a maximum of two hours. Hold the meeting in a pleasant and comfortable
location. Soft drinks and snacks help provide a relaxed atmosphere.

• Begin with introductions and an overview of the purpose of the meeting.
• Have the facilitator ask the participants three questions:

1. What do you like about the service?
2. What don’t you like about the service?
3. In what ways has the service helped you?

The facilitator can ask these questions in many different ways. The funda-
mental requirement is to establish an open, unthreatening environment and to
obtain input from each participant.

• Obtain a meeting report. The recorder and the facilitator should work together
to provide the meeting report, which should identify outcome-related charac-
teristics raised explicitly or implicitly by one or more participants. The program
should consider tracking these characteristics.



Nominal Group Techniques. Nominal group techniques are useful data gathering

tools for a needs assessment study because they can easily collect unbiased data from

a group of people. The nominal group technique can identify problems in the devel-

opment and planning of social service programs. The nominal group is composed of

individuals who can answer a particular question of interest, and the process in-

volves members working in the presence of others but with little structured interac-

tion. For Paula’s study, for example, she wanted to select and recruit city officials,

professionals, and city residents who had an opinion or knowledge about her six

needs assessment questions. In doing so, she implemented the following seven steps.

1. Paula developed open-ended questions that were the focus for the group. The

questions sought to generate problem dimensions such as Question 1: What

social problems or issues are area residents confronted with? This question

could also focus on generating solutions, in which case she would propose

Question 4: What services are needed most?

2. She selected and recruited group participants who had answers for her previ-

ously developed questions. Ideally, a nominal group has six to nine members.

If there are considerably more, the technique can be used by forming smaller

groups. Each group, or subgroup, should be seated comfortably and prefer-

ably in a circle.

3. Paula gathered the group together and gave an overview of the task. She gave

each group member a sheet of paper with the questions written on it and ex-

plicit instructions that people were not to talk about their ideas with one an-

other. She allowed about 15 minutes for the people to write down their

responses privately.

4. Using a round-robin approach, she listed all answers generated in Step 3 on

a flip chart. Because there was more than one group, each group listed their

answers separately. The round robin continued until all responses were

recorded. As in Step 3, this process was conducted without any discussion.

5. After all the responses were recorded on the flip charts, Paula engaged par-

ticipants in some brief discussion about the responses listed. The discussion

focused on clarifying what the responses meant so that everyone had a com-

mon understanding of each response.

6. Once all participants were familiar with the responses on the list, each person

privately ranked the top five responses on an index card. These ranked lists

were handed in and the popularity of responses was tallied on a flip chart. A

second brief discussion was held to clarify any surprise rankings that oc-

curred due to the misunderstanding of responses.

7. Paula ranked the responses so that the highest ranks reflected the social

problems that were considered most important by the group members. If

more specificity is desired, it is possible to rank the top responses, whereby

another step of private rankings can occur.

Nominal group technique

A group of people brought

together to share their

knowledge about a specific

social problem.The process

is structured using a round-

robin approach and permits

individuals to share their

ideas within a group but

with little interaction be-

tween group members; a

structured group interview.
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The most obvious advantage of the nominal group technique for providing new

data is that it promotes the sharing of ideas in an efficient manner. The nominal

group process typically takes two to four hours, depending on the size of the group

and the number of questions asked (the entire cycle is applied for each question).

Because of the game-like nature of the technique, participants can find the experi-

ence fun. When a cross section of group participants is recruited, the process can

yield a comprehensive response to needs assessment questions.

Public Forums. Public forums, as data collection methods, have far less structure

than the other two methods of conducting group interviews. Holding a public fo-

rum involves inviting the general public to discuss matters that we wish to address in

our needs assessment. A public forum can be a “town hall” meeting or even a phone-

in radio talk show. It simply provides a place and an opportunity for people to as-

semble and air their thoughts and opinions about a specific social problem. Paula

invited the general citizens and leaders within her rural town to share their views on

the social needs of the community. The discussion was guided by her six needs as-

sessment questions but was less structured than other approaches she used so far.

The public forum approach was used at the beginning of Paula’s study to kick-

start the needs assessment process. The advantage of public forums is that they offer

widespread advertising of the entire process. Their main disadvantage is that they

tend to draw a deliberate and select group of people who have strong opinions (in

one way or another) that are not necessarily shared by the wider community. Sup-

pose, for example, that Paula held a public forum shortly after several lay-offs had

occurred within the local automotive industry. It is likely that her meeting would

have been attended by many unemployed auto workers who, in addition to being

concerned about community needs, had strong feelings about the loss of their jobs.

When there is a strong unrest or when there is an intense political agenda in a com-

munity, public forums may exacerbate the problem.

Telephone and Mail Surveys

The main goal of telephone and mail surveys is to gather opinions from numerous

people in order to describe them as a group. A survey contains a list of questions

compiled in an effort to examine a social problem in detail; it can be conducted by

telephone or through the mail. The method chosen depends on how many questions

are asked and how many people are sampled. If we have only a few straightforward

questions and a short time in which to collect data, it may be expedient to randomly

select and interview people over the telephone. On the other hand, if our questions

are more comprehensive, as was the case with Paula’s study, and we have more time,

it may be worthwhile to send out a mailed questionnaire.

The survey approach in collecting original data was a good one to use for Paula’s

study because it permitted her to systematically obtain the views of the townspeople

Public forum

A group of people invited to

a public meeting to voice

their views about a specific

social problem; an unstruc-

tured group interview.

Surveys

Used to gather opinions

from numerous people in 

order to describe them 

as a group.
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in a very direct way; that is, she obtained opinions about the community from the

residents themselves. In addition, Paula constructed her survey questionnaire from

the data she obtained from interviews with her key informants. This meant that the

data she collected from the survey meshed with the data she obtained from her key

informants.

There are also several disadvantages to surveys. First, surveys are more resource

intensive than many other data collection methods. The costs of constructing an ap-

propriate survey, mailing, photocopying, and hiring someone to telephone or input

the data from a mailed survey can add up quickly. Second, mailed surveys have low

response rates, and people do not always complete all the questions. Third, con-

structing a mailed survey questionnaire is a complex task. Developing a useful sur-

vey questionnaire takes a great deal of knowledge and time.

For Paula, the advantages outweighed the disadvantages and she opted to use a

mailed survey. As a first step, Paula developed the mailed survey questionnaire. Be-

cause her task was to find out the community’s needs, it was necessary for her to de-

velop a survey that was directly relevant to the community. She tackled this task by

examining other existing needs assessment mailed surveys, by reviewing relevant liter-

ature, and, most importantly, by talking to her key informants within the community.

Her mailed survey was carefully constructed so she could collect useful data

about each of her questions. Her final survey was composed of seven sections: one

for each of the six questions in Box 5.1 and an additional section to collect demo-

graphic data such as age, gender, marital status, employment status, income level,

length of residence in the town, and the neighborhood in which people lived.

In sections addressing each of the six questions, respondents were asked to rate a

number of statements using a predetermined measuring scale. Question 2, for exam-

ple, aimed to find out how residents felt about living in the rural town. Respondents

were also asked to rate statements such as “I enjoy living in this town” and “I feel that

I am accepted by my community” on a 5-point scale, where 1 meant “strongly dis-

agree” and 5 meant “strongly agree.” To find out what services were needed most

(Question 4), Paula listed a variety of social services (defined by her key informants)

and asked respondents to rate the adequacy of the services. In this case, social services

such as counseling for family problems, drop-in child care, and child protection ser-

vices were listed. Respondents used a rating of 1 if they perceived the present level of

the service to be “very inadequate” and 5 if they thought it was “very adequate.” Be-

cause Paula anticipated that not all respondents would be familiar with all the social

services in her town, she also included an “I don’t know” response category.

The major part of her mailed survey required respondents to pick a number

that best reflected their response to each question. Although Paula felt confident that

she had covered all the critical areas necessary to fully answer her six questions, she

also included an open-ended question at the end of the survey and instructed re-

spondents to add any further comments or suggestions on the social services within

the town. This allowed respondents an opportunity to provide commentary on some
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of the questions she asked and to voice any additional thoughts, ideas, beliefs, or

opinions.

Because of her concern about the potentially low number of respondents to

mailed surveys, Paula adopted several strategies to increase her response rate:

• A cover letter stating the purpose of her study sent with each mailed survey.

The letter confirmed that all responses would be kept confidential and was

signed by the town mayor and another city official.

• Extremely clear and simple instructions.

• A stamped, self-addressed return envelope included with the survey.

• Incentives to respondents in the form of a family pass to a nearby public

swimming pool or skating arena and access to the study’s results.

• A follow-up letter to all respondents as a prompt to complete the survey.

• Information about when the study’s results would be publicized in the media.

Step 5: Analyzing and Displaying Data

Whether we use existing data or collect original data, there are several options on

how to proceed when it comes to analyzing and displaying them. It is important to

use a variety of strategies if we hope to develop a complete picture of the social need

we are evaluating. As we have seen, no one method of data collection answers all that

there is to know about a particular social need. With a little effort, however, it is pos-

sible to design a data collection strategy that will provide useful qualitative and/or

quantitative data. In a nutshell, qualitative data take the form of words, while quan-

titative data take the form of numbers. Paula was working with qualitative data,

when she examined archival reports from the town’s Planning Commission and ex-

amined transcribed interviews. On the other hand, she was working with quantita-

tive data when she computed respondents’ numerical scores from her mailed survey.

Collecting Quantitative Data

Organizing and displaying data using quantitative approaches simply means that we

are concerned with amounts. Quantitative data are organized so that occurrences

can be counted. Basic statistics books describe counting in terms of frequencies:

How frequently does an event occur? For instance,

• How many families live at or below the poverty line?

• What percentage of people over the age of 65 require special medical services?

• How many families use the food bank in a given year?

If alcohol or drug use by teenagers was an important problem for Paula to con-

sider, she would have counted the frequency of parents who perceive this as a problem

Existing data

Data that exist now in some

form or another.

Original data

Data that have never been

collected before.

Quantitative data

Data that measure quantity

or amount; usually

expressed in numbers.
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in the community. Frequencies are usually reported as percentages, which is a rate

per 100. If 45 percent of parents in Paula’s sample perceived teen drug use as a prob-

lem, for example, then we would expect that 45 out of 100 parents in the total popu-

lation would agree.

Because needs assessments often consider social problems on a larger societal

level, we often find statistics reported using rates that are based on 1,000, 100,000, or

more. Census data, for example, may report, that 8 per 1,000 babies are born with

fetal alcohol syndrome (FES) in a certain community. These rates provide us with

even more information when we have something to compare them with. Suppose

earlier census data reported that the rate of babies born with FES in the same com-

munity was 4 per 1,000. This means that the rate of FES has doubled between the

two census reports. By making comparisons across time, we can look to the past, ex-

amine the present, and be in a better position to project into the future.

There are many other useful comparisons that can be made based on rates.

Needs assessments can be used to compare a single specific situation with an estab-

lished group norm. (A norm is an amount that we expect.) We compare a norm with

what we actually find. In other words, we might expect (norm) that unemployment

in the rural town is at 10 percent, whereas when counted it is actually at 20 percent

(what we found). What we expect is usually defined by existing standards or cutoff

points. We can think of these as markers that set a minimum standard for most peo-

ple. The poverty line, basic services provided by public welfare, and unemployment

rate are a few examples where a known cutoff score is set.

Comparisons can also be made across geographic boundaries. Paula, for exam-

ple, examined the ratio of employed social workers to the number of citizens living

in the town. By reviewing existing published reports, Paula learned that there were

two social workers practicing in her town to serve the needs of over 2,000 people.

The specific ratio of the number of social workers to the number of people was 1 to

1,058. Paula compared these data with ratios in other cities. She learned that a

similar-sized city had four social workers serving a population of 2,557. The social-

worker-to-population ratio in this other city was 1 to 639, which was about twice as

high as that of her town. Paula was able to show a “relative need” for her community.

By comparing rates, we are in a better position to decide when a social problem

is actually a problem. When counting problems in a needs assessment, we often re-

port the incidence and/or the prevalence of a particular problem. Incidence is the

number of instances of the problem that are counted within a specified time period.

Prevalence (nothing more than a proportion) is the number of cases of the problem

in a given population. The incidence of homelessness in the summer months, for ex-

ample, may drop to 1 in 150 persons because of available seasonal employment. The

prevalence of homelessness in a city, on the other hand, might be reported at a rate

of 1 in 100 persons as an overall figure.

Reporting quantitative data provides a picture of the problem we are assessing,

and the numbers and rates can be presented numerically or graphically. Using pie
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charts, bar graphs, and other visual representations helps to communicate data to all

audiences. Many word processing programs and basic statistical packages have

graphics components that can help us create impressive illustrations of our data.

Figure 5.4 illustrates a nonstandardized needs assessment survey instrument that

collects quantitative data. More will be said about the presentation of quantitative

data, via the use of graphics, in Chapter 12.

Collecting Qualitative Data

Quantitative data analyses are useful in summarizing large amounts of quantitative

data that are expressed in numbers, but to capture the real “guts” of a problem we

rely on qualitative data analyses (Box 5.3). Rather than summarizing data with

numbers, qualitative data analyses summarize data with words. Recall the final

open-ended section in Paula’s survey. By using a blank space at the end of the survey,

respondents were able to add additional comments or thoughts in their own words.

Because not all respondents offered comments on the same topic, the data obtained

in this section of her survey were not truly representative of the people who re-

sponded (sample). That is, the comments did not necessarily reflect the majority

Qualitative data

Data that measure quality or

kind; usually expressed in

words.
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The purpose of this part of the survey is to learn more about your perceptions of
these problems in the community. Listed below are a number of problems some res-
idents of Northside have reported having.

Please place a number from 1 to 3 on the line to the right of the question that
represents how much of a problem they have been to you within the last year:

1. No problem (or not applicable to you)
2. Moderate problem
3. Severe problem

Questions Responses

1. Finding the product I need 1 2 3
2. Impolite salespeople 1 2 3
3. Finding clean stores 1 2 3
4. Prices that are too high 1 2 3
5. Not enough Spanish-speaking salespeople 1 2 3
6. Public transportation 1 2 3
7. Getting credit 1 2 3
8. Lack of certain types of stores 1 2 3
9. Lack of an employment assistance program 1 2 3

10. Finding a city park that is secure 1 2 3
11. Finding a good house 1 2 3

Figure 5.4 Example of a nonstandardized needs assessment questionnaire that produces
quantitative data.



opinion of people who completed and mailed back the survey. Nevertheless, they

did add important information to how Paula looked at and interpreted the data col-

lected in other parts of her survey.

Many townspeople, for example, had views about the relationship between teen

problems and the lack of supervision and recreational opportunities for the teens.

Several respondents included comments that reflected this issue. The brief quotes

that follow are examples of what some survey respondents said:

• “In regards to some younger people, some of the concerns I have heard of,

and read about, would probably be decreased if there was something for

them to do . . . The range of recreation activities in this town is poor . . .”

• “Drug abuse is a very serious problem among 15 to 17 year olds.”

• “We need a recreation center for young teens 14 to 19 years old. Supervised

dances, games, etc., as well as counselors . . .”

• “The lack of entertainment facilities in this town encourages teens to congre-

gate and use drugs and alcohol as substitutes for entertainment. These teens

can get into trouble for the lack of things to do.”

• “There is a definite need for activities and/or drop-in center for teenagers. It

would keep them off the streets and out of the mall.”

As can be seen, these qualitative data (words) offer richer information than is

available through numbers alone. The respondents were voicing their views about

what was needed in their community, given that they believed a drug and alcohol

abuse problem existed for teens in their community. These comments hint at possi-

ble solutions for the social problems. On one hand, Paula could have taken the com-

ments literally and proposed a youth center for the city. On the other hand, it may be

that she needed to propose an educational or awareness program for parents so that

they would have gained a better understanding of the issues that youth faced.

Qualitative data are typically collected through interviews, which are recorded

and later transcribed and subsequently analyzed. Other forms of qualitative data

collection occur through the reviewing of existing reports and client records in a

social service program. A powerful form of qualitative data for a needs assessment

is the case study approach. Using an example of a single case can spark the atten-

tion of policymakers, funders, and the community when other attempts have

failed. More will be said about the analysis and presentation of qualitative data in

Chapter 13.

Step 6: Disseminating and Communicating Findings

The final step in a needs assessment study is the dissemination and communication

of findings. It goes without saying that a needs assessment is conducted because

someone—usually the program stakeholder(s)—wants to have useful data about the
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Box 5.3 Finding the Right Mix of Using Quantitative and Qualitative Data

(continued)

Table 1 Data Displayed as Numbers, Combining the Results 

for All of the Program’s Participants

End-of-Year Survey

Number Responding 
Response on Questionnaire Agree/Strongly Agree

I look forward to meetings with my mentor. 38

I think my mentor cares about me personally. 38

I understand my school work better when 
my mentor helps me. 23

Total Number of Participants 40

How will you know whether you are achieving your
objectives and making progress toward your goals? What
counts as evidence of progress and impact? Though
simplifying a bit, it’s convenient to think of measuring
progress and impact in terms of quantitative and quali-
tative data.

What Are Quantitative Data?

Information that is measured and expressed with num-
bers can provide quantitative data. For example, atten-
dance records can show the number of persons who
participate over a period of time; surveys can show the
percentage of participants who responded to a question

in a certain way. These quantitative data can be used in
a variety of ways. To name just a few, they can be pre-
sented as numbers or percentages,as ranges or averages,
and in tables or graphs.They can also be used to compare
different groups of participants—girls and boys, students
of different socioeconomic or ethnic backgrounds,or stu-
dents in your program with nonparticipants.

To illustrate different ways to present quantitative
data, let’s use a mentoring example. In this example, the
15 middle school students (7 girls and 8 boys) and 25
high school student participants (10 girls and 15 boys)
were asked to fill out a questionnaire at the end of the
school year. Tables 1 and 2 and Figure 1 illustrate sever-
al ways to present the same questionnaire results.

Table 2 Data Displayed as Percentages, Separating Middle School From

High School

End-of-Year Survey

Percentage Responding Agree/Strongly Agree

Response on Questionnaire Middle School High School

I look forward to meetings with my mentor. 100 92

I think my mentor cares about me personally. 87 100

I understand my school work better when 
my mentor helps me. 67 52

Total Number of Participants 15 25
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Box 5.3 (continued)

You might also choose to present some of the infor-
mation graphically to help make a point that might be
difficult to see in a table. The graph in Figure 1 shows
that the boys responded quite differently from the girls
to one specific question.

Notice how each of these examples has highlighted
a different aspect or detail in the questionnaire results.
We went from looking at the results for all participants
to comparing results for middle and high school partic-
ipants, and finally to comparing results for boys and
girls at the middle and high school levels.

What Are Qualitative Data?

Evaluators also look at progress and impact in terms
of qualitative data, where changes are more often
expressed in words rather than numbers. Qualitative
data are usually collected by document review, observa-
tions, and interviews. Open-ended questions on surveys
can also generate qualitative data.

Qualitative data can provide rich descriptions about
program activities, context, and participants’ behaviors.
For example, we can assess the impact of the mentor-
ing/dropout prevention program on students’ relation-
ships with their mentors by describing how well the
student-mentor pairs interact before and after the
program.

Qualitative data can also be expressed in numbers.
For example, interview responses can be tallied to
report the number of participants who responded in
a particular way. Similarly, in the example above, the
observer could report the number of students in
the entire group who were actively engaged in the
activity.

Seeing Quantitative and Qualitative 
Data as Indicators and Outcomes

To further illustrate quantitative and qualitative data,
let’s return to the mentoring program discussed earli-
er. The goal of the program is to reduce the school
dropout rate. The objective is to provide positive role
models and mentors for at-risk middle and high school
students. While your program is under way, how will
you know that you are building mentoring relation-
ships that are having a positive impact on students’
behavior?

• The number of students who engage in weekly activ-
ities with their mentors is one possible quantitative,
intermediate indicator. Using this information, you
might reason that steady or increased participation
means that students enjoy the activities and find the
new relationships rewarding.

Figure 1 Students reporting they understood school work better with the mentor’s
help.
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(continued)

• Fewer disciplinary reports with participating stu-
dents midway through the program might also sug-
gest progress.

• A change in students’ behavior, as reported through
teacher interviews, is a possible qualitative, interme-
diate indicator. Teachers might note that participat-
ing students are less hostile and more motivated
since the program began. These qualitative data
might suggest a change in students’ attitudes to-
ward themselves and others in authority.

How will you know that building positive mentoring
relationships has helped produce behavior conducive
to students staying in school?

• As baseline data, you compiled data on the number
of disciplinary reports and suspensions among
your participants before the program began. Your
summative data—the same data for participants at
the end of each year of your program—might show
a leveling off or decline in these numbers. This
would be a quantitative, final program outcome.

• Your observations or parents’ and teachers’ de-
scriptions of students’ behavior, both before and
after the program, can provide summative qualita-
tive data. A description of behavior in and out of
school that provides evidence of more interest and
motivation is a possible qualitative, final program
outcome.

Table 3 Examples of Qualitative Data (Observations of Program Activities)

Observations of Program Activities

Student Behaviors During the First Week of a Program Student Behaviors During the Last Week of a Program

At a “Get Acquainted” bowling party, student/mentor At a “Welcome Summer” picnic, students and mentors
pairs grouped themselves into two pairs per alley. In appeared quite comfortable with each other. Most 
some cases, the youths spent most of the time talking students chose to sit near their mentors at  picnic tables.
together, not mingling with the adults. In two cases, All the students appeared at ease talking with their
youths left the bowling area to play video games. mentors and, in many cases, talking to other adults sitting
Several adults appeared hesitant to break into the nearby. No one appeared bored or hesitant to join in
youthful conversations; in most cases, the adults sat conversation.
and conversed separately.

Several of the youths bowled a game or two with After eating, mixed groups of adults and students played
their mentor, but uncomfortable with the adult volleyball and softball, with everyone actively partici-
and uneasy about approaching other youths who pating. Interactions were relaxed and enthusiastic.
were engaged in conversations. These students Students and mentors appeared to enjoy the opportunity
seemed bored and distracted. to be together.

Table 4 Program to Reduce the Dropout Rate

Quantitative Outcomes Qualitative Outcomes

Intermediate Indicators Number of students who Quality of students’ interactions
engage in activities with  men- with others shows 
tors stays the same or improvement during program.
increase over course of program.

Final Outcomes Number of suspensions/ Quality of students’ interac-
discipline reports decreases  tions in and out of school 
among participants by consistently improves by 
program’s end. program’s end.



extent of a social problem. It is important that the five previous steps of the needs as-

sessment be followed logically and systematically so that the results to be communi-

cated fit with the original intention of the evaluation. The results of a needs

assessment are more likely to be used if they are communicated in a straightforward

and simple manner, and any written or verbal presentation of a study’s findings must

consider who the audience will be. In almost all cases, a report is disseminated only to

the stakeholders. Box 5.4 lists some needs assessment studies for which findings have

been communicated to the general public via professional journal publications.

SUMMING UP AND LOOKING AHEAD

This chapter presented the first kind of program evaluation we can do in a social ser-

vice program: needs assessments. This chapter discussed the process of doing a

needs assessment in six major steps. A well thought out needs assessment has three

components: a social problem, the specification of social need, and a potential solu-

tion to the problem. The next chapter presents the second type of program evalua-

tion that you need to be aware of when you become a professional social worker:

process evaluation.
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Box 5.3 (continued)

A Final Word About Quantitative 
and Qualitative Data

Collecting both quantitative and qualitative data in your
formative and summative evaluation is important, but is
not always possible.For example,many positive outcomes
do not have tests or scales associated with them, so a
number cannot be assigned to measure progress or suc-
cess. In these cases, qualitative data may prove more use-
ful because they allow you to describe outcomes with
words.

Qualitative data can also be highly useful for
clarifying what you think is important and for dis-
covering new issues that you might have overlooked in
your initial evaluation design. On the other hand, col-
lecting and using qualitative data is often time-
consuming and labor intensive. As a general rule,
you will want to use the measures (quantitative or
qualitative) that are most feasible in terms of your skills
and resources, and most convincing to you and your
sponsors.
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Box 5.4 Published Examples of Needs Assessments

Substantive areas are in bold.

Berkman, B., Chauncey, S., Holmes,W., Daniels, A., Bonander, E., Sampson, S., & Robinson, M.
(1999). Standardized screening of elderly patients’ needs for social work assess-
ment in primary care. Health and Social Work, 24, 9–16.

Chen, H., & Marks, M. (1998). Assessing the needs of inner city youth: beyond needs iden-
tification and prioritization. Children and Youth Services Review, 20, 819–838.

Davidson, B. (1997). Service needs of relative caregivers: A qualitative analysis. Families in
Society, 78, 502–510.

Ford, W. E. (1997). Perspective on the integration of substance user needs assessment
and treatment planning. Substance Use and Misuse, 32, 343–349.

Gillman, R. R., & Newman, B. S. (1996). Psychosocial concerns and strengths of women
with HIV infection: An empirical study. Families in Society, 77, 131–141.

Hall, M., Amodeo, M., Shaffer, H., & Bilt, J. (2000). Social workers employed in substance
abuse treatment agencies: A training needs assessment. Social Work, 45, 141–154.

Herdt, G., Beeler, J., & Rawls,T. (1997). Life course diversity among older lesbians and gay
men: A study in Chicago. Journal of Gay, Lesbian, and Bisexual Identity, 2, 231–246.

Palmeri, D., Auld, G., Taylor, T., Kendall, P., & Anderson, A. (1998). Multiple perspectives on
nutrition education needs of low-income Hispanics. Journal of Community Health,
23, 301–316.

Pisarski, A., & Gallois, C. (1996). A needs analysis of Brisbane lesbians: Implications for the
lesbian community. Journal of Homosexuality, 30, 79–95.

Safyer, A. W., Litchfield, L. C., & Leahy, B. H. (1996). Employees with teens: The role of EAP
needs assessments. Employee Assistance Quarterly, 11, 47–66.

Shields, G., & Adams, J. (1996). HIV/AIDS among youth: A community needs assessment
study. Child and Adolescent Social Work Journal, 12, 361–380.

Weaver, H. N. (1997). The challenges of research in Native American communities: in-
corporating principles of cultural competence. Journal of Social Service Research, 23,
1–15.

Weiner, A. (1996). Understanding the social needs of streetwalking prostitutes. Social
Work, 41, 97–105.

Zahnd, E., Klein, D., & Needell, B. (1997). Substance use and issues of violence among low-
income, pregnant women: The California perinatal needs assessment. Journal of
Drug Issues, 27, 563–584.
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RECAP AND ONLINE MATERIALS

In this chapter, you learned how to do social work needs assessments.

You should also recall the concept of needs assessments from your foundational

research course. If not, go online to take a free crash course in how to use various

needs assessment tools.

You can also find the following materials online to help you master the concepts

you just learned:

• Chapter Outline

• Learning Objectives

• Key Terms and Concepts

• Flash Cards

• Practice Multiple-Choice Tests

• Essay Questions with Answers

• Links

www.oup.com/us/swevaluation

STUDY QUESTIONS

1. In your own words, describe what needs assessments are and provide a social

work example throughout your discussion.

2. Discuss what a social problem is and provide a social work example throughout

your discussion.

3. List and discuss each of the four types of social needs. Provide one common so-

cial work example throughout your discussion.

4. List and discuss each of the six steps in doing a needs assessment. Provide one

common social work example throughout your discussion.

5. List and discuss as many kinds of data gathering methods that you can think of

that would collect original data.

6. List and discuss as many kinds of data gathering methods that you can think of

that would collect existing data.

7. Discuss the concept of “target parameters.” How are they used in doing needs

assessments?

8. Discuss the differences between data sources and data gathering methods and

how they can be used in doing needs assessments. Provide one common social

work example throughout your discussion.

9. Discuss how quantitative and qualitative data can be gathered for needs

assessments. Provide one common social work example throughout your

discussion.

www.oup.com/us/swevaluation


10. Discuss the various “research skills” you believe you would need to actually

carry out a needs assessment. Where would you get these skills if you did not

possess them already?
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DOING A PROCESS EVALUATION

Process evaluation

A type of evaluation that

aims to monitor a social 

service program and to 

describe and assess (1) the

services provided to clients

and (2) how satisfied key

stakeholders are with the

services provided. Data are

used to provide ongoing

feedback to refine and 

improve program service

delivery; also known as 

a formative evaluation.

Outcome evaluation

A program evaluation that 

is designed to measure the

nature of change, if any, for

clients after they have re-

ceived services from a social

service program; specifically

measures the change on 

a program’s objectives; also

known as a summative

evaluation or outcome

assessment.
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A process evaluation examines how a program’s services are delivered to clients

and what administrative mechanisms exist within the program to support

these services. It focuses on the program’s approach to client service delivery in ad-

dition to how it manages its day-to-day operations. Thus, unlike outcome evalua-
tions, process evaluations are not interested in the end result of a program.

There is a direct connection between a process evaluation and an outcome eval-

uation, however. A process evaluation can be done if a program performs poorly on

an outcome evaluation. In this case, we would be interested in finding out the rea-

sons why the program had poor outcomes. Ideally, a process evaluation occurs be-

fore, or at the same time, as an outcome evaluation. When new social service

programs are being implemented, for example, it makes sense to check whether the

program was implemented in the way it was intended before evaluating its out-

comes. Therefore, by evaluating the program’s processes and outcomes, we are in

a better position to suggest what specific processes lead to what specific successful

client outcomes.

Program processes refer specifically to the activities and characteristics that

describe how a program operates. In general, there are two major categories of

processes—the client service delivery system within the program and the program’s

administrative support systems that sustain client service delivery. Client service de-

livery is composed of what workers do (e.g., interventions and associated activities)



and what clients bring to the program (e.g., client profile and client satisfaction). On

the other hand, administrative support systems comprise the administrative activi-

ties that exist to support the program’s client service delivery system.

Suppose, for example, we want to conduct a process evaluation of a family sup-

port program. Instead of focusing our evaluation efforts on client outcomes, as is

done in an outcome evaluation (next chapter), we turn our attention to the pro-

gram’s day-to-day operations. Program Objective Two in our family support pro-

gram (Box 3.1), for example, aims “to increase problem-solving skills of family

members.” In a process evaluation, we could ask:

• What treatment interventions do workers and clients engage in to increase

family members’ problem-solving skills?

• How much time do workers spend with family members on problem-solving

interventions?

PURPOSES OF PROCESS EVALUATIONS

In a nutshell, a process evaluation aims to monitor a social service program in an ef-

fort to assess the services it provides to its clients, including how satisfied key stake-

holder groups are with the program’s services. If we know exactly what type of

services are offered, how these services are being delivered, and how satisfied stake-

holder groups are (especially clients) with the services, then we are in a better posi-

tion to decide whether the program is, in fact, the best vehicle to help clients.

Like all types of evaluations presented in this book, a process evaluation is simple

to understand but difficult to carry out. Recall from Chapter 3 the challenges involved

in developing a program’s goal and its related objectives. There are similar problems

in doing a process evaluation. To evaluate a program’s approach to client service de-

livery, for example, program staff need to establish a common “program language.”

Do workers and/or administrators, for example, mean the same thing when they refer

to “counseling” versus “therapy?” Are these activities (remember, these are not pro-

gram objectives) the same or different? How would we distinguish between the two?

Using a consistent language to describe how a social service program delivers its

services requires a level of precision that is difficult to achieve. This is particularly

true when workers come from different disciplines, have different levels of training,

and/or have different theoretical orientations. Many social service programs do not

have well-consolidated and well-thought-out treatment intervention approaches.

Thus, creating an intervention approach can be the first task of a process evaluation.

A process evaluation can fine-tune the services that a program delivers to its

clients. In this spirit, a process evaluation is a critical component of delivering good

social work services. In the same way that we ask clients to monitor their progress using

practice objectives (Chapter 3), workers must be willing to monitor their interventions
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and activities to assess whether they are helping their clients in the best way possible. It

is also the responsibility of administrators to maintain a healthy work environment.

By defining, recording, monitoring, and analyzing a program’s operations, we

gain a better understanding of what types of interventions (and associated activities)

lead to what type of client outcomes (positive and negative). We also gather data to

assess whether the program’s current administrative operations are adequately sup-

porting the workers as they help clients. We can, for example, monitor the frequency

of worker–client contact, the amount of supervision the workers receive, and the

number of training sessions the workers attended over the last year or so.

Clearly, there are many dimensions to conducting process evaluations. In gen-

eral, however, they have three main purposes: (1) to improve a program’s operations,

(2) to generate knowledge for our profession, and (3) to estimate cost efficiency.

To Improve a Program’s Operations

In general, data collected in a process evaluation are primarily used to inform deci-

sions pertaining to the further development of the program’s services. Even when a

social service program is adequately conceptualized before it actually opens its doors

for the first time, the day-to-day implementation of the program does not always go

as smoothly as initially planned. There are many practical, legal, political, and ethi-

cal obstacles that prevent programs from being implemented as theoretically planned.

More often than not, these obstacles are not realized until the program gets under

way. A family support program, for example, may unexpectedly find that the build-

ing in which it is located is locked on weekends, or that its funding source places

last-minute demands on the workers’ caseload size.

A process evaluation is sometimes referred to as a formative evaluation: the

gathering of relevant data for the continuous ongoing feedback and improvement of

the client-related services a program offers (see Box 2.1). As will be seen shortly, a

process evaluation provides us with important feedback about the two levels of

program processes already discussed—its client service delivery system and its ad-

ministrative supports.

We recommend that all process evaluations occur at the stage when new pro-

grams start to focus their efforts on developing well-thought-out client service deliv-

ery systems. After a well-conceptualized client service delivery approach is established

(a process that can take up to two years), a process evaluation can shift its emphasis

to the program’s administrative operations. The reason for beginning with direct

client service delivery is that all worker supervision, training, and other administra-

tive support should ultimately exist to support the workers’ direct services to their

clients. Unless we are clear about what the nature of the program’s client service de-

livery approach is, our beginning attempts to design and implement supporting sys-

tems to help workers will be futile.
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To Generate Knowledge for Our Profession

The next chapter will discuss how outcome evaluations help us to learn more about

how clients demonstrate change (if any) when they go through a program. In com-

parison, process evaluations give us insight into what specific treatment interven-

tions and associated activities lead to these client changes (if any). Our profession

has often referred to the client service delivery component of a social service pro-

gram as a black box. This somewhat negative label reflects the notion that clients en-

ter and exit a program with no clear idea as to what actually took place while they

were in the program (thus, a “black box”). As we know, process evaluations include

the monitoring of our treatment interventions and activities, so they have much to

offer us in relation to telling us what is really in the black box.

First, to monitor interventions and activities implies that we have labels and def-

initions for what we do with our clients. This, in turn, increases communication and

reduces the need to reinvent labels for basic intervention approaches (e.g., educa-

tional, therapeutic, and supportive) and activities (e.g., active listening and con-

frontation).

Second, by monitoring what works (and what does not) with clients, we can

avoid wasting time on treatment interventions and/or activities that do not work.

Third, we can begin to respond to longstanding questions that are ingrained in

our profession but have not been adequately answered, such as

• Are our interventions more effective in an office or community setting?

• Is a 50-minute session the optimal duration for counseling?

• What are the results of helping clients cope with poverty versus helping them

challenge the system?

Fourth, if process evaluations are conducted across several social service pro-

grams, we can compare different client service delivery systems in terms of their dif-

ferences and similarities. This information will help us to know what interventions

work best for whom.

To Estimate Cost Efficiency

The data collected for a process evaluation can be used to more precisely calculate

the cost of delivering a specific social service program to a specific client popula-

tion. The next chapter, Chapter 7, presents how outcome evaluations can be used to

estimate the cost efficiency (Chapter 8) of social service programs: Does the pro-

gram accomplish its objectives within budget? On the other hand, a process evalua-

tion permits us to ask more detailed questions that deal with a program’s efficiency.

By monitoring the amount of time clients spend receiving individual and group in-

terventions, and by keeping track of client outcomes, for example, we will be able to

Black box

When the exact operations

of a given intervention are

not known to others.

Cost efficiency

When a social service pro-

gram is able to achieve its

program objectives in

relation to its costs.
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determine which interventions (e.g., group or individual) are more efficient—which

ones cost less but produce similar client outcomes or results. Much more will be said

about this in Chapter 8.

STEPS IN A PROCESS EVALUATION

The major aim of a process evaluation is to determine whether a program is operating

as it was intended. In this chapter, we discuss six steps in conducting a process evalua-

tion: (1) deciding what questions to ask, (2) developing data collection instruments,

(3) developing a data collection monitoring system, (4) scoring and analyzing data,

(5) developing a feedback system, and (6) disseminating and communicating results.

Step 1: Deciding What Questions to Ask

We have already discussed that a process evaluation can focus on two important di-

mensions of a program: its client service delivery system and its administrative op-

erations. As such, it is important to develop clear questions for a process evaluation.

There are many questions that can be asked during a process evaluation, and eight of

the more common ones follow.

What Is the Program’s Background?

Developing a program’s goal and objectives, via the process delineated in Chapter 3,

is part of the answer to this simple question. By defining a program’s goal, we artic-

ulate who will be served, what social problem will be tackled, what change is to be

accomplished, and how we intend to create this change. This information provides a

description of the program in a straightforward way whereby we can easily grasp its

scope and boundaries.

There are other background questions that we can ask: What is the program’s

history? How did the program get started? What is the program’s philosophy? The

answers to these types of questions provide us with the program’s context—that is,

the circumstances surrounding the program that help us to interpret data derived

from the process evaluation.

A pro-life social service program, for example, will have a different philosophical

approach to working with pregnant teens than a pro-choice program, yet both pro-

grams work with the same client population and tackle the same social problem. Fur-

thermore, the two programs may have similar goals—to prevent teenage pregnancy.

We must always remember that social service programs often are initiated in re-

sponse to political agendas or recommendations from needs assessments; other

times they may begin simply on ad hoc bases when additional social service funds
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are available near the end of the fiscal year. Questions having to do with the pro-

gram’s history and philosophy provide us with information about the program’s

background in addition to the political and social environment in which it operates.

A program’s history can be critical to fully understanding its day-to-day operations

and helps us to work within its current political and social context. A program’s phi-

losophy can tell us how the major beliefs and values of the program’s administrators

(and workers) influenced the program’s operations.

What Is the Program’s Client Profile?

Knowing who is directly served by a program has implications for how the processes

within it are monitored. Clients are one of the stakeholder groups identified in Chap-

ter 1. Remember that clients can be individuals, families, groups, communities, and

organizations. Regardless of whether “the client” is defined as “a family with a child at

risk for placement” or “a placement program” that accommodates these children,

a clear picture (or profile) of whom the program serves (the client) is necessary.

If the clients are families, for example, we need to know their sociodemographic

characteristics. Gathering relevant client data such as age, gender, income, educa-

tion, race, socioeconomic status, and other relevant demographic characteristics

gives us a general idea of whom we are trying to serve. We also want to know where

our clients come from. In other words, how are clients referred to the program? Are

clients self-referred? Do they come primarily from one geographic area? How did

they learn about the program?

If the client is a program, we will ask different questions: Where is the program

located? Who are its funding sources? What are the program’s boundaries? How

many staff are employed? What is the program’s main intervention approach?

What Is the Program’s Staff Profile?

Social service programs are staffed by individuals (workers and volunteers) with

diverse backgrounds. Educational backgrounds and employment experiences can

easily be used to describe the qualifications of workers. By monitoring worker

qualifications, we can gain insight into establishing minimum-level qualifications

for job advertisements. Are MSWs substantially better than BSWs in providing fam-

ily support services, for example? Presumably, those with additional years of educa-

tion have more to offer. If this is the case, what are the differentiating characteristics

between the two levels of education? Sociodemographic data such as age, gender,

and marital status are typical features used to describe program workers (or volun-

teers). Other meaningful descriptors for workers include salaries, benefits, and job

descriptions.

There may be other staff characteristics that are important to a specific social ser-

vice program. If we believe, for example, that being a parent is a necessary qualification
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for workers who help children in a foster-care program, we might collect data that

reflect this interest. Developing profiles for workers and volunteers alike provides

data by which to make decisions about further recruiting and hiring. By monitoring

key characteristics of social workers, for example, we might gain some insights as to

the type of individuals who are best matched for employment within the program.

What Is the Amount of Service Provided to Clients?

Just because a social service program may be designed to serve clients for one hour

per week for six weeks does not mean that it happens this way. Some clients may

leave the program much earlier than expected, and some may stay much longer than

anticipated. Thus, we must record the clients’ start and termination dates to deter-

mine how long our clients received services from our program.

When programs do not have clear-cut intake and termination dates (e.g., an out-

reach program for youth living on the street) or when these dates are not particularly

meaningful (e.g., a long-term group home for adults with developmental disabili-

ties), it may be necessary to collect data that are more useful. For instance, how long

are street workers able to engage youth living on the street in a conversation about

their safety? How many youth voluntarily seek outreach workers for advice? For

adults with developmental disabilities who are living in a long-term group home, we

might record the onset and completion of a particular treatment intervention.

Deciding when services begin and end is not as straightforward as it might

seem. For instance, support services are sometimes provided to clients who are

awaiting formal entry into a program, or follow-up services are offered to clients af-

ter a program’s services have officially ended. Duration of service can be measured

in minutes, hours, days, weeks, months, or years, and it provides us with data about

how long a client is considered a client.

We might also want to know the intensity of the services provided to clients.

This can be monitored by recording the amount of time a worker spends with, or on

behalf of, a client. Worker time, for example, can be divided into face-to-face con-

tact, telephone contact, report writing, advocacy, supervision and consultation, and

so on. If we divide the amount of time spent in each one of these categories by the to-

tal time spent receiving services for one client, we can calculate the proportion of

time spent in each category for that client. These simple calculations can produce the

following data: Overall worker time for Client A was 40 percent face-to-face contact,

25 percent telephone contact, 25 percent report writing, 5 percent advocacy, and

5 percent supervision and consultation.

These data can be used to formulate an estimate that can assist workers in gaug-

ing the timing of their interventions. We might determine, for example, that workers

in a family support program spend an average of 60 percent of their time in direct

client contact. The other 40 percent is spent in meetings, writing up paperwork, par-

ticipating in staff meetings, and so on. If a few workers have particularly difficult
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families, it might be reflected in their reported hours. Perhaps their face-to-face

hours are low for a family, say, around 20 percent, because the families miss many

appointments. It is also possible that their face-to-face hours are high, say, 75 per-

cent, because the families had a series of crises. These data alone can be useful when

deciding whether to continue or change services being offered to any one family.

What Are the Program’s Interventions and Activities?

Looking into what the program’s interventions and activities entail gets at the heart

of the program’s treatment strategy (and associated worker activities). It asks, What

approach do workers use (the intervention), and how do they do it (the activity)? Of

all process evaluation questions, this one in particular can pose a threat to workers

and administrators alike because it requires them to articulate the nature of the pro-

gram’s interventions and workers’ activities related to these interventions in terms

that others can understand. Social workers who rely on professional jargon for effi-

cient communication in the office should learn to explain what they do in lay terms

so that nonprofessionals (especially clients) can understand what to expect from the

program’s services.

A process evaluation can also assess a program’s fidelity; that is, a process eval-

uation can be done to check the extent to which the delivery of an intervention ad-

heres to the protocol or program logic model originally developed. Assessing a

program’s fidelity is extremely important.

Example for Checking on a Program’s Fidelity. Gathering process evaluation data

about the services provided to clients in a particular program is necessary to assess

the fidelity or integrity of a program’s services. Phrased as a question, we might ask,

“Did the actual services delivered to clients match the original design of the pro-

gram?” or more realistically, “How close did the actual services delivered to the

clients match the original program design?” Box 6.1 shows a data collection form, a

“Daily Family Visit Log,” that was used by workers employed by a rural family liter-

acy program as a part of their process evaluation.

Literacy workers in the program made brief home visits to families on a daily

basis for four weeks (20 visits total) in an effort to accomplish two main program

objectives, which are listed on the log: (1) to increase literacy skills of children, and

(2) to increase parental abilities to assist their children in developing literacy skills.

In addition to specifying which program objective was targeted at each visit, work-

ers also identified the main activities used that day and rated family members in

terms of the “readiness” to participate in services for each day’s visit.

The form in Box 6.1 took only a few minutes to complete and workers were

trained to complete the form in their car immediately after a family visit ended in

order to maximize accuracy of the data recorded. In turn, the aggregate log data

from all the workers in the program provided useful program snapshots of several

Interventions

The theoretical approach so-

cial workers use to create

planned change.

Activities

What social workers do to

carry out their interventions.

Program fidelity

An evaluation that is done to

check the extent to which

the delivery of an interven-

tion adheres to the protocol

or program model originally

developed.
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Box 6.1 Example of a Form That Was Used to Monitor a Program’s Fidelity

RURAL FAMILY LITERACY PROGRAM

DAILY FAMILY VISIT LOG

FAMILY: ________________________ WORKER: ___________________________________

Date: ______ /______ /______ Visit Number (1 to 20, or follow-up): _____________

day month year
Length of Visit (minutes): ______ 1 ______

Distance traveled (km) (First Visit Only): _____ 2 ______

1. What was the primary objective of today’s visit? (Circle one.) 3

1 To increase literacy skills of children.
2 To increase parent(s)’ abilities to assist their children in developing literacy skills.

2. What were the main activities of today’s visit? (Circle all that apply.) 4

1 Pointing out parent’s strengths in helping their children.
2 Teaching parents about child development.
3 Teaching parents about different learning/reading styles.
4 Teaching literacy games to family.
5 Teaching parents how to use resources (e.g., library).
6 Modeling reading with children.
7 Paired reading.
8 Listening to parent’s concerns.
9 Identifying family priorities for children’s activities.

10 Filling out Building Block Questionnaires.
11 Giving books/materials/written information.
12 Developing charts (sticker charts, reading checklists, etc.).
13 Providing referrals to other agencies.

14 Other Describe: __________________________________________________

15 Other Describe: __________________________________________________

3. How ready was the family for today’s visit? (Circle one.) 5

Not at all ready 1 2 3 4 5 Ready and Willing        

4. Overall, how did the adult(s) participate in today’s visit? (Circle one.)

Not at all 1 2 3 4 5 Participated Fully

5. Overall, how did the child(ren) participate in today’s visit? (Circle one.)

Not at all 1 2 3 4 5 Participated Fully

6. Comments on today’s visit (use other side if more space is needed):



key aspects of program service delivery. A list of several process evaluation questions

were answered by the data collected from the workers across the program; the num-

ber of each process question corresponds with the particular item on the log (see

Box 6.1) that generated the data to answer the question.

1 On average, how many minutes does a home visit by a literacy worker last?

2 On average, how many miles do literacy workers travel to reach a family’s home?

3 What proportion of family visits was devoted to increasing children’s skills

(program objective 1) vs. increasing parents’ skills (program objective 2)

4 What program activity was used most often (least often) by program

workers?

5 What percentage of visits were families “not at all ready” to participate?

Table 6.1 lists an assortment of research studies, all of which investigated

whether a program’s treatment was delivered in a manner consistent with the origi-

nal program model or theory. Because there is no standard way to conduct fidelity

or process evaluations, the studies listed in Table 6.1 show a variety of methods used

to decide on the particular variables to be measured, the specific data collection

method, and the selected measures in the evaluation in terms of their reliability and

validity (Mowbray, Holter, Teage, & Bybee, 2003).

It is our position that social workers should not be specifically evaluated on

their own individual client “success” rates. In other words, it would be a misuse of a

process evaluation to take data about one worker’s client success rate and compare

this rate with another worker’s rate, or any other standard. Obviously, this type of

analysis would influence the worker to record favorable data—whether accurate or

not. Rather, monitoring of client success rates ought to be done in the spirit of pro-

gram development, appealing to the curiosity of workers in learning about their day-

to-day efforts.

What Administrative Supports Are in Place 
to Support Client Service Delivery?

Administrative supports include the “fixed” conditions of employment as well as the

administrative operations that are designed to support workers in carrying out the

program’s clients service delivery approach. Fixed conditions of employment de-

scribe things that remain relatively stable over time. Examples include location of

intervention (e.g., in the office, client’s home, or the community), staff–worker ratio,

support staff, available petty cash, use of pagers, hours of service delivery, and so on.

Administrative operations, on the other hand, may change depending on current

program stresses and include things such as worker training, supervision schedules,

and program development meetings.

The most important thing to remember about a program’s administrative sup-

ports is that they exist to support workers in carrying out their functions with clients.

Administrative supports

Supports that are designed

to help the social workers in

offering sound client service

delivery.
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Becker et al. (2001) SE model for adults
with serious mental
illness—Individual
Placement & Support
(IPS)

From IPS manual, au-
thors’ experience in im-
plementing model and
SE literature.

Semi-structured inter-
view (up to 1 hour)
with-knowledgeable
staff worker from 
program.

SE programs in 10 MH
centers rated on 
fidelity; 2 components
correlated significantly
with competitive 
employment 
outcomes.

Blakely et al. (1987) Interviews and in-
person observations of
models and replication
plus information pub-
lished by developer—
analyzed to delineate
components as well as
variations.

Research staff–pair
rated programs on 
fidelity scale, based on
site visits and records.

Percentage of exact
agreement between
raters; convergent
validity—exact 
agreement between
information sources;
significant correlation
between fidelity score
and outcome 
effectiveness.

List of components
ranged from 60 to 100
for each model 
program; rated as
ideal, acceptable,
unacceptable

Bond et al. (1997) IPS (see Becker et al.,
2001)

From IPS manual, au-
thors’ experience in im-
plementing model and
SE literature.

Semi-structured inter-
view (up to 1 hour)
with-knowledgeable
staff worker from 
program.

Inter-rater and internal
consistent reliability;
IPS differentiated from
other SE programs and
from non-SE VR 
programs.

IPS Fidelity Scale, 15
items, 5-point ratings;
5 = ideal, to 
1= contrary to 
standards.

Clarke (1998) Adaptation of Coping
with Depression
course for
adolescents—
prevention and 
treatment

Based on compliance
with an existing 
treatment protocol.

Sessions (live or on
videotape) were rated
on a fidelity scale by a
supervisor or resident
assistant; ratings were
summed.

Inter-rater and internal
consistency reliability;
too few groups to 
relate fidelity to 
outcomes in a 
prevention RCT trial.

Fidelity scale, 10 items,
3-point ratings; 0 = no
adherence, to 
2 = complete 
adherence

Table 6.1 Fidelity Criteria: Development, Measurement, and Validation

How Criteria How Criteria How Criteria Instrument
Article Focus Were Developed Were Measured Were Validated Produced

continued

1
6

5



Friesen et al. (2002) Head Start and other
early childhood pro-
grams

Qualitative study of 
3 contrasting Head
Start programs, plus 
literature review to 
develop conceptual
framework and, from
this, a scale.

Survey of sample of
personnel in Head
Start programs plus
annual program 
information reports.

Relationship between
survey results and
these proposed DVs:
% children referred for
MH problems;
% children receiving
treatment.

Under development

Hernandez et al. (2001) Systems of care for
families with SED child

Not clear. Used system
of care values and
principles which ap-
parently evolved over
time.

Document reviews 
and interviews with-
families by a team of 
6 professionals trained
in use of instrument.

Examined scores for
exemplary programs
(top quartile) versus
traditional programs
and found significant
differences.

System of Care Practice
Review (SOCPR), 34
questions, 7-point 
ratings

Henggeler et al. (2002) Family-based MH
treatment—
Multi-Systemic 
Therapy (MST)

Measure developed by
expert consensus and
based on MST manual.

Ratings of therapist ad-
herence from phone
interviews of care-
givers once/month,
also youth ratings and
therapist ratings.

CFA, factor analysis,
test–retest correla-
tions, Cronbach alpha,
correlations of super-
visor/therapist ratings;
relation of adherence
to youth/family 
outcomes.

Therapist Adherence
Measure (TAM) and
other MST adherence
measures (26 items)

Kelly et al. (2000) HIV prevention/inter-
vention programs
funded by CDC

Core elements of inter-
vention determined
from participant feed-
back, experienced 
facilitators, and com-
munity advisors.

Not specified. Core elements should
consistently relate to
outcomes across sites
and key characteristics
may relate to out-
comes at some sites.

None

Table 6.1 (continued)

Lucca (2000) Clubhouse model of
VR for adults with 
psychiatric disabilities

Reviewed mission
statements and docu-
ments from selected
clubhouses and pub-
lished literature.

22 programs; single 
informant at each 
program indicated
presence/absence of
each index item 
(component).

Internal consistency re-
liability; significant dif-
ferences for clubhouse
versus other VR mod-
els; significant correla-
tion between index
score and principles of
PSR scale.

15-item index of com-
ponents which should
and should not be part
of the model; marked
yes/no

1
6

6



Macias et al. (2001) Clubhouse model,
based on Fountain
House

Content analysis of
ICCD certification re-
ports which used Club-
house Standards.TF of
clubhouse staff picked
standards which dis-
criminated between
certified and noncerti-
fied clubhouses.

Mail survey to program
administrators in 166
clubhouses that had
gone through the cer-
tification process.

Discriminant validity:
certified clubhouses
endorsed significantly
more items than non-
certified. However,
some items showed
uniformity of 
responses.

Clubhouse Research
and Evaluation Screen-
ing Survey (CRESS) has
59 yes/no items, at-
tempts to avoid sub-
jective assessments

Malysiak et al. (1996) Wrap-around model to
provide mental health
and case management
services to children
and adolescents with-
emotional/behavioral
disorders

Value-based philosoph-
ical principles; partici-
patory evaluation
involving program staff
to describe what
worked and what
didn’t work.

Observation of team
meetings, meetings
with families and re-
view of case files.

No information. None

McGrew et al. (1994) Adult mental health
program—Assertive
Community Treatment
(ACT)

Interviews of ACT re-
searchers and original
program developers—
asked importance of
ACT critical compo-
nents from published
descriptions. Scale of
fidelity resulted; expert
judgments used to
weight items. Scoring
criteria operationalized
3 levels per item.

Researchers reviewed
write-ups and records
of ACT programs, aug-
mented by reports 
by program directors,
site visitors, and 
consultants.

Interitem reliability;
relationship between
program fidelity score
and program impact
(number of days hospi-
talized); fidelity scores
for ACT versus tradi-
tional case manage-
ment.

Index of Fidelity for
ACT (IFACT)—14 items

continued
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Mills & Ragan (2000) Integrated Leaning
Systems (type of com-
puter technology used
in educational 
software)

Telephone interviews
of innovation develop-
ers to identify essential
features; focus group
of teachers who are
users; construct a com-
ponent checklist and
pilot test.

Teacher completes
checklist, teacher inter-
viewed by researcher,
observation of soft-
ware in use. Panel of 
3 experts—review
transcriptions and 
independently score
components.

Scores were cluster an-
alyzed; configuration
patterns examined for
differences—a number
were significant.

Integrated Learning
System Configuration
Matrix (ILSCM)—15 
implementation
components, each
with 5 levels of 
variation

Orwin (2000) Substance abuse
services—multi-site
study

Expert panel gener-
ated list of 39 distinct
services to be reported
and glossary of terms
providing common
definitions, plus identi-
fying dimensions for
codifying programs for
each activity.

Participants reported
whether they received
service. Count up num-
ber of services that
were planned as part
of model.

Sites with multiple in-
tervention conditions,
and participants in
more intensive groups
more likely to get
planned services.

N/A

Paulson et al. (2002) Consumer choice as 
a component of MH/
rehabilitation programs

Consumer consultants
added questions re-
choice making oppor-
tunities to an existing
fidelity scale.

External reviewers ex-
amined program docu-
ments and did ratings
on criteria.

Not yet validated. IPS + —41 questions
covering 6 dimensions

Table 6.1 (continued)

Rog & Randolph (2002) Supported housing,
multi-site study

Steering committee
specified fidelity
framework from RFA;
defined major compo-
nents and identified
measurement 
indicators.

Interviews with pro-
gram management
and staff, but not clear
how these data were
turned into fidelity
scores.

Comparison of sup-
ported housing versus
comparison programs
for distance from ideal
supported housing
type.

Fidelity instrument, not
clear how many items
or how they were
scored

1
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Teague et al. (1995) ACT teams for mental
illness/substance
abuse treatment (CTT)

9 ACT criteria from pre-
vious research, modi-
fied for the setting;
4 criteria on MI/SA
added, based on re-
searchers’ experiences.

Staff activity logs,
agency documents
and MIS, site visits and
interviews reviewed 
by research team to 
produce consensus
ratings.

7 CTT versus 7 stan-
dard case manage-
ment programs
compared; cluster
analysis used to 
group sites.

13 criteria, scored from
1–5 in half-point steps

Teague et al. (1998) ACT teams ACT criteria from previ-
ous research and pub-
lished literature

Program reports from
supervisors or staff,
agency documents,
MIS, structured inter-
views with multiple
informants—reviewed
by informed raters.

Factor analysis and in-
ternal consistency reli-
ability; validation used
50 programs differing
in degree of intended
replication of ACT.

DACTS—28 criteria,
5 point ratings

Unrau et al. (2001) Family literacy
program

1 day workshop for
community, stakehold-
ers, and program staff
produced program
philosophy, goals, logic
model, and activities.
Exit interviews with-
families to identify
pathways through
which outcomes 
were achieved.

Daily activity checklists
completed by workers.

N/A. N/A

continued
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Vincent et al. (2000) Pregnancy prevention
program

Based on experiences
in operating the origi-
nal model in another
state.

Records and reports
from original project,
subjective perceptions
of model developer;
compared with replica-
tion site records, re-
ports, exit interviews
and community sur-
veys. Researchers
judged comparability
between projects.

N/A N/A

Weisman et al. (2002) Family Focused Treat-
ment (FFT) for bipolar
patients and their rela-
tives

Scale based on treat-
ment manual.

Ratings from video-
taped treatment 
sessions by 3 profes-
sionals trained in FFT.

Inter-rater agreement
(ICCs from 0.74–0.98);
relationship between
fidelity score and pa-
tient outcomes (re-
lapsed or not) not
significant.

Therapist Competence/
Adherence Scale
(TCAS)—13 items,
7-point scale

Table 6.1 (continued)

Abbreviations: ACT, Assertive Community Treatment; CDC, Centers for Disease Control and Prevention; CRESS, Clubhouse Research and Evaluation Screening Survey; FFT, Family
Focused Treatment; HIV, human immunodeficiency virus; IFACT, Index of Fidelity for Assertive Community Treatment; ILSCM, Integrated Learning System Configuration; IPS, Indi-
vidual Placement and Support; MH, mental health; MST, Multi-Systemic Therapy; N/A, not applicable; SE, supported employment; SOCPR, System of Care Practice Review; TAM,
Therapist Adherence Measure; TCAS,Therapist Competence/Adherence Scale; VR, vocational rehabilitation.
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Workers who are paid poorly, carry pagers 24 hours per day, have high caseloads,

and consistently work overtime on weekends will likely respond to clients’ needs and

problems less effectively than will those who work under more favorable conditions.

Administrative supports should exist by design. That is, they ought to promote

workers in offering sound client service delivery. What is most important to remember

is that the approach to administrative support is not written in stone. As with all other

aspects of a social service program, it remains flexible and open to review and revision.

A dramatic example of a how an administrative decision leads to change in

client service delivery occurred when administrators of a group home program for

delinquent youth questioned “group care” as the setting for client service delivery.

The program’s administrators questioned how living in a group home helps delin-

quent youth to improve on the program’s objectives.

After collecting data about the effects of group living, the administrators deter-

mined that their program’s objectives could be achieved using a less intrusive (and

less expensive) setting for service delivery—providing interventions to youth while

they continued living with their families.

In another example, an administrator of an outreach program for street youth

noticed that the program’s workers were consistently working overtime. By review-

ing data collected on the amount of time workers spent “on the street” versus at the

“store-front office” and by talking to the workers directly, the administrator learned

that workers were feeling overwhelmed by the increasing number of youth moving

to the streets.

Workers were spending more time on the streets in an attempt to help as many

youth as possible. Workers, however, felt that they were being reactive to the prob-

lems faced by youth on the street because they did not have time to reflect on their

work in relation to the program’s goal and objectives or have time to plan their ac-

tivities. With these data, the program’s administrator decided to conduct weekly

meetings to help workers overcome their feelings of being overwhelmed and to de-

velop plans to handle the increase in the number of clients.

How Satisfied Are the Program’s Stakeholders?

Stakeholder satisfaction is a key part of a process evaluation because satisfaction ques-

tions ask stakeholders to comment on the program’s services. Using a client satisfac-
tion survey when clients exit a program is a common method of collecting satisfaction

data. In a family support program, for example, clients were asked for their opinions

about the interactions they had with their family support workers, the interventions

they received, and the social service program in general. Figure 6.1 presents a list of

seven client satisfaction questions given to parents and children after they received ser-

vices (at termination) from the program.

The data collected from the questions in Figure 6.1 can be in the form of words

or numbers. Clients’ verbal responses could be recorded for each question using an

Client satisfaction

A program variable that

measures the degree to

which clients are content

with various aspects of the

program services that they

received.
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open-ended interview format. On the other hand, clients could be asked to respond

to each question by giving a numerical rating on a 5-point category partition scale,

for example. In this case, the rating scale would range from a response of 1, meaning

“not at all satisfied,” to 5, meaning “very satisfied.”

Client responses to the seven questions in Figure 6.1 can easily provide a general

impression about how clients viewed the program’s services. Because questions were

asked from parents and children alike, it was possible to compare parents’ and chil-

dren’s views of the services provided. Suppose, for example, that the satisfaction data

showed that parents reported higher satisfaction rates than their children. This find-

ing alone could be used to reflect on how the program’s treatment interventions were

delivered to the parents versus their children.

Client satisfaction data can also be collected from other key stakeholder

groups. Suppose the family support program operated under a child protection

mandate. This would mean that each family coming into the program had an as-

signed child protection worker. Figure 6.2 shows the satisfaction questions asked

of this group. Because client satisfaction involves the opinions of people “outside”

the program, data collection has special considerations with respect to who col-

lects them.
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How satisfied are you . . .

1. that the worker wanted what was best for you?
2. that the worker was pleasant to be around?
3. that you learned important skills to help your family get along better?
4. that the worker was fair and did not take sides?
5. with the amount of communication you had with the worker?
6. that you had a chance to ask questions and talk about your own ideas?
7. that the worker helped to improve your parent–child relationship?

Figure 6.1 Family satisfaction questionnaire.

How satisfied are you . . .

1. with the amount of cooperation you received from the worker in his or her inter-
actions with your department?

2. that the worker connected the family with appropriate resources?
3. that the worker was effective in helping the family get along better?
4. that the worker helped to improve communication between the parent(s) and

your department?
5. that the worker helped to improve parent–child relationships?

Figure 6.2 Child protection worker satisfaction questionnaire.



How Efficient Is the Program?

Estimating a program’s efficiency is an important purpose of a process evaluation.

This question focuses on the amount of resources expended in an effort to help

clients achieve a desired program objective. Because a process evaluation looks at

the specific components of a program, it is possible to estimate costs with more pre-

cision than is possible in a traditional outcome evaluation (next chapter).

Given the many questions that we can ask in a process evaluation, it is necessary

to determine what questions have priority (see Figure 4.1). Deciding which questions

are the most important ones to be answered is influenced by the demands of different

stakeholder groups, trends in programming, and plans for program development.

Step 2: Developing Data Collection Instruments

It is important to collect data for all question categories briefly discussed in Step 1 if

we hope to carry out a comprehensive process evaluation. This might seem an un-

wieldy task, but data for several of the question categories usually already exist.

Questions about program background, for example, can be answered by reviewing

minutes of program meetings, memos, and documents that describe the phases of

the program’s development. If written documentation does not exist, however, we

can interview the people who created the program. Staff profiles can be gleaned from

workers’ resumes. A program’s approach to providing administrative support can be

documented in an afternoon by the program’s senior administrator. Ongoing

recording of training sessions, meeting times, worker hours, and so on can be used

to assess whether administrative supports are being carried out as designed. Finally,

data relating to the program’s efficiency are available from the program’s budget.

Data for the program’s client service delivery approach should be routinely col-

lected. To do so, it is necessary to develop useful data collection instruments. Useful

instruments possess three qualities. They (1) are easy to use, (2) fit with the flow of

a program’s operations, and (3) are designed with user input.

Ease of Use

Data collection instruments should help workers to do their jobs better—not tie up

their time with extensive paperwork. Instruments that are easy to use are created to

minimize the amount of writing that workers are expected to do and the amount of

time it takes to complete them. In some cases, data collection instruments have al-

ready been constructed (and tested) by other social service programs. The National

Center of Family Based Services, for example, has developed an intervention and ac-

tivity checklist for generic family support programs. The checklist contains various

interventions and activities in which workers are instructed to check appropriate

CHAPTER 6 Doing a Process Evaluation 173



columns that identify which family members (i.e., child or children at risk, primary

caretaker, or other adult) were involved in the intervention and related activities.

Where data collection instruments do not exist, workers may agree to use an

open-ended format for a limited period of time. Workers’ responses can then be re-

viewed and categorized to create a checklist that reflects the uniqueness of their pro-

gram. The advantage of using an open-ended checklist versus a prescribed one is

that the listed interventions may be more meaningful to the workers.

Suppose, for example, we asked the workers within a drug and alcohol counsel-

ing program for youth to record the major interventions (and associated activities)

they used with their clients. After reviewing their written notes, we list the following

activities that were recorded by the workers themselves: gave positive feedback, re-

warded youth for reduced alcohol consumption, discussed positive aspects of the

youth’s life, cheered youth on, and celebrated youth’s new job. These descriptors all

appear to be serving a common function—praise, or noting clients’ strengths. Thus,

we could develop a checklist item called “praise.” The checklist approach loses im-

portant detail such as the workers’ styles or the clients’ situations, but when data are

summarized, a general picture of the workers’ major activities soon emerges.

Another critical data collection instrument that exists in almost all social service

programs is the client intake form (e.g., Figure 11.3) , which typically asks questions

in the areas of client characteristics, reasons for referral, and service history, to name

a few. The data collected on the client intake form should be useful for case-level and

program-level evaluations. Data that are not used (i.e., not summarized or re-

viewed) should not be collected.

Appropriateness to the Flow of a Program’s Operations

Data collection instruments should be designed to fit within the context of the so-

cial service program, to facilitate the program’s day-to-day operations, and to pro-

vide data that will ultimately be helpful in improving client service delivery. As

mentioned previously, data that are routinely collected from clients, or at least re-

late to them, ought to have both case-level and program-level utility. For instance,

if the client intake form requires the worker to check the referral problem(s), these

data can be used at the case level to discuss the checked items, or presenting prob-

lems, with the client and to plan a suitable intervention. These data can also be

summarized across clients to determine the most common reason for referral to

the program.

Client case records can be designed to incorporate strategies for recording the

amount of time workers spend with their clients and the nature of the workers’ in-

tervention strategies. Space should also be made available for workers’ comments

and impressions. We do have some suggestions for formatting client data recording

instruments, but there is no one ideal design. Just as treatment interventions can be

personalized by the workers within a program, so can data collection instruments.
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When designed within the context of the program, these instruments can serve

several important functions. First, they offer a record of case-level intervention that

can be used to review individual client progress. Second, components of the data col-

lection instruments can be aggregated to produce a “program summary.” Third, the

instruments can be used as the basis for supervisory meetings. They can also facili-

tate case reviews as they convey the major client problems, treatment interventions,

and worker activities in a concise manner.

Design With User Input

It should be clear by now that the major users of data collection instruments are the

line-level workers who are employed by the program. Workers often are responsible

for gathering the necessary data from clients and others. Therefore, their involve-

ment in the development and testing of the data collection instruments is critical.

Workers who see the relevance of recording data will likely record more accurate

data than workers who do not.

In some instances, the nature of the data collected requires some retraining of

staff. Staff at a group home for children with behavior problems, for example, were

asked to record the interventions and activities they used with children residing at

the group home. The majority of staff, however, were initially trained to record ob-

servations about the children’s behavior rather than their own. In other words, they

were never trained to record the interventions and activities that they engaged in

with clients.

Step 3: Developing a Data Collection 
Monitoring System

The monitoring system for a process evaluation relates closely to the program’s su-

pervision practices. This is because program process data are integral to delivering

client services. Data about a program’s background, client profile, and staff charac-

teristics can, more or less, be collected at one time period. These data can be sum-

marized and stored for easy access. Program changes such as staff turnover, hours of

operation, or caseload size can be duly noted as they occur.

In contrast, process data that are routinely collected should be monitored and

checked for reliability and validity. Time and resources are a consideration for devel-

oping a monitoring system. When paperwork becomes excessively backlogged, it

may be that there is simply too much data to collect, data collection instruments are

cumbersome to use, or staff are not invested in the evaluation process. Considera-

tions for developing a monitoring system for a process evaluation include (1) the

number of cases to include in the evaluation, (2) the times to collect the data, and

(3) the method for collecting the data.
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Number of Cases to Include (Unit of Analysis)

As we will see in the next chapter, in an outcome evaluation we have to decide

whether to include all clients served by the program or only a percentage of them. In

a process evaluation, we need to make a similar decision. However, what constitutes

a case can change depending on the questions we ask. If we ask a question about the

program’s history, for example, the program is our unit of analysis and we have only

to decide how many people will be interviewed and/or how many documents will be

reviewed to get a sufficient answer to our history question.

When questions are aimed at individual clients, we can use the same sampling

practices that will be discussed for outcome evaluations (next chapter). Data that are

used for case-level activities should be collected from all clients within the program.

Intake and assessment data are often used to plan client treatment interventions. In-

deed, these data also serve important purposes, such as comparing groups of clients,

which is often done in an outcome evaluation.

Often times, client intake forms are far too lengthy and detailed. Thus, a pro-

gram may consider developing two intake forms, a short form and a long form. The

short instrument could include only those data that workers deem relevant to their

case-level work. In a sex offender program, for example, we might use a short data

collection instrument at client intake to gather data such as age of client, family com-

position, referral problem(s), service history, employment status, and so on.

In addition to these questions, a longer form could collect data that enriches our

understanding of the client population served by the program. For example, what

services would the client have used if the sex offender program were not available?

What is the length of employment at the client’s current job? What community ser-

vices is the client actively involved in?

If two data collection instruments are available (one short and one long), decid-

ing which one to use is a matter for random sampling. Workers could use the long

one with every second or third client. To maintain a true sense of “randomness,”

however, the assignment of a specific data collection instrument to a specific client

should occur as close as possible to the actual intake meeting.

The use of short and long instruments can also apply to collecting data about a

worker’s activities. Data collection is always a balance between breadth (how many

cases to include) and depth (what and how many questions to ask).

Whether the unit of analysis is the client, the worker, the administrator, or the

program, our aim is to get a representative sample. For smaller social service pro-

grams, the number of administrators and workers may be low, in which case every-

one can be included. In larger programs, such as public assistance programs, we

might use random sampling procedures that will ensure that all constituents are

represented in our evaluation. When outcome and process evaluations happen con-

currently, we should consider developing sampling strategies that are compatible

with both types of evaluations.

Case

The basic unit of social work

practice, whether it be an 

individual, a couple, a family,

an agency, a community, a

county, a state, or a country.

Unit of analysis

A specific research partici-

pant (person, object, or

event) or the sample or pop-

ulation relevant to the re-

search question; the persons

or things being studied.

Random sampling

An unbiased selection pro-

cess conducted so that all

members of a population

have an equal chance of

being selected to participate

in an evaluation study.
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Data that are not used for the benefit of a case-level evaluation may not need to

be collected for all clients. Client satisfaction questionnaires, for example, are usually

collected at the end of the program and are displayed only in an aggregate form (to

ensure confidentiality). Because client satisfaction data aim to capture the clients’

feelings about the services they received, the questionnaires should be administered

by someone other than the worker who provided the services to the client. However,

having a neutral individual (e.g., another worker, a program assistant, a supervisor)

administer the client satisfaction questionnaire can be a costly endeavor.

Recall that in our family support program example, client satisfaction question-

naires were given to the parents and their children. Although the questionnaires

were not very long, they were completed in the clients’ homes and thus involved

travel costs. If a program’s staff decide that client satisfaction data are a major prior-

ity, then creative strategies could be developed to collect relevant, valid, and reliable

client satisfaction data. It may be possible, for example, to obtain these data over the

telephone rather than in person.

A simple solution is to randomly select clients to participate in our client satis-

faction survey. As long as an adequate number of clients are truly randomly selected,

then we can generalize our results to all of the clients within the program who did

not participate in our survey. Ideally, our client random selection process should oc-

cur at the time clients leave the program (terminate).

Times to Collect the Data

Earlier we discussed the uses of short and long data collection instruments to collect

client-relevant data. If we decide that numerous data are to be collected from every

client, we may choose to administer the short data collection instrument at one time

period and administer the longer one at a different time period. Workers could de-

cide what data will be collected at the intake interview (the shorter instrument), and

what data can be collected later on (the longer instrument).

It may be that the intake procedures ask harmless questions such as age, gender, or

employment status. After the worker has developed a rapport with the client, it may be

more appropriate to ask questions of a more sensitive nature (e.g., service history, fam-

ily income, family problems, or family history). We should not make the mistake of

collecting all data on all client characteristics at the initial intake interview. Many client

characteristics are fixed or constant (e.g., race, gender, service history, or problem his-

tory). Thus, we can ask these questions at any time while clients are receiving services.

In a process evaluation, we can collect data that focus on the workers’ treatment

interventions and activities, and the time they spend with their clients. We must de-

cide whether they need to record all of their activities with all of their clients; because

there are important case-level (and sometimes legal) implications for recording

worker–client activity for each case, we recommend yes! In addition, we have already

Case-level evaluation

Designs in which data are

collected about a single

client system—an individ-

ual, group, or community—

in order to evaluate the

outcome of an intervention

for the client system; also a

form of appraisal that moni-

tors change for individual

clients; also called single-

system research designs.
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recommended that data on a worker’s activity form be used for supervisory meet-

ings. Ideally, case records should capture the nature of the worker’s intervention, the

rationale for the worker’s actions, and changes in the client’s knowledge, behavior,

feelings, or circumstances that result from the worker’s efforts (i.e., progress on

client practice objectives).

Program administrators have the responsibility to review client records to de-

termine what data are missing from them. The feedback from this review can, once

again, be included in supervisory meetings. These reviews can be made easy by in-

cluding a “program audit sheet” on the cover of each client file. This sheet lists all of

the data that need to be recorded and the dates by which they are due. Workers can

easily check each item when the data are collected.

If program administrators find there is a heavy backlog of paperwork, it may be

that workers are being expected to do too much, or that the data collection instru-

ments need to be shortened and/or simplified. Furthermore, we want to leave room

for workers to record creative treatment interventions and/or ideas that can be later

considered for the further refinement of the program.

Methods for Collecting the Data

Recording workers’ activities is primarily a paperwork exercise. It is time-consuming,

for example, to videotape and systematically rate worker–client interactions. Because

data on line-level workers’ activities are often collected by the workers themselves, the

reliability of the data they collect can come into question. Where supervision prac-

tices include the observation of the workers’ interventions and activities with clients,

it is possible to assess the reliability of workers’ self-reports. For example, if supervi-

sors were to observe family support workers interacting with their families, they

could also complete the therapeutic intervention checklist (discussed earlier) and

compare the results with the ratings that workers give themselves.

Through this simple procedure, interrater reliability scores can be calculated,

which tells us the extent of agreement between the workers’ perceptions and the su-

pervisors’ perceptions.

For client satisfaction data, social desirability can become an issue. If a worker

who is assigned to a client administers the client satisfaction questionnaire (see Fig-

ures 6.1and 9.1) at the end of the program, the resulting data, generated by the client,

will be suspect, even if the questionnaire is carried out in the most objective fashion.

Clients are less likely to rate workers honestly if the workers are present when clients

complete the instrument. This problem is exacerbated when workers actually read

out the questions for clients to answer. In this instance, it is useful to have a neutral

person (someone not personally known to the client) read the questions to the clients.

Before clients answer satisfaction questions, it should be explained to them that

their responses are confidential and that their assigned worker will not be privy to

their responses. They should be told that their responses will be added to a pool of

Interrater reliability

The degree to which two 

or more independent ob-

servers, coders, or judges

produce consistent results.

Social desirability

A response set in which re-

spondents tend to answer

questions in a way that they

perceive as giving favorable

impressions of themselves.
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other clients’ responses and reported in aggregate form. A sample of a previous re-

port that illustrates an example of aggregated data could be shown to clients.

How data are collected directly influences the value of information that results

from the data. Data that are collected in a haphazard and inconsistent way will be

difficult to summarize. In addition, they will produce inaccurate information.

For example, during the pilot study, when the data collection instruments were

tested for the amount of time workers spent with their clients, workers were diligent

about recording their time in the first two weeks of a six-week intervention program.

After the initial two-week period, however, workers recorded data more and more

sporadically.

The resulting picture produced by the “incomplete” data was that the program

appeared to offer the bulk of its intervention in the first two weeks of the program.

A graph of these data would visually display this trend. Suppose such a graph was

shown to the program’s workers. With little discussion, the workers would likely

comment on the inaccuracy of the data.

Moreover, the workers may share their beliefs about what the pattern of the re-

maining four weeks of intervention look like (in the absence of any recorded data).

Rather than speculate on the “possible” patterns, the “hard” data could be used to

encourage workers to be more diligent in their data recording practices. Discussion

could also center around what additional supports workers may need (if any) to

complete their paperwork.

The bottom line is simple: Doing paperwork is not a favorite activity of line-

level social workers. When the paperwork that workers complete is not used for

feedback purposes, they can become even more resistant to doing it. Thus, it is im-

portant that we acknowledge data-recording efforts by providing regular summaries

of the data they collected. For programs that are equipped with computer equipment

and a management database system, it is possible for workers to enter their data di-

rectly into the computer. This luxury saves precious time.

Step 4: Scoring and Analyzing Data

The procedures for collecting and summarizing process data should be easy to per-

form, and once the data are analyzed, they should be easy to interpret. As mentioned,

if a backlog occurs in the summarization of data, it is likely that the program is col-

lecting too much data and will need to cut back on the amount collected and/or re-

examine its data collection needs.

Thinking through the steps of scoring and analyzing data can help us decide if

we have collected too much or too little data. Consider a family support worker who

sees a family four times per week for 10 weeks. If the worker completes a therapeutic

intervention checklist for each family visit, the worker will have a total of 40 data

collection sheets for the total intervention period for this one family alone. Given

Pilot study

Administration of a measur-

ing instrument to a group of

people who will not be in-

cluded in the study to deter-

mine difficulties the research

participants may have in an-

swering questions and the

general impression given by

the instrument.

Data analysis

The process of turning data

into information; the process

of reviewing, summarizing,

and organizing isolated facts

(data) so that they formulate

a meaningful response to an

evaluation question.
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this large volume of data, it is likely that scoring will simply involve a count of the

number of therapeutic interventions used. Summary data can show which interven-

tion strategies the worker relied on the most. Because the dates of when data were

recorded are on the data collection instrument, we could compare the worker’s in-

terventions that were used at the beginning, in the middle, and at end of treatment.

Other analyses are also possible if the data are grouped by client characteristics.

For example, do single-parent families receive more or less of a particular interven-

tion compared with two-parent families? Do families where children have behavior

problems take more or less worker time? What is the pattern of time spent with fam-

ilies over the 10-week intervention period? Questions can also be asked in relation to

any outcome data collected. Is the amount of time spent with a family related to suc-

cess? What therapeutic interventions, if any, are associated with successful client out-

comes? Once data are collected and entered into a computer database system,

summaries and analyses are simple matters.

Step 5: Developing a Feedback System

Because a process evaluation focuses on the inner workings of a social service program,

the data collected should be shared with the workers within the program. The data col-

lected on worker activities will not likely reveal any unknowns about how workers

function on a day-to-day basis. Rather, the data are more likely to confirm workers’ and
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administrators’ previously formed hunches. Seeing visual data in graphs and charts

provides a forum for discussion and presents an aggregate picture of the program’s

structure—which may or may not be different from individual perspectives.

We have already discussed the utility of how process evaluations can help super-

visors and their supervisees in supervisory meetings. Process data provide an opportu-

nity to give feedback to individual workers and can form the basis of useful discussions.

Program-level feedback can be provided to workers in program meetings. Ideally, pro-

grams should set aside one-half day every one or two months for program develop-

ment. During the program development meetings, program administrators could

present data summaries for relevant or pressing questions. In addition, these meetings

can be used to problem-solve difficulties in creating an efficient monitoring system.

Figure 6.3 presents the general stages of client service delivery for a social service

program. Figure 6.4 shows a detailed example of how clients can go through the

same program. Both figures are useful guides when considering the components of

a program that need to be addressed when doing a process evaluation—they both

show the key events in the program’s client service delivery approach.

Step 6: Disseminating and Communicating Results

Data collected through process evaluations can provide important clues as to which

interventions work with what particular client problems. These data are a first step

to uncovering the mystery of the black box. The results of a process evaluation,

therefore, should be made available to social service programs that offer similar ser-

vices. By disseminating the results of a process evaluation in social work professional

journals, at professional conferences, or through workshops, a social service pro-

gram can take a leadership role in increasing our understanding of how to help spe-

cific groups of clients with specific problems. Box 6.2 lists some social work process

evaluation studies that have communicated their findings to the general public via

professional journal publications.

SUMMING UP AND LOOKING AHEAD

Process evaluations are aimed at improving services to clients. Data can be collected

on many program dimensions in an effort to make informed decisions about a pro-

gram’s operations. Designing a process evaluation involves the participation of the

program’s administrators and workers. Program staff must decide what questions

they want to ask, how data will be collected, who will be responsible for monitoring

data collection activities, how the data will be analyzed, and how the results will be

disseminated.

The following chapter presents another kind of evaluation, an outcome evaluation.
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Box 6.2 Published Examples of Process Evaluations

Substantive areas are in bold.

Allen, J., Philliber, S., & Hoggson, N. (1990). School-based prevention of teen-age preg-
nancy and school dropout: Process evaluation of the National Replication of the
Teen Outreach Program. American Journal of Community Psychology, 18, 505–524.

Andersson, L. (1984). Intervention against loneliness in a group of elderly women: A pro-
cess evaluation. Human Relations, 37, 295–310.

Bazemore, G., & Cruise, P. (1993). Resident adaptations in an Alcoholics Anonymous based
residential program for the urban homeless. Social Service Review, 67, 599–616.

Bentelspacher, C., DeSilva, E, Goh, T., & LaRowe, K. (1996). A process evaluation of the cul-
tural compatibility of psycho-educational family group treatment with ethnic
Asian clients. Social Work with Groups, 19, 41–55.

Berkowitz, G., Halfon, N., & Klee, L. (1992). Improving access to health care: Case manage-
ment for vulnerable children. Social Work in Health Care, 17, 101–123.

Blaze-Temple, D, & Honig, F. (1997). Process evaluation of an Australian EAP. Employee
Assistance Quarterly, 12, 15–35.

Cheung, K., & Canda, E. (1992). Training Southeast Asian refugees as social workers:
Single-subject evaluation. Social Development Issues, 14, 88–99.

Deacon, S., & Piercy, F. (2000). Qualitative evaluation of family therapy programs: A par-
ticipatory approach. Journal of Marital and Family Therapy, 26, 39–45.

Dehar, M., Casswell, S., & Duignan, P. (1993). Formative and process evaluation of health
promotion and disease prevention programs. Evaluation Review, 17, 204–220.

Devaney, B., & Rossi, P. (1997). Thinking through evaluation design options. Children and
Youth Services Review, 19, 587–606.

Jackson, J. (1991). The use of psychoeducational evaluations in the clinical process:
Therapists as sympathetic advocates. Child and Adolescent Social Work Journal, 8,
473–487.

Jones, L., & Strandness, D. (1991). Integrating research activities, practice changes, and
monitoring and evaluation: A model for academic health centers. Quality Review
Bulletin, 17, 229–235.

Lusk, M. (1983). The psychosocial evaluation of the hospice patient. Health and Social
Work, 8, 210–218.

Miller, T., Veltkamp, L., & Janson, D. (1988). Projective measures in the clinical evaluation of
sexually abused children. Child Psychiatry and Human Development. 18, 47–57.

Pithers, W. (1994). Process evaluation of a group therapy component designed to en-
hance sex offenders’ empathy for sexual abuse survivors. Behavior Research and
Therapy, 32, 565–570.

Pithers, W. (1999). Empathy definition, enhancement, and relevance to the treatment of
sexual abusers. Journal of Interpersonal Violence, 14, 257–284.

Rotheram, M. (1987). Evaluation of imminent danger for suicide among youth. American
Journal of Orthopsychiatry, 57, 102–110.

Sieppert, J. D., Hudson, J., & Unrau, Y. A. (2000). Family group conferencing in child wel-
fare: Lessons from a demonstration project. Families in Society, 81, 382–391.

Smith, M., Knickman, J., & Oppenheimer, L. (1992). Connecting the disconnected adult day
care for people with AIDS in New York City. Health and Social Work, 17, 273–281.
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RECAP AND ONLINE MATERIALS

In this chapter, you learned how to do social work process evaluations.

You should also recall the concept of process evaluations from your founda-

tional research course. If not, go online to take a free crash course in how to use var-

ious process evaluation tools.

You can also find the following materials online to help you master the concepts

you just learned:

• Chapter Outline

• Learning Objectives

• Key Terms and Concepts

• Flash Cards

• Practice Multiple-Choice Tests

• Essay Questions with Answers

• Links

www.oup.com/us/swevaluation

STUDY QUESTIONS

1. List and thoroughly discuss the three purposes of process evaluations. Use a

common social work example throughout your discussion.

2. List and thoroughly discuss the steps of doing a process evaluation. Use a com-

mon social work example throughout your discussion.

3. List and discuss the various questions that are asked when doing a process eval-

uation. Apply these questions to your field practicum setting.

4. List and discuss the criteria that you need to take into account when selecting

data collection instruments for process evaluations.

5. Discuss why it is necessary to assess a program’s fidelity when doing a process

evaluation.

6. Discuss how you would go about developing a data collection monitoring sys-

tem for a hypothetical program of your choice. Be very specific.

7. Discuss why it is important to have a clear understanding of how clients come

into the program, go through the program, and terminate from the program

when doing a process evaluation study.

8. Discuss why client satisfaction should not be the only indicator of a program’s

success when doing a process evaluation. What other indicators do you see that

could be useful in this regard?

9. List and discuss the “research skills” you think you would need when doing a

process evaluation of a social work program. Where, and how, would you obtain

these skills, if you don’t already have them?

www.oup.com/us/swevaluation


10. Go to the library or use Box 6.2 to find a social work process evaluation study.

Discuss how the investigators used the concepts found in this chapter in their

study.
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DOING AN OUTCOME EVALUATION

Outcome evaluation

A program evaluation that 

is designed to measure the

nature of change, if any, for

clients after they have re-

ceived services from a social

service program; specifically

measures change on a pro-

gram’s objectives; also

known as a summative eval-

uation or outcome assess-

ment.

Program objective

A statement that clearly 

and exactly specifies the ex-

pected change, or intended

result, for individuals re-

ceiving program services;

qualities of well-chosen ob-

jectives are meaningfulness,

specificity, measurability,

and directionality; not to be

confused with program

goal.

Hypothesis

A theory-based prediction of

the expected results in an

evaluation study; a tentative

explanation of a relationship

or supposition that a rela-

tionship may exist.
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A program outcome evaluation does nothing more than evaluate the program’s

objectives. As we know, program outcomes are what we expect clients to achieve

by the time they leave a social service program. In most cases, we expect some positive

change for the recipients of our services. When clients show improvement, we can feel

optimistic that the program has had a positive impact on their lives.

A critical aspect of an outcome evaluation is that we must have a clear sense of

what expected changes (the program’s outcomes) we hope to see; as we know, these

changes are not freely decided on. As we have seen throughout this book, program
objectives are developed by giving consideration to the views of stakeholders as well

as to the knowledge gained from the existing literature, practice wisdom, and the

current political climate. When program objectives are developed using the strate-

gies proposed in Chapter 3, they have a solid foundation on which to guide day-to-

day program activities.

Thus, by evaluating a program’s objectives, we are, in effect, testing hypotheses
about how we think clients will change after a period of time in our program. We

would hope that clients participating in our family support program (introduced in

Chapter 3 as Box 3.1), for example, will show favorable improvement on the pro-

gram’s objectives. This chapter uses our family support program as an example of

how to develop a simple and straightforward program outcome evaluation.

In a nutshell, the program outcomes we eventually evaluate are nothing more



than the operationalization of our program’s objectives. If we have not succinctly

stated a program’s objectives, however, any efforts at doing outcome evaluation are

futile at best. This fact places some social service programs in a bind because of the

difficulty they face in defining concepts (or social problems) such as homelessness,

self-esteem, child neglect, child abuse, and violence. Most of these concepts are mul-
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Box 7.1 Common Myths Regarding Outcome Evaluations

Myth: Evaluation is a complex science. I don’t have time to learn it.

No. It’s a practical activity. If you can run an organization, you can surely implement
an evaluation process.

Myth: It’s an event to get over with and then move on.

No. Outcome evaluation is an ongoing process. It takes months to develop, test, and
polish, but many of the activities required to carry out outcome evaluation are
activities that you’re either already doing or you should be doing.

Myth: Evaluation is a whole new set of activities—we don’t have the resources.

No. Most of these activities in the outcome evaluation process are normal manage-
ment functions that need to be carried out anyway to evolve your organization
to the next level.

Myth: There’s a “right” way to do outcome evaluation. What if I don’t get it right?

No. Each outcome evaluation process is somewhat different, depending on the
needs and nature of the nonprofit organization and its programs. Consequently,
each nonprofit is the “expert” at their outcomes plan. Therefore, start simple, but
start and learn as you go along in your outcome planning and implementation.

Myth: Funders will accept or reject my outcome plan.

No. Enlightened funders will (or at least, should) work with you, for example, to pol-
ish your outcomes, indicators, and outcomes targets. Especially if your organiza-
tion is a new nonprofit and/or a new program, you very likely will need some
help—and time—to develop and polish your outcomes plan.

Myth: I always know what my clients need—I don’t need outcome evaluation to tell me
if I’m really meeting the needs of my clients.

Not true. You don’t always know what you don’t know about the needs of your
clients—an outcome evaluation helps ensure that you always know the needs of
your clients. Outcome evaluation sets up structures in your organization so that
your organization remains focused on the current needs of your clients. Also, you
won’t always be around; outcome measures help ensure that your organization
remains focused on the most appropriate, current needs of clients even after
you’ve left your organization.



tifaceted and cannot be solved by focusing on any one particular simple program

objective (e.g., behavior, knowledge, or affect).

Thus, we must be modest about our abilities as helping professionals and feel

comfortable with the fact that we can assess only one small component of a complex

social problem through the efforts of a single social service program. Let us now

turn our attention to the purpose of doing an outcome evaluation.

PURPOSE OF OUTCOME EVALUATIONS

The main purpose of an outcome evaluation is to demonstrate the nature of change,

if any, for our clients after they have received our services—that is, after they have

left the program. Given the complexity of many social problems that social service

programs tackle, we must think about an outcome evaluation as an integral part

of the initial conceptualization and final operationalization of a program. This is

accomplished by a program’s logic model (see the right side of Figure 4.8).

Suppose, for example, we wanted to evaluate one program objective—to in-

crease parents’ knowledge about parenting skills—for parents who participate in our

family support program. If our program serves 10 parents and runs for 10 weeks, we

gain a limited amount of knowledge by evaluating one round of the program’s ob-

jective (to increase parents’ knowledge about parenting skills). If we evaluate this

single program objective each round and monitor the results over a two-year period,

however, we will have much more confidence in our program’s results.

There are many reasons for wanting to monitor and evaluate a program’s objec-

tives. One reason is to give concrete feedback to a program’s stakeholders, including

clients. As we know, a program’s goal and its related objectives are dynamic and

change over time. These changes are influenced by the political climate, organiza-

tional restructuring, economic conditions, clinical trends, staff turnover, and ad-

ministrative preferences. In addition, sometimes a program’s goal and objectives are

changed or modified because of the results from a program evaluation.

Another reason for doing an outcome evaluation is so that we can demonstrate

accountability in terms of showing whether a social service program is achieving its

promised objectives. In this spirit, a program outcome evaluation plan serves as a

program map—it is a tool for telling us where we are headed and the route we plan

to take to arrive at our destination. This focus helps to keep program administrators

and workers in sync with the program’s mandate (which is reflected in the program’s

goal). If an outcome evaluation is positive, we then have more justification to sup-

port our program.

On the other hand, if the evaluation of a program’s objectives turns out to be

poor, we can investigate the reasons why this is so. In either case, we are working with

data with which to make informed case and program decisions. Because we want our

clients to be successful in achieving our program’s objective(s), we select activities

Accountability

A system of responsibility in

which program administra-

tors account for all program

activities by answering to

the demands of a program’s

stakeholders and by justify-

ing the program’s expendi-

tures to the satisfaction of its

stakeholders.
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that we believe have the greatest chance of creating positive client change. Selecting

activities in this way increases the likelihood that a program’s objectives, the practice

objectives, and the practice activities have a strong and logical link (see Box 3.1).

Social service programs are designed to tackle many complex social problems such

as child abuse, poverty, depression, mental illness, and discrimination. As we saw in

Chapter 3, programs must develop realistic program objectives, given what is known

about a social problem, the resources available, and the time available to clients. Unfor-

tunately, we attempt to do more than is realistically possible. Evaluating a program’s

objectives gives us data from which to decide what can be realistically accomplished.

By selecting a few key program objectives, for example, we can realistically place

limits on what workers can actually accomplish. It also places limits on the nature of

practice activities that workers might engage in. Suppose, for example, our family

support program begins to receive referrals of childless couples who are experienc-

ing violence in their relationships. Rather than try to alter the program to meet

clients whose problems and needs do not fit, the program can educate its referral

sources about the type of services it offers and the nature of the clientele it serves.

A program outcome evaluation is always designed for a specific social service

program. Thus, the results tell us about specific program objectives and not general

social indicators. A four-week unemployment program showing that 75 percent of

its participants found employment after being taught how to search for jobs cannot

make any claims about impacting the general unemployment rate. The results are

specific to one specific group of participants, experiencing the specific conditions of

one specific program over a specific time frame at a specific time.

USES OF OUTCOME EVALUATIONS

Given that a program outcome evaluation focuses on the program’s objectives when

clients exit a program, its uses may seem, at first blush, to be quite limited. The out-

comes of a program’s objectives, however, are pivotal points at which clients leave

a program and begin life anew—equipped with new knowledge, skills, affects, or be-

haviors related to a specific social problem. Therefore, evaluating the outcomes of a

program’s objectives gives us important information that can be used in many ways.

We will only discuss two of them here. An outcome evaluation can (1) improve pro-

gram services to clients and (2) generate knowledge for the profession.

Improving Program Services to Clients

A primary use of any program outcome evaluation is to improve a program’s ser-

vices that it delivers to clients. As we know, a program outcome evaluation evaluates

a program’s objectives. Thus, data collected in an outcome evaluation tell us things
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like how many clients achieved a program objective and how well the objective was

achieved. Suppose, for example, a rural child abuse prevention program has as one

of its program’s objectives:

Program Objective: To increase parents’ awareness of crisis services available to

them.

At the end of our program, however, we learn that, for 80 percent of our parents,

their awareness level of the available crisis services remained the same. Looking into

the matter further, we find that there is only one crisis service available to parents liv-

ing in the rural area and the majority of parents knew about this service before they

became clients of the child abuse prevention program. In other instances, our pro-

gram objectives may expect too much, given the amount of time clients are exposed

to the program.

Influencing Decisions?

Ideally, a program outcome evaluation should have a major impact on how concrete

program decisions are made. Realistically, this is simply not the case. It is more likely

that its results will assist us in resolving some of our doubts and confusion about a

program or will support facts that we already know. The results contribute indepen-

dent information to the decision-making process rather than carrying all the weight

of a decision. The findings from an outcome evaluation usually assist us by reducing

uncertainty, speeding things up, and getting things started.

When outcome data (program objectives) are routinely collected, results can be

reviewed and compared at regular intervals. By reviewing outcome data, we improve

on our ability to identify problem areas and any trends occurring over time. Such

analyses assist us in pinpointing areas of the program that need further attention.

Generating Knowledge for the Profession

Evaluating a program’s objectives can also lead us to gain new insight and knowl-

edge about a social problem. As we saw in Chapter 3, program objectives are derived

in part from what we know about a social problem (based on the literature and pre-

vious research studies). Thus, when we evaluate a program’s objectives, we are in

effect testing hypotheses—one hypothesis for each program objective. We make an

assumption that clients who receive a program’s services will show a positive change

on each program objective, more so than if they did not receive the services. How

well we are able to test each hypothesis (one for each program objective) depends on

the research design used.

If we simply compare pretest and posttest data, for example, we can say only

that client change occurred over the time the program was offered, but we cannot
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be certain that the program caused the observed changes. On the other hand, if we

use an experimental design and are able to randomly assign clients to a treatment

group and to a control group, we will arrive at a more conclusive answer (see Box

15.2 for an example of how clients were randomized into two different groups). The

results obtained from a program evaluation provide supporting pieces of “effective-

ness” rather than evidence of any “absolute truths.”

STEPS IN OUTCOME EVALUATIONS

In Chapter 3, we discussed how to conceptualize a program by defining its goal and

stating its related objectives. A program outcome evaluation plan is unique to the

context of the program for which it was designed. Using our family support program

as an example, there are six major steps in conducting an outcome evaluation: (1)

conceptualizing program objectives, (2) operationalizing variables and stating the

outcomes, (3) designing a monitoring system, (4) analyzing and displaying data, (5)

developing a feedback system, and (6) disseminating and communicating results.

Step 1: Operationalizing Program Objectives

An outcome evaluation is a major collaborative effort. It is most successful when staff

are included in its design and implementation. In programs where an “outcome evalu-

ation mentality” does not exist, staff should be included in their conceptualization.

Eventually, as programs evolve to integrate evaluation activities with practice activities,

planning for an outcome evaluation becomes an integral part of day-to-day program

activities. If a program has clearly defined its goal and program-related objectives, the

first step in an outcome evaluation is nearly done. Theoretically, a program’s objectives

should be tied to theory. Thus, an outcome evaluation, in effect, is theory driven.

By focusing on a program’s objectives, we can be sure that we will not unneces-

sarily collect data on variables we do not want to know about. It is very tempting, for

example, for program administrators—and workers alike—to make a last-minute

decision to include an “interesting question” on an “evaluation form” or some other

data recording instrument. However, data are expensive to collect and analyze. Thus,

all data collected should be directly related to a program’s objectives. Resources spent

on collecting “extra” data detract from the quality of the data collected to monitor a

program’s objectives. In other words, straying from a program’s data collection plan

seriously compromises the results of a carefully designed outcome evaluation plan.

Conceptualizing a program’s objectives is a critical task because it defines how

we understand our overall program in concrete terms. In Chapter 9, we will discuss

the various ways in which we can measure a program’s objectives, called operational-
ization. A few examples are presented in Box 7.2. For now, we need to know only that

Operationalization

The explicit specification of a

program’s objectives in such

a way that the measurement

of each objective is possible.
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Box 7.2 Examples of Outcomes and Core Indicators for Outpatient Adult

Mental Health Service Providers

Initial Outcome 1: Members of the community are aware of 
and are able to avail themselves of outpatient 
mental health services.

Indicator 1: Number of consumers who received outpatient services during the quarter.

This is the total number of public mental health system consumers who received
any type of service at your clinic at least once during the reporting period.

Initial Outcome 2: Consumers take responsibility 
for their mental health problems.

Indicator 2: Number and percent of consumers who had a treatment plan update
this quarter.

Intermediate Outcome 1: Consumers manage or reduce their 
presenting symptoms.

Indicator 3: Number and percentage of consumers who managed symptoms or ex-
perienced a reduction in negative symptoms.

This is the total number of consumers who, with or without medication, reported
an ability to manage their symptoms or had a reduction in negative symptoms as
measured by a therapist using the General Assessment of Functioning (GAF) score.

Number of consumers with improved GAF score out of number of consumers
for whom follow-up assessment was completed during the reporting period.

Each consumer should be assessed at intake and every six months and/or at
discharge.There may be some consumers who happen to have two assessments
in a quarter because case closure occurs a month or two after last assessment. In
this case, report the case closure assessment.

Intermediate Outcome 2: Consumers experience an improved 
level of functioning.

Indicator 4: Number and percentage of consumers in an appropriate day program
or other meaningful activity during all or part of the reporting period.

This is the total number of active consumers from your clinic who were attending
an appropriate day program such as school, community centers, group meet-
ings, volunteer work, or engaging in other meaningful activity during all or part
of the reporting period.

Long-Term Outcome 1: Consumers do not require 
emergency hospital services.

Indicator 5: Number and percentage of consumers who had a psychiatric hospital-
ization.

This is the total number of active consumers from your clinic who had to be
admitted during this reporting period to a hospital for psychiatric reasons.

(continued)
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Indicator 6: Number and percentage of consumers who were treated in hospital
emergency rooms.

This is the total number of active consumers from your clinic who were treated at
a hospital emergency room during this reporting period.

Long-term Outcome 2: Consumers avoid first or new 
involvements with the justice system.

Indicator 7: Number and percentage of consumers who were arrested, detained,
diverted, or incarcerated.

This is the total number of active consumers from your clinic who were arrested, de-
tained,diverted,or incarcerated at a correctional facility during this reporting period.

Long-Term Outcome 3: Consumers do not require 
homeless services.

Indicator 8: Number and percentage of consumers who were not housed in a
homeless shelter during all or part of the reporting period.

This is the total number of active consumers from your clinic who were housed in
a shelter during all or part of this reporting period.

Long-Term Outcome 4: Consumers are employed.

Indicator 9: Number and percentage of consumers who were competitively em-
ployed during all or part of the reporting period.

This is the total number of active consumers from your clinic who have been
employed and earning wages during all or part of the reporting period.

Long-Term Outcome 5: Consumers feel more 
positive about their lives.

Indicator 10: Number and percentage of consumers who report an increase in well-
being (life satisfaction).

This is the total number of consumers who during the course of their treatment
at your clinic reported an increase in well-being (life satisfaction) as measured by
the attached eight questions of the Maryland version of the Mental Health Sta-
tistical Improvement Program (MHSIP). (Questions beginning “As a Direct Result
of Services I Received . . .” as rated by consumers on a scale of 1 to 5.)

The score is calculated by adding the eight scores and dividing by eight. So if
a client checks “agree” for four questions (4 × 4 = 16), “strongly agree” for three
(3 × 5 = 15), and “neutral” for one question (1 × 3 = 3), the score would be 4.25. If a
client scores 3.5 or higher, then the client is reporting an improvement in well-
being/life satisfaction. Each consumer should be assessed every six months
thereafter and/or at discharge. Some consumers may have two assessments in a
quarter because case closure occurs a month or two after last assessment. In this
case, report the case closure assessment.

Box 7.2 (continued)



we can measure them in several ways. As we saw above, one of the program objectives in

our family support program is “to increase problem-solving skills of family members.”

Conceptually, we need to determine specifically how program staff define “problem-

solving skills of family members.” Is problem solving the skill whereby family members

apply prescribed steps in the problem-solving process? Is it the number of problems

they successfully solve in a given day? Is it problem solving in a general sense or prob-

lem solving that is specific to family conflict?

Clearly, there are a many ways to conceptualize problem solving. To ensure that

the program objective remains linked with the broader expectation of the program,

we can look for direction at the program’s goal. As a guide, the program goal is more

helpful in telling us what problem solving is not, rather than what it is.

Although the idea of conceptualizing a social service program’s objectives is rela-

tively straightforward, we must be aware that there are many factors influencing the

task. Evaluation of a program’s objectives is more often than not an uphill battle. This

is because major stakeholders want (and often demand) concrete objective results.

Given the difficulties faced with measuring change in a client’s self-esteem, for exam-

ple, programs often opt to monitor variables such as the number of clients served in

a given year and the number of hours of direct service contact between social workers

and clients. These performance data are important to decision making around client

services and worker supervision, but they seriously misguide the direction of a pro-

gram. If, in fact, performance measures are used to define program outcomes, then

social workers will focus on maximizing their direct service time without necessarily

giving thought to how their time is spent or what it will accomplish.

Even more serious, by focusing on these types of outcomes, a program is at risk

for developing an unhealthy culture among its workers. If workers in our family

support program were to focus on increasing the number of direct service hours

spent with clients, for example, then we might easily become misled into thinking

that the social worker who spends the greatest number of hours in direct service

hours with clients is in fact the “best” social worker. It may be, however, that this

practitioner’s work does not benefit clients at all.

Focusing on these operational statistics has an important role for administrative

decision making and should be included in process evaluations (Chapter 6). How-

ever, when these types of objectives are included as part of an outcome evaluation,

they can undermine staff morale because social workers are forced to define their

work by meaningless, poorly conceptualized outcome measures.

Step 2: Operationalizing Variables and Stating 
the Outcomes

Selecting the best measurements, called operationalization, for a program’s objec-

tives is a critical part of an outcome evaluation. To measure Program Objective 2 in
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The process of systemati-

cally assigning labels to ob-
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surement and usually pro-

duce data that can be

represented in numerical

form.



our family support program (see Box 3.1), for example, we could use a standardized

measuring instrument that has high validity and reliability:

Program Objective 2: To increase problem-solving skills for family members.

If no such instrument is available or using a questionnaire is not feasible, we

might ask clients a few direct questions about their problem-solving skills. We might

ask clients to talk about a problem-solving example in the past day and count the

number of steps to problem solving that were applied. We could also rely on the in-

dividual client’s own perspective and ask, “Since completing the program have your

skills at problem solving improved?” We could ask the client to respond “yes” or

“no,” or have the client rate the degree of improvement on 5-point scale, where “1”

means problem-solving skills are worse, “3” means they are about the same, and “5”

means they have improved.

There are many different ways to operationalize (or measure) outcomes, rang-

ing from simple to complex. Chapter 9 presents the importance of validity and reli-

ability in choosing measuring instruments. At the very least, we can put our efforts

into making sure that the measurements of our program objectives have face valid-

ity. We want each question (in addition to the whole questionnaire) to:

• Directly relate to the program objective being measured.

• Be part of a group of questions that together directly assess the program

objective.

• Provide descriptive data that will be useful in the analysis of our findings.

Once we have determined what measuring instrument(s) is going to be used

to measure each program objective and who will provide the data (data source), we

need to pretest or pilot test the instrument(s). A pilot test helps to ascertain whether

in fact the instrument produces the desired data as well as whether any obstacles got

in the way, such as when instructions are not clear or too many questions are asked

at one time.

Therefore, we want to pilot test all instruments at all phases of an outcome eval-

uation, including pretest, in-program, posttest, and follow-up. Because we are inter-

ested in collecting data about (and not from) the data collection instrument (and not

the content of our questions), we want to observe how clients react to completing it.

To gain more information about the clients’ understanding of questions, we might

ask them to verbalize their thinking as they answer a question or ask them to com-

ment on the process of providing the data.

When a self-report measuring instrument is used to measure a program’s objec-

tive, we need to check the accuracy of the data it generates by using multiple data

sources in the pilot study. In using self-report data, for example, we might ask clients

for their permission to interview a family member or another person familiar with

the problem. Because we are only pilot testing the self-report instrument, we might
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The degree to which a mea-

suring instrument accurately

measures the variable it
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results of a measuring in-
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more than once or a test is

repeatedly filled out by the

same individual; the degree

to which individual differ-
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ences or to errors in mea-
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ask the opinion of the social worker currently working with the client. This pilot

testing activity gives us greater confidence as to whether we can rely on only client

self-report data that will be collected later on in the program outcome evaluation.

If we are having difficulty choosing between two closely related measuring in-

struments, or are having difficulty with the wording of a difficult question, we could

ask clients to respond to two options and ask which one they prefer and why. We

need to give extra attention to clients who do not complete measuring instruments

or refuse to respond to certain questions. In these cases, we need to explore the rea-

sons why a certain type of client did not answer, and we must do so in a manner that

is sensitive to the client’s needs.

After a measuring instrument that is used to measure a program objective has

been selected and pretested, it is essential to establish clear procedures for scoring

it. Scoring instructions accompany most standardized measuring instruments.

Thus, we need to decide only who will be responsible for carrying out the scoring

task.

When a program develops it own nonstandardized measuring instrument, such

as the one presented in Figure 5.4, it is necessary to agree upon a systematic set of

procedures for administering and scoring the instrument. Suppose, for example,

that to measure Program Objective 2 in our family support program mentioned

above, we ask clients to talk out loud about a problem they encountered in the past

week and to tell us the steps they took in solving the problem. Given that client re-

sponses will vary, we would need a consistent way to determine what steps were

taken. First, we must agree, as a program, on what the steps of problem solving are.

Second, we need to examine the possible range of responses provided by clients. We

might use several raters in the pilot test to establish a protocol for scoring and, later,

use the established procedures to train the people who collect the data.

Operationalization is a critical aspect of all types of evaluations and should not

be taken lightly. Where possible, we need to look for means and methods to corrob-

orate our data-generated results and strengthen the credibility of our results. With-

out at least the minimal pretesting of a measurement instrument, we cannot be

confident about its ability to provide accurate data.

Step 3: Designing a Monitoring System

There are many procedural matters that must be thought through in carrying out a

program outcome evaluation. The evaluation is more likely to go smoothly when

these matters are considered in advance. Practical steps are dictated by the need to

minimize cost and maximize the number of clients included in the evaluation.

Time and resources are important considerations for developing an outcome

evaluation design. As we saw in Chapter 2, the monitoring approach to evaluation
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Outcome evaluation is another important feature of any
comprehensive evaluation plan. It assesses the short-
term and long-term results of a project and seeks to
measure the changes brought about by the project.
Outcome evaluation questions ask: What are the critical
outcomes you are trying to achieve? What impact is the
project having on its clients, its staff, its umbrella organi-
zation, and its community? What unexpected impact
has the project had?

Because projects often produce outcomes that were
not listed as goals in the original proposal, and because
efforts at prevention, particularly in complex, compre-
hensive, community-based initiatives, can be especially
difficult to measure, it is important to remain flexible
when conducting an outcome evaluation. Quality evalu-
ations examine outcomes at multiple levels of the proj-
ect. These evaluations focus not only on the ultimate
outcomes expected but also attempt to discover unan-
ticipated or important interim outcomes.

Potential Uses of Outcome Evaluations

Outcome evaluation can serve an important role during
each phase of a project’s development. Early on, you
might focus outcome evaluation on:

• Determining what outcomes you expect or hope for
from the project.

• Thinking through how individual participant/client
outcomes connect to specific program or system-
level outcomes.

These types of early evaluation activities increase the
likelihood that implementation activities are linked to
the outcomes you are trying to achieve, and help staff
and stakeholders stay focused on what changes you are
really attempting to make in participants’ lives. In later
phases of project maturity, an effective outcome evalu-
ation process is critical to:

• Demonstrating the effectiveness of your project
and making a case for its continued funding or for
expansion/replication.

• Helping to answer questions about what works, for
whom, and in what circumstances, and how to
improve program delivery and services.

• Determining which implementation activities and
contextual factors are supporting or hindering out-
comes and overall program effectiveness.

We provide a range of information about outcome
evaluation, along with some of the latest thinking
about evaluating project outcomes, particularly for
more complex, comprehensive, community-wide ini-
tiatives.

Types of Outcomes

Each project is unique and is aimed at achieving a
range of different outcomes. The following provides
a framework for thinking about the different levels of
outcome when developing your outcome evaluation
plan.

Individual, Client-Focused Outcomes

When people think about outcomes, they usually think
about program goals. The problem is that, often, pro-
gram goals are stated in terms of service delivery or sys-
tem goals (e.g., reduce the number of women on wel-
fare) rather than as clear outcome statements about
how clients’ lives will improve as a result of the pro-
gram. Yet when we think about the purposes of social
and human services programs, we realize that the
most important set of outcomes are individual client/
participant outcomes. By this, we mean, “What differ-
ence will this program/initiative make in the lives of
those served?” When you sit down with program staff
to answer this question, it will become clear that “reduc-
ing the number of women on welfare” is not a client-
focused outcome; it is a program or system-focused
outcome.

There are multiple ways to reduce the number of
women on welfare (the stated outcome), but not all are
equally beneficial to clients. The program might focus
on quick-fix job placement for women into low-skill,
low-paying jobs. However, if what many clients need is
a long-term skill-building and support program, this
method of “reducing the number of women on wel-
fare” might not be the most appropriate or most bene-
ficial program for the clients served.

Box 7.3 More on Outcome Evaluations as Described by the W. K. Kellogg Foundation
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If we change the outcome statement to be client-
focused, we see how it helps us focus on and measure
what is truly important to improving the lives of women
on welfare. For example, the primary individual-level
outcome for this program might be “Clients will gain life
and job skills adequate to succeed in their chosen field,”
or “Clients will gain life and job skills necessary to be
self-reliant and economically independent.”The type of
outcomes you may be attempting to achieve at the
individual client level might include changes in circum-
stances, status, quality of life or functioning, attitude or
behavior, knowledge, and skills. Some programs may
focus on maintenance or prevention as individual client
outcomes.

Program and System-Level Outcomes

Our emphasis on client-focused outcomes does not
mean that we do not care about program and system-
level outcomes. You do need to think through what
outcomes you are trying to achieve for the program
and for the broader system (e.g., improved access to
case management, expanded job placement alterna-
tives, or strengthened interagency partnerships); how-
ever, these outcomes should be seen as strategies for
achieving ultimate client/participant outcomes. Once
you have determined individual client outcomes, then
you can determine which specific program and system-
level outcomes will most effectively lead to your stated
client improvements. Program and system-level out-
comes should connect to individual client outcomes,
and staff at all levels of the organization should under-
stand how they connect so that they do not lose sight
of client-level outcomes and focus on program out-
comes, which are easier to measure and control.

Example

An initiative aimed at improving health care systems by
strengthening local control and decision making, and
restructuring how services are financed and delivered,
has as its core an individual, client-centered outcome:
“improved health status for those living in the commu-
nity served.” However, it quickly became clear to staff
and key stakeholders that the road to improved health
status entailed critical changes in health care systems,
processes, and decision making—system-level goals or
outcomes.

Specifically, the initiative focuses on two overarching
system-level outcomes to support and achieve the pri-
mary individual/client–centered outcome of improved
health status. These system-level outcomes include:
inclusive decision-making processes and increased
efficiency of the health care system. To achieve these
system-level outcomes, the program staff have worked
to (1) establish an inclusive and accountable communi-
ty decision-making process for fundamental health care
system reform; (2) achieve community-wide coverage
through expansion of affordable insurance coverage
and enhanced access to needed health care services;
and (3) develop a comprehensive, integrated delivery
system elevating the roles of health promotion, disease
prevention, and primary care, and integrating medical,
health, and human services. These key objectives and
the activities associated with achieving them are linked
directly to the system-level goals of inclusive decision
making and increased efficiency of the health care
system.

However, program staff found that it was easy in the
stress of day-to-day work pressures to lose sight of the
fact that the activities they were involved in to achieve
system-level outcomes were not ends in themselves
but a critical means to achieving the key client-level out-
come of improved health status. To address this issue,
project leaders in one community developed an effec-
tive method to assist staff and stakeholders in keeping
the connection between systems and client-centered
outcomes at the forefront of their minds. His method
entailed “listening” to the residents of the communities
where they operated. Program staff interviewed nearly
10,000 residents to gather input on how to improve the
health status of those living in that community. Staff
then linked these evaluation results to the system-level
outcomes and activities they were engaged in on a
daily basis. In this way, they were able to articulate clear
connections between what they were doing at the
system level (improving decision-making processes
and efficiency) and the ultimate goal of improving the
health status of community residents.

Broader Family or Community Outcomes

It is also important to think more broadly about what an
individual-level outcome really means. Many programs
are aimed at impacting families, neighborhoods, and, in

(continued)
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some cases, whole communities. Besides individual out-
comes, you and your staff need to think through the
family and community level outcomes you are trying to
achieve—both interim and long term. For instance, fam-
ily outcomes might include improving communication,
increasing parent–child-school interactions, and keeping
children safe from abuse. Community outcomes might
include increasing civic engagement and participation,
decreasing violence, shifting authority and responsibility
from traditional institutions to community-based agen-
cies and community resident groups, or encouraging
more intensive collaboration among community agen-
cies and institutions.

Impacts on Organizations

In addition to a project’s external outcomes, there
will also be internal effects—both individual and
institutional—which are important to understand and
document. Many times these organizational outcomes
are linked to how effectively the program can achieve
individual client outcomes. They are also important to
understand to improve program management and or-
ganizational effectiveness. Questions to consider in
determining these outcomes include:

• Impact on personnel. How are the lives and career
directions of project staff affected by the project?
What new directions, career options, enhanced per-
ceptions, or improved skills have the staff acquired?

• Impact on the institution/organization. How is the
home institution affected? Does the presence of a
project create ripple effects in the organization,
agency, school, or university housing it? Has the orga-
nization altered its mission or the direction of its activ-
ities or the clientele served as a result of funding? Are
collaborations among institutions strengthened?

Developing and Implementing an 
Outcome Evaluation Process

As we described above, an important first step of any
outcome evaluation process is to help program staff
and key stakeholders think through the different levels
of program outcomes, and understand the importance
of starting with individual client/participant outcomes
rather than program or systems goals.

Once program staff and stakeholders have an under-
standing of outcome evaluation and how it can be used,
you and your evaluation team can address the following
questions which will facilitate the development of an
outcome evaluation process (Patton, 1997):

1. Who are you going to serve?
2. What outcomes are you trying to achieve for your

target population?
3. How will you measure whether you’ve achieved

these outcomes?
4. What data will you collect and how will you collect

them?
5. How will you use the results?
6. What are your performance targets?

Who Are You Going to Serve?

Before you and your program staff can determine indi-
vidual client-level outcomes, you need to specify your
target population.Who are you going to serve? Who are
your clients/participants? It is important to be as specific
as possible here. You may determine that you are serv-
ing several subgroups within a particular target popula-
tion. For instance, a program serving women in poverty
may find they need to break this into two distinct sub-
groups with different needs—women in corrections
and women on welfare.

If your program serves families, you may have an out-
come statement for the family as a unit, along with sep-
arate outcomes for parents and children. Here again, you
would need to list several subgroups of participants.

What Outcomes Are You Trying to Achieve?

Once you have determined who you are serving, you
can begin to develop outcome statements. What specific
changes do you expect in your clients’ lives? Again,
these changes might include changes in behavior,
knowledge, skills, status, or level of functioning. The key
is to develop clear statements that directly relate to
changes in individual lives.

How Will You Measure Outcomes?

To determine how effective a program is, you will need
to have some idea of how well its outcomes are being
achieved. To do this, you will need ways to measure

Box 7.3 (continued)
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changes the program is supposed to effect. This is
another place where program staff and stakeholders
can lose sight of individual participant outcomes and
begin to focus exclusively on the criteria or indicators
for measuring these outcomes.

Outcomes and indicators are often confused as one
and the same, but they are actually distinct concepts.
Indicators are measurable approximations of the out-
comes you are attempting to achieve. For example, self-
esteem, in and of itself, is a difficult concept to measure.
A score on the Coopersmith self-esteem test is an indi-
cator of a person’s self-esteem level. Yet it is important
to remember that the individual client-level outcome
is not to increase the participants’ scores on the
Coopersmith but rather to increase self-esteem. The
Coopersmith test simply becomes one way to measure
self-esteem.

This program might also have constructed teacher
assessments of a child’s self-esteem to be admin-
istered quarterly. Here, the indicator has changed
from a standardized, norm-referenced test to a more
open-ended, qualitative assessment of self-esteem;
however, the outcome remains the same—increased
self-esteem.

What Data Will You Collect and How Will You
Collect Them?

The indicators you select for each outcome will depend
on your evaluation team’s philosophical perspective
about what the most accurate measure of your stated
outcomes is; what the resources available for data col-
lection are (some indicators are time and labor inten-
sive to administer and interpret, such as student port-
folios versus standardized achievement tests); and how
privacy issues apply, and how intrusive the data collec-
tion methods are. Your team should also consider the
current state of the measurement field, reviewing the
indicators, if any, that currently exist for the specific out-
comes you are attempting to measure. To date, little
work has been completed to establish clear, agreed-
upon measures for the less concrete outcomes attempt-
ed by comprehensive, community-based initiatives (e.g.,
changes in community power structures; increased com-
munity participation, and leadership development and
community building) (Connell, Kubisch, Schorr, & Weiss,
1995).

Another common problem is that all too often pro-
grams start with this step: by determining what can be
measured. Program staff may then attempt to achieve
only the outcomes that they know how to measure or
they find relatively easy to measure. Because the field of
measurement of human functioning will never be able
to provide an accurate and reliable measure for every
outcome (particularly more complex human feelings
and states), and because program staff and stakeholders
often are knowledgeable about only a subset of existing
indicators, starting with measures is likely to limit the
potential for the program by excluding critical out-
comes. The Kellogg Foundation believes it is important
to start with the overall goals and outcomes of the pro-
gram, and then determine how to go about measuring
these outcomes. From our perspective, it is better to have
meaningful outcomes that are difficult to measure than to
have easily measurable outcomes that are not related to
the core of a program that will make a difference in the
lives of those served.

How Will You Use Results?

Ultimately, you want to ensure that the findings from
your outcome evaluation process are useful.We suggest
that you and your evaluation team discuss how you will
use the results of the evaluation process from the begin-
ning. Before you have even finalized data collection
strategies, think through how you will use different out-
come data and what specific actions you might take,
depending on the findings. This will increase the likeli-
hood that you will focus on the critical outcomes, select
the most accurate and meaningful indicators, collect the
most appropriate data, and analyze and interpret the
data in the most meaningful ways. In addition, it will
increase the likelihood that you and your staff will act on
what you find, because you understood from the begin-
ning what you were collecting and why you were col-
lecting it.

What Are Your Performance Targets?

Think of performance targets as benchmarks or
progress indicators that specify the level of outcome
attainment you expect or hope for (e.g., the percentage
of participants enrolled in postsecondary education;
how many grade-level increases in reading ability).
Setting meaningful performance targets provides staff

(continued)
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and stakeholders with benchmarks to document progress
toward achieving program outcomes.These benchmarks
help clarify and provide specificity about where you are
headed and whether you are succeeding.

It is often best to set performance targets based on
past performance.Therefore, you may want to wait until
you have some baseline outcome data before determin-
ing performance targets. However, if you do not have
the luxury of waiting to collect baseline data, you can
set initial performance targets based on levels attained
in comparable or related programs.

Measuring the Impacts of System 
Change and Comprehensive 
Community-Based Initiatives

As discussed previously, we need to think differently
about evaluating the impacts of more complex system
change and comprehensive community initiatives. In
these initiatives, implementation is difficult and long, and
requires a collaborative, evolutionary, flexible approach.
We may not see ultimate outcomes for many years, and
many of the desired outcomes are difficult to measure
using traditional quantitative methodologies. And yet
these initiatives hold great promise for really making a
difference in our communities.

When evaluating these initiatives, then, we need to
use innovative methods, such as participatory and
theory-based evaluation, to learn as much as we can
about how and why these programs work. By working
together to develop the key interim outcomes, we will
be able to document better the progress of these initia-
tives and to understand better how they lead to the
desired long-term outcomes.

There are two categories of interim outcomes you
should think about measuring. The first includes interim
outcomes associated directly with your target popula-
tion. For example, interim outcomes associated with the
long-term outcome of getting off public assistance might
include leaving abusive relationships or conquering a
drug problem.

The second category of interim outcomes includes
changes in the project’s or community’s capacity to
achieve the long-term desired outcomes (Schorr &
Kubisch, 1995). For a project designed to increase the
number of students going to college, important interim
outcomes might be the implementation of a new pro-
fessional development program to educate guidance
counselors and teachers about how to encourage and
prepare students for college; or to increase student access
to financial aid and scholarship information; or to expand
the number and type of summer and afterschool aca-
demic enrichment opportunities for students.

Measuring Impacts Through the Use 
of a Program Logic Model

One effective method for charting progress toward
interim and long-term outcomes is through the devel-
opment and use of a program logic model. As we dis-
cussed earlier, a program logic model is a picture of
how your program works—the theory and assump-
tions underlying the program. A program logic model
links outcomes (both short-term and long-term) with
program activities/processes and the theoretical
assumptions/principles of the program. This model
provides a roadmap of your program, highlighting
how it is expected to work, what activities need to
come before others, and how desired outcomes are
achieved.

There are multiple benefits to the development and
use of a program logic model. First, there are program
design benefits. By using a program logic model as part
of the evaluation process,staff will be able to stay focused
better on outcomes; connect interim outcomes to long-
term outcomes; link activities and processes to desired
outcomes; and keep underlying program assumptions
at the forefront of their minds. In short, the process of
creating a program logic model will clarify your thinking
about the program, how it was originally intended to
work, and what adaptations may need to be made once
the program is operational.

Box 7.3 (continued)
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Second, the program logic model provides a pow-
erful base from which to conduct ongoing evaluation
of the program. It spells out how the program produces
desired outcomes. In this way, you can decide more
systematically which pieces of the program to study in
determining whether your assumptions were correct.
A program logic model helps focus the evaluation on
measuring each set of events in the model to see what
happens, what works, what doesn’t work, and for
whom. You and your evaluation team will be able to
discover where the model breaks down or where it is
failing to perform as originally conceptualized.

As we discussed, a logic model or theory-based eval-
uation is also an effective approach for evaluating com-
plex initiatives with intangible outcomes (such as
increased community participation) or long-term out-
comes that will not be achieved for several years. A pro-
gram logic model lays out the interim outcomes and the
more measurable outcomes on the way to long-term
and intangible outcomes. As a result, it provides an effec-
tive way to chart the progress of more complex initia-
tives and make improvements along the way based on
new information.

Finally, there is value in the process of developing a
logic model. The process is an iterative one that requires
stakeholders to work together to clarify the underlying
rationale for the program and the conditions under
which success is most likely to be achieved. Gaps in
activities, expected outcomes, and theoretical assump-
tions can be identified, resulting in changes being made
based on consensus-building and a logical process
rather than on personalities, politics, or ideology. The
clarity of thinking that occurs from the process of build-
ing the model becomes an important part of the overall
success of the program.The model itself provides a focal
point for discussion. It can be used to explain the pro-
gram to others and to create a sense of ownership
among the stakeholders.

Types of Program Logic Models

Although logic models come in many shapes and sizes,
three types of models seem to be the most useful.

One type is an outcomes model.This type displays the in-
terrelationships of goals and objectives. The emphasis is
on short-term objectives as a way to achieve long-term
goals. An outcomes logic model might be appropriate
for program initiatives aimed at achieving longer-term
or intangible, hard-to-measure outcomes. By creating a
logic model that makes the connections among short-
term, intermediate, and long-term outcomes, staff will be
able better to evaluate progress and program successes,
and locate gaps and weaknesses in program operations.
See Figure 6 in Box 3.2 for an example of this type.

Another type of logic model is an activities model.This
type links the various activities together in a manner that
indicates the process of program implementation.
Certain activities need to be in place before other activi-
ties can occur. An activities logic model is appropriate for
complex initiatives that involve many layers of activities
and interinstitutional partnerships. In these cases, every
stakeholder needs to have the big picture of how the
activities and processes pull together into a cohesive
whole to achieve desired outcomes. It also provides an
effective means to document and benchmark progress
as part of the evaluation process. Which activities have
been completed? Where did the program face barriers?
How successfully were activities completed? What addi-
tional activities and processes were discovered along the
way that are critical to program success? An example of
this type of program logic model can be seen in Figure 7
in Box 3.2.

The third type of logic model is the theory model.This
model links theoretical constructs together to explain
the underlying assumptions of the program. This model
is also particularly appropriate for complex, multifac-
eted initiatives aimed at impacting multiple target pop-
ulations (e.g., multiple members of a family, whole com-
munities, or multiple institutions or community organi-
zations within a community). At the same time, a theory
logic model is also effective for a simpler program
because of its ability to describe why the program is
expected to work as it does. See Figure 5 in Box 3.2 for
an example of a theory logic model.

Oftentimes, program staff will find that they will need
to combine two or three of these program logic models.



incorporates evaluation activities and tasks into ongoing client service delivery.

Thus, our monitoring system must be careful not to overburden the workers

such that direct client service delivery is compromised. To gather valid and reliable

data, we must consider the type and amount of changes we expect from the social

workers.

How we design our evaluation can impact when the social workers meet with

their clients. It may also change the nature of worker–client interaction in a first meet-

ing, as is the case when standardized measuring instruments are administered. Evalua-

tion activity almost always affects the way social workers record client data. Because

these evaluation activities directly impact a social worker’s behavior, they have impor-

tant implications for how clients are served and how evaluation data are collected.

Deciding the Number of Clients to Include 
(Unit of Analysis)

In general, we want to collect outcome data for as many clients as possible in an out-

come evaluation. For programs with a few clients, such as a single group home pro-

gram or a private social worker working independently, 100 percent coverage of

clients served is more likely. For programs with many clients, however, such as child

protection services or a major family service agency, we can use basic sampling tech-

niques to develop a representative sample of all clients receiving services. The major

issue affecting sample size is whether program resources exist to collect data from all

clients in the program. If it is not feasible to do so—an independent private social

worker cannot afford to include 30 minutes of testing for each client, or a family ser-

vice agency does not want to give up valuable “client time” for evaluation activities—

then sampling is an option.

The number of clients needed for an outcome evaluation is affected by the num-

ber of subgroups that may be included in the evaluation. Suppose for example, our

family support program wants to compare the levels of problem-solving skills (Pro-

gram Objective 2) for single-parent and double-parent families. Ideally, we want to

have roughly equivalent groups so that we do not end up comparing, say, 120 single

parents with 240 double parents. Clearly, the double-parent families are better repre-

sented in this comparison. Ideally, we should aim to have a minimum of 30 clients

for each subgroup included in our analyses. The more subgroups we include (say we

are also interested in the age of parents, whether substance abuse is a factor, or what

services our family has used previously), the more clients we need.

When there are not enough resources to support data collection from all clients,

the task can be lightened by randomly selecting clients for inclusion in the evalua-

tion. As we will see in Chapter 10, random selection can occur so long as the pro-

gram aims to have a reasonable number of clients at critical points within the data

analysis, such as when the program’s annual or semiannual report are due. The idea

behind random sampling is that each client has an equal chance of being included

Monitoring system

The evaluation design,

protocols, and procedures

that ensure systematic,

complete, and accurate data

collection; also includes 

a schedule for reporting and

disseminating evaluation

findings.
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in the evaluation. In theory, this is a simple notion. In practice, however, there are

many obstacles to consider.

The first matter to consider is deciding on what exactly constitutes the “total

client population” served by the program. In our family support program, for exam-

ple, it may be that parents periodically phone the program for crisis support and

speak to a social worker on the telephone for a brief period; or at times, an inappro-

priate referral is made and program time is used to reroute the client to a better

matched service. Although these clients may receive some assistance from our family

support program, it would be unreasonable and even unimaginable to try and col-

lect data related to the program’s objectives. Rather, our family support program has

as its primary client group families who are referred and accepted to the program to

participate in the 12-week intervention.

Because clients of our family support program are referred on an ongoing basis,

it is possible for random selection to occur by including every second or third client

referred or by flipping a coin (“heads” our family is included, “tails” they are not)

each time a client comes to the program, with a predetermined maximum number.

If we are particularly interested in how outcomes relate to specific client groups (e.g.,

single-parent and double-parent families), we can use a stratified sampling strategy.

The critical aspect of random selection is that the decision to include clients is made

without bias. That is, a program administrator does not select families because they

appear to be cooperative, or social workers do not exclude families because they are

concerned that the families might not respond positively toward the program.

The philosophy behind monitoring evaluation is that evaluation is part and par-

cel of good practice. Just as we allow clients the right to self-determinism—to say

whether or not a particular intervention fits for them—we must also be willing to

give clients the option to participate in any given evaluation activity. When clients

decline to answer questions or fill out questionnaires, then we are faced with the

problem of missing data. That is, we will have some unknowns in our final client

sample. The less missing data we have, the more confident we will be that our evalu-

ation results are reflective of all clients served within our program.

Another matter to decide in sampling is whether we want to collect data from

the same clients throughout the entire evaluation (a cohort analysis) or whether we

want to collect data from a different set of clients at program intake and exit (a cross-

sectional analysis). A cohort analysis permits us to address questions of change over

time for a single group of clients. We could then compare, for example, the percent-

age of clients who showed an improvement in their problem-solving skills, and the

amount of change.

A cross-sectional analysis would give us a slightly different set of data. In this

case, we could determine the percentage of improvement in the average score for a

group of clients at intake (Time 1) and another group at termination (Time 2). In

this situation, we could not determine how many clients’ problem-solving skills got

better or worse, however.

Cross-sectional research

design

A survey research design in

which data are collected to

indicate characteristics of a
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particular moment in time.
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The advantage of using the same clients throughout the entire evaluation is that

it reduces the difficulties associated with comparing two different groups of clients.

The drawback of including only one set of clients in the evaluation is that they may,

in effect, receive special treatment as a result of their inclusion, which will bias the

representativeness of the results to the entire program.

Deciding When Data Will Be Collected

When the data are collected directly relates to the question asked in an outcome

evaluation. An outcome evaluation indicates whether the program is working, but it

says nothing about how it is working (or failing to work). Nor is there any mention

of efficiency—that is, the time and dollar cost of client success (see the next chapter).

After all, if a program achieves what it is supposed to achieve by the attainment of its

program objectives, why does it matter how it achieves it? If the program is to be

replicated or improved, it does matter, and efficiency assessments (Chapter 8) and

process analyses (Chapter 6) can answer such questions.

Questions related to outcome generally fall into four major categories, which

have a direct link to the type of evaluation design used. First, the evaluator wants to

know to what degree the program is achieving its objectives. Does participation in

our family support program, for example, increase positive social support for par-

ents (Program Objective 1 in Box 3.1), and by how much? This question requires

that we collect data at (or near) the beginning of the program and at (or near) the

end of the program to detect how much change has occurred. As discussed earlier,

we need to make a decision as to whether data will be collected for all incoming

clients. Unless, the data are in some way used to plan and implement a treatment in-

tervention, data collection from all clients might be excessive, so a sampling strategy

can be used.

Second, we want to know whether people who have been through our family

support program have more positive social supports than similar people who have

not been through the program. This question suggests that we collect data not only

from clients in the program but also from clients who did not participate in the pro-

gram. These could be clients who were turned away or perhaps are on a waiting list

for program services. The aim of this question is to directly compare outcomes for

clients receiving program services with those who do not.

Third, there is the question of causality. Is there any evidence that services pro-

vided by our family support program caused the increase in positive social supports?

This question is more sophisticated than the first two and requires the use of ex-

planatory research designs.

Fourth, we might be interested in assessing the longevity of changes made by

clients. In this case, we want to collect data from clients not only at program exit but

also at some predetermined points afterward. Many clients who have exited from

human service programs return to their previous social environments, which were

Causality

A relationship of cause and

effect.The effect will invari-

ably occur when the cause 

is present.
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at least partially responsible for their problems in the first place. Often, clients’ gains

are not maintained; equally often, programs have no follow-up procedures to find

out if they in fact have been maintained. Ideally, follow-up data are collected at in-

tervals, such as 3, 6, or 12 months after clients exit a program. The time span should

allow for enough time to pass in order to comfortably say that the program effects

were not simply temporary.

The challenge of collecting client follow-up data is that the task is not always

easy. Sometimes it is very difficult to locate clients after they leave a program. Pro-

grams working with economically disadvantaged clients may have an especially dif-

ficult time because clients may not have telephones. Clients who are transient, clients

with mental illness, clients with criminal backgrounds, and clients who are homeless

are hard to track. The difficulties associated with locating clients are very expensive

and time-consuming. Because of the additional costs, every effort should be made to

collect posttest data just before clients leave the program.

Outcome data imply that we are interested in how clients change in terms of

relevant program objectives at the end of our services. This assumption requires

that a clear program end does in fact exist. In some cases, services to clients with

ongoing difficulties may extend beyond those of the typical program. Suppose, for

a moment, that a family within our family support program receives a two-week

extension of services because our family needs additional assistance for one reason

or another.

When brief extensions are granted, the end of the program is also extended. If,

however, longer term extensions are given such that the client essentially repeats

the program, then the true program end technically is decided by the predefined

program service time. The downside of looking at things this way is that the client

may not show positive improvement at the predefined end of the program. This is

unfortunate for our evaluation results, but it is true. Frankly, we are in a better po-

sition to learn how to improve client service delivery if we work from objective

data.

A related problem with collecting follow-up data is that clients may be receiving

services from other social service programs during the follow-up period. How will

we know if treatment effects are maintained as a result of our work with clients, or if

the other current social service is somehow helping clients to do well? There are no

perfect solutions to such a problem, but we can simply ask clients what additional

social services they are involved with, if any. These data can be used to compare

clients who are receiving additional social services with those who are not.

So far, we have been discussing data collection from the vantage point of

program-level evaluation. As we will see in Chapters 11 and 14, it is also possible to

use aggregated case-level data to evaluate a program’s outcomes. When case-level

data are used, there are usually many more data collection points. Just how many

there are will be determined by the worker and the client in designing an individual

monitoring system for their unique practice objectives.

Follow-up data

Collecting client data 

(as measured by a program’s

objectives) at specific points

after clients have exited the

program (e.g., three months,

six months, one year).
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Deciding How Data Will Be Collected

We can collect outcome data from clients by telephone, mail, or in person. Clearly,

in-person costs are higher than if we collect data during our last contact with clients

before they exit the program or if we contact clients by telephone (provided that the

clients have phones). Ideally, we want to collect data from all clients who are repre-

sented in our program’s objectives. In our example, Program Objective 2 within our

family support program example focuses on problem-solving skills of all family

members.

This raises the question of whether we should collect data from the children

as well as the parents. We must decide how feasible it is to use more than one data

source. If time and resources limit us to one data source, then we must pick the one

we think is most representative or one that will provide the most meaningful data in

relation to the program objective.

Who is going to be responsible for collecting data is a critical question. When

data are collected at intake, workers usually will gather the facts from clients as part

of the assessment process. When social workers collect data at program exit, there

is great risk of biasing results, which can discredit the outcome evaluation. Because

social workers and clients come to know each other well, the helping relationship

can influence how clients respond to measuring instruments. Furthermore, having

social workers evaluate their own performance is not generally accepted as a way to

provide accurate data. Another reason for not using social workers to collect out-

come data is that the additional task is likely to overload them. As clients exit a pro-

gram, new clients are admitted. It becomes unwieldy for a single social worker

to juggle a new admission, a termination, a clinical follow-up, and an evaluation

follow-up in addition to his or her ongoing caseload.

Quality data collection requires several explicit procedures that need to be laid

out and strictly followed. Minimal training is needed for consistent data collection.

It is rather inefficient to train all social workers within a single program to collect data

(in addition to the disadvantages already stated). Thus, it is advisable to assign data

collection tasks to a small number of workers who are properly trained in the data col-

lection effort. These individuals do not necessarily have to have any background in

evaluation procedures; they simply need to have good interviewing skills and be able

to follow basic standardized instructions.

Step 4: Analyzing and Displaying Data

It is possible that, by the time clients have answered questions on a program intake

form and completed any standardized measuring instruments used by a program,

they may have produced 50 or more separate pieces of data. From marital status, to
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service history, to the level of a social problem—we must decide how each unit of

data will be presented and what the possibilities for analyses are. With outcome data,

our data analyses tasks focus on the output of the program; that is, what is the condi-

tion (or situation) for clients at the time they exit the program and beyond? We may

use demographic data on our intake form to present outcome data, according to

subgroups, that reveal interesting results.

Suppose, for example, that overall family progress on problem-solving skills

(Program Objective 2) for our family support program was rather mediocre. But

with further analyses, we are able to show that families with toddlers had great im-

provement compared with families with teens; in the latter, almost no improvement

was observed. The additional information that can be gained from analyzing data in

subgroups gives important detail for program decision makers. It also helps to pin-

point a program’s strengths and weakness, rather than simply looking at a program’s

results as a whole.

Although social workers may have some interest in analyzing client data on a

question by question basis, outcome data are most useful when data can be aggre-

gated and summarized to provide an overview on client outcomes. We must, there-

fore, decide how to aggregate responses to individual questions. When a standardized

measuring instrument is used, the procedures for scoring and summarizing data

derived from it are usually provided with the instrument.

Suppose we used a simple standardized measuring instrument to measure

problem-solving skills, where a score of zero is considered “very low problem-

solving skill” and a score of 100 is considered “very high problem-solving skill.” If we

measured clients at program intake (pretest data) and program exit (posttest data),

we might report the average score for all clients at intake (e.g., 40) and the average

score at program exit (e.g., 80), thereby reporting an “average” increase in problem-

solving skills of 40 points.

We can report additional information when normative data are available with

standardized measuring instruments. For example, if our measuring instrument re-

ported that when tested on a clinical population, the mean score was 50, and when

tested on a nonclinical population, the mean score was 70, we could use these data

to compare our client scores with these normative data. Normative data are partic-

ularly helpful for interpreting client data when measurement occurs only at pro-

gram exit.

Because many stakeholders desire concrete and objective results, it is also

worthwhile to consider reporting outcome data according to preset expectations. We

may have worded Program Objective 2, for example, as follows: “Seventy-five per-

cent of families will show improvement in their problem-solving skills.” We should

only measure outcomes in this way if we have a sound rationale for estimating suc-

cess. Estimates may be derived from previous evaluation data, research studies, or

general expectations of a given population. Estimates may focus on the amount of

Population

An entire set, or universe,

of people, objects, or events

of concern to a research

study, from which a sample

is drawn.
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“average improvement” rather than the number of clients expected to show success.

Including such estimates serves to educate stakeholders who might not be as well-

informed about a client population or a social problem.

It is important that stakeholders understand that 100 percent success in deter-

ring runaways, family violence, drug addiction, child prostitution, crime, and

welfare fraud is an unrealistic expectation for any social service program. In

some cases, we may not expect a better than 50/50 chance of seeing improvement

for clients. If this is the case, then outcome results should be interpreted in this

context.

In addition to comparing outcome data with normative scores and with preset

expectations, we may also choose to present outcome data over time. It is possible,

for example, to report client outcomes from one year to the next to show program

trends. If outcome data from similar programs exist, it also is possible to compare

the results of one program with another.

For the most part, analysis of outcome data is done by summarizing key out-

come measures and reporting either the amount of change or the number of clients

achieving a certain level of change. In either case, it is helpful to report these data

using actual numbers and percentages. The numbers provide stakeholders with a

realistic view of how many clients are included in each analysis, while percentages

offer an easy way of comparing data across categories. We can also use basic graph-

ing techniques and statistics to gain further insight into our data analysis (see

Chapter 12).

Step 5: Developing a Feedback System

Outcome evaluation can produce useful and telling data about what is happening for

clients after they receive program services. The results are most useful when they are

routinely shared with key stakeholders. In most cases, the emphasis on outcome data

is for the benefit of the stakeholders who are external to the program.

Funders and policy makers learn about program outcomes through annual re-

ports or perhaps new proposals. Program outcomes may be disseminated more

broadly as well. The local newspaper may be interested in doing a feature article on

the services a program offers. In addition to providing anecdotes and general de-

scriptions of a social problem, program administrators have the option of reporting

outcome data, thereby increasing public awareness.

When it comes to program-level evaluation, developing a feedback system

for internal stakeholders such as program administrators and social workers is

absolutely essential. Making outcome data available to them on a regular basis

helps to keep them focused on the program’s goal. Discussing outcome data

can also stimulate important questions such as Why are our clients doing so well

(or so poorly)? Are our program outcomes realistic? Are there any aspects of
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client outcomes that are being ignored? When program personnel have an oppor-

tunity to respond to concrete data, discussions become more purposeful and

focused.

Step 6: Disseminating and Communicating Results

Disseminating and communicating results need be taken seriously if we want to see

our outcome evaluation used. As we have seen, the findings that emerge from an out-

come evaluation give us objective data from which to make decisions about how

clients make changes. Such results can affect program operations, funding, and even

what we believe about our clients and the expectations we have of our programs. The

likelihood of having evaluation results used is increased when results are presented

in a straightforward manner.

It is useful to think about the obstacles that get in the way of putting evalua-

tion results into practice. One obstacle occurs when we fail to remember the

law of parsimony when presenting the final report. As mentioned in the last chap-

ter, a report should be straightforward, clear, and concise. It should be designed

for the intended audience (stakeholder group). Note, however, that a program

might have several versions of the same evaluation report—one version for each

type of stakeholder. A report may be presented to the program’s funders, while

a pamphlet on the same information (presented differently) may be available for

clients.

Another obstacle to using the findings of an outcome evaluation is created when

the results contradict strong predetermined beliefs. It is fair to say, for example, that

most social workers believe that their efforts are helpful to clients. We design pro-

grams with the hope and promise of improving human lives and social conditions.

Thus, when our outcomes show that no, or little, client change has occurred or that

a client problem has worsened, it is easy to become defensive and to question the

integrity of the evaluation methods.

Given that evaluation research methods are fraught with threats to internal
and external validity, it is tempting to raise such concerns and then continue prac-

ticing as we always have. In other instances, the public may hold strong convic-

tions about a particular social problem. An evaluation of a prison program, for

example, may show that the program is unsuccessful in preventing prisoners from

committing further crimes once they have been released. Yet the general public

may have a strong opinion that people who commit crimes should be punished by

being sent to prison. In such a case, the evaluation results will have little influence

on program changes.

Whatever the form of reporting and disseminating our evaluation findings,

confidentiality is of utmost importance. Confidentiality is most easily established

when data are reported in aggregate forms. By summarizing data by groups, we

Internal validity

The extent to which it can

be demonstrated that the

intervention (the indepen-

dent variable) in an evalua-

tion is the only cause of

change in the program’s 

objective (the dependent

variable); soundness of the

experimental procedures

and measuring instruments.

External validity

The extent to which the

findings of an evaluation

study can be generalized

outside the evaluative

situation.
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avoid singling out any one client. Box 7.4 lists some social work program outcome

studies where their findings have been communicated to the general public (a stake-

holder group) via professional journal publications.

SUMMING UP AND LOOKING AHEAD

Outcome evaluations are practical endeavors. We want to know whether client

changes have occurred as a result of our intervention efforts. Thus, our evaluation

plan is designed to give us valid and reliable data that can be used for decision mak-

ing. To arrive at the best plan to answer our questions, we must consider how much

time and money are available, what research design is feasible, and what biases exist.

Program outcome assessment is an evaluation that determines to what degree the

program is meeting its overall program objectives. In our profession, this usually

means the degree to which our interventions are effective.

We usually do outcome evaluations before, or during, we do benefits evalua-

tions, the topic of the following chapter.

RECAP AND ONLINE MATERIALS

In this chapter you learned how to do social work outcome evaluations.

You should also recall the concept of outcome evaluations from your foundational

research course. If not, go online to take a free crash course in how to use various

outcome evaluation tools.

You can also find the following materials online to help you master the concepts

you just learned:

• Chapter Outline

• Learning Objectives

• Key Terms and Concepts

• Flash Cards

• Practice Multiple-Choice Tests

• Essay Questions with Answers

• Links

www.oup.com/us/swevaluation

STUDY QUESTIONS

1. Discuss why outcome evaluations are necessary in our profession. Use a social

work example throughout your discussion.

www.oup.com/us/swevaluation
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2. List and describe in detail how program outcome evaluations can be used in our

profession. Use a social work example throughout your discussion.

3. List and describe in detail the six steps you would have to undertake to do a out-

come evaluation. Use one common social work example throughout your dis-

cussion.

4. Take a look at Box 7.1. Do you think that there are other myths that could be

added. And if so, why?

5. Go to the library or use Box 7.4 and find a social work journal article that pres-

ents the results of an outcome evaluation. Did the author(s) of the article use the

concepts found within this chapter? If so, what were they?

6. Describe the steps you would take to conduct an outcome evaluation of the

social work program you are in (BSW or MSW).

7. In reference to question 6 above, what would be your outcome indicators? Why

did you choose them?

8. In reference to question 6 above, who are your stakeholders? How would you

involve them in your outcome evaluation?

9. From your field placement setting, obtain an outcome evaluation that was re-

cently done. What concepts in this chapter were contained in the evaluation?

Which ones were not?

10. Fully describe the similarities and differences among needs assessments

(Chapter 5), process evaluations (Chapter 6), and outcome evaluations

(this chapter). Are they complementary to one another? If so, why? If not, why

not?
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The previous three chapters examined three different types of evaluations (i.e.,

needs assessments, process evaluations, and outcome evaluations). This chapter

describes the final type—evaluations to determine how efficient our programs are.

The basic question addressed in an evaluation of efficiency is “What did it cost to

produce the program’s outcomes?” A program that obtains its results (outcomes) at

a lower cost than another similar program that achieves comparable results can be

said to be more efficient.

Although the concept of “efficiency” is relatively straightforward, the tech-

niques required to conduct an efficiency evaluation can be quite complex, techni-

cal, and costly. For this reason, many evaluators often stop at the evaluation of

a program’s outcomes and ignore the question of its efficiency. Yet any program

evaluation without consideration of the program’s costs provides only an incom-

plete understanding of the program being evaluated.

The question of efficiency arises for a number of reasons. At a practical level,

think of your own purchasing practices; if you are like most people, you like to ob-

tain the goods and services you use at the lowest possible cost. By doing so, you can

“stretch your dollar.” It is no different in the social services field. By being efficient,

we create savings, which in turn can then be used to meet other social needs via the

establishment of other social service programs.

In addition, because resources available to our profession are always scarce, it is



a responsible practice to ensure that those resources are used wisely and used in the

most efficient manner as possible. Finally, our profession has been under scrutiny for

a number of years. There is a widely held perception among politicians and the gen-

eral public alike that our social service programs are not good stewards of resources

and that there is much waste in the delivery of the services we offer. Evidence of effi-

ciency can serve to counteract such claims and shore up support for what we do.

COST EFFECTIVENESS VERSUS COST BENEFIT

The evaluation of efficiency has two types of analyses: cost effectiveness analyses and

cost-benefit analyses. To illustrate the distinction between the two types, we will use

an example of our Aim High Program described in Box 8.1. This program seeks to

prepare social assistance recipients for employment.

Generally speaking, the cost-effectiveness analysis seeks to examine the costs of a

program in relation to its outcomes, expressed in terms of the program’s objectives. A

cost-benefit analysis also looks at the costs of a program. However, when looking at a

program’s outcomes, a cost-benefit analysis takes a further step by assigning a mone-

tary value to the outcomes achieved, a process referred to as monetizing outcomes. In

our example, a cost-benefit analysis would determine the exact dollar value it costs

for one participant to find employment.

Both types of analyses provide information regarding efficiency. Cost effective-

ness analyses are somewhat easier to conduct than cost-benefit analyses because

there is no requirement to place a monetary value on the outcomes produced. This

saves a difficult step in the evaluation process. Placing a dollar value on outcomes

is often difficult, particularly when we are dealing with intangible outcomes. For

example, what dollar value should we assign to our clients’ increased levels of self-

esteem or their increased happiness?

The decision about which type of analysis to conduct depends on the circum-

stances and on the type of information required. If our intent is to assess the efficiency

of a single program or to compare two or more programs producing the same out-

comes, a cost-effectiveness analysis will provide the required information. If, on the

other hand, our desire is to compare two or more programs that produce different out-

comes, a cost-benefit analysis will be appropriate as this procedure places a dollar

value on outcomes, thereby making it possible to make the desired comparison.

When to Evaluate for Efficiency

Ideally, efficiency-focused evaluations should be conducted in the planning phases

of a social service program—that is, before the program is actually implemented.

This is referred to as a prospective approach to efficiency-focused evaluations. The

Cost-effectiveness analysis

An analytical procedure that

assesses the costs of the pro-

gram itself; the monetary

benefits of the program’s

effects are not assessed.

Cost-benefit analysis

An analytical procedure that

not only determines the

costs of the program itself

but also considers the mon-

etary benefits of the pro-

gram’s effects.
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purpose of such an approach is to provide information about the advisability of

launching the program as potential program sponsors are provided information

about the probable efficiency of the program. Sponsors often have to choose among

several proposed social service programs; prospective efficiency-focused evaluations

can shed light on the costs of each program in relation to its outcomes. This allows

sponsors to make more meaningful comparisons among the proposed alternatives

and therefore to make better informed decisions about which program(s) to fund.

A limitation of conducting a prospective efficiency-focused evaluation before

a program gets up and running is that its costs and outcomes have to be estimated.

Estimates, or best guesses, are seldom as accurate as actual records. Records, can be

obtained from a program that is already operating. To compensate, evaluators often

create a range of estimates including low, medium, and high for both costs and out-

comes. The estimates for costs may come from a number of sources, including the

plans for the proposed program and the costs of similar programs. The estimates of

outcomes can come from the literature and from previously evaluated comparable

programs.

From these sources, information can be provided to decision makers about

the likely efficiency of the proposed program under a number of conditions rang-

ing from “low efficiency” to “high efficiency.” In a self-esteem program, for exam-

ple, it might be possible to say that for each person who makes a 20-point

improvement in his or her self esteem (as measured by Hudson’s Index of Self-

Esteem) in the best case scenario the cost will be $600/participant, in the most

likely scenario the cost will be $700/participant, and in the worst case scenario the

cost will be $800/participant. The limitations of using estimates cannot be ignored,
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Box 8.1 The Aim High Program

The Aim High Program is a state-funded program for the purpose of helping people
who receive social assistance find competitive employment. One motivating factor
in funding this program is to reduce the state’s financial expenditures on social as-
sistance.The program serves 130 unemployed social assistance recipients per year.

The program is designed as a 10-week on-site workshop followed by an eight-
week follow-up session. The principal components of the program are delivered
during the 10-week session. Some of these components are (1) short courses deal-
ing with work-related issues, (2) job finding skills, (3) management of personal con-
cerns; (4) adult academic upgrading; (5) a supported job search process; and (6)
three weeks of work experience. During the eight-week follow-up, staff members
contact participants several times per week and support them with the job search
process or in their employment (if they have found a position by that point).

Using the previous chapter as a guide, the program’s outcomes were evaluated.
Some of them were (1) changes in reading and mathematics skills, (2) changes in
self-esteem, (3) changes in employment status, (4) changes in income earned, and
(5) changes in the amount of social assistance received.



but such analyses, known as sensitivity analyses, do provide decision-makers with

useful information during the planning stages of a program. More commonly,

efficiency-focused evaluations are undertaken as a final step of an outcome evalua-

tion. When this is done, an efficiency evaluation is referred to as a retrospective

approach.

For programs that are already operating, a completed outcome evaluation is

required before an efficiency-focused evaluation can be undertaken. The basic logic

of efficiency-focused evaluations requires that only incremental outcomes be

considered—in other words, outcomes that would not have occurred without the
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Cost-Effectiveness Analysis

A cost-effectiveness analysis is the relationship between
program costs and program effectiveness—that is,
patient outcome. Costs are measured as dollars spent,
whereas effectiveness or outcome is measured as
changes in patients’behaviors, thoughts, feelings, or biol-
ogy. For example, the cost effectiveness of an opiate
treatment program might be measured as the cost of
generating an opiate-free month for the average patient.

There is no single standard for “cost effective.”
Generally, the term is used loosely as a way of saying
that something probably costs less, or is more effective,
than something else. Cost-effectiveness indices can be
compared for different programs, different treatment
modalities (such as residential versus outpatient clinics),
and different treatment techniques (such as drug-free
with or without acupuncture or drug-free versus
methadone maintenance).

The overall cost effectiveness of a program can be
improved by first finding which parts of the program
contribute most to effectiveness and then discovering
which of those program components have the lowest
cost. Although substance abuse treatment programs are
complex, it may be possible to improve cost effective-
ness by enhancing use of these more effective and less
expensive components while decreasing use of less
effective and more expensive components.

However, cost-effectiveness indicators vary somewhat
over time and over patients because of many factors, not
all of which are controlled by the program. It is easy to
find an apparent difference in the cost effectiveness of

different program components or different programs. It is
harder to show that the difference is real—for example,
that it occurs reliably over months and for most patients
and therefore should be used in program management
decisions.

Cost-Benefit Analysis

A cost-benefit analysis is the measurement of both costs
and outcomes in monetary terms. Costs and benefits can
be compared between programs or contrasted within a 
single program. Cost-benefit analysis can also discover
whether program expen ditures are less than, similar to,
or greater than program benefits. The time it takes for
program benefits to exceed program costs is also mea-
sured in some cost-benefit analyses. Cost-benefit find-
ings can often stand alone. For example, consider the
inherent value of finding that every $1 spent for a partic-
ular substance abuse treatment program results in aver-
age savings of $4.96 to the taxpayer.

Some drug treatment programs produce measur-
able monetary outcomes, like increased days of legiti-
mate employment and decreased job absences.
Increased employment can yield increased income,
which yields increased tax revenues. In addition, drug
treatment programs may reduce patients’ use of food
stamps, public health services, and other public
assistance—a potentially huge cost savings.

These cost savings may not occur as soon as patients
begin treatment. Social service costs may actually rise as
patients are guided to social services they need for recov-
ery. In a few months or years, however, social service costs

Box 8.2 A Comparison of Cost-Benefit and Cost-Effectiveness Analyses According 

to the National Institute of Drug Abuse



program. Thus, it is important that the outcomes considered in an efficiency-focused

evaluation can be attributed to the program and only to the program. As we know,

evaluations that can attribute outcomes to an intervention require some form of an

experimental design. Because such designs are, in practice, difficult to carry out,

evaluators of efficiency often find themselves in a position where they must make the

assumption that the outcomes they are using in their analyses can be directly attrib-

uted to the program.

The information provided by retrospective efficiency evaluations is useful in a

number of ways. First, program administrators and sponsors can obtain a more
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may decrease, whereas patient income and taxes paid
by patients may increase. Other major benefits of sub-
stance abuse treatment programs are indirect or sec-
ondary, such as reduction in crime-related costs,
including property losses, medical services required
by victims, time taken off from work by victims, and
costs of apprehending, trying, and incarcerating
offenders. All of these income increments, tax pay-
ments, and cost savings can add up to a considerable
total benefit that exceeds the cost of treatment sever-
al times over.

There are several ways to report the relationships
between costs and benefits:

• The net benefit of a program can be shown by sub-
tracting the costs of a program from its benefits. For
example, if a substance abuse treatment program
cost $100,000 per year but generated in the same
year $500,000 in increased patient income, increased
tax payments by patients, and reduced expenditures
for social and criminal justice services, the net benefit
of the program would be $500,000 minus $100,000,
or $400,000, for that year.

• The ratio of benefits to costs is found by dividing to-
tal program benefits by total program costs. For ex-
ample, dividing the $500,000 benefit of the
program by its $100,000 costs yields a cost-benefit
ratio of 5:1.

• Because neither net benefits nor cost-benefit ratios
indicate the size of the cost (initial investment) re-
quired for treatment to yield the observed benefits,
it is important to report this as well. We cannot as-
sume that the same exact relationships between
costs and benefits will exist at different levels of
investment. Sometimes an increase in cost allows

new, more productive procedures to be used for
treatment, increasing benefits dramatically. For ex-
ample, increasing a program budget to allow hiring
of a community liaison, vocational counselor, or
physician might dramatically increase patient out-
come. Therefore, it often is best to report the initial
investment, the net benefit, and the cost-benefit
ratio.

• The time to return on investment (the time it takes for
program benefits to equal program costs) is yet
another indicator used in cost-benefit analysis. For
programs, benefits and costs occur at the same time,
or at least in the same year. For individual patients,
however, the investment in treatment may pay off
substantially only after several months or years.
Costs usually occur up front, but program benefits
may take time to reach the point where they exceed
costs.

• The decreasing value of benefits attained in the dis-
tant future can be calculated as the present value of
benefits. When most of the cost of treatment occurs
in the first year of treatment but most benefits occur
only several years after treatment, the value of those
delayed benefits needs to be adjusted (decreased) to
reflect the delay.

Analyses of cost, cost-effectiveness, and cost-
benefit relationships can provide valuable insights into
how a program operates and how its operations could
be improved to serve more people better for less.
Analyses of costs, cost effectiveness, and cost-benefit
also show funders that program managers are aware
of the importance of accountability—accountability
for how funds are used and what they are supposed to
achieve.



complete understanding of the program. They can begin to weigh the outcomes

against the costs and determine whether the costs are justifiable and whether it is

worth to continue with the program. Such considerations are often relevant within

multi-program agencies where administrators can use the information from effi-

ciency assessments to manage their programs. The efficiency of a program is also an

important consideration where there are plans to expand or replicate the program.

Finally, where scarcity of resources dictates reductions or cuts, an understanding of

the efficiency of alternative program options can greatly assist in making those diffi-

cult decisions.

STEPS IN CONDUCTING A COST-BENEFIT

EVALUATION

This section describes the basic steps involved in conducting a cost-benefit evalua-

tion and illustrates the procedures of conducing one by using an example of a social

service program called the Aim High Program (Box 8.1). For purposes of this de-

scription, we will assume that we are conducting a retrospective cost-benefit analy-

sis: An analysis is conducted after the program has performed an outcome evaluation

using the procedures presented in the last chapter.

Step 1: Deciding on an Accounting Perspective

The first step in conducting a cost-benefit analysis is to decide on an accounting per-

spective to be used. A cost-benefit analysis can be conducted from a number of ac-

counting perspectives. We will discuss only two of the perspectives: the individual

program’s participants’ perspective, and the funding source’s perspective. The per-

spective adopted determines what specific costs and benefits are to be considered in

the analysis.

The Individual Program’s Participants’ Perspective

A program’s participants’ perspective is the narrowest perspective and is limited to

considering the costs incurred and benefits obtained by the program’s participants.

For example, a cost-benefit analysis can be conducted using a participants’ perspec-

tive to study the value, in monetary terms, of a college education.

Using hypothetical figures, suppose that the total cost to a student to obtain a

college degree is $45,000 per year, or $180,000 over four years. These costs might in-

clude tuition and expenses for books, housing, and income not earned while attend-

ing college, to name a few. Census data along with and state and federal income
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statistics show that the average lifetime earnings of college graduates are $1,000,000

higher than those of non-college graduates. Having these data, we can now evaluate

the cost-benefit of a college education; a graduate gains, on average, $820,000 over a

lifetime as a result of graduating from college ($1,000,000 − $180,000 = $820,000).

The Funding Source’s Perspective

Notice, however, that not all costs and benefits are included into the above calcula-

tions that use the individual program’s participants’ perspective. For example, the

actual cost to the state-supported educational system of having students attend a

college is typically much higher than the tuition paid by students—probably two

thirds higher (one third state funds and one third grant funds). The state govern-

ment usually provides annual funding to public universities to help make up the two

thirds difference, but this is not counted when a program’s participants’ perspective

is adopted. This is because the state funding was not a cost to students—the pro-

gram’s participants. On the other hand, the state will gain in future years from the

higher income earned by college graduates in the form of additional income taxes

collected. These benefits are not considered, however, as they are not directly rele-

vant from the participants’ perspective.

When a funding source’s perspective is adopted, the costs that are incurred by

the funder in sponsoring a program and the benefits that accrue to the funder as a

result of the program are the focus. For example, a school district may wish to de-

termine if it is efficient to fund English as a Second Language (ESL) instruction for

students who have recently arrived in the country. The costs of the program to the

district budget would then be considered in relation to the benefits obtained. Such

benefits might include a reduction in costs related to providing other resources and

supports within schools, as students with increased English language skills can man-

age without special assistance.

Which perspective is adopted in a cost-benefit analysis depends on the sponsor

of the evaluation and the questions to be answered.

Applying the Procedure

In the case of our Aim High Program, a funding source perspective was adopted,

specifically, that of the state government which funded the program. This perspec-

tive was taken because it was the state’s senior managers who commissioned the

evaluation as they sought to determine the impact of our Aim High Program on the

state’s budget. At the time of the evaluation, the state was very interested in employ-

ment training programs and were looking to identify the most efficient ones in order

to establish similar programs throughout the state. This in turn would save the state

money.
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Step 2: Specifying the Cost-Benefit Model

Once an accounting perspective is decided on, it is now possible to describe the gen-

eral cost-benefit model to be used. This model specifies which specific costs and

which specific benefits will be included in the model.

Looking at Costs

For program administrators, the cost of simply delivering the program is usually

the largest cost to be considered. And, for the individuals attending the program,

the most obvious cost for them will be their enrollment fees. These costs are con-

sidered direct costs. There are other “less visible” costs as well, known as hidden, in-

direct, and overhead costs. To understand fully the costs from the individuals’

perspectives, we need to look at these less obvious costs. For example, some partic-

ipants may need to take time off from work and forego income, and they may need

to acquire computer equipment and instructional texts. These are all hidden or in-

direct costs, and they need to be considered in a cost-benefit analysis from the indi-

vidual’s perspective.

Looking at Benefits

The same considerations apply to benefits as to costs. The students enrolled in our

program may immediately benefit through an increase in salary from their current

employers; that is, if they are currently employed. But, they might also be able to ob-

tain higher paying positions shortly after completing the program. Perhaps previous

evaluations have shown that graduates typically benefit in this manner. This benefit

has a monetary value and might be included in a cost-benefit analysis. The partici-

pants may also gain in confidence and in their enjoyment of life. These are very

important and real benefits but may be difficult, if not impossible, to convert into

dollar terms. The evaluator would have to decide whether to monetize these benefits

or to exclude them and note them as benefits to which a monetary value cannot be

attached.

Having enumerated the exact costs and benefits from a selected accounting per-

spective, the cost-benefit model to be used can be specified.

Applying the Procedure

The model used in conducting the cost-benefit analysis of our Aim High Program

enumerates the main expenses incurred in funding and supporting the program

from the state’s perspective.

The main cost factor of our Aim High Program was the funding provided by the

state to run our program on a day-to-day basis. However, there are other costs of
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running our program as well. These include the costs incurred by the state in man-

aging and administering the contract for our program. These are the professional,

clerical, and other costs of contract management (at the state level), and these costs

also need to be added to the model. In a nutshell, it costs the state money to admin-

ister the dollars in gives out for social service programs.

To make matters worse, our Aim High Program presently relies on state-

funded social workers to refer clients to the program and to provide case manage-

ment services. If we think about it, the time and state-funded resources expended in

referring and providing case management services to the approximately 130 partic-

ipants who attend the program yearly can be considerable. In short, the social

workers are also employees of the state and thus the value of their services must

also be included in the costs of our Aim High Program. They do not work for our

program for free just because they are “not officially” on the program’s budget line.

There is no such thing as a free lunch.

The benefits to be included in the model are, as is often the case, more difficult

to specify than are the costs. In the case of our Aim High Program, there are a num-

ber of benefits to consider from the state’s budget perspective. The most obvious is

a reduction in social assistance payments for our program’s participants as they are

able to find competitive employment and therefore decrease their reliance on assis-

tance from the state. In addition, as income earners, the participants will now pay

federal and state income taxes. As well, they will have more purchasing power and

therefore engage in a variety of economic activities that benefit small businesses and

corporations. This will result in more profitability for these businesses and hence

more corporate taxes paid to the state.

It is important to keep in mind that our Aim High Program does produce other

outcomes but the ones included in the model are the ones that represent the main fi-

nancial benefits accruing to the state’s budget office as a result of the program. If we

were using a program’s participants’ perspective, we might include benefits such as

increased self-confidence due to finding employment, higher levels of self-esteem,

and better qualities of lives. The items included in the cost-benefit model for our

Aim High Program are presented in Table 8.1.
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Table 8.1 Costs and Benefits for the Aim High Program 

From a State Perspective

Costs Benefits

1. Program payments 1. Reduction in social assistance payments

2. Contract administration costs 2. Increased state tax payments by participants

3. Costs of client referrals and 3. Increased corporate taxes collected
case management services



Indirect costs

Those costs that are incurred

for common or joint objec-

tives and therefore can not

be identified readily and

specifically with a particular

program.
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Step 3: Determining Costs

When considering costs, it is important to assign an accurate market value to each cost

element. Occasionally, some goods and services are obtained through special arrange-

ments and thus at a lower cost than would be normal. For example, a university pro-

fessor may be interested in providing training, on a voluntary basis, to the participants

in our program as part of a research project. The professor, therefore, offers services

without reimbursement. Because this service is unlikely to be obtained again without

cost, it is common to use the normal market value (rather than the actual cost) of the

service in the cost-benefit analysis. This process is known as shadow pricing.

Direct Costs

The first and usually most important cost factor to be accounted for is the direct cost
of actually running the program. This information can usually be obtained from

budgets, financial statements, or from contracts between the funders and the pro-

gram’s administrators. When an agency delivers a single program, the total budget,

or funding, can be considered to be the program cost. However, in an agency that

has several programs where it delivers its programs side by side, the accounting for

direct costs becomes much more complicated. For example, some staff members

may work in more than one program, and thus only a portion of their salary can be

attributed to the program of interest. In some instances, separating out the costs to

be attributed to a particular program can be a difficult and a time-consuming task.

Indirect Costs

Next, indirect costs must be considered. By their very nature, indirect costs are diffi-

cult to pinpoint. Often only a portion of such costs can be directly attributed to a

particular program under review. For example, in a large agency operating several

programs, part of the senior administration’s time, some clerical time, as well as a

portion of building costs and utilities would constitute overhead and would need to

be attributed (via proportions) to the program being evaluated. The task of the eval-

uator in such circumstances is to identify the portion of indirect expenses that

should be attributable to the cost of the program that is under review.

Applying the Procedure

Identifying direct costs for our Aim High Program was relatively simple as the

agency and program were the same and thus had only our Aim High Program under

its auspices. The total contract payment from the state to the program could be con-

sidered the direct cost for this program. Specifically, these costs were set by contract

at $375,100 per year of program operations.

Direct costs

Day-to-day costs of running

a social service program.



As described above, separating out the indirect costs that may be attributed to

any single program can be a difficult exercise. Indeed, unless accurate accounting

records are kept, it may be impossible to do so. Such was the case in examining the

indirect costs of our Aim High Program. As indicated in the cost-benefit model, con-

tract administration costs and the costs of case management services are the indirect

costs to be considered. However, the departments within the state’s government re-

sponsible for these functions did not keep records that would allow the costs associ-

ated with our Aim High Program to be separated from the costs of other activities

within the various state departments.

The only way to identify these costs, under the circumstances, was to estimate

them. After discussions with managers and accountants in the two state departments,

it was estimated that indirect costs totaled 10% of direct costs. This formula was

then used to complete the cost estimates for the program: $375,100 plus 10% equals

$412,610, the total cost of the program per year—from the state’s perspective. Di-

viding the sum ($412,610) by the total number of clients served annually (130 par-

ticipants) equaled $3174 per participant. In sum, and on a general level, our

program spent, on average, $3,174 per participant per year.

Estimates are typically substituted when actual costs cannot be determined

from the records, as is often the case for at least some of the cost factors. Although

evaluators attempt to make well-founded estimates, this nevertheless becomes a lim-

itation of the evaluation. In the following section, we will see how estimates are also

used in determining benefits.

Step 4: Determining Benefits

As we know, social service programs produce a variety of outcomes. These may in-

clude outcomes that are already expressed in dollar terms, such as an increase in an-

nual income or a decrease in expenditures on medicines. However, more typically,

programs produce outcomes that are not expressed in monetary terms. For example,

a program might increase the self-esteem of its clients. Another program might re-

sult in better communications between parents and their teenage children. Other

outcomes might be expressed even more generally, such as increasing the overall

happiness or improving the quality of life for individuals. It is a major challenge in

cost-benefit analyses to monetize, or express in amounts of money, outcomes that

are not inherently “financially oriented.”

Suppose, for example, we are looking at the benefits of a smoking cessation pro-

gram from the participants’ point of view, or perspective. When participants stop

smoking, the direct benefits can be easily quantified by calculating the amount of

money saved on tobacco products. Indirect benefits would include savings to the

individuals on future medical costs among others. These indirect benefits can also

be calculated with data obtained from findings derived from previous research stud-
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ies and population statistics. The numbers from such analyses could be included in a

cost-benefit evaluation.

However, other good outcomes will also be produced. For example, partici-

pants’ children may be less likely to become smokers. A participant may also live

longer and enjoy a better quality of life. These gains may well be more important

than the financial savings that can be identified. However, it would be very difficult

to monetize these important benefits. What financial value can be attached to a child

not starting to smoke, from not being physically abused, or from not taking drugs?

Some evaluators use complicated and, at times, imaginative methods in an attempt

to place a value on happiness, enjoyment of life, and other warm and fuzzy benefits.

However, the fact remains that there is no easy way to monetize such outcomes without

making huge and sometimes contentious assumptions. Under the circumstances, the

most reasonable and prudent approach for evaluators to take is to monetize only those

outcomes that can be reasonably converted into financial terms. Other outcomes, even

if important, can be noted as unquantifiable benefits. The limitation of this approach

is that other important benefits are not accounted for in the cost-benefit analysis.

Applying the Procedure

In the case of our Aim High Program, a variety of outcomes were produced and sub-

sequently evaluated. These included changes in the basic educational levels of parti-

cipants, changes in the self-esteem of participants, competitive employment for

participants, wages earned by participants, and a reduction in social assistance pay-

ments to the participants. Although all of these outcomes could potentially be included

in a cost-benefit analysis, not all were relevant to the accounting perspective selected,

that of the state’s budget office. For example, although there is a meaningful value for

increasing the participants’ confidence levels via furthering their basic educational

skills, this outcome (increasing confidence levels of participants) is not relevant to the

state. Consequently, only outcomes relevant to the state were included in the analysis;

these three outcomes are specified in the cost-benefit model included in Table 8.1.

With reference to a reduction in social assistance payments (the first item in the

list of benefits in the model), an outcome evaluation done prior to the cost-benefit

analysis showed that social assistance payments to participants were reduced, on

average, $230 per month.

The other financial benefits included in the model were increased state tax pay-

ments by participants resulting from their increased earnings as well as increased

corporate taxes collected by the state government as a result of the increased eco-

nomic activity generated by the program’s participants. These benefits, although

financial in nature, are very difficult to specify. To account for these benefits, a de-

tailed examination of the income tax returns for each participant would be neces-

sary. This was not possible because of the confidentiality provisions surrounding tax

returns, and thus it was necessary to resort to estimates.
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Tax accountants and economists were consulted, and, based on their assess-

ments and recommendations, the assumption was made that the additional tax ben-

efits to the state, resulting from the increased earnings of our program’s participants,

amounted to 3% of their earned income. As data relating to earned income was

available from the outcome evaluation that was previously done, it was possible to

calculate the tax benefits to the state at $5 per month, per participant. Adding the $5

per month tax increase to the $230 per month in reduced social assistance payments

now provides $235 per month per participant to the state’s coffers. In the state’s eyes,

this works out to $2,820 of benefits per participant per year to be added to the state’s

bank account ($235 per month × 12 months = $2,820).

Step 5: Adjusting for Present Value

In many instances, the benefits of a social service program may continue for a

number of years. When that is the case, it is necessary to adjust the value of bene-

fits in future years. This is a practice known as discounting and is based on the

premise that the value of a sum of money at the present time (today) is higher than

the value of the same amount in the future. For example, if someone offered you a

choice between receiving $1,000 today or receiving the same sum next year, you

would be better off taking the money now—don’t wait, take the money and run.

By having the money in your pocket now you could invest it, and by next year have

$1,000 plus the amount earned through your investment. This is known as an op-

portunity cost.

Suppose it costs a participant $500 to complete a smoking cessation program

and this results in savings of $1,200 per year on tobacco products. This means that

the person will only save $700 for the first year when the $500 enrollment fee is fig-

ured in $1,200 − $500 = $700). The initial $500 cost of attending the program is in-

curred only once, but the benefit stream for the participants continues for years.

When we decide to compute the savings, we cannot simply add $700 for each future

year to arrive at the total benefit because, as explained above, the value of the $700

dollars decreases as time marches on.

In cost-benefit analyses, the following formula is used to discount the value of

benefits in future years:

Present Value = �
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where

r = the discount rate

t = the number of years into the future

Tables providing discounted amounts at various rates are available from many fi-

nancial institutions and on the Internet.
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Before applying the discounting formula, the discount rate needs to be deter-

mined. There are a variety of ways for determining the discount rate, each requiring

a number of economic assumptions that are far beyond the scope of our book. For

purposes of the evaluation of social service programs, however, a reasonable way to

set the discount rate is to set it at the opportunity cost of a safe investment (e.g., cer-

tified deposits). Thus, if the money could be safely invested at 4%, the discount rate

should be set at 0.04.

A second decision is to determine the number of years that the benefits will last.

In some instances, the benefits may last for a set period of time. In other cases, such

as those of smoking cessation or employment training programs, the benefits may

continue without a fixed end. However, projecting benefits into the future is an im-

precise proposition at best because it requires the assumption that the participants’

statuses will not substantially change in the future.

In the absence of longer term follow-up data, such assumptions are necessarily

speculative; the farther into the future projections are made, the more speculative they

become. Nevertheless, evaluators must make some assumptions regarding the length

of time that the benefit stream will continue. Usually, this determination is made after

examining the literature regarding similar programs and having consultations with

knowledgeable stakeholders and experts. An alternative approach is to conduct multi-

ple analyses, each assuming a different duration for each level of benefit.

Applying the Procedure

In the case of our Aim High Program, our interest is on the benefits accrued to

the state. As can be seen in Table 8.1, we have specified these to be reductions in

social assistance payments and increased taxes (state and corporate). These bene-

fits, as we have seen, result from the increased earning power of the program’s par-

ticipants, and we can expect that their increased earning power, and hence the

benefits, will continue for a number of years. For purposes of the cost-benefit

analysis, it was decided to look at the efficiency of our program at three time

periods after the participants exited our program (i.e., 12, 24, 36 months), rather

than speculating about how long their benefit stream will continue. The cost-

benefit data at three future points in time should provide decisions makers with a

good understanding of the efficiency of the program—from the state’s perspective,

that is.

When examining the benefits in future years, it is therefore necessary to apply

the discounting procedure to account for the reduced value of the benefits in future

years. The discount rate was set at 0.045 to reflect the opportunity costs prevailing at

the time.

As we know from Step 4, an outcome evaluation determined that the benefits on

a per-participant basis were $2,820 per year. Using the formula to discount the value

of benefits obtained in future years, it can be calculated that the present value of

PART II Doing an Evaluation234



“per-participant benefits” after Year 1 is $2,699. After Year 2 the value is $2,582, and

after Year 3 it is $2,471. These values are then used to calculate the present value of

the total benefits per participant. After 12 months, the total benefits are $2,699; after

24 months, the total benefits are $5,281; and after 36 months, the total benefits

amount to $7,752. Table 8.2 shows these calculations in detail.

Step 6: Completing the Cost-Benefit Analysis

With the information obtained in the previous steps, a cost-benefit analysis can now

be completed. This step involves a lot of numeric data, so tables are an effective way

of presenting them. The program costs, benefits, and net benefit (or cost) are usually

presented at this step, both on a per-participant basis and on a program basis as

a whole.

Sometimes a benefit-cost ratio is reported. This ratio can be readily computed

by dividing the benefits by the costs (benefits/cost). A ratio of 1.0 indicates that the

program’s benefits equal its costs; this is sometimes known as the breakeven point. A

ratio greater than 1.0 indicates that benefits outweigh the costs. A ratio below 1.0 in-

dicates that costs are higher than benefits. Thus, the higher the benefit-cost-ratio, the

greater the efficiency of the program.

Applying the Procedure

As was shown in Step 3, the average annual cost for each participant in our Aim

High Program was $3,174. As was shown in Step 4, the annual benefit for each par-

ticipant was $2,820 per year. As was shown in Step 5, the adjusted benefit value was

$2,669 for the first year. Table 8.3 reports the costs, benefits, net benefits, and benefit-

cost ratios of our program at three time intervals after the participants completed

our program. Note that the benefits have been adjusted, as described in Step 5.

As can be seen in Table 8.3, after 12 months, on a per participant basis, the costs

exceed benefits by $475. At the program level, with 130 participants served per year,
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Table 8.2 Calculating the Present Value of $2820 for Three Future Time

Periods

Yearly Total Benefits Over  Present Value of 
Time Periods Benefits* a Three-Year Period Total Benefits

12 months 2,699 2,699 2,699

24 months 2,582 2,699 + 2,582 5,281

36 months 2,471 2,699 + 2,582 + 2,471 7,752

*After discounting, using a rate of 0.045.

Cost effective

When a social service pro-

gram is able to achieve its

program objectives in rela-

tion to its costs.
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Box 8.3 Why Analyze Costs and Benefits According to the National

Institute of Drug Abuse

Intense competition for limited substance abuse program funds, combined with in-
creased scrutiny of program costs and outcomes have created a need for better un-
derstanding of how costs and outcomes are related in substance abuse treatment.
Programs are increasingly called on to show that their treatment of substance-
abusing patients is a good investment of public and private funds. Program costs
must be justified relative to program outcomes (and vice versa).

There are several advantages to analyzing costs, cost effectiveness, and cost ben-
efits. Concise but accurate reports of how much a service costs can help raise funds.
Potential contributors may be impressed that you know both where the money is
going and how much it takes to run different parts of the program. Having solid re-
ports of the effectiveness and cost effectiveness of your program will assure donors
that their contributions will have the maximum impact possible.

Critics will find it harder to dismiss funding requests as being too high when a
careful and complete accounting of all resources used by the program shows their
true value and the true cost of providing the services. Critics also will find it more dif-
ficult to dismiss your funding requests as wasted money when you can show what is
achieved as well as what is done with the funds.

Some funding agencies require regular cost analyses to justify reimbursement
for services provided.They may require that you verify your implementation of treat-
ment procedures to account for your expenses. Many agencies set a ceiling on costs.
A few agencies may even require that you demonstrate at least minimum levels of
effectiveness for no more than a maximum allowable cost. These agencies and crit-
ics may be more impressed if you can show that your program not only understands
the relationship between funds spent and effectiveness achieved but also attempts
to measure the social and other monetary benefits of treatment.

Acknowledging that substance abuse treatment benefits society by reducing
the burden of substance-abusing patients on the health care, social service, and
criminal justice systems helps to ensure continued funding for your program. One of
the most powerful ways to acknowledge this purpose is to measure your program’s
savings in health care and other services. If your program saves substantially more
money than it consumes, it will be easier to defend as a form of social investment
that may deserve more attention and additional funds.

Do not worry that analyzing the cost effectiveness and cost benefit of your sub-
stance abuse program will produce negative findings. Programs and researchers
have conducted cost-related analyses since the 1970s. Some of their findings
have been included in this book, along with some of the methods they used to
attain them. Program evaluators generally have answered the question “Is treat-
ment of substance abuse cost effective or cost beneficial?” with a qualified or re-
sounding yes.
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the costs exceed benefits by $61,750 ($475 × 130 participants = $61,750). The benefit

to cost ratio for the first year was 0.85.

At 24 months, the benefits exceed costs by $2,107 on an individual client basis

and by $273,910 at the program level; the benefit cost ratio rose from 0.85 at 12

months to 1.66 after two years out of the program.

After 36 months, the benefits exceed costs by $4,578 on an individual client ba-

sis and by $595,140 when looking at the program level; the benefit cost ratio was

2.44 after three years out of our program. As is the case with most social service pro-

grams, the efficiency of a program depends, in part, on the selection of time at which

its results are viewed. The further into the future the benefits are projected, the

higher the benefit-cost ratio and the more efficient the program appears.

Using cost-benefit data we can be calculate our program’s breakeven point—

when the cost of our program is balanced by its benefits. Dividing the present value

of benefits (after 12 months, $2,699) by 12, it can the calculated that the monthly

value of these benefits during the first year is $225. With benefits accruing at the rate

of $225 per month, the program cost of $3,174 is recovered in just over 14 months.

COST-EFFECTIVENESS ANALYSES

As has been discussed, there are differences between a cost-benefit and a cost-

effectiveness analysis. This section highlights those differences and describes how a

cost-effectiveness evaluation is conducted.

As we now know, efficiency analyses require an “accounting minded” approach

and are focused on the financial and economic aspects of a social service program

and its outcomes. As we know, a program may produce other outcomes that cannot

be readily or reasonably expressed in financial terms. An effectiveness analysis,

Table 8.3 Cost-Benefit Analysis of the Aim High Program

Months after 
Program Program Level Benefit/Cost 
Completion Participant Level (130 clients per year) Ratio

Benefit $2,699 Benefit $350,870
12 Cost $3,174 Cost $412,620 0.85

Net (cost) benefit $(475) Net (cost) benefit $(61,750)

Benefit $5,281 Benefit $686,530
24 Cost $3,174 Cost $412,620 1.66

Net (cost) benefit $2,107 Net (cost) benefit $273,910

Benefit $7,752 Benefit $1,007,760
36 Cost $3,174 Cost $412,620 2.44

Net (cost) benefit $4,578 Net (cost) benefit $595,140



which does not try to establish a monetary value for a program’s outcomes, provides

only one way of examining efficiency. Simply put, a cost-effectiveness evaluation es-

tablishes the cost of achieving each unit of a program’s outcome.

On the cost side, a cost-effectiveness analysis proceeds in much the same way as

cost-benefit analysis. In identifying outcomes, cost-effectiveness analyses depend on

prior outcome evaluations, which will have identified relevant program outcomes.

The process then continues by selecting the outcomes to be analyzed and determin-

ing the number of units of each outcome that have been achieved. For each outcome,

it is then possible to determine the cost of each unit achieved by dividing the total

program cost by the total number of units of outcome achieved.

As has been seen, in cost-benefit analyses, it is necessary to select an accounting

perspective and to consider only those costs and benefits that are relevant to the cho-

sen perspective. This results in some outcomes being excluded from the analyses. In

cost-effectiveness analyses, it is possible to mix perspectives and to report the costs

of outcomes that are relevant to individual participants as well as to the funding

source or some other entity, such as the program’s stakeholders.

Applying the Procedure

Like all social service programs, our Aim High Program produced a variety of out-

comes. These included an increase in basic academic skills of participants, an in-

crease in self-esteem of participants, and competitive employment for participants.

With these results in hand, it is possible to calculate their cost per unit achieved.

For example, the outcome evaluation found that approximately 30% of our

program participants found employment. Taking the program level data reported

in Table 8.3, we know the annual cost of the program is $412,620. At the program

level, with 130 clients served per year, we can expect that 30% or 39 clients will find

employment at a total program cost of $412,620. We can now calculate the cost for

each participant to find a job by dividing the total program costs by the number of

participants who found jobs. In the case of our Aim High Program, it costs $10,580

per participant to find a job ($412,620/39 = $10,580). If all of our participants

found jobs, the cost per job found would be much lower, $3,174. Thus, it should be

noted that the very best our program could do, on the efficiency side of things,

would be to have all of our 130 participants find jobs at $3,174 per participant.

A FEW WORDS ABOUT EFFICIENCY-FOCUSED

EVALUATIONS

As shown, evaluations of efficiency put a clear focus on the financial and economic as-

pects of programs. This is particularly true in the case of cost-benefit analyses. Advo-

cates of efficiency-focused evaluations argue that, unless there is a good understanding
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of the financial efficiency of a program, any evaluation will necessarily be incomplete.

They contend that efficiency-focused evaluations will put decision makers in a posi-

tion where they can make better and more rational decisions. As a result, the scarce re-

sources available to support social service programs will be used most efficiently. Such

thinking is consistent with the growing trend in our society to make decisions based

on economic criteria.

Although there is a certain validity to these claims, critics point out that efficiency-

focused evaluations are not without their limitations and shortcomings. First, from a

practical point of view, as should be now evident by reading this chapter, the evalua-

tion of efficiency, particularly cost-benefit analyses, requires a technical approach with

a high level of skill on the part of the evaluator. Few social service organizations em-

ploy staff members with these skills; therefore, they face the additional expense of hav-

ing to hire outside consultants to undertake such work. Maintaining the kind of

financial records and data that are required to analyze the costs and benefits of social

service programs also adds to the costs of such evaluations. These costs will further in-

crease when an agency operates several programs at the same time, shares social work-

ers between and among programs, and uses common space such as a gym or

playground—the list can be endless. Also adding to the mix is that some clients are en-

rolled in more than one program within the same agency at the same time. Sometimes

they are also being seen by another program in a different agency as well.

From a technical perspective, there may be a reliance on estimates and assump-

tions throughout the process. First, cost data are often not available to complete de-

tailed cost analyses, and thus estimates must be used. Next, it is not easy to place a

dollar value on many outcomes of interest, and assumptions must be made in as-

signing dollar values to such benefits. Moreover, some benefits cannot be monetized

at all and are therefore ignored in the calculations. Further, projecting benefits into

the future is difficult and again requires assumptions on the part of the evaluators.

The more that estimates and assumptions are used in completing an evaluation, the

more the results must be treated with caution.

From a more philosophical perspective, critics point to the fact that the evaluation

of efficiency is based on a concept of utilitarianism. This is an economic–philosophical

view that holds that social service organizations should weigh the costs and benefits of

a proposed course of action and proceed to establish a program only if its “benefits” to

the clients it will serve will exceed the program’s “costs.” This perspective is clearly

dominant within the for-profit sector where investments and products are judged by

whether they will produce a profit. In the social services, however, it is not always de-

sirable to make decisions based on utilitarian considerations. The ethics and values of

our professions calls for action based on what is right, just, and enhances human dig-

nity and well-being. Thus, we strongly believe it may be desirable to proceed with a

social service program even if its benefits cannot be shown to exceed its costs.

For example, many individual and group counseling programs are concerned

with assisting people to live more effective and fulfilling lives. Although the costs of
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Cost efficient

When a social service

program is able to achieve

its program objectives at

less cost, compared to

another program striving 

for the same objectives.
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such programs can be established, it would be very difficult to place a dollar value on

the program’s outcomes. Should such programs therefore be abandoned? Alterna-

tively, consider the case of two assisted living programs for the elderly. Program A has

been shown to be more cost efficient than Program B. However, the residents in Pro-

gram B feel much happier and more comfortable than the residents in Program A. A

decision based entirely on financial efficiency would dictate that the decision maker

chose Program A to fund as the desirable model. In cost-benefit calculations, little or

no weight is given to outcomes such as the happiness or comfort of the residents.

SUMMING UP AND LOOKING AHEAD

This chapter discussed two common types of efficiency-focused evaluations: cost-

benefit evaluations and cost-effectiveness evaluations. There is little doubt that such

evaluations have the potential to provide valuable information to decision makers

and stakeholders. At the same time, it is important to understand and recognize the

limitations inherent in efficiency-focused evaluations.

RECAP AND ONLINE MATERIALS

In this chapter, you learned how to do social work efficiency evaluations.

You should also recall the concept of efficiency evaluations from your founda-

tional research course. If not, go online to take a free crash course in how to use var-

ious efficiency evaluation tools.

You can also find the following materials online to help you master the concepts

you just learned:

• Chapter Outline

• Learning Objectives

• Key Terms and Concepts

• Flash Cards

• Practice Multiple-Choice Tests

• Essay Questions with Answers

• Links

www.oup.com/us/swevaluation

STUDY QUESTIONS

1. In your own words list and discuss thoroughly the similarities and differences

between cost-effectiveness analyses and cost-benefit analyses.

www.oup.com/us/swevaluation
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2. With your discussion from question 1, how could your school’s director use the

results from these two forms evaluations to improve the social work program

(BSW, or MSW) that you are now enrolled in? Discuss how your program could

be made better via a cost-benefit analysis. Discuss how your program could be

made better via a a cost-effectiveness analysis.

3. With your discussion from question 2, discuss how a cost-effectiveness analysis

could be done on your social work program from your point of view. Then dis-

cuss it from your state’s point of view.

4. With your discussion from question 3, what would you consider to be the costs

and benefits of your program from your own point of view? What would be the

costs and benefits of your program from your state’s point of view?

5. List and describe thoroughly the direct and indirect costs for you from obtain-

ing a social work degree.

6. What is shadow pricing? How is this concept relevant to you when you are at

your field practicum?

7. How would you go about doing a cost-benefit analysis of the Ronald McDonald’s

House? What would you use as the outcome indicators, and why?

8. How would you go about doing a cost-effectiveness analysis of the Ronald

McDonald’s House? What would you use as the outcome indicators, and why?

9. Go on the Internet (or refer to Box 8.4) and find a social work journal article

that presents the results of a cost-benefit analysis. Did the authors use the con-

cepts contained within this chapter? If so, what were they and how were they

used? If not, which ones were not used?

10. Go on the Internet (or refer to Box 8.4) and find a social work journal article

that presents the results of a cost-effectiveness analysis. Did the authors use the

concepts contained within this chapter? If so, what were they and how were they

used? If not, which ones were not used?
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GATHERING DATA
AND MAKING DECISIONS

III

Now that we know the four basic types of program evaluations as described in

Part II, this part contains chapters that provide the skills that are needed to ac-

tually do them. Chapter 3, for example, only introduced the concepts of practice and

program objectives and how important they are for doing any kind of evaluation

(practice or program). Chapter 9 discusses how to measure them via nonstandard-

ized and standardized measures. It presents creative ways to measure practice and

program objectives when standardized ones cannot be used or found.

Chapter 10 presents how to obtain existing and new data for practice and pro-

gram objectives using various data sources and data collection methods. It stresses

the use of more than one source and method for collecting data on any given objec-

tive. Sampling is also included, with a brief presentation of nonprobability and prob-

ability sampling procedures. It also presents the need for fitting the evaluation’s

data-gathering enterprise into the program’s day-to-day operations.

Chapter 11 describes how to develop, maintain, and evaluate a data information

system within a program. It stresses data collection at the case level and the program

level and presents a framework for how case-level data can be used at the program

level.

Chapter 12 discusses the basic ways that quantitative data derived from a pro-

gram evaluation can be displayed in graphic forms via the use of bar charts, pie

charts, line graphs, illustrations, and photographs.

Chapter 13 presents how to collect, analyze, and display qualitative program

evaluation data. It provides a step by step approach to analyzing narrative program

evaluation data. The chapter also contains pointers on what pitfalls to avoid when

analyzing qualitative data.

The final chapter of Part III, Chapter 14, discusses how to make decisions from

the data that have been collected (Chapter 10), measured (Chapter 9), and analyzed

(Chapters 12 and 13). It stresses decision making at the case and program levels.
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MEASURING PRACTICE

AND PROGRAM OBJECTIVES

Concept

An understanding, an idea,

or a mental image; a way of

viewing and categorizing

objects, processes, relations,

and events.

Measurement

The assignment of labels or

numerals to the properties

or attributes of observations,

events, or objects according

to specific rules.
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Aconcept such as depression can be defined in words, and, if the words are suffi-

ciently well chosen, the reader will have a clear idea of what depression is.

When we apply the definition to a particular client, however, words may be not

enough to guide us. The client may seem depressed according to the definition, but

many questions may still remain. Is the client more or less depressed than the aver-

age person? If more depressed, how much more? Is the depression growing or de-

clining? For how long has the client been depressed? Is the depression continuous or

episodic? If episodic, what length of time usually elapses between depressive

episodes? Is this length of time increasing or diminishing? How many episodes oc-

cur in a week? To what degree is the client depressed? Answers to questions such as

these will enable you to obtain greater insight into your client’s depression—an in-

sight essential for planning and evaluating a treatment intervention.

WHY MEASUREMENT IS NECESSARY

The word measurement is often used in two different senses. In the first sense,

a measurement is the result of a measuring process:

• The number of times Bobby hits his brother in a day (a possible frequency

practice objective).



• The length of time for which Jenny cries (a possible duration practice objective).

• The intensity of Ms. Smith’s depression (a possible magnitude practice objec-

tive).

In the second sense, measurement refers to the measuring process itself; that is,

it encompasses the event or attribute being measured, the person who does the mea-

suring, the method employed, the measuring instrument used, and often also the re-

sult. Throughout our book, measurement will be taken to refer to the entire process,

excluding only the results. The results of any measurement process will be referred

to as data. In other words, measurement is undertaken to obtain data—objective

and precise data, that is.

In any profession, from the social services to plumbing, an instrument is a tool

designed to help the user perform a task. A tool need not be a physical object; it can

just as easily be a perception, an idea, a new synthesis of known facts, or a new analy-

sis of a known whole. As we now know, an evaluation is an appraisal: an estimate of

how effectively and efficiently objectives are being met in a practitioner’s individual

practice or in a social service program. In other words, an evaluation can compare

the change that has actually taken place against the predicted, desired change.

Thus, an evaluation requires knowledge of both the initial condition and the

present condition of the objective undergoing the proposed change. Therefore, it is

necessary to have at least two measurements, one at the beginning of the change pro-

cess and one at the end. In addition, it is always useful to take measurements of the

objectives during the change process as well. Measurement, then, is not only neces-

sary in the quality improvement process—it is the conceptual foundation without

which the evaluative structure cannot exist.

A definition, no matter how complete, is useful only if it means the same thing in

the hands of different people. For example, we could define a distance in terms of the

number of days a person takes to walk it; or the number of strides needed to cross it, or

the number of felled oak trees that would span it end to end. But since people, strides,

and oak trees vary, none of these definitions is very exact. To be useful to a modern

traveler, a distance must be given in miles or some other precisely defined unit.

Similarly, shared understanding and precision are very important in the social

services. A worker who is assessing a woman’s level of functioning needs to know

that the results of the assessment are not being affected by her feelings toward the

woman, her knowledge of the woman’s situation, or any other biasing factor; that

any other worker who assessed the same woman under the same conditions would

come up with the same result.

Further, you will need to know that the results of the assessment will be under-

stood by other professionals, that the results are rendered in words or symbols that

are not open to misinterpretation. If the assessment is to provide the basis for deci-

sions about the woman’s future, via your chosen treatment intervention, objectivity

and precision on your part are even more important.

Data

Isolated facts, presented in

numerical or descriptive

form, on which client or

program decisions are

based; not to be confused

with information.
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Objectivity

Some social workers believe that they are entirely objective; that is, they will not

judge clients by skin color, ethnic origin, religious persuasion, sexual orientation, so-

cial class, income level, marital status, education, age, gender, verbal skill, or personal

attractiveness. They may believe they are not influenced by other people’s opinions

about a client—statements that the client has severe emotional problems or a bor-

derline personality will be disregarded until evidence is gathered. No judgments will

be made on the basis of the worker’s personal likes and dislikes, and stereotyping

will be avoided at all costs.

Social workers who sincerely believe that their judgment will never be influ-

enced by any of the above factors are deluding themselves. Everyone is prejudiced to

some degree in some area or another; everyone has likes and dislikes, moral posi-

tions, and personal standards; everyone is capable of irrational feelings of aversion,

sympathy, or outrage. Workers who deny this run the risk of showing bias without

realizing it, and a worker’s unconscious bias can have devastating effects on the life

of a client.

A client may unwittingly fuel the bias by sensing what the practitioner expects

and answering questions in a way that supports the worker’s preconceptions. In ex-

treme cases, clients can even become what they are expected to become, fulfilling the

biased prophecy. The art of good judgment, then, lies in accepting the possibility of

personal bias and trying to minimize its effects. What is needed is an unprejudiced

method of assessment and an unbiased standard against which the client’s knowl-

edge, feelings, or behaviors can be gauged. In other words, we require a measure-

ment method from which an impartial measure can be derived.

Precision

The other ingredient of the quality improvement process is precision, whose oppo-

site is vagueness. A vague statement is one that uses general or indefinite terms; in

other words, it leaves so many details to be filled in that it means different things to

different people. There are four major sources of vagueness.

The first source of vagueness is terms such as often, frequently, many, some, usu-

ally, and rarely, which attempt to assign degrees to a client’s feelings or behaviors

without specifying a precise unit of measurement. A statement such as “John misses

many appointments with his worker” is fuzzy; it tells us only that John’s reliability

may leave much to be desired. The statement “John missed 2 out of 10 appointments

with his worker” is far more precise and does not impute evil tendencies to John.

The second source of vagueness is statements that, although they are intended to

say something about a particular client, might apply to anyone; for example, “John

often feels insecure, having experienced some rejection by his peers.” Who has not

Objectivity

A research stance in which 

a study is carried out and its

data are examined and inter-

preted without distortion by

personal feelings or biases.

Bias

Not neutral; an inclination to

some form of prejudice or

preconceived position.
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experienced peer rejection? Nevertheless, the statement will be interpreted as identi-

fying a quality specific to John. Our profession abounds with statements like this,

which are as damaging to the client as they are meaningless.

A third source of vagueness is professional jargon, the meaning of which will

rarely be clear to a client. Often professionals themselves do not agree on the mean-

ing of such phrases as “expectations–role definition” or “reality pressures.” In the

worst case, they do not even know what they mean by their own jargon; they use it

merely to sound impressive. Jargon is useful when it conveys precise statements to

colleagues; when misused, it can confuse workers and alienate clients.

The last source of vagueness is tautology: a meaningless repetition disguised as a

definition; for example, “a delinquent is a person who engages in delinquent behav-

iors,”“John is agoraphobic because he is afraid of open spaces,”“Betty is ambivalent

because she cannot make up her mind,” “Marie hits her brother because she is ag-

gressive,” “John rocks back and forth because he is autistic.” Obviously, tautological

statements tell us nothing and are to be avoided.

In summary, we need to attain objectivity and precision and avoid bias and

vagueness. Both objectivity and precision are vital in the quality improvement pro-

cess and are readily attainable through measurement.

TYPES OF MEASURING INSTRUMENTS

There are many types of measuring instruments, and Chapter 9 on this book’s Web

page provides numerous links that you can use to find them. We will present only

three types to give you a flavor of what they can look like: (1) rating scales, (2) sum-

mated scales, and (3) goal attainment scaling.

Rating Scales

Rating scales use judgments by oneself or others to assign an individual (or pro-

gram) a single score in relation to the practice or program objective being mea-

sured. What the various types of rating scales have in common is that they all rate

clients on various traits or characteristics by locating them at some point on a con-

tinuum or in an ordered set of response categories, where numerical values are as-

signed to each category. Rating scales may be completed by the person being evaluated

(self-rating) or by some significant other, such as a parent, supervisor, spouse, or

practitioner. Sometimes a client and a significant other are asked to complete the

same rating scale to provide the worker with two different views.

There are many different types of rating scales that are useful for evaluative pur-

poses. We will only present two of them: (1) graphic rating scales and (2) self-

anchored rating scales.

Measuring instrument

Any instrument used to

measure a variable.

Rating scale

A type of measuring instru-

ment in which responses 

are rated on a continuum 

or in an ordered set of 

categories, with numerical

values assigned to each

point or category.

Practice objective

A statement of expected

change identifying an in-

tended therapeutic result

tailored to the unique cir-

cumstances and needs of

each client; logically linked

to a program objective. Prac-

tice objectives, like program

objectives, can be grouped

into affects, knowledge, and

behaviors.

Program objective

A statement that clearly and

exactly specifies the ex-

pected change, or intended

result, for individuals receiv-

ing program services. Quali-

ties of well-chosen objectives

are meaningfulness, speci-

ficity, measurability, and 

directionality. Program 

objectives, like practice ob-

jectives, can be grouped into

affects, knowledge, and

behaviors. Not to be con-

fused with program goal.
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Graphic Rating Scales

Graphic rating scales are structured with a practice or program objective described

on a continuum from one extreme to the other, such as “low to high” or “most to

least.” The points of the continuum are ordered in equal intervals and are assigned

numbers. Some or most points have descriptions to help people locate their posi-

tions on the scale. Below is one such scale, a “feeling thermometer” that asks children

to rate their level of anxiety from “very anxious” to “very calm.” The practice objec-

tive in this situation might be “to decrease Bob’s anxiety at home.”

Check below how anxious you are at home:

—— 100 Very anxious

—— 90

—— 80

—— 70

—— 60

—— 50 Neither anxious nor calm

—— 40

—— 30

—— 20

—— 10

—— 0 Very calm

The major advantage of graphic rating scales is that they are easy to use, though one

must take care to develop appropriate descriptive statements. For example, end state-

ments so extreme that it is unlikely anyone would choose them, such as “extremely hot”

or “extremely cold,” should not be used.

Self-Anchored Rating Scales

Self-anchored rating scales are similar to graphic rating scales in that clients are

asked to rate themselves on a continuum, usually a 7-point or 9-point scale from low

to high. They differ in that clients define the specific referents, or anchors, for three

points on the continuum on a self-anchored scale. An anchor point is the point on a

scale where a concrete descriptor is given to define the condition represented by that

point. This type of scale is often used to measure such attributes as intensity of feel-

ing or pain. A self-anchored scale is an excellent source of data because it is essen-

tially developed by the person most familiar with the subtleties of the problem—the

client.

For example, one of your clients, Jim, has difficulty being honest in group ses-

sions; he could complete a question that is intended to measure his own perceptions

of his honesty (the three anchor points are put in by the client). In the example

below, he writes in the three anchor points (i.e., can never be honest, can sometimes

Graphic rating scale

A rating scale that describes

an attribute on a continuum

from one extreme to the

other, with points of the con-

tinuum ordered in equal in-

tervals and then assigned

values.

Self-anchored rating scales

A rating scale in which

research participants rate

themselves on a continuum

of values, according to their

own referents for each point.
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be honest, and can always be completely honest). Jim’s practice objective in this case

could be to increase his honesty within the group.

Indicate the extent to which you feel you can be honest in the group.

1 2 3 4 5 6 7 8 9

I can never I can sometimes I can always be 

be honest be honest completely honest

Suppose that another one of your clients, Betty, is feeling trapped in her marriage

and in her role as a homemaker. She might develop a 9-point scale such as the one

shown below, ranging from “I feel completely trapped,” to “I feel I have some options,”

to “I do not feel trapped at all.” If she is not able to analyze her feelings well enough to

identify three distinct emotional levels between 5 and 9 or 1 and 5, she may prefer to

use a 5-point scale instead. She should certainly be told that the intervals are equal; the

distance between 8 and 9 is the same as the distance between 7 and 8, and so forth.

1 2 3 4 5 6 7 8 9

I do not feel I feel I have I feel completely 

trapped at all. some options. trapped.

If the problem is not the extent to which Betty feels trapped but the intensity of

the trapped feelings, she might consider what sort of emotions she experiences when

she feels most and least trapped. If being most trapped involves desperate or suicidal

feelings, these feelings will define the high end of the scale.

From this example, we can deduce the two major advantages of self-anchored

scales. First, they are specific to the client in a way that a scale developed by someone

else cannot be. They measure emotions known only to the client and may therefore

yield the most complete and accurate portrayal of the situation. Second, they can

measure the intensity of a feeling or attitude. Clients who suffer from feelings of

anxiety or guilt or from physical ailments such as migraine headaches are often pri-

marily concerned with intensity, and they may be more willing to fill out an instru-

ment that reflects this concern.

There are also disadvantages to an instrument that is completed by the client.

One major drawback is that clients may consciously or unconsciously distort their

responses so as to appear more worthy or more deserving in the eyes of the worker.

Analyzing an emotion thoroughly enough to rate it on a scale may result in changes

to the emotion. This problem is known as “reactivity.”

Self-anchored scales, then, are of particular value when the quality being measured

is an emotion or thought pattern known only to the client, or when intensity is the pri-

mary concern. These scales can be used alone or in conjunction with other types of

measuring instruments. They can also be used to supply data peripheral to the central

problem: For example, a client whose practice objective is weight loss might use a self-

anchored scale to measure changes in self-esteem associated with the weight loss.
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Summated Scales

Where rating scales obtain data from one question, or item, about the practice or

program objective, summated scales present multiple questions, or items, to which

the client is asked to respond. Thus, summated scales combine responses to all of the

questions on an instrument to form a single, overall score for the objective being

measured. The responses are then totaled to obtain a single composite score indicat-

ing the individual’s position on the objective of interest.

Summated scales are widely used to assess individual or family problems, to per-

form needs assessments, and to assist other types of case-level and program-level

evaluation efforts. The scale poses a number of questions and asks clients to indicate

the degree of their agreement or disagreement with each. Response categories may in-

clude such statements as “strongly agree,” “agree,” “neutral,” “disagree,” and “strongly

disagree.”

It is our opinion that summated scales provide more objectivity and precision

in the variable that they are measuring than the two types of rating scales mentioned

above. Figure 9.1 presents an excellent example of a standardized summative scale

and Box 9.1 shows how it can be scored. It measures one variable: client satisfaction

with services. Figure 9.2 is another example of a standardized summative scale that

measures client satisfaction with services, only this one has three related subscales in

it, all combined in one measuring instrument.

A unidimensional summative measuring instrument (e.g., Figure 9.1) only mea-

sures one variable. On the other hand, a multidimensional one measures a number
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The questions below are designed to measure the way 
you feel about the services you have received. This is 
not a test, so there are no right or wrong answers.
Answer each item as carefully and as accurately as you 
can by circling the appropriate number on the right.

1. People here really seem to care about me. 1 2 3 4 5 6 7
2. I would come back here if I need help again. 1 2 3 4 5 6 7
3. I would recommend this place to people I care about. 1 2 3 4 5 6 7
4. People here really know what they are doing. 1 2 3 4 5 6 7
5. I get the kind of help here that I really need. 1 2 3 4 5 6 7
6. People here accept me for who I am. 1 2 3 4 5 6 7
7. People here seem to understand how I feel. 1 2 3 4 5 6 7
8. I feel I can really talk to people here. 1 2 3 4 5 6 7
9. The help I get here is better that I expected. 1 2 3 4 5 6 7
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Figure 9.1 Client Satisfaction Inventory (CSI-SF).



of highly related subvariables at the same time (e.g., Figure 9.2). In short, a multidi-

mensional instrument is nothing more than a number of unidimensional instru-

ments stuck together. For example, Figure 9.2 is a multidimensional summative

measuring instrument that contains three unidimensional ones:

1. Relevance of received social services (items 1–11).

2. The extent to which the services reduced the problem (items 12–21).

3. The extent to which services enhanced the client’s self-esteem and con-

tributed to a sense of power and integrity (items 22–34).

Goal Attainment Scaling (GAS)

A goal attainment scale (GAS) is an excellent device for measuring practice objec-

tives. However, we do not recommend that they be used in evaluating a program’s

objective because they are not standardized. As we know by now, we ultimately try

to achieve program objectives with our clients. We do this by creating practice ob-

jectives which, if resolved, will accomplish one of the program’s objectives. The

underlying program objective, however, is not the direct focus of a worker’s atten-

Goal attainment 

scale (GAS)

A modified measurement

scale used to evaluate case

or program outcomes.
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Box 9.1 Scoring Instructions for the Short-Form 

Client Satisfaction Inventory (CSI-SF)

Step 1: Add up the value of the valid responses.This 
value is called SUM. Use a value of “0” for items 
marked “x” or items left blank. Write the sum of 
the valid items at the right. SUM_______

Step 2: Determine the number of valid responses.
This value is  called N. Items left blank or marked 
“x” are not added to N. Also, do not score any 
form in which fewer than seven items were 
answered. N_______

Step 3: Subtract N from SUM. SUM – N_______

Step 4: Multiple (SUM − N ) by 100. (SUM – N) (100)_______

Step 5: Divide the value obtained in Step 4 by (N) (6).

Example: Sum = 51, N = 8.
Therefore: Score = (51 – 8) (100)/(8 * 6) = 89.6 SCORE_______



CHAPTER 9 Measuring Practice and Program Objectives 255

Using the scale from one to five described below, please indicate on the line to the
left of each item the number that comes closest to how you feel.

1 Strongly agree
2 Agree
3 Undecided
4 Disagree
5 Strongly disagree

_____ 1 The social worker took my problems very seriously.
_____ 2 If I had been the social worker, I would have dealt with my problems in just

the same way.
_____ 3 The worker I had could never understand anyone like me.
_____ 4 Overall the agency has been very helpful to me.
_____ 5 If friends of mine had similar problems I would tell them to go to the

agency.
_____ 6 The social worker asks a lot of embarrassing questions.
_____ 7 I can always count on the worker to help if I’m in trouble.
_____ 8 The agency will help me as much as it can.
_____ 9 I don’t think the agency has the power to really help me.
_____10 The social worker tries hard but usually isn’t too helpful.
_____11 The problem the agency tried to help me with is one of the most impor-

tant in my life.
_____12 Things have gotten better since I’ve been going to the agency.
_____13 Since I’ve been using the agency my life is more messed up than ever.
_____14 The agency is always available when I need it.
_____15 I got from the agency exactly what I wanted.
_____16 The social worker loves to talk but won’t really do anything for me.
_____17 Sometimes I just tell the social worker what I think she wants to hear.
_____18 The social worker is usually in a hurry when I see her.
_____19 No one should have any trouble getting some help from this agency.
_____20 The worker sometimes says things I don’t understand.
_____21 The social worker is always explaining things carefully.
_____22 I never looked forward to my visits to the agency.
_____23 I hope I’ll never have to go back to the agency for help.
_____24 Every time I talk to my worker I feel relieved.
_____25 I can tell the social worker the truth without worrying.
_____26 I usually feel nervous when I talk to my worker.
_____27 The social worker is always looking for lies in what I tell her.
_____28 It takes a lot of courage to go to the agency.
_____29 When I enter the agency I feel very small and insignificant.
_____30 The agency is very demanding.
_____31 The social worker will sometimes lie to me.
_____32 Generally the social worker is an honest person.
_____33 I have the feeling that the worker talks to other people about me.
_____34 I always feel well treated when I leave the agency.

Figure 9.2 Reid-Gundlach Social Service Satisfaction Scale.



tion. Instead, workers create and focus their attention on their clients’ practice objec-

tives that are directly linked to the program’s objectives. A useful medical analogy

is to think of a disease as a program objective and the symptoms of the disease as

practice objectives.

Creating Practice Objectives From Program Objectives

By way of example, suppose that a residential home for delinquent children accepts

a boy, Ron, who is experiencing trouble at school as well as with the police. Ron’s

teacher reports that he is two grade levels behind on every subject, he has violent

temper outbursts in the classroom, and he acts as a negative leader to other stu-

dents. The worker sets three practice objectives for Ron: first, that he should per-

form academically at his own grade level; second, that he should express anger in

appropriate ways; third, that he should display positive leadership behaviors. In us-

ing the medical analogy above, delinquency is the disease, and Ron’s poor grades,

inappropriate anger expression, and few leadership skills are symptoms of the

disease—the practice objectives. It should be noted that Ron could have exhibited

other delinquent behaviors (e.g., skipping school, criminal behavior, or joining

a street gang).

Weighting Practice Objectives. Each of the three practice objectives for Ron pre-

sented in Table 9.1 is assigned a weight between 1 and 10, based on the worker’s per-

ception of its clinical importance. The first practice objective receives a weighting of

7, the second of 3, and the third of 9. These practice objectives, with their weights,

are shown at the top of Ron’s goal attainment scale (Alter & Evens, 1990).

Next, each practice objective is operationalized; that is, a precise meaning is as-

signed to such phrases as “displays positive leadership” and “expresses anger in ap-

propriate ways” so that the objective is measurable. Each objective is then rated on

a 5-point scale ranging from –2 to +2 (see left column of Table 9.1), where:

−2 = Much less than expected level of outcome

−1 = Somewhat less than expected level of outcome

0 = Expected level of outcome

+1 = Somewhat more than expected level of outcome

+2 = Much more than expected level of outcome

As can be seen from Table 9.1, each point on the scale is anchored; that is, each

of the five possible outcomes is operationalized in fairly precise terms. For exam-

ple, the first practice objective, “Much more than expected level of outcome,” is de-

fined as an increase from Ron’s present grade level to a gain of one year. Similarly,

the second practice objective, “Somewhat more than expected level of outcome,” is

defined in terms of a decrease in number of tantrums, specifically, their becoming

“rare.”
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The Generation of Data. Once the scale has been established, a baseline score is

obtained. A baseline measure is a measure of the client’s state before any interven-

tion. Without this measure, it is impossible to know whether change has occurred,

so a baseline measurement is always critically important to any series of repeated

measurements. Ron’s baseline score is determined by rating him on the scale very

soon after he enters the home, when nothing in his behavior will have yet changed.

The worker assigns him a score of −1 on the first practice objective, −1 on the sec-

ond, and −2 on the third. Because the objectives are weighted, the goal attainment

score is determined by multiplying each rating by the assigned weight and sum-

ming the results. Ron’s baseline goal attainment score would then be calculated as

follows:

First Practice Objective

Weight = 7

Rating = − 1

Score = 7 (− 1) = − 7
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Table 9.1 Ron’s Goal Attainment Scale

Scale 1 Scale 2 Scale 3

Ron Achieves Ron Expresses Ron Displays
Appropriate Anger Positive

Levels of Predicted Grade Appropriately Leadership
Attainment (Weight = 7) (Weight = 3) (Weight = 9)

Much less than Falls behind Acts out in more Uses others 
expected level of current grade destructive ways all the time to
outcome (−2) level achieve negative

goals

Somewhat less Stays at current Stays the same Sometimes uses
than expected level grade level others to achieve
of outcome (−1) negative goals

Expected level Gains three Shows some Sometime 
of outcome (0) months signs expresses functions as a

anger in positive leader
acceptable ways

Somewhat more Gains six months Rarely has Has become 
than expected level tantrums a strong but
of outcome (+1) inconsistent

leader

Much more than Gains a year Always Never functions
expected level of expresses anger as a negative
outcome (+2) in acceptable leader

ways



Second Practice Objective

Weight = 3

Rating = −1

Score = 3(− 1) = −3

Third Practice Objective

Weight = 9

Rating = −2

Score = 9(−2) = −18

Total Goal Attainment Score = (−7) + (−3) + (−18) = −28

As the ratings reflect the opinion of the rater, it is always preferable to have

two or more people simultaneously rate the client. Let us say that Ron’s teacher gives

him the same rating as his worker on the first two practice objectives, but on the

third she gives him a − 1 instead of a − 2. Ron’s score on the third practice objective is

then 9(−1) = −9 according to his teacher, bringing his total score to −19 from the

teacher’s point of view. Ron’s baseline goal attainment score is then calculated as the

average of the two scores, that is, [(−28) + (−19)]/2 = −23.5.

If the scores assigned by the two raters differ greatly, this is a sign that the anchor

points on the scale have not been defined with sufficient precision. They will then

have to be redefined and the ratings redone. The calculation of a baseline score

therefore provides an initial score against which change can be measured. Once a

baseline score is established, the intervention is implemented, and the client is re-

peatedly rated at whatever intervals seem appropriate. If the scale becomes outdated

in light of the client’s achievements, a new scale can be constructed for one or more

practice objectives.

MEASUREMENT BY THE NUMBERS

Box 9.2 presents two actual examples of how two social service programs’ initial

outcomes, intermediate outcomes, and long-term outcomes (program objectives)

can be easily measured with only simple numbers and percentages. The two pro-

grams in Box 9.2, emergency shelters and transitional shelters, do not use any “mea-

suring instruments” per se, but rather simply measure their respective program

outcomes via numbers. In short, they do not use rating scales, summated scales, or

GASs of any kind. Sometimes simple numbers are all that is needed to measure

client and program outcomes. (Also see Box 7.2 for more examples of how objec-

tives can be measured with just numbers.)
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Box 9.2 Examples of Outcomes (Initial, Intermediate, and Long-Term) and

Indicators of These Outcomes for Emergency and Transitional Shelters

Emergency Shelters

Initial Outcome: Clients receive emergency food and shelter.

Indicator 1: Total number of different clients who received shelter.

This is an unduplicated count of all the individuals who received shelter at your
location during the fiscal year. In the case of families, count each member of the
family separately.

Indicator 2: Average number of bed-nights used per client.

Count the total number of bed-nights for the fiscal year and divide by the total
number of different clients who received shelter during that fiscal year (i.e., the
value for Indicator 1 above).

Intermediate Outcome: Clients begin to access needed services.

Indicator 3: Number and percent of clients who agree to a recovery/treatment/
service plan by the end of their 30th day of shelter at that site.

In this indicator,“clients” refers to adult clients whose 30th day of shelter at your
site occurs during the current fiscal year. These days do not have to be consecu-
tive or all in the same fiscal year.

If the client’s first 30 days of shelter spans two fiscal years, that client should
be included in the first fiscal year calculation (both numerator and denominator
for the percentage) only if s/he agreed to a recovery/treatment/service plan dur-
ing that fiscal year. Otherwise such clients should be included in the computa-
tion of this indicator for the next fiscal year.

Indicator 4: Number and percent of clients who, as a result of their service plan, con-
nected with supportive services within 30 days of the start of case management.

In this indicator,“clients” refers to adult clients.
If a client’s 30 days following the start of case management spans two fiscal

years, that client should be included in the first fiscal year calculation (both
numerator and denominator for the percent) only if the client connected with
supportive services that fiscal year. Otherwise such clients should be included in
the computation of this indicator for the next fiscal year.

Supportive services include any of the following:

• Alcohol or drug abuse services
• Mental health services
• HIV/AIDS-related services
• Other health care services
• Education
• Child care services
• Legal services
• Housing placement services
• Employment assistance services

(continued)
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Long-Term Outcome: Clients move to more stable housing.

Indicator 5: Number and percent of clients who move to a transitional shelter, long-
term housing, a rehabilitative setting, or the home of a friend or family member.

In this indicator, “clients” refers to all clients, not just adults. Consequently, the
denominator for the percent calculation will be the number of different clients
who received shelter at your location during the fiscal year.

Transitional Shelters

Initial Outcome: A client develops a treatment/
recovery/service plan and implements it.

Indicator 6: Number and percent of clients who have met with counselor/case man-
ager and developed a plan within 30 days of entering program.

In this indicator,“clients” refers to adult clients only.
If the 30 days following admission to the program spans two fiscal years, that

client should be included in the first fiscal year calculation (both numerator and
denominator for the percent) only if s/he has developed a treatment/recovery/
service plan during that fiscal year. Otherwise such clients should be included in
the computation of this indicator for the next fiscal year.

Indicator 7: Number and percent of clients who within 30 days of agreeing to a
treatment/recovery/service plan are involved in recuperative daytime activities
related to that plan.

In this indicator,“clients” refers to adult clients only.
If the 30 days following the development of a treatment/recovery/service plan

spans two fiscal years, that client should be included in the first fiscal year
calculation (both numerator and denominator for the percent) only if s/he has
become involved in recuperative daytime activities during that fiscal year.
Otherwise such clients should be included in the computation of this indicator for
the next fiscal year. Recuperative daytime activities include any of the following:

• Mental health or substance abuse programs
• Psychiatric rehabilitation programs
• Job-skills training
• Education or vocational education programs
• Employment
• Day programs

Intermediate Outcome: Clients diagnosed with substance 
abuse and/or mental health problems receive treatment.

Indicator 8: Number and percent of the clients diagnosed with substance abuse
and/or mental health problems who are receiving professional treatment within
90 days of entering the program.

Box 9.2 (continued)
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In this indicator,“clients” refers to adult clients only.
If the 90 days following the admission to the program spans two fiscal years,

that client should be included in the first fiscal year calculation (both numerator
and denominator for the percent) only if s/he begins receiving professional treat-
ment during that fiscal year. Otherwise such clients should be included in the
computation of this indicator for the next fiscal year.

Long-Term Outcome 1: Client’s income increases.

Indicator 9: Number and percent of clients whose income is greater upon discharge
from the program than when they entered.

In this indicator,“clients” refers to adult clients only.
The denominator of the percent calculation is the number of adult clients

discharged from the program during the fiscal year.

Long-Term Outcome 2: Client moves to permanent housing.

Indicator 10a: Number and percent of adult clients who moved to permanent
housing.

Indicator 10b: Number and percent of child clients who moved to permanent
housing.

This indicator measures the outcome separately for adults and children.
Consequently, the denominator for the percent calculation for Indicator 10a will
be the number of different adult clients who received shelter at your location
during the fiscal year, and the denominator for the percent calculation for
Indicator 10b will be the number of different child clients who received shelter at
your location during the fiscal year.

For purposes of this indicator, permanent housing is one of the following:

• Rental house or apartment
• Public housing
• Section 8 housing
• Shelter Plus Care housing
• Homeownership
• Moving in with family or friends

In measuring this indicator a foster home for a child is not considered permanent
housing.

Long-Term Outcome 3: Client remains in permanent housing.

Indicator 11a: Number and percent of adult clients who do not reenter the
Montgomery County homeless system within one year of obtaining permanent
housing.

Indicator 11b: Number and percent of child clients who do not reenter the
Montgomery County homeless system within one year of obtaining permanent
housing.

(continued)



STANDARDIZED MEASURING INSTRUMENTS

A standardized measuring instrument is one that has been constructed by re-

searchers to measure a particular knowledge level, attitude or feeling, or behavior of

clients. It is a paper-and-pencil instrument and may take many forms. Two factors

differentiate a standardized measuring instrument from any other instrument: the

effort made to attain uniformity in the instrument’s application, scoring, and inter-

pretation, and the amount of work that has been devoted to ensuring that the in-

strument is valid and reliable.

Every instrument, whether standardized or not, is designed to measure some

specific quality; if it is valid, it will measure only that quality. The information sheet

that usually accompanies a standardized instrument will state the instrument’s pur-

pose: to measure anxiety about academic achievement, say, or to measure three as-

pects of assertiveness. In addition, the sheet will usually describe how the questions

(items) on the instrument relate to that purpose and will say something about the

clinical implications of the quality being measured.

The information sheet may also indicate what the instrument does not measure.

A description of an instrument to measure aggression, for example, may specifically

state that it does not measure hostility. This statement of purpose and the accompa-

nying description improve chances that the instrument will be used as it was in-

tended, to measure what it was designed to measure. In other words, it is more likely

that the application of the instrument will be uniform.

The information sheet may also discuss the research studies done to ensure the

instrument’s validity, often including the instrument’s ability to discriminate be-

tween clinical and nonclinical populations. It may mention other instruments or cri-

teria with which the instrument was compared so that users will better understand

what validity means in this particular instance. Information about reliability will

usually be given via descriptions of the research studies undertaken to ensure relia-

bility and their results. Again, this information will help the worker who uses the in-

strument to know what kind of reliability can be expected.

Standardized measuring

instrument

A professionally developed

measuring instrument that

provides for uniform admin-

istration and scoring and

generates normative data

against which later results

can be evaluated.
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This indicator measures the outcome separately for adults and children. The numer-
ators for the percent calculations are the number of clients who had obtained per-
manent housing during the previous year and as of one year later had not reentered
the Montgomery County homeless system.The denominator for the percent calcula-
tion for Indicator 11a is the number of adult clients previously sheltered at your site
who moved to permanent housing during the prior fiscal year. The denominator for
the percent calculation for Indicator 11b is the number of child clients previously shel-
tered at your site who moved to permanent housing during the previous fiscal year.
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Information will also be given about the characteristics of people on whom

the instrument was tested. For example, an instrument to measure loneliness

may be accompanied by the information that it was tested on a sample of 399 un-

dergraduate students (171 males, 228 females) from three university campuses.

An instrument to measure self-esteem may have been tested on a sample of 240

eighth graders—110 African American and 130 Caucasian. In each case, scores

will be given for the tested group and subgroups so that the user can see what the

norms are for people with particular demographic characteristics. A norm is an

established score for a particular group against which the score of a client can be

measured.

Let us say, for example, that the mean score of African American eighth

graders on the self-esteem instrument was 40, with a small range in scores about

the mean given in terms of a standard deviation. In comparison, the mean score

for Caucasian eighth graders was 60. A practitioner who read this information on

the sheet accompanying the instrument would know that an African American

client’s score should be compared with the African American average score of 40,

and a Caucasian client’s score should be compared with the Caucasian average of

60. Without this information, the worker might think that an African American

client who scored 42 was suffering from low self-esteem—although, in such a case

42 is really close to the average self-esteem score for African American eighth

graders.

The concept of norms has an important place in our profession, particularly in

the administering of measuring instruments. What is “normal” for an African Amer-

ican child from a poor, urban neighborhood is not necessarily “normal” for a Cau-

casian child from a prosperous rural neighborhood; what is “normal” for one ethnic

group may not be “normal” for another; what is “normal” for an adolescent female

may not be “normal” for an adolescent male. It is very important that a client’s score

be compared with the average score of people with similar demographic character-

istics. If this information is not available, as it sometimes is not, the social worker

should bear in mind that an “unusual” score may not be at all unusual; that is, it may

be normal for the type of client being measured. Conversely, a normal-looking score

may turn out to be unusual when the demographic characteristics of the client are

taken into account.

The documentation sheet should also explain how to score the instrument and

how to interpret the score. Scoring may be simple or relatively complex; it may in-

volve summing specific items, reversing entered scores, or following a preset tem-

plate. Often, it may also be accomplished on a computer. Some instruments may

yield one global score while others may provide several scores, each representing

a dimension such as self-esteem or assertiveness. Interpretation of the scores also

varies depending on the instrument. When interpreting scores, it is particularly im-

portant to be aware that some scores represent the magnitude of problems while

others indicate the magnitude of positive attributes such as skills or knowledge.

Norm

In measurement, an average

or set group standard of

achievement that can be

used to interpret individual

scores; normative data de-

scribing statistical properties

of a measuring instrument,

such as mean and standard

deviation.
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Depending on what is measured, increasing scores may indicate improvement or

deterioration; the same is true for decreasing scores.

A standardized measuring instrument, then, should be accompanied by at least

six kinds of information:

1. The purpose of the instrument

2. A description of the instrument

3. The instrument’s validity

4. The instrument’s reliability

5. Norms

6. Scoring and interpretation procedures

McDowell and Newell (1996) provide a list of 17 questions that need to be an-

swered when it comes to evaluating the generalizability of standardized instruments

across populations:

1. What is the name of the measurement tool?

2. What is/are the name(s) of the measurement tool developer(s)?

3. In which population(s) and age group(s) was the tool developed (e.g., Cau-

casians, men, college students)?

4. To which population(s) has the tool been applied since its original publica-

tion?

5. Has the tool been tested in the population(s) of interest?

6. Has the tool been tested in older populations? If so, in which age cohort(s)

was it tested?

7. Is the tool a general measure or a disease-specific measure?

8. What is the reading level of the measurement tool?

9. What are barriers to using the measurement tool?

10. What are the reliability coefficients of the tool components or the overall re-

liability of the tool, by population?

11. In what ways has the tool been validated?

12. Is the tool self-administered or professionally administered?

13. What is the average length of time for completing the tool?

14. What is the conceptual approach to the topic area (such as psychological

well-being)?

15. Is this conceptual approach relevant to/appropriate for the population of

interest?

16. Is the original purpose of the tool appropriate for use in the proposed

study?

17. What are the published citations of the measurement tool?

The amount and quality of information provided may be taken as an indicator

of whether an instrument is standardized, and, if it is, to what degree. There are
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(continued)

Box 9.3 A Catalog of Family Process Measures

Table 1 Measures Used to Evaluate Family Processes

Family
Processes Measures of Family Processes Measure Description

Family Context Family Environment Scale Respondents (parents or adolescents) describe 
(FES; Moos & Moos, 1984) their family interactions in terms of cohesiveness,

expressiveness, conflict, independence, organization,
and control.

Structural Family Systems Trained observers rate family interactions for closeness,
Rating (SFSR; Szapocznik distance, and boundaries between family members,
et al., 1991) based on audiotaped recordings of three standardized

tasks (e.g., deciding on a menu for a meal).

Internal Control, Power of Parents report their sense of internal control over
Others, Chance Scales their lives.
(IPC; Levenson, 1981)

Social Network Questionnaire Parents report about their social and frequency of
(SNQ; Antonucci, 1986) contact networks, including size and who is relied upon.

Parenting Stress Index Parents report their sources of stress (depression,
(PSI; Abidin, 1995) isolation, and health).

Family Relationship Scale Parents report about family cohesion, beliefs about
(FRS; Tolan, Gorman-Smith, the family, and structure (organization).
Huesmann, & Zelli, 1997)

Developmental research has confirmed the impor-
tance of family processes and of the home environ-
ment in child and youth development and learning.
How do intervention programs measure changes in
family processes? To address this question, the Family
Involvement Network of Educators (FINE) at Harvard
Family Research Project reviewed rigorously eval-
uated intervention and prevention programs that
sought to change children’s cognitive and socioemo-
tional development by supporting both children and
parents. Using the database of effective interventions
developed by the Substance Abuse and Mental
Health Service Administration of the U.S. Department
of Health and Human Services, 13 programs were
identified that measured family processes along four
dimensions: (1) family context, (2) parent–child rela-
tionships, (3) parenting practices, and (4) parent in-
volvement in children’s learning in the home and
school.

• Family context refers to attempts on the part of the
program to address issues of family functioning and
the family environment, including stress, isolation,
family cohesion, and problems related to child and
substance abuse.

• Parent–child relationships relate to efforts to affect par-
ent–child bonding, including increasing parent–child
communication,positive interactions,and attachment.

• The parenting practices dimension examines pro-
grams’ impact on parenting strategies as regards ef-
fective and positive discipline practices, appropriate
parental expectations, and monitoring.

• Parent involvement in the home and in the school refers
to a program’s intent both to increase parents’ skills,
beliefs, and attitudes in supporting children in home-
work and literacy activities, and to bolster family and
school relationships and parent–teacher communi-
cation. Table 1 is a breakdown of the various mea-
sures programs use to evaluate family processes.
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Table 1 (continued)

Developmental History & Life  Parents respond to open-ended questions and 
Changes (Miller-John son describe how they would respond to a series of six
& Maumary-Gremaud, 1995) standardized vignettes.

Family Adaptability and Families report about family adaptability and
Cohesion Evaluation Scales cohesion.
(FACES III; Olson, Portner,
& Lavee, 1985)

Parent–Child Parent–Child Interaction Task Parents engage in four tasks with their child, including
Relationships (PCIT; Forehand & McMahon, free play, a parent control situation, a task using LEGO

1981) plastic construction toys, and cleanup.

Parent–Child Affective Quality Parents report about positive and negative affect  
(Spoth, Redmond, & Shin, 1998) in the parent–child relationship.Trained observers

rate warmth and relationship quality of the parent–
child interaction in a videotaped family interaction 
task (e.g.,discuss questions on cards related to 
family life).

Dyadic Parent–Child Interactive Trained observer rates mother interacting with her
Coding System Revised (DPICS-R; child for 30 minutes in the home environment.
Webster-Stratton, 1985)

Parenting Self-Perceptions of the Parental Parents report their self-perceived competence in the 
Practices Role scale (SPPR; MacPhee, parental role and their satisfaction with the role.

Benson, & Bullock, 1986)

Alabama Parenting Questionnaire Parents report their involvement, positive parenting,
(APQ; Shelton, Frick, & Wooten, monitoring and supervision, and inconsistent
1996) discipline and punishment practices.

Parenting Practices Questionnaire Parents report their discipline and monitoring 
(PPQ; Gorman-Smith,Tolan, Zelli, techniques.
& Huesmann, 1996)

Parenting Practices Scale (PPS; Parents report about their discipline and warmth.
Strayhorn & Weidman, 1988)

Ratings of Parent Change Parents describe the extent of change in their own
(Conduct Problems Prevention parenting practices and social cognitions over 
Research Group, 1999) the past year.

Parent Parent as a Teacher Inventory  Parents report their feelings about their child’s need 
Involvement (PAAT; Strom, 1984) for creativity and play, about their own role as teacher
in the of their child, and about their level of patience with
Home and in their child.
the School

Box 9.3 (continued)



thousands of standardized measuring instruments available on the market today.

This book’s Web site provides links to these instruments. Box 9.3 displays the various

standardized measuring instruments (and a brief description of how the instruments

are completed) that can be used to measure changes in four dimensions of family

processes: family context, parent–child relationships, parenting practices, and parent

involvement in the home and in the school.
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The following is a list of questions regarding resources available in the Calgary area.
Please write down as many resources as you know about in responding to each
question.

1. Where would you go for help in caring for your children?
2. Where would you go for financial assistance?
3. Where would you go for help with parenting?
4. Where would you go for medical assistance or information?
5. Where would you go for information on improving your education?
6. Whom would you call to help at home?
7. Where would you go for help in finding a job?
8. Where would you go to get help in finding a place to stay?
9. Who would you call if you had an immediate crisis?

10. Where would you go for assistance for food or clothing?
11. Where would you go for legal assistance?
12. Where would you go for counseling?

Figure 9.3 Questionnaire on support systems in Calgary.

Table 1 (continued)

Parent–Teacher Involvement Teachers and parents respond to questions about 
Questionnaire (Conduct  parent–teacher contact and relationships, parent 
Problems Prevention Research involvement in school, parent involvement at home,
Group, 1999) and parent endorsement of the school.

Parent–Teacher Involvement  Parents report the amount and quality of their
Questionnaire (INVOLVE-P/T; involvement with their children’s education and
Reid, Webster-Stratton & activities at home and at school.Teachers rate
Beauchaine, 2001) parents’ involvement in their child’s education and

their frequency of contact with teachers and school
personnel.
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Box 9.4 Program Structure of a Social Service Program to Help 

High School Teenagers Who Are Pregnant

— Program Goal: To provide social services to pregnant teenagers in high school
who have elected to keep their babies in an effort to help these students
become adequate mothers when they graduate from high school.

• Program Objective: To increase the self-sufficiency of pregnant adolescents

after they have their babies.

• Measurement of Program Objective: Self-Sufficiency Inventory.

• Practice Objective (A): To increase parenting skills.

• Measurement of Practice Objective (A): Adult-
Adolescent Parenting Inventory.

– Practice Activities (A): Teach specific child-rearing
skills, role-model/role-play effective parenting skills,
teach effective child/adult communication skills,
teach and model alternative discipline measures,
teach age-appropriate response of children, and
establish family structure (e.g., meal times, bath
times, and bed times).

• Practice Objective (B): To increase the number of support sys-
tems with which client is knowledgeable.

• Measurement of Practice Objective (B): Instrument spe-
cially constructed for the particular city.To show how sim-
ple measuring instruments can be, Figure 9.3 presents
one that was used with this practice objective. Figure 9.4
presents the correct answers.

– Practice Activities (B): Review the city’s information
resource book with the client, provide information
sheet on key resources relevant to the client, provide
brochures on various agencies, escort client to need-
ed resources (e.g., career resource center, health clin-
ic), and go through specific and appropriate sections
of the Yellow Pages with the client.

IS THE MEASUREMENT USEFUL?

An important characteristic of any measuring instrument is its utility. Does it fit

within the program’s structure and logic model? For example, Box 9.4 presents a

goal and only one of eight program objectives for a social service program that helps

pregnant teenagers in high school. Also included is the measurement of the program
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1. Alberta Social Services, Community Daycare/Day Home, City of Calgary Social
Services, Children’s Cottage

2. Alberta Social Services, church, Alberta Consumer Corporate Affairs, Alberta
Student Finance Board

3. Calgary Health Services, family doctor, Parent Support Association, Calgary
Association of Parents, Parent Aid, City of Calgary Social Services, Children’s
Hospital

4. Family doctor, hospitals, Calgary Birth Control Association, Calgary Health Ser-
vices, Birthrite

5. Alberta Vocational College, Viscount Bennet School, SAIT, Mount Royal College,
Canada Manpower, Alberta Social Services, Women’s Career Center, Louise
Dean School, University of Calgary

6. Homemaker Services (FSB), Landlord & Tenant Board, Calgary Housing
Authority, Relief Society (Mormon Church), Alberta Social Services, City of
Calgary Social Services

7. Alberta Social Services, Canada Manpower, Career Center, Volunteer Center,
Hire-A-Student, newspapers, 12 Avenue, job boards

8. Alberta Social Services, YWCA Single Mother Program, Renfrew Recovery,
Women’s Emergency Shelter, Park Wood House, Discovery House, church,
Avenue 15, Single Men’s Hostel, JIMY Program, Alpha House, Sheriff King,
McMan Youth Services, Birthrite

9. Emergency Social Services, Distress Center, Sexual Assault Center, Suicide Line
(CMH), Children’s Cottage, Wood’s Stabilization Program, Alberta Children’s
Hospital, church, police/fire department

10. Interfaith Food Bank, Milk Fund, Salvation Army, church, Emergency Social Ser-
vices, Alberta Social Services

11. Legal Aid, Legal Guidance, University of Calgary Legal Line, Women’s Resource
Center, Women’s Shelter, Dial-A-Law

12. Family Service Bureau, church, Alberta Mental Health, Pastoral Institute, Sexual
Assault Center, Children’s Cottage, Alberta Social Services, City of Calgary Social
Services, Catholic Family Services, Parents Anonymous, Distress Center

Note: Clients may respond to the questionnaire with answers not listed above but
which may be entirely appropriate to their own unique situations and thus be
evaluated as correct.

Figure 9.4 Answers to questionnaire on support systems in Calgary (see Figure 9.3).

objective. In addition, two practice objectives (A and B) are outlined and their cor-

responding measurements are given.

Practice activities that are believed to achieve the two program objectives are

also delineated. Notice the consistency among the concepts of the program’s goal,

the stated program’s objective, the two practice objectives related to the program’s

objective, the various activities, and the two measurements.



SUMMING UP AND LOOKING AHEAD

This chapter discussed the need to measure our practice and program objectives

via the use of measuring instruments. We provided a few examples of how prac-

tice and program objectives can be measured in addition to considering the

features required of a good one. The next chapter builds upon this one in that it

presents the various data sources (e.g., clients, practitioners, supervisors, and

significant others) and data collection methods (e.g., surveys, interviews, and

observations) that can be used to measure practice and programs objectives. So

far we have only discussed how we can measure practice and program objectives.

We now need to know specifically who we will be measuring (data sources) and

how will we be measuring them (data collection method)—the topic of the next

chapter.

RECAP AND ONLINE MATERIALS

In this chapter, you learned how to measure social work program and practice ob-

jectives.

You should also recall the concept of measurement from your foundational re-

search course. If not, go online to take a free crash course in measurement.

You can also find the following materials online to help you master the concepts

you just learned:

• Chapter Outline

• Learning Objectives

• Key Terms and Concepts

• Flash Cards

• Practice Multiple-Choice Tests

• Essay Questions with Answers

• Links

www.oup.com/us/swevaluation

STUDY QUESTIONS

1. How can demographic information used in developing a standardized mea-

surement instrument influence the interpretation of scores obtained by a single

client? When measuring practice or program objectives, why is it important to

choose the instrument that will measure the objective and not anything else?

2. In groups of four, have each member list his or her biases or beliefs about the use

of measuring instruments in the human services. As a group, discuss the nature
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of each individual bias and determine how such biases affect client service de-

livery.

3. In groups of four, develop a hypothetical practice objective for a client who has

difficulty in managing anger. Assign one type of measuring instrument to each

member of the group, and have each individual develop a scale to measure the

stated practice objective. Discuss the advantages and disadvantages of each type

of scale, and select the best one. Present your decision to the class.

4. Your colleagues wonder why measurement of the practice objectives they have

established for their clients is necessary. How do you respond?

5. Why are objective methods of assessment so important in the human services?

Why are objective definitions of program and practice objectives important in

the human services?

6. What are standardized measuring instruments? What types of information

should accompany them?

7. You are a worker at a local immigrant society. You have all Asian American clients

undergo a standardized instrument measuring self-esteem. They all perform

poorly on the instrument. Would you immediately specify increased self-esteem

as a practice or program objective with your clients? Why or why not?

8. Specify a practice objective that can be described on a continuum from one ex-

treme to another. Develop a graphic rating scale for this objective. Develop a

summated rating scale to measure the practice objective you specified.

9. Suppose you are a member of a self-help group designed to enhance your ability

to interact with others and overcome your shyness. Define your practice objective

and develop a 9-point self-anchored rating scale to measure this objective. Why

would it be important for your group leader to cross-validate the data gathered

from your scale with other sources? What are other possible sources of data?

10. Under what circumstances would a worker measure a practice objective with a

summated scale? Why? Explain in detail. As a practitioner you will want to

choose good measuring instruments when measuring a particular objective.

How will you be able to distinguish good instruments from poor ones?
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This chapter presents the basic tools for the evaluation enterprise. These tools are

borrowed from quantitative and qualitative research methods that are common

in social work research. As is the case in any line of work, evaluators who master the

proficient use of their tools produce better quality products than those who do not.

The evaluation toolbox is filled with strategies to create, maintain, and repair evalu-

ation plans. This chapter covers the tools that assist us in determining where our

evaluation data will come from and how to obtain these data.

Using the image of an evaluation toolbox helps us to understand that there is

little use in rummaging through our tools without having a project or purpose in

mind. It is fruitless, for example, to debate strategies for measuring client outcomes

when program objectives have not yet been formulated. It is also unproductive to

deliberate who ought to supply evaluation data in the absence of clearly articulated

evaluation questions. When program structure and logic models are ambiguous

and/or reasons for conducting an evaluation are vague, there is not much in the eval-

uation toolbox that will help us produce a meaningful evaluation.

In this chapter we present well-known strategies to select data sources and

methods to collect data that will address our evaluation questions. These two tool

sets are more commonly known as sampling and data collection. Thus, our discus-

sion ought to bring back fond memories of basic research principles and concepts

learned in previous research courses.



DATA SOURCES

Data sources furnish either new or existing data that are used in an evaluation. New

data sources are original data obtained specifically for the purpose of answering

evaluation questions. Who provides the data? There could be any number of indi-

viduals who represent our stakeholder groups (Chapter 1). For example, federal and

state personnel such as politicians, government officials, and staff from professional

organizations can be data sources. Among program workers there are therapists,

caseworkers, and case aides as well as many collateral professionals such as teachers,

psychologists, and workers from other programs to supply data. Clients, as a stake-

holder group, are a common data source. A client can refer to an individual, a fam-

ily, a group, a community, or an organization, depending on how a program defines

it. Table 10.1 provides a simple display of six program outcomes (left column), the

measurement of each outcome (middle column), and the respective data source

(right column).

Existing data sources are previously recorded documents or artifacts that con-

tain data relevant to current evaluation questions. Generally speaking, existing data

were originally collected for some purpose other than our current evaluation. Most

likely, stakeholders supplied the data some time ago, but data can be found in docu-

ments or databases in one of three areas:

• Client data and information, such as client records, social histories, genograms,

service plans, case notes, clinical assessments, or progress reports

• Program data and information, such as program logic models, previous eval-

uation reports, program contracts or funding applications, meeting minutes,

employee time and activity logs, employee resumes, quality assurance rec-

ords, or accounting records

• Public data and information, such as census data, government documents, or

published literature

How do we decide whether to use new or existing data sources? It depends on

the specific focus of our evaluation. In particular, the final questions developed for

an evaluation guide us to who or what is our best data source for our inquiry. For

example, a needs assessment aimed at increasing understanding about the adoles-

cents involved in crime in their community may phrase its evaluation questions to

emphasize different data sources:

• Do adolescents who commit crimes see themselves as having a future in their

community?

• To what degree do parents feel responsible for their children’s criminal be-

havior in the community?

• What are the legal consequences for adolescents who commit crimes in the

community?

Data sources

People or records that are

the suppliers of data.

Original data

Data that have never been

collected before.

Existing data

Data that exist now in 

some form or another.
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Clearly, the first question targets adolescents as an essential data source, but the

latter questions give priority to parents of adolescents and legal professionals or doc-

uments, respectively. Each question, of course, can be answered by any number of

data sources. No doubt, parents have opinions about their children’s futures, and,

certainly, the legal community has a perspective on adolescent crime. Each data

source, however, can only speculate about questions that ask what others are think-

ing or feeling.

The best data sources are those that provide firsthand or direct knowledge regard-

ing the experience that is the subject of evaluation. Adolescents, for example, have
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Table 10.1 Linking Outcomes to Outcome Indicators to Data Sources

Example: Foster Home Services

Mission/Objective: Ensure the physical and emotional well-being (safety) and normal devel-
opment of children by placing them into stable, safe, high-quality foster homes.

Outcome Outcome Indicator Data Source

Child safety

Physical well-being Number and percentage of Agency records; trained 
children with serious health observer ratings
problems at follow-up.

Repeated abuse and Number and percentage of Agency records; trained
neglect children identified as either observer ratings; client survey

abused or neglected by
time of follow-up.

Safety concerns Number and percentage of Agency records; trained 
children removed from foster observer ratings
home by time of follow-up 
for other than permanent 
placement.

Child development

Physical development Number and percentage of Agency records; trained
children who met normal observer ratings
growth curves and height/
weight expectations at time 
of follow-up.

Social development Number and percentage Trained observer ratings;
of children who displayed client survey
“age-appropriate” social 
skills at time of follow-up.

Educational development Number and percentage of Agency records; client survey
school-age children who were 
progressing satisfactorily in 
school at time of follow-up.



firsthand data relating to their perceptions about their futures. In contrast, data sources

that have indirect knowledge about an experience can provide only secondhand data.

Adolescents, for example, can offer secondhand data about their parents’ feelings either

through speculation or by sharing observations about their parents’ behaviors.

Given that firsthand data sources are not always available or easily accessible for

evaluation purposes, we often look to secondhand data to inform us. Client records,

for example, are filled with data that describe client problems and strengths as well

as their patterns of change. Practitioners and not the clients themselves, however,

typically provide these data. As such, evaluation findings that are based solely on

client records as a data source are weaker than those that use firsthand data sources

or multiple data sources.

This discussion of firsthand and secondhand data sources raises questions as to

which can provide the most accurate and truthful data. Who is in a better position

to say which interventions most effectively help clients? Is it the clients themselves,
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Table 10.2 Refining the Initial Evaluation Questions When Different 

Data Collection Strategies Are Considered

Evaluation Questions Key Data Collection Strategies

Sample 1

How many people were affected by the Usually administrative data available in the
project after 2 years? project (such as project enrollment; case files;

or attendance logs for meetings, seminars, or
workshops) will provide the information needed
to answer this question.

How much change occurred in the The evaluator will need to identify the nature of
participants after 2 years in the project? changes reported by participants or by external

observers and measure them (usually before the
project starts and after a determined time period)
using surveys, tests, interviews, focus groups,
observations, etc.

Sample 2

What changes could be observed in the A descriptive study that might include surveys,
participants after 3 years in the project? observations, tests, focus groups, and/or inter-

views aiming to document the changes over
time in the targeted audience will probably
suffice to answer this evaluation question.

How much of the observed changes Answering this question requires the develop-
can be attributed to the project? ment of strategies to assess casual links

between the program and the observed changes
that may include logical elimination of 
competing explanations and quasi-experimental
study of a control group.



the practitioners who work with them, or the funders who shell out the money to

pay for services? Do practitioners’ case notes truly reflect their perceptions about

their cases? Or is it necessary to interview them firsthand? These types of questions

have no easy answers. As a result, it is desirable to include a variety of data sources in

any evaluation so that multiple perspectives are considered.

Our bias is to give priority to data sources who have directly experienced the so-

cial need, the program process, or the program outcome that is being evaluated. As

mentioned earlier, firsthand data sources generally convey their experiences with

more candor and accuracy than anyone who has had only indirect involvement. A

pregnant teenager, for example, can more aptly speak to her fears of motherhood

than anyone else, including her own mother. Likewise, a worker can more succinctly

describe the details of an interaction with a client than can a supervisor or a profes-

sional colleague. Generally speaking, the farther removed a data source is from the

experience or event in question, the greater the possibility for misrepresentation of the

actual experience, or the more vague the data will be.

As the W. K. Kellogg Foundation points out in its Evaluation Toolkit (2006), “as

the evaluation design progresses and the actual data collection plans are developed,

the evaluation questions become clearer. You will undoubtedly discover that subtle

differences in how a question is worded lead to different ways of thinking about

collecting data, which will cause you to continually clarify your thinking.” Table 10.2

illustrates this point.

SAMPLING

After selecting data sources for an evaluation, our next step is to develop a compre-

hensive list of every single person, document, or artifact that could possibly provide

the data for our evaluation. This list is called a sampling frame and identifies all units

(i.e., people, objects, or events) of a population from which a sample is drawn. A

needs assessment, for example, may target people—every community member, re-

gardless of what stakeholder group they represent. A process evaluation, on the other

hand, may target objects—all client records opened in the last fiscal year. Or an out-

come evaluation may target events—every client discharge after a minimum of two

weeks of program services. Of course, each evaluation type can sample people, ob-

jects, or events, depending on its focus.

If our sampling frame includes only a small number of units, then it is feasible

to include each one as a data source. A social service program employing 12 practi-

tioners can easily collect data from all of its workers. On the other hand, the 12 prac-

titioners, each with caseloads of 40, together serve 480 clients at one time, which

amounts to oodles of data collection activity—perhaps more than the program can

manage. Having more data source units than we can handle is a problem that our

sampling tools can help fix.

Sample

A subset of a population 

of individuals, objects, or

events chosen to participate

in or to be considered in an

evaluation; a group chosen

by unbiased sample selec-

tion from which inferences

about the entire population

of people, objects, or events

can be drawn.
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After a sampling frame is defined, we then want to develop a plan that tells us

how many units to pick and which specific units to choose. Do we want every mem-

ber of a community to provide data or only a select number? Do we review every

client record opened in the last fiscal year, or just a portion of them? A sampling plan

gives us explicit criteria so that there is no question as to which units will provide

data for our evaluation and which units will not.

There are two sampling approaches to consider for any evaluation: probability

and nonprobability sampling. A probability sampling approach is one that ensures

that each unit in a sampling frame has an equal chance of being picked for an eval-

uation. Units are selected randomly and without bias. Those that are chosen will

provide data for the evaluation, and units that are not picked will not. Four common

probability sampling strategies are summarized in Box 10.1.

Probability Sampling

The major benefit of probability sampling approaches is that they produce samples

that are considered to be representative of the larger sampling frame from which

they were drawn. As such, data collected from the sample can be generalized or ap-

plied to the sampling frame as a whole. Suppose that we randomly pick 100 out of

a possible 821 members of the community that is the focus of a needs assessment

evaluation. If the 100 people in our sample were picked using probability sampling

approaches, then we can be confident that the data they provide will give the same

information as if we had collected data from all 821 members. Probability sampling,

therefore, saves time and money by using a randomly selected subset to provide

information about a larger group.

Nonprobability Sampling

In contrast, nonprobability sampling methods do not give each unit in a sampling

frame an equal chance of being picked for an evaluation study. In other words, indi-

vidual people, objects, or events do not have an equal opportunity to supply data to

an evaluation. Four types of nonprobability sampling strategies are summarized in

Box 10.2.

Nonprobability sampling methods are used in situations where it is desirable to

limit or pick our data sources based on some unique characteristic. It may be that we

want to collect data only from clients who drop out of treatment before completion.

Or we may want only data related to cross-cultural worker–client interactions. When

it is possible to decisively identify conditions or characteristics that define a subset of

data sources, it is not necessary to sample beyond it. In other words, it is not necessary

to sample from all units when the data of interest are possessed by only a select few.

Probability sampling

Sampling procedures in

which every member of a

designated population has 

a known chance of being

selected for a sample.

Nonprobability sampling

Sampling procedures in

which all of the persons,

events, or objects in the

sampling frame have an 

unknown, and usually 

unequal, chance of being 

included in a sample.
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Box 10.1 Types of Probability Sampling Strategies

Simple Random Sampling

Select each unit included in the sample using a chance procedure (e.g., rolling dice,
picking random numbers, or flipping a coin).

Systematic Random Sampling

1. Determine the total number of units in a population (e.g., N = 400 client sessions).
2. Determine the desired sample size for the evaluation (e.g., N = 100 client ses-

sions).
3. Calculate the interval to select units; that is, divide the total number of units

by the desired sample size (e.g., 400/100 = 4, so every fourth session will be
selected).

4. Randomly select the starting point using a chance procedure (e.g., rolling dice)
to pick a number between 1 and 4 (e.g., 3).

5. Begin with session 3, and pick every fourth one thereafter (e.g., 003, 007, 011,
up to session 399).

Stratified Random Sampling

1. Identify the variables or strata relevant to the evaluation (e.g., African American,
Caucasian, and Latino community members).

2. Determine the percentage of each variable category in the population (e.g.,
African American, 28%; Caucasian, 60%; and Latino, 12%).

3. Determine the total sample size (e.g., N = 100).
4. Calculate the strata totals (e.g., 28% of 100 = 28 African American, 60% of 100 = 60

Caucasian, and 12% of 100 = 12 Latino).
5. Use simple random sampling procedures to select units for each strata until all

totals are filled.

Cluster Sampling

1. Determine the sample size (e.g., N = 250).
2. Determine the percentage of each variable category in the population (e.g.,

African American, 28%; Caucasian, 60%; and Latino, 12%).
3. Use simple random sampling to select a portion of clusters (e.g., 40 residential

blocks).
4. Calculate the number of units within the selected clusters (e.g., 10 homes per

block = 400 units).
5. Use random sampling procedures to select 250 homes from 400.



Nonprobability sampling strategies aim to produce quality firsthand data from

sources that share something in common. They are often used when an evaluation

question seeks a fuller understanding of the dynamics of a particular experience or

condition rather than to generalize the characteristics of a sample to the larger sam-

pling frame from which it was drawn. This latter aim is achieved by using probabil-

ity sampling methods.

When is it necessary to use sampling strategies in an evaluation plan? Sampling

strategies or tools can effectively address the following problems that are common-

place in all types of evaluations:

• The sampling frame is so large that data cannot realistically be collected from

every unit (e.g., needs assessment of a community of 10,000 people, or a pro-

cess evaluation of daily worker–client interactions in an institutional setting).

Purposive sampling

A nonprobability sampling

procedure in which 

individuals with particular

characteristics are purposely

selected for inclusion in the

sample; also known as 

judgmental or theoretical

sampling.
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Box 10.2 Types of Nonprobability Sampling Strategies

Convenience or Availability Sampling

Include the nearest or most available units.

Purposive Sampling

Include units known or judged to be good data sources based on some theoretical
criteria.

Quota Sampling

1. Identify variables relevant to the evaluation (e.g., gender and age).
2. Combine the variables into discrete categories (e.g., younger female, younger

male, older female, and older male).
3. Determine the percentage of each category in the population (e.g., 35% younger

female, 25% younger male, 30% older female, and 10% older male).
4. Determine the total sample size (e.g., N = 200).
5. Calculate quotas (e.g., 35% of 200 = 70 younger females, 25% of 200 = 50 younger

males, 30% of 200 = 60 older females, and 10% of 200 = 20 older males).
6. Select the first available data sources possessing the required characteristics

until each quota is filled.

Snowball Sampling

1. Locate a small number of data sources in the population of interest.
2. At the same time that data are collected from these sources, ask them to identify

others in the population.
3. Contact the newly identified data sources, obtain their data, and request addi-

tional data sources from them.
4. Continue until the desired sample size is obtained.



• Previous efforts to include all units in a sampling frame have failed (e.g.,

client response rate to satisfaction surveys is low, or client records are volu-

minous and not systematically organized).

• Only data sources with unique characteristics are desired (e.g., practitioners

who balance their workload well, clients who successfully complete treat-

ment, or client reports that influence courtroom decisions).

• Program resources are limited and can support data collection from only a

portion of the sampling frame (e.g., program costs for evaluation are limited,

or the program only employs one or two practitioners who are responsible

for data collection).

• Multiple data sources are desired (e.g., data are collected from clients, work-

ers, and/or records).

DATA COLLECTION METHODS

Data sources supply data, but data collection methods are concerned with the man-

ner in which data are obtained. Data collection methods consist of detailed plans of

procedures that aim to gather data for a specific purpose—that is, to answer our

evaluation questions. No matter what data collection method is used, we want to de-

velop protocols that will yield credible data. That is, we want our data to be judged

as accurate and trustworthy by any reviewer.

It should be clear by now that how an evaluation question is stated guides the selec-

tion of the data collection method(s). As discussed earlier, we do not want to subscribe

to a data collection method before we know our evaluation questions. To do so risks col-

lecting a flurry of data that in the end are worthless. Put simply, the combination of data

sources and data collection methods chosen can influence the nature and type of data

collected. Having well-thought-out and meaningful evaluation questions before we

reach for our data collection tools helps to steer us clear of the disaster that can come

when evaluation plans drift apart from an evaluation’s purpose. There are many ways to

collect data, as displayed in Table 10.3. Like all things in life, each data collection method

also has its advantages and disadvantages when it comes to colleting data.

How we go about collecting data to answer evaluation questions depends on

many practical considerations—such as how much time, money, and political sup-

port is available at the time of the study. Political factors affecting an evaluation study

are discussed in Chapter 15. For now, it is enough to say that, given the resource lim-

itations affecting most programs and the importance of a program’s developmental

history, it is worthwhile to explore existing data before making data collection plans.

In the vast majority of evaluations, existing data are not adequate to answer

current evaluation questions, and new data must be collected. For comprehensive

coverage, an evaluation ought to use multiple data sources and data collection

methods—as many as are feasible for a given program.

Data collection methods

The various ways in which

data can be collected, such

as surveys (i.e., telephone,

mail), participant observa-

tions, interviews, secondary

analyses, and document

reviews.
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Questionnaire (General) A paper and pencil method for ob-
taining responses to statements or
questions by using a form on which
participants provide opinions or fac-
tual information.

• Relatively inexpensive, quick way
to collect large amounts of data
from large samples in short
amount of time

• Convenient for respondents to
complete

• Anonymity can result in more
honest responses

• Questionnaires are available

• Well suited for answering ques-
tions related to “What?”
“Where?” and “How many?”

• Limited ability to know if one is
actually measuring what one in-
tends to measure

• Limited ability to discover mea-
surement errors

• Question length and breadth are
limited

• No opportunity to probe or pro-
vide clarification

• Relies on participants’ ability to
recall behavior, events

• Limited capability to measure dif-
ferent kinds of outcomes

• Must rely on self-report

• Not well suited to answering
questions related to “How?” and
“Why?”

• Difficult with low-literacy groups

One-to-One Interview—General An interaction between two people
in which information is gathered rel-
ative to respondent’s knowledge,
thoughts, and feelings about differ-
ent topics.

• Allows greater depth than a
questionnaire

• Data is deeper, richer, has more
context

• Interviewer can establish rapport
with respondent

• Interviewer can clarify questions

• Good method for working with
low-literacy respondents

• Higher response and completion
rates

• Allows for observation of non-
verbal gestures

• Requires a lot of time and per-
sonnel

• Requires highly trained, skilled
interviewers

• Limited number of people can
be included

• Is open to interviewer’s bias

• Prone to respondents giving 
answers they believe are “ex-
pected” (social desirability)

• No anonymity

• Potential invasiveness with 
personal questions

Table 10.3 Common Data Collection Methods Used to Evaluate Social Service Programs

Data Collection Method Description Advantages Disadvantages



One-to-One Interview—
Unstructured

Totally free response pattern; allows
respondent to express ideas in own
way and time.

• Can elicit personal information

• Can gather relevant unantici-
pated data

• Interviewer can probe for more
information

• Requires great skill on part of 
interviewer

• More prone to bias in response
interpretation

• Data are time-consuming to 
analyze

One-to-One Interview—
Semistructured

Limited free response, built around
a set of basic questions from which
interviewer may branch off.

• Combines efficiency of struc-
tured interview with ability to
probe and investigate interest-
ing responses

• Cannot do true exploratory 
research

• Predetermined questions limit
ability to probe further

One-to-One Interview—Structured Predetermined questions, often
with structured responses.

• Easy to administer

• Does not require as much train-
ing of interviewer

• Less ability to probe for addi-
tional information

• Unable to clarify ambiguous 
responses

Focus Group Interviews with groups of people
(anywhere from four to 12) selected
because they share certain charac-
teristics relevant to the questions of
study. Interviewer encourages dis-
cussion and expression of differing
opinions and viewpoints.

• Studies participants in natural,
real-life atmosphere

• Allows for exploration of unan-
ticipated issues as they are dis-
cussed

• Can increase sample size in qual-
itative evaluation

• Can save time and money

• Can stimulate new ideas among
participants

• Can gain additional information
from observation of group 
process

• Can promote greater spontane-
ity and candor

• Interviewer has less control than
in a one-to-one interview

• Data is sometimes difficult 
to analyze

• Must consider context 
of comments

• Requires highly trained
observer-moderators

• Cannot isolate one individual’s
train of thought throughout

continued



Phone Interview One-to-one conversation over 
the phone.

• Potentially lower cost

• Anonymity may promote greater
candor

• Not everyone has a phone

• Unlisted numbers may present
sampling bias

• No opportunity to observe non-
verbal gestures

Participant Observation—General Measures behaviors, interactions,
processes by directly watching 
participants.

• Spontaneous quality of data that
can be gathered

• Can code behaviors in a natural
setting such as a lunchroom 
or a hallway

• Can provide a check against dis-
torted perceptions of partici-
pants

• Works well with a homogeneous
group

• Good technique in combination
with other methods

• Well suited for study of body lan-
guage (kinesics) and study of
people’s use of personal space
and its relationship to culture
(proxemics)

• Quantification and summary 
of data is difficult

• Recording of behaviors and
events may have to be made for
memory

• Difficult to maintain objectives

• Very time-consuming and 
expensive

• Requires a highly trained 
observer

Participant Observation—
Participant as Observer

Evaluator’s role as observer known
to the group being studied and is
secondary to his or her role as par-
ticipant.

• Evaluator retains benefits of par-
ticipant without ethical issues at
stake

• Difficult to maintain two distinct
roles

• Other participants may resent
observer role

• Observer’s presence can change
nature of interactions being 
observed

Table 10.3 (continued)



Participant Observation—Observer
as Participant

Evaluator’s observer role known and
his or her primary role is to assess
the program.

• Evaluator can be more focused
on observation role while still
maintaining connection to other
participants

• Evaluator is clearly an outsider

• Observer’s presence can change
nature of the interactions being
observed

Participant Observation—Complete
Observer

Evaluator with no formal role as par-
ticipant; is a silent observer; may
also be hidden from the group or in
a completely public setting where
his or her presence is unnoticed and
unobtrusive.

• More objective observations
possible

• Evaluator is not distracted by
participant role

• Evaluator’s observations do not
interfere in any way with the
group’s process if his or her pres-
ence is hidden

• If evaluator’s presence is known,
it can inhibit or change interac-
tions of participants

• If evaluator’s presence is hidden,
it raises ethical questions

Document Analysis Unobtrusive measure using analysis
of diaries, logs, letters, and formal
policy statements to learn about the
values and beliefs of participants in
a setting or group. Can also include
class reviews, letters to teachers, let-
ters from parents, and letters from
former students to learn about the
processes involved in a program
and what may be having an impact.

• Diaries reduce problems of
memory relating to when, where,
with whom

• Provides access to thoughts and
feelings that may not otherwise
be accessible

• Can be less threatening to partic-
ipants

• Evaluator can collect and analyze
data on own schedule

• Relatively inexpensive

• Quality of data varies between
subjects

• Diaries may cause change in sub-
jects’ behaviors

• Not well suited for low-literacy
groups

• Can be very selective data

• No opportunities for clarification
of data

continued



Historical Data Analysis of historical data is a
method of discovering, from records
and personal accounts, what hap-
pened in the past. It is especially
useful for establishing a baseline or
background of a program or of par-
ticipants prior to measuring out-
comes.

• Baseline data can help with in-
terpretation of outcome findings

• Can help answer questions
about why a program is or is not
successful in meeting its goals

• Provides a picture of the broader
context within which a program
is operating

• Can be difficult to obtain data

• Relies on data that may 
be incomplete, missing,
or inaccurate

• May rely on participant’s selec-
tive memory of events and 
behaviors

• Difficult to verify accuracy

Table 10.3 (continued)

Archival Data Analysis of archival data from a soci-
ety, community, or organization. Can
include birth rates, census data, pur-
chase data, and number of visits to
hospitals.

• More accurate than self-report • Not all data is available or fully
reported

• Difficult to match data geo-
graphically or individually



There are various data collection methods available, and each one can be used

with a variety of data sources, which are defined by who (or what) supplies the data.

As discussed previously, data collection methods are concerned with either existing

or new data.

Obtaining Existing Data

Given that existing data are previously recorded, they can be used to address ques-

tions that have an historical slant. Existing data can be used to profile recent and past

characteristics or patterns that describe communities, clients, workers, or program

services. For example, we may be interested in knowing the past demographic char-

acteristics of a community, or a synopsis of worker qualifications for recent employ-

ees, or the general service trends of a program since its beginning.

When existing data are used, the method of data collection is primarily con-

cerned with detailing the steps taken to assemble relevant materials. In other words,

what are the rules for including or excluding existing data? The challenge of gather-

ing existing data is in recovering old documents or artifacts that may not be easily

accessible. It may be, for example, that program start-up events were recorded but

they are in the possession of a former employee, or that client records are sealed by

court orders. It may also be that there are no existing data because none was ever

recorded. Existing data can be found in (1) documents and reports, and (2) data sets.

Documents and Reports

Reviewing existing documents is a process whereby we examine data that have been

previously analyzed and summarized. In other words, someone has already studied

the raw, or original, data and presented his or her interpretations or conclusions. Ex-

amples of such materials include published research studies, government docu-

ments, news releases, social service agency directories, agency annual reports, client

reports, and worker performance reviews.

The data available in existing documents and reports are typically presented in

either narrative or statistical form. Existing narrative data are presented as words or

symbols that offer insight into the topic being addressed. Reading the last 10 annual

reports for a program, for example, can shed light on the program’s evolution. Ex-

amining training materials for workers can reveal strengths and weaknesses of pro-

gram services. Reviewing client files can provide strong clues about underlying

practice principles that drive client service delivery.

Existing statistical data involve numbers and figures that have been calculated

from original raw data. These data provide us with information about specific client

or program features in a summarized form. The most recent program annual report,

for example, may state that client racial makeup is 35 percent African American,

Existing statistical data

Data that involve numbers

and figures that have been

calculated from original raw

data.
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40 percent Caucasian, 15 percent Hispanic or Latino, and 10 percent other. Or it may

report that program clients, on average, received 10 more service hours compared

with clients from the previous year. These reports rarely include the raw data used to

formulate such summary statements, but they are informative.

By looking at what others have already done, we can save valuable time and

frustration—learning from mistakes made by others and avoiding unnecessarily

reinventing the wheel. Data and information gleaned from existing published re-

ports and articles provide us with a picture of how much attention our evaluation

questions have previously received, if any. Additionally, we can find out if other sim-

ilar evaluations or studies have taken place. If so, what did they find? What measure-

ment instruments were used, either successfully or unsuccessfully? In short, existing

reports provide a starting point from which to begin and refine current evaluation

plans.

Data Sets

Data sets, also called databases, store existing raw or original data and organize them

such that all data elements can be connected to the source that provided them. For ex-

ample, a typical client database for a program stores demographic data (e.g., age,

race, and gender) for each client. Because data in existing data sets were collected for

purposes other than answering our evaluation questions, they are called secondary

data.

Before we get ahead of ourselves, it is important to note that data sets or data-

bases can be manual or automated. Most social service programs use manual data

sets, which amount to no more than a collection of papers and forms filed in a folder

and then stored in a filing cabinet. In contrast, automated data sets store data elec-

tronically in computers. The format or setup of an automated database can mirror

its manual predecessors, but because of the power of computers, it is far more so-

phisticated and efficient.

Even though many social service programs are beginning to automate, old data

sets will likely remain in manual form until the day comes when an ambitious eval-

uator determines that the old data are needed to inform current evaluation ques-

tions. Whether manual or automated, databases can accommodate secondary data in

both narrative and statistical form. Two common data sets that evaluators can tap

into are census and client and/or program data sets.

Census Data. Census data are periodic summaries of selected demographic charac-

teristics, or variables, that describe a population. Census takers obtain data about

variables such as age, gender, marital status, and race. To obtain data in specific topic

areas, census takers sometimes obtain data for such variables as income level, educa-

tion level, employment status, and presence of disabilities. Census data are extremely

useful for evaluations in that they aim to compare a program sample with the larger

Data set

A collection of related data

items, such as the answers

given by respondents to all

the questions in a survey.

Census data

Data from the survey of an

entire population in contrast

to a survey of a sample.
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population. For example, is the racial or gender makeup of a program’s clientele

similar to that of the community at large?

Census data also are useful for providing a general picture of a specific popula-

tion at a certain point in time. The more data obtained during a census taking, the

more detailed the description of the population. The disadvantage of census data is

that they can become outdated quickly. Census surveys occur every 10 years and take

considerable time to compile, analyze, and distribute. In addition, they give only a

general picture of a population. The census, for example, provides data only on the

average age of residents in a community or the percentage of childless couples living

in a certain area. Although these data are useful for developing an average commu-

nity profile, they do not provide us with a clear idea of individual differences or how

the members of the community describe themselves.

Client and Program Data. More and more social service programs rely on client and

program data to produce reports that describe the services they provide. They most

likely use data taken from client and program records. Client data sets consist of

data elements that are collected as part of normal paperwork protocols. Intake

forms, assessments, progress reports, and critical incident reports all produce a

wealth of client data that range from client demographics to rates of treatment

progress.

Program data sets encompass various administrative forms that are part and parcel

of program operations. They include such things as time sheets, employee resumes and

performance evaluations, audit sheets, accreditation documents, training and supervi-

sion schedules, and minutes of meetings. Program data sets also yield rich data, includ-

ing variables such as number of clients served, worker demographics and qualifications,

type of service provided, amount of supervision and training, and client outcomes.

There are two problems associated with client and program data sets. First, the

data are often incomplete or inconsistently recorded. Because data collection oc-

curred previously, it is usually not possible to fill in missing data or correct errors.

Second, the data apply to a specific point in time. If program conditions are known

to change rapidly, then past data may no longer be relevant to present evaluation

questions. For example, social service programs that rely on workers to collect client

and program data and that suffer from high staff turnover rates are faced with the

problem that data collected by past workers may not be pertinent to present situa-

tions.

Obtaining New Data

Existing data provide us with general impressions and insights about a program, but

rarely can they address all questions of a current evaluation. As such, the activities of

an evaluation almost always involve the process of collecting new or original data.

Client data

Collected as part of the nor-
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Four basic strategies for collecting new data are: (1) face-to-face individual inter-

views, (2) surveys, (3) group interviews, and (4) observation.

Face-to-Face Individual Interviews

Individual interviews with data sources can produce new, or original, data about so-

cial needs, program processes, or program outcomes. Interviewing is a data collec-

tion method that requires us to identify, approach, and interview specific people who

are considered knowledgeable about our questions. Interviewees are sometimes re-

ferred to as key informants and can include various people: professionals, public offi-

cials, agency directors, program clients, and select citizens, minorities, to name a few.

Interviews can be formal, and they can use a structured interview schedule such

as the one presented for a needs assessment in Box 5.1 in Chapter 5. Overall, face-to-

face interviews with individuals are generally used to ask questions that permit

open-ended responses. To obtain more detailed data, we simply develop additional

questions to provide more structure and help probe for answers with more depth.

Question 4 in Box 5.1, for example, could be expanded so that key informants are

asked to consider past or present services, or gaps in services. Structured interview

schedules are used when we have some prior knowledge of the topic being investi-

gated and we want to guide data sources to provide us with particular kinds of in-

formation. On the other hand, when very little is known about our problem area, we

can use informal unstructured interviews to permit more of a free-flowing discus-

sion. Informal interviews involve more dialogue, which produces not only rich and

detailed data but also more questions.

Suppose, for example, we want to learn more from a group of community resi-

dents who stay away from using our social service program (needs assessment). We

might begin each interview by asking a general question: What keeps you from using

our social service program? Depending on the responses given, subsequent ques-

tions may focus on better understanding the needs of our interviewees, or on chang-

ing existing services to become more accessible. Both structured and unstructured

interviews rely on interviewer–interviewee interaction to produce meaningful data.

Surveys

The main goal of surveys is to gather opinions from numerous people to describe

them as a group. Such data can be collected using in-person or telephone interviews,

or via mailed surveys. Surveys differ from the structured and unstructured inter-

view schedules used in face-to-face data collection. Specifically, survey questions are

more narrow and yield shorter responses. Additionally, they do not rely on inter-

viewer skills to generate a response.

Creating survey questions that yield valid and reliable responses is a prickly

problem because it is a task that appears simple but is not. Consider the likely reac-

Interviewing

A conversation with

a purpose.
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tions of students if a teacher were to include a vague or confusing question on a class

test. Generally speaking, people do not like or do not respond to questions that do

not make sense or are presented ambiguously.

Whether surveys are conducted in-person, by telephone, or by mail depends on

several factors. Whatever is the given method of collecting data, all types of surveys

contain basic tasks in their implementation. Box 10.3 presents various tasks that

must be followed when sending a survey to clients, such as a mailed satisfaction with

services questionnaire.

Given that one of the major disadvantages of mail surveys is a low response rate,

we present the following strategies for increasing the number of respondents.
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Box 10.3 Basic Tasks in Implementing a Regular Client Survey Process

1. Identify the specific information needed.
2. Develop the questionnaire, with help from an expert if possible. Each question

included should provide information related to one or more of the outcome
indicators.

3. Decide when to administer the questionnaire. For example, if a program seeks to
help clients sustain an improved condition, then each client might be surveyed
6 or 12 months after completing the service. In other programs, clients could pro-
vide outcome information at the time the services are completed. Institutional-
ized clients might be surveyed periodically, for example, at one-year intervals.

4. Determine how the questionnaire will be administered. Common options in-
clude:

• Mail, if addresses are available and most clients are literate (a low-cost
method);

• Telephone interview, if clients have telephones (a more time-consuming and
expensive method);

• In-person interviews, which will likely be too costly unless the questionnaire
can be administered at the program’s offices; or

• A combination of these methods.

Consider low-cost incentives (free meals, movie tickets, or a chance to win a TV 
or other items) to improve the response rate.

5. Assign staff to track which clients should be surveyed and when, and to oversee
the survey administration and ensure completion, including arranging for sec-
ond or third mailings or telephone calls to nonrespondents.

6. Enter and tabulate survey information, preferably using a computer to prepare
reports.

7. Provide and disseminate easily understood reports to staff and interested out-
siders at regular intervals. Usually, it is not appropriate to report on the responses
of individual clients (and some programs may provide clients with a guarantee of
confidentiality).

8. Encourage use of the survey information to identify program weaknesses and
improvement needs.



• Include a cover letter stating the purpose of the evaluation with each mailed

survey. The letter confirms that all responses are confidential and is most ef-

fective when signed by a high-ranking official (e.g., program executive direc-

tor, minister, school principal, or politician).

• Use extremely clear and simple instructions.

• Include a stamped, self-addressed return envelope with the survey.

• Include free incentives to potential respondents (e.g., movie passes, fast-food

coupons, or a pencil with the agency logo).

• Send a follow-up letter to all respondents as a prompt to complete the survey.

• Offer respondents the opportunity to request the results of the evaluation.

Group Interviews

Conducting group interviews is a data collection method that allows us to gather the

perspectives of several individuals at one time. They are more complex than individ-

ual interviews because they involve interaction between and among data sources.

Three strategies for group interviews—presented from the least to most structured—

are open forums, focus groups, and nominal groups. The procedures for carrying

out each type of group interview are summarized in Box 10.4.

Open Forums. Open forums have the least structure of the three group interview

strategies. They are generally used to address general evaluation questions. Holding

an open forum involves inviting stakeholders to discuss matters of interest to our

evaluation. Open forums include such things as town hall meetings or phone-in ra-

dio talk shows. They simply provide a place and an opportunity for people to as-

semble and air their thoughts and opinions about a specific topic.

Open forums are generally most useful for gaining reactions or responses to

a specific event or problem. An executive director, for example, might hold an open

forum for all program stakeholders to announce plans to conduct a program evalu-

ation. The forum would provide stakeholders the opportunity to respond to the idea

as well as give input. The advantage of public forums is that they offer widespread

involvement. Their main disadvantage is that they tend to draw a deliberate and se-

lect group of people who have strong opinions (one way or another) that are not

necessarily shared by all.

Focus Groups. Focus groups aim to gather data for the purposes of exploring or testing

ideas. They consist of individuals who are reasonably familiar with the topic slated for

discussion but not necessarily familiar with each other. Focus groups involve an inter-

active discussion that is designed to gather perceptions about a predefined topic of in-

terest from a group of select people in an accepting and nonthreatening setting.

Conducting focus groups requires the skills of a group facilitator who sets the

ground rules for the group and helps to guide discussion. The facilitator, as a group

Focus group interview

A group of people brought

together to talk about their

lives and experiences in 

free-flowing, open-ended

discussions that usually 

focus on a single topic.
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leader, provides guidelines for the group process and aids the dialogue for group

members. Questions prepared in advance help to set the parameters for discussion.

Indeed, the questions presented earlier in Box 5.1 could be used to guide a focus

group for a needs assessment.
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Box 10.4 Group Interviewing Strategies and Procedures

Open Forums

• Identify the event or problem to be addressed.
• Allow individuals to spontaneously share responses and reactions.
• Record responses as given, without editing or discussion.

Focus Groups

• Develop open-ended questions.
• Provide an orientation or introduction to the topic of focus.
• Allow time for participants to read or review material if necessary (maximum 

30 minutes).
• Determine how data are going to be recorded (e.g., audiotape, videotape, obser-

vation, or note-taking).
• Have the facilitator begin with open-ended questions and facilitate the dis-

cussion.
• The four major facilitation tasks are

1. Prevent one person or a small group from dominating the discussion.
2. Encourage the quiet ones to participate.
3. Obtain responses from the entire group to ensure the fullest possible coverage.
4. Maintain a balance between the roles of moderator (managing group dynam-

ics) and interviewer.

• When the responses have been exhausted, move to the next question.
• Analyze data from the group.

Nominal/Delphi Method

• Develop open-ended questions.
• Provide six to nine people with a comfortable seating arrangement, preferably 

a circle.
• Procedures are to give overview of the group task, give each member a sheet

with questions on it (and room to record answers), instruct members NOT to talk
to each other, allow time for individuals to record responses privately.

• Use round-robin approach to list all answers from step 3. No discussion.
• Discussion focuses on clarifying what responses mean to ensure that everyone

has a common understanding of each response.
• Individually rank top 5 responses.
• Round-robin to list rankings.
• Brief discussion for clarification if necessary.



The main task of focus group facilitators is to balance group discussion such

that group members stay centered on the questions being asked but also stimulate

one another to produce more in-depth and comprehensive data. The results of a fo-

cus group may show similar and divergent perceptions of participants.

Nominal Groups. The nominal group technique is a useful data gathering tool for

evaluation because it provides for an easy way to collect data from individuals in a

group situation. The composition of a nominal group is similar to that of a focus

group in that it includes individuals who can answer a particular question of interest

but may or may not know each other. A nominal group, however, is far more struc-

tured than a focus group, and group interaction is limited. The nominal group pro-

cess involves members working in the presence of others but with little interaction.

Refer again to Box 10.4 for a summary of the steps for conducting a nominal group.

The most obvious advantage of a nominal group is collecting data from numer-

ous sources in an efficient manner. The nominal group process typically takes two to

four hours, depending on the size of the group and the number of questions asked.

Because of the game-like nature of the technique, participants can find the experi-

ence fun. When a cross section of group participants is recruited, the process can

yield a comprehensive response to evaluation questions.

Observation

Observation as a data collection method is different from interviewing and survey-

ing in that the data source watches a person, event, or object of interest and then rec-

ords what was seen. A major tenet of observation as a data collection method is that

it produces objective data based on observable facts. Two types are structured obser-

vation and participant observation.

Structured Observation. Structured observations occur under controlled condi-

tions and aim to collect precise, valid, and reliable data about complex interactions.

An impartial observer is trained to fix his or her eyes on particular persons or events

and to look for specifics. The observation can take place in natural or artificial set-

tings, but the conditions and timing of the observation are always predetermined.

The data recorded reflect the trained observers’ perceptions of what they see; and the

observers are not directly involved with the people or the event being observed.

For example, a program may want to set up observations of parent–adolescent

dyads to better understand how families learn to problem-solve together. The di-

mensions of problem solving are predefined such that the observer knows precisely

what to look for. It may be that the observer watches for each time the parent or

child verbally expresses frustration with the other as they work through a problem.

Another dimension of problem solving to watch for may be the degree of confidence

parents convey to their children at the beginning, middle, and end of the problem-
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solving exercise. To obtain objective data, the observer cannot be directly or indi-

rectly involved with the case being observed. In other words, workers and their su-

pervisors are not eligible to observe families who are in their caseload.

Another evaluation effort may seek to describe exemplary cross-cultural super-

vision practices. In this scenario, the observer follows a protocol to tease out super-

visory behaviors that demonstrate cultural competence. Once again, the rules for

observation and recording data are set out ahead of time, and the observer adheres

to these fixed guidelines. In this case, the observer records only observations related

to cultural competence and not general competence, for example.

Because structured observations rely on observer interpretation, it is useful to

capture the observation episode on videotape to allow for multiple viewing and

multiple viewers. Also, training observers to a level of unmistakable clarity about

what to watch for and what to document is essential, as presented in Box 10.5. The

more precise the protocols for structured observation, the more consistent the data.

Participant Observation. Participant observation differs from structured obser-

vation on two main features: The observer is not impartial, and the rules for obser-

vation are far more flexible. As participant to the event under scrutiny, the observer

has a vested interest in what is taking place. An executive director could be a partic-

ipant observer in a sobriety support group offered by her program, for example,
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Box 10.5 Basic Tasks in Implementing Regular 

Trained Observer Measurements

• Identify what specific data are wanted.
• Develop the trained observer rating guide.Test the guide with a number of raters

to make sure the rated items and rating categories are clear.
• Decide when the ratings will be made and how frequently they will be reported

during the year.
• Select and train the observers.
• Assign staff to oversee the process, including (a) making sure the ratings are

done on schedule, (b) periodically checking the ratings to make sure that each
trained observer is still providing accurate ratings. and (c) providing retraining
when necessary and training for new observers.

• Arrange for the ratings to be entered and tabulated, preferably electronically and
using a computer to tabulate that information and prepare reports. (In recent
years, many organizations have begun using handheld computers to record the
ratings.The use of such computers can greatly reduce data entry, tabulation, and
reporting time.)

• Provide and disseminate regular reports on the findings to staff and interested
outside organizations.The reports should be clear and understandable.

• Encourage use of the rating information to identify program weaknesses and
improvement needs.



given that she has influence in how the group is run and has a stake in the group’s

success.

The challenge for participant observers is to balance their dual roles so that

data are based on fact and not personal impressions. The benefit of participant ob-

servation is that members of group are in a better position to pick up subtle or cul-

tural nuances that may be obscure to an impartial viewer. Consider the scenario of

the parent–adolescent dyad working toward improving their problem-solving skills.

Choosing to use a participant observer such as the assigned worker or another family

member may well influence data collection. Specifically, an observer who is person-

ally known to the parent and adolescent can better detect verbal expressions of frus-

tration or parent behaviors displaying confidence than can a stranger.

Unlike structured observers, participant observers interact with the people

they are watching. In other words, the participant observer is free to have a dia-

logue with his or her research participants to verify observations and to check out

interpretations. Participant observer interviews are unique in their tone and how

they are carried out.

FITTING DATA COLLECTION TO THE PROGRAM

Program workers conduct most data collection for program evaluations. As a result,

it is necessary to choose data collection instruments that fit well within the normal

range of paperwork duties for workers. Feasible data collection methods possess

three qualities: (1) they are easy to use, (2) they fit within the flow of program oper-

ations, and (3) they are designed with user input.

Ease of Use

Data collection methods should help workers to do their jobs better, not tie up their

time with extensive paperwork. Data collection tools that are easy to use also mini-

mize the amount of writing that workers are expected to do and the amount of time

it takes to complete them. Data collection instruments that are easy to use develop

through a process of trial and error. Often other programs have already created

such instruments. Box 6.1 contains an example of an instrument that collects

client–practitioner data in an easy-to-use format.

When data collection instruments have not yet been created, program staff are

faced with developing their own. Suppose, for example, that we asked workers em-

ployed at a youth drug and alcohol counseling program to record their daily inter-

vention activities with clients by listing them out on a piece of paper. After reviewing

their written annotations, we note that the following activities were recorded: gave

positive feedback, rewarded youth for reduced alcohol consumption, discussed pos-
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itive aspects of the youth’s life, cheered youth on, and celebrated youth’s new job.

These descriptors all serve a common function—praise. Thus, for this group of

workers, we might create a single checklist item called “praise.”

Clearly, the checklist approach loses important detail that was captured by

workers in their handwritten notes, but a frequency of checklist items does give a

picture as to what type of activities are being used by workers. The point here is that

it is much easier for workers to check off items on a list than it is to record details of

every interaction with a client.

Appropriateness to the Flow of Program Operations

Data collection instruments should be designed to fit within the context of the social

service program, facilitate the program’s day-to-day operations, and provide data

that will ultimately be helpful in improving program operations and client service

delivery. Data that are routinely collected from clients ought to have both case-level

and program-level utility. For instance, if client intake forms have workers identify

client referral problems, then these data ought to have utility for client assessment

and intervention as well as value for describing typical referral problems of program

clientele. Data that are not used (i.e., not summarized or reviewed) should not be

collected in the first place.

Ideal data collection instruments serve multiple program functions. First, they

offer a record of case-level intervention that can be used to review individual client

progress. Second, components of the data collection instruments can be aggregated

to produce a program summary. Third, the instruments can be used as a principal

component of supervisory meetings. Finally, they can also inform case review dis-

cussion as they can convey the major client problems, treatment interventions, and

worker activities in a concise manner. Overall, data collection instruments that are

well integrated with program operations function to capture resourcefulness and 

innovativeness among workers; they do not thwart creativity by burying workers in

unreasonable paperwork expectations.

Design With User Input

It should be clear by now that the major users of data collection instruments are

line-level workers. Social workers often are responsible for gathering the necessary

data from clients and others. Therefore, their involvement in the development and

testing of the data collection instruments is critical. Workers can provide valuable

input in many areas. They can provide suggestions for formatting, procedures, and

use. Social workers who see the relevance of recording data will likely record more

accurate data than workers who do not. Regardless of what data collection methods
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and instruments are used, training is inevitable if data collection is to produce con-

sistent data.

DEVELOPING A DATA COLLECTION

MONITORING SYSTEM

The monitoring system for data collection is closely linked to administration and

supervision practices within a program. This is because program data are integral to

delivering client services. Data about a program’s background, client profile, and

staff characteristics can, more or less, be collected at one time period. These data can

be summarized and stored for easy access. Program changes such as staff turnover,

hours of operation, or caseload size can be duly noted as they occur.

In contrast, data that are routinely collected ought to be monitored and checked

for reliability and validity. Time and resources are a consideration for developing a

monitoring system. When paperwork becomes excessively backlogged, it may be

that there is simply too much data to collect, data collection instruments are cum-

bersome to use, or staff are not invested in the evaluation process.

Quality data collection requires several explicit procedures that need to be laid

out and strictly followed. Minimal training is needed for consistent data collection.

It is rather inefficient to train all social workers within a single program to collect

data. Alternatively, it is advisable to assign data collection tasks to a small number of

workers who are properly trained in the data collection effort. These individuals do

not necessarily have to have any background in evaluation procedures; they simply

need to have good interviewing skills and be able to following basic standardized

instructions.

A monitoring system also functions as a feedback loop for data collected; that is,

data collected are routinely shared with key stakeholders. Funders and policy makers

receive feedback from annual reports or, perhaps, new proposals. Program data may

also be disseminated more broadly, such as in an article in the local newspaper.

Developing a feedback system for internal stakeholders such as program ad-

ministrators and workers is absolutely essential. Making data available on a regular

basis helps to keep staff focused on the program’s goal and objectives and allows

them make incremental changes as needed. Discussing data can also stimulate im-

portant questions, such as, What activities best explain client progress? Or regress?

Are program services realistic? Are any client groups being ignored? When program

personnel have an opportunity to respond to data they have collected, program de-

velopment becomes much more purposeful and focused.
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SUMMING UP AND LOOKING AHEAD

This chapter covered some of the basic tools of evaluation—sampling and data col-

lection. These tools are used only after programs have developed their logic models

and articulated their evaluation questions. Evaluators can choose from numerous

sampling and data collection methods. The pros and cons of each must be assessed

in light of the unique context for each program. Ultimately, programs should strive

to collect data from firsthand sources. Additionally, data collection methods ought

to be easy for workers to use, fit within the flow of a program, and be designed with

user input.

RECAP AND ONLINE MATERIALS

In this chapter, you learned how to identify potential data sources and data collec-

tion methods in addition to how to obtain samples of them.

You should also recall the concept of sampling from your foundational research

course. If not, go online to take a free crash course in sampling.

You can also find the following materials online to help you master the concepts

you just learned:

• Chapter Outline

• Learning Objectives

• Key Terms and Concepts

• Flash Cards

• Practice Multiple-Choice Tests

• Essay Questions with Answers

• Links

www.oup.com/us/swevaluation

STUDY QUESTIONS

1. Imagine that you are asked to design an evaluation of your social work educa-

tion program. List all data sources that you might include to inform the evalua-

tion. What are the strengths and weaknesses of each? Identify the top three

sources that you would recommend for use in the evaluation.

2. A social service program aims to collect satisfaction data from every client (over

200 per year) at termination of services using a mailed satisfaction question-

naire. Unfortunately, only 20 percent of clients ever return the questionnaire.

How can random sampling be used to assist with this problem of low response
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rate? Given what you know about sampling, devise a strategy that might in-

crease the program’s response rate.

3. What are the advantages and disadvantages of using new data (and existing

data) in an evaluation?

4. You are asked to develop an evaluation plan to address the following question:

How do clients experience the intake process in a social service program? What

data collection method would provide the “best” data for this evaluation? Ex-

plain your choice.

5. Surveys are one of the most common data collection methods used in program

evaluation, but response rates are typically poor. Discuss strategies that an eval-

uator could use to increase the number of surveys that get returned.

6. What are the three different types of group interviews? Describe a program

evaluation situation that would be ideal for use for each type.

7. Observation, as a data collection method, relies on the observer to interpret

what he or she sees. What steps can observers take to minimize bias in their ob-

servations?

8. Discuss why it is important for data collection procedures to fit within the nor-

mal range of paperwork duties for workers in a social service program. What

problems are likely to occur if evaluation data result in an excessive amount of

paperwork?

9. What are three qualities of data collection methods that are considered feasible?

Give an example of each.

10. Discuss why a data collection monitoring system is important to an evaluation.
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DEVELOPING A DATA

INFORMATION SYSTEM

Data

Isolated facts, presented in

numerical or descriptive

form, on which client or pro-

gram decisions are based

Data information system

On a general level, the 

systematic collection and

storage of data that are 

subsequently analyzed and

reported.

Project approach to

quality improvement

Evaluations whose purpose

is to assess a completed or

finished program (or proj-

ect); complements the 

monitoring approach.

Monitoring approach to

quality improvement

An evaluation that aims to

provide ongoing feedback

so that a program (or proj-

ect) can be improved while it

is still underway; contributes

to the continuous develop-

ment and improvement of a

human service program.This

approach complements the

project approach.
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As we know, data collection is not an indiscriminate activity. In short, it is not

undertaken in the hope that the data collected will somehow be useful to some-

one in some place at some time. Data collection procedures must reflect a careful

analysis of information needs at all levels within the social service program and

should provide for the collection of useful data in the least disruptive, most econom-

ical and efficient manner possible.

The data collected for evaluations of all kinds can be loosely characterized as a

data information system. Within this system, specific data are collected, analyzed,

and reported. Of course, systems of any kind may function well or not so well. Some

evaluations are inadequately planned, resulting in a lack of coherence in data collec-

tion, analyses, and reporting. On the other hand, others are well planned and func-

tion well in that they collect the right data in a form that can be readily analyzed and

subsequently reported to the stakeholders.

The concept of a data information system applies whether the evaluation pro-

cess involves a project approach or a monitoring approach to quality improvement.
In a project type of situation, the information system will usually be active for a

shorter period of time—the duration of the project. As well, project evaluations tend

to be concerned with fewer variables, usually program outcomes, resulting in smaller

information systems. Conversely, in a monitoring situation, the evaluation system

will be active on an open-ended basis; it will also usually be concerned with a larger



number of variables, resulting in a larger information system. In particular, moni-

toring types of evaluations are more likely to include a larger number of process is-

sues than are project evaluations.

Whether an information system is created for a monitoring or a project evalua-

tion, it should be designed in a way that data collected at any stage are demonstrably

relevant to the decisions to be made. Data collected by front-line workers, for exam-

ple, should bear upon, in the first instance, the decisions they are required to make.

In other words, the data collected by workers must guide clinical decision making.

At the same time, these data must be capable of being aggregated in a manner that is

relevant to administrators and other stakeholders interested in outcomes. Essen-

tially, an effective information system should:

• Recognize that different data needs exist among different stakeholders

• Be capable of delivering needed information to all levels of stakeholders in

a timely manner and in a format usable at that level

Because we have emphasized the benefits of a monitoring approach to quality

improvement throughout this book, this chapter provides illustrations and examples

from monitoring situations. However, the discussion and illustrations do apply to

project-type evaluations as well.

STAFF MEMBERS’ ROLES IN DEVELOPING

A DATA INFORMATION SYSTEM

Designing, developing, and maintaining an effective information system is not only a

technical matter; social service issues also need consideration. Staff members, as human

beings, may have reactions that range from skepticism to resistance when faced with

the introduction of an information system. These reactions are related not only to the

personality and experience of the individual but also to the collective experience of the

workgroup and of the organization. Where recent experience includes reorganization,

restructuring, and questionable use of previous evaluation results, staff members will

understandably react with suspicion, if not outright hostility (Gabor & Sieppert, 1999).

Establishing and maintaining an information system requires the cooperation of

all program staff, from line-level workers through senior administrators. Inevitably,

much of the burden of data collection falls on the line-level workers. Involving them

in the planning and design of the information system helps to ensure that informa-

tion needs at the direct-service level will be met and that data can be collected with-

out undue disruption to service provision. Moreover, the involvement of line-level

workers helps to secure their cooperation and commitment to the evaluation process.

Administrators must contribute by committing the necessary resources for the

implementation of the system, including providing training and support. The design

and implementation of an information system is expensive. Computer hardware and
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software may have to be purchased, and consultation fees and training costs proba-

bly will be incurred. Providing adequate training and support to professional and

staff is a vital consideration. Training is particularly necessary if the new system in-

troduces computerization. Often, administrators will not hesitate to spend tens of

thousands of dollars on equipment but will skimp on training the personnel who are

to use it. This is shortsighted; as a general rule, administrators should expect to

spend at least one dollar for training for every dollar spent on equipment.

It is very important that an evaluation be carried out within an organizational cul-

ture that acknowledges that social service programs inevitably fall short of perfection.

The purpose of an evaluation is not to assign blame; it is to provide better services by

identifying strengths and limitations so that the former can be reinforced and the latter

corrected. An attitude of continuous learning and developing is the essence of the learn-

ing organization; the information system generates feedback that facilitates the pro-

cess. When the objective is improvement and development, and workers can see the

contribution of an effective information system to that objective, they are more likely

to cooperate and contribute to the effective functioning of that information system.

Establishing an Organizational Plan

As previously discussed, effective information systems are the result of careful plan-

ning and design as well as negotiation and compromise. Early involvement in the

planning of the system by front-line workers, administrators, and other relevant

stakeholders is important. Any data collection plan must take into account at least

three sets of needs:

1. Data collection must meet case-level decision-making needs, serving deci-

sions to be made immediately as well as those made throughout the client’s

progress within the program. Certain data, for example, are required at client

intake to decide whether to accept the referral. Once accepted, the client may

go through a formal assessment procedure, at which point further data likely

will be collected. Other stages of service provision will require yet more data.

The case-level information system should be designed to take advantage of

and build on existing data collection.

2. The system design must accommodate the program-level decision-making

responsibilities of the administrators and other stakeholders. To avoid the

creation of parallel evaluation systems at the case and program levels, the lat-

ter should be designed to make as much use of data collected for case-level

evaluation as is possible. This often entails the aggregation of case-level data.

3. Technical requirements of the system must also be considered. The system

will require certain types of data, formats, data collection procedures, and

analytic capabilities.
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CASE-LEVEL DATA COLLECTION

Perhaps the best way to decide what data are needed at the case level is to follow a

client through the program by way of a client case-flow analysis. Figure 11.1 presents

an example of a client flowchart illustrating the sequence of events in a child protec-

tion program. (See Figure 6.4 for an additional example.)

The beginning of the process is the referral. Suspected neglect or abuse may be

reported by a variety of people, including relatives, teachers, neighbors, and health

care workers. All referrals are immediately directed to the screening unit. Because

every allegation of child abuse must be looked into, at this point the two most rele-

vant pieces of data are the age and place of residence of the alleged victim. Within a

short period, a screening worker normally contacts the referring source as well as the

Client flowchart

Used to graphically display

how a client goes through

the program.
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Figure 11.1 Flowchart for a child protection program.



family to verify the complaint and to obtain further details. Based on this informa-

tion, the worker decides whether a full investigation is warranted. If so, an investi-

gating worker will likely interview the alleged victim and will probably also interview

relevant others.

As with every activity, each interview has a specific purpose. The purpose of

interviewing the alleged victim is fourfold:

1. To verify that the alleged abuse has in fact occurred

2. To ensure the immediate safety of the child

3. To determine whether treatment is needed

4. To determine what treatment would be best to inform the child and others

connected to the case about what will happen next

The investigating worker will conduct this interview on the basis of data collected by

the screening worker and will need data in the following general areas:

• Specific circumstances of the alleged abuse

• Specific circumstances in which it was disclosed

• Data about the child

• Data about the family

The screening form thus must be designed to incorporate these different data

needs. From a case-level perspective, then, the data collected at screening serves two

broad purposes:

1. To make a decision about whether further investigation is warranted

2. To provide the investigating worker with initial information data

Because a monitoring system is intended to provide needed and timely data to

staff members, and because front-line workers themselves will be in the best posi-

tion to know what data they need to help them in their decision making, front-line

workers should be involved in designing forms.

When the investigation is complete, the data are used to assess the degree of con-

tinuing risk to the child. On this basis, the worker determines whether further ser-

vices are required. Continuing cases are transferred from the screening unit to the

family services unit, where a worker is assigned to the family to coordinate protec-

tion and treatment functions. The family services unit worker then conducts a full

assessment based on the data provided by the investigating worker in the screening

unit as well as any additional data collected. The purpose of assessment is to develop

an in-depth understanding of the situation and of child and family needs so that an

appropriate intervention plan can be established. In other words, data collected dur-

ing assessment are used in making decisions about the client’s case plan.

As Figure 11.1 indicates, the case plan formulated may have both a protection

component and a treatment component. Practice objectives are established in relation

to both of these components, and data collected during service provision are used to
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assess the degree to which interventions are achieving practice objectives. Case-level

data will also be needed subsequently, in aggregated form, for program evaluation

purposes. Thus, when determining what data are to be collected for case-level evalu-
ation, it is important to take into consideration program evaluation needs..

Termination criteria for protection and treatment often differ. Protection work-

ers are likely to focus on the continuing safety of the child whereas treatment work-

ers may focus on family functioning. The family may therefore still be undergoing

treatment when protection services have been discontinued. Ultimately, when the

decision to terminate all services is made, the case can be closed.

As is evident, data collection is not a matter of randomly assembling whatever

data come to hand. The data collected in each phase should be fully and firmly

linked to the objectives of the particular phase, the decisions to be made during the

phase, and the data needs of subsequent phases. Insufficient data lead to poor deci-

sion making; overly profuse and irrelevant data result in a lack of clarity and unnec-

essary costs.

To ensure that there is adequate congruence between the data collected and the

decisions to be made, a data collection analysis can be undertaken. This analysis

lists, in chronological order:

1. The decisions to be made

2. The data needed to make each decision

3. The actual data collected

If there is a discrepancy between what is needed and what is being collected, data

collection protocols need to be revised.

PROGRAM-LEVEL DATA COLLECTION

Data collection at any program stage must be designed to fulfill the data needs of

both line-level workers and administrators alike. From the perspective of a multi-

program agency, for example, it is often useful to identify the main data collection

events for each program. Typically, a program collects data at intake, at every contact

with a client, and at termination. Other data collection events may be planned, de-

pending on circumstances and needs.

A specific plan for identifying the key data collection events for a family service

agency, for example, across five of its programs is presented in Figure 11.2. As you

can see, the agency has five programs. It has: an Information Program, an Education

Program, a Parent Support Program, a Counseling Program, and a Mediation Pro-

gram. Each cell marked with an “X” represents a major data collection event for

which a corresponding data collection instrument (or form) can be designed. In the

case of this agency, the four major data collection events are at client intake, assess-

ment, client contacts (intervention period), and termination.

Case-level evaluation

designs

Designs in which data are

collected about a single

client system—an individ-

ual, group, or community—

to evaluate the outcome of

an intervention for the client

system; also a form of ap-

praisal that monitors change

for individual clients; also

called single-system re-

search designs.
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In addition, two kinds of client outcome data relating to client satisfaction are

also included in Figure 11.2: (1) nonstandardized self-report data, and (2) standard-

ized self report data, The nonstandardized data could be collected via Figure 11.8,

for example, and the standardized data could be collected via Figures 9.1 and/or 9.2.

Once the information needs are identified, data collection forms can be designed for

each of these purposes.

To illustrate this point, consider the counseling program operated by the agency.

The service is funded by the Department of Social Services (DSS) to provide coun-

seling services to DSS clients with psychosocial problems who need more help than

the brief instrumentally oriented counseling of the DSS can provide. Figure 11.3

shows part of an intake form that new clients might complete in the center’s office

while they are waiting for a first interview.

Data Collection at Intake

The intake form is usually the first document in the client’s file. Of course, different

programs need different or additional data. A job-training program, for example,

will likely ask about jobs previously held, previous income, reason for present unem-

ployment, and participation in other job-training programs.

An individual intake form provides data for a case record, but it is not very use-

ful for program evaluation purposes unless the data are aggregated with other intake

forms. Figure 11.4 provides four simple tabular reports on the counseling service

compiled by aggregating the data from 200 individual client intake forms for the

month of January 2008. These reports are examples of information related to client

characteristics.

Figure 11.4 shows at a glance that 200 new clients were accepted into the pro-

gram during the month of January, 63 percent of whom were referred by DSS. The

Client satisfaction

A program variable that

measures the degree to

which clients are content

with various aspects of the

program services that they

received.
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Programs

Parent 
Forms Information Education Support Counseling Mediation

• Intake X X X X X
• Assessment X X
• Contact Notes X X X
• Termination X X X

• Self-Report Satisfaction
Nonstandardized X X X
Standardized X X X X X

Figure 11.2 Example of a data collection plan.



program is thus able to document the degree to which it is achieving one of its

maintenance objectives: providing services to clients referred by DSS. Equally im-

portant, if referrals from DSS fall short of objectives, staff members will be able to

spot this trend immediately and take steps to better meet the program’s mandate, or

perhaps to negotiate an adjustment of this mandate if new circumstances have

arisen. The point of importance is that monitoring provides ongoing feedback

that helps to ensure continuing achievement of a program’s mandate—to see clients

referred by DSS.

Contrast this with the situation of a program that undertakes occasional eval-

uations. By the time data indicating a problem with DSS referrals are analyzed
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Name: _________________________________________

Current Address: ________________________________

Telephone Number: _____________________________

• TYPES OF SERVICE SOUGHT (circle one number below):
1. Individual counseling
2. Couple counseling
3. Family counseling
9. Other (please specify _______________________________________________)

• SEX (circle one number below):
1. Male
2. Female

• BIRTH DATE _________________________

• REFERRAL SOURCE (circle one number below):
1. Self
2. Friends, family
3. Physician
4. Clergy
5. Department of Social Services
6. Other agency
9. Other (please specify _______________________________________________)

• REASONS FOR SEEKING SERVICES (circle one number below):
1. Marital problems
2. Family problems
3. Problems at school
4. Problems at work
5. Parent–child problems
6. Health problems
7. Substance abuse
8. Personal adjustment problems
9. Other (please specify _______________________________________________)

Figure 11.3 Example of a client intake form.



and reported, the problem will have existed for a period of time and is likely to

have serious consequences. In all likelihood, the program’s reputation among the

DSS workers will have suffered. The DSS may even have concluded that, because

this program is not providing adequate service, alternative services should be

contracted.
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Sex of Client

Sex Number Percent

Male 90 45
Female 110 55

Total 200 100

Age of Clients

Age Range Number Percent

10–19 30 15
20–29 78 39
30–39 42 21
40–49 28 14
50–59 12 6
60 + 10 5

Total 200 100

Referral Sources of Clients

Sources Number Percent

Self 8 4
Friends, family 12 6
Physicians 8 4
Clergy 10 5
DSS 126 63
Other agencies 28 14
Other 8 4

Total 200 100

Reasons Clients Requesting Services

Presenting Problems Number Percent

Marital problems 18 9
Family problems 40 20
Problems at school 28 14
Problems at work 12 6
Parent–child problems 30 15
Health problems 20 10
Substance abuse 22 11

Figure 11.4 Excerpts from a monthly intake report for January 2008 (from Figure 11.3).



The report also provides other useful data. Tables reporting the frequency dis-

tribution of the sex and age of new clients provide the data required to ensure that

the program is attracting the type of clients for whom it was established. Assume

that another one of the program’s maintenance objectives is to attract 100 adoles-

cents and young adults each month. Figure 11.4 indicates that 54 percent of new

clients are 29 years of age or under. These kind of data indicate that the program is

on the right track.

On the other hand, if an objective had been to provide services to a large num-

ber of senior citizens, data revealing that only 5 percent of new clients are 60 years of

age or over would be cause for concern (see Figure 11.4). A program is unlikely to

undertake extensive changes on the basis of data for one month, but if several con-

secutive monthly reports were to indicate that older people constitute only a small

percentage of new clients, staff may well conclude that a problem exists and needs

to be addressed.

Data Collection at Client Contact

The course of service provision can be followed by completing, after each session, a

client contact form, such as the one illustrated in Figure 11.5. The form is designed

to provide workers with the information they need to maintain a record of services

provided and also to provide data to the information system for evaluation pur-

poses. The form is designed for easy completion, using primarily a check-box format

for entering the data. At the end of the form, there is a space for the workers’ anec-

dotal notes, which may be made in the manner preferred by each worker. All but the

anecdotal information is designed to be ultimately transferred into the information

system. After identifying data for the client and worker are entered, the type of ser-

vice and service location are specified.

As discussed, these are the types of data that make it possible for service statis-

tics to be compiled and reported on a regular basis. In this case, counseling is the ser-

vice provided. Because the data are captured at this point, it will later be possible to

track the number of counseling sessions provided to the client. The record also

makes it possible to track the total number of counseling sessions provided within

the program and the agency. Similarly, noting the service location or whether the

service was provided by telephone will make it possible to generate a description of

services provided by location.

Quality standards were also identified as one possible focus of evaluation. The

present client contact form records data about whether the service was provided to

an individual or a larger unit within the family and also whether community re-

source suggestions were made. These data can later be compiled to provide a profile

of the client system to which services are provided and the number of community

resources suggested in this case. Because the agency had set objectives regarding
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• Date: January 15, 2008

• Worker: Mary Carnes

• Client Name: Jane Harrison

• ID Number: 144277

• Type of Service
__ Family support
__ Mediation
X Counseling
__ Interactive play
__ Other: __________________

• Service Location
__ Phone
__ Center
X School
__ Other

• Type of Contact
__ Individual: parent
__ Individual: child
__ Family
__ Couple
X Parent–child dyad
__ Collateral: ________________

• Community Resources Suggested
1. None
2. ___________________

3. ___________________

• Length of session, in minutes: 40

• Length of travel, in minutes: 25

• Measures

Objective Measure Score
Self-esteem Index of Self-Esteem 39

• Notes

Figure 11.5 Excerpts from a client contact form.



these standards, capturing the data on the client contact form tracks the extent to

which these standards have been met.

On this contact form, provision is also made for recording the length of the ses-

sion and the length of preparation, including travel time and paperwork. These data

reflect administrative needs. Management wanted to track the costs associated with

moving services out of the center and decided that, for a period of time, data should

be collected that would provide information about such costs. By tracking time

spent in travel and preparation, the additional costs related to moving services out of

the center can be easily determined.

Finally, the client contact form records the results of any measurements that

were completed during service provision. In this case, a practice objective was self-

esteem improvement, and Hudson’s Index of Self-Esteem was used as the measure.
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Client’s Name: _________________ Date (M-D-Y) ____ ____ ____

Client Identification Number: ____________________

CLOSURE DECISION WAS:

1. Mutual
2. Client’s
3. Worker’s
9. Other (specify __________________________)

REASON FOR CLOSURE:

1. Service no longer needed
2. Further service declined
3. Client stopped coming
4. Client moved
5. Referred elsewhere
9. Other (specify __________________________)

PRACTICE OBJECTIVES:

Objective Score Measuring Instrument

1.

2.

3.

4.

IS FOLLOW-UP REQUIRED?

1. Yes (if so, why )
2. No (if so, why not )

_________________________
_________________________

Figure 11.6 Example of a client termination form.



The current week’s score on the instrument, 39, is recorded for this practice objec-

tive. There is a provision for recording other scores, as well. These data can be used

to follow changes in practice objectives during the course of the intervention, can be

aggregated into monthly summaries (as shown at the bottom-half of Figure 11.7),

and, ultimately, can be employed in a pretest–posttest group evaluation design.

Data Collection at Termination

When the case is closed, a termination form is completed. On this form, data re-

garding the nature of termination as well as the final level of outcomes can be

recorded. Moreover, the need for any follow-up can also be noted. An example of

a client termination form is provided in Figure 11.6. Data from client terminations

can also be aggregated and summarized.

Figure 11.7 provides excerpts from a summary report of cases closed in the

counseling unit during one recent month. These data are the result of aggregating

data from clients’ intake and termination forms. Aggregating data in this manner
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Cases Terminated

Method of Termination Number Percent

Mutual consent 25 50
Client’s decision 18 36
Worker’s decision 7 14

Total 50 100

Average of Clients’ Practice Objectives

Practice Objectives Beginning End n

Self-esteem 61 42 12
Peer relations 57 37 4
Depression 42 27 4
Marital satisfaction 51 48 6
Clinical stress 47 41 9
Alcohol involvement 40 31 4
Partner abuse 52 42 1
Sexual satisfaction 66 60 5
Anxiety 52 41 5

Total 50

Note: All practice objectives are measured with Hudson’s Scales as reported in
Nurius and Hudson, 1993. High scores = higher levels of problem.

Figure 11.7 Excerpts from a monthly summary report of closed cases.



provides information that is very useful in understanding program functioning. We

can readily see, for example, that over a third (36 percent) of the clients who termi-

nated did so unilaterally.

Depending on the program’s norms, expectations, and past experiences, these

data may be considered problematic. If the data are further analyzed to learn more

about the termination process, program staff can determine whether unilateral ter-

mination is characteristic of any particular client group, such as males, older clients,

or clients with specific practice objectives. Such data are invaluable in diagnosing

the problem and deciding on program adjustments and modifications. Data from

subsequent reports will then shed light on the success of the measures adopted.

Data pertaining to specific client’s practice objectives are also useful. Compar-

ing the average practice objective score at the beginning with the average score at

termination for a group of clients provides data about net change achieved with re-

spect to each practice objective. Doing so takes the form, in research terms, of a one-

group, pretest–posttest design. Such designs make it possible to describe change but

allow only limited inferences about the cause of that change.

Of course, data in themselves do not tell the whole story. They are very useful

indicators, but their full interpretation requires careful attention to contextual vari-

ables and issues. For instance, it is possible that the relatively modest results achieved

with clients experiencing marital and family problems is attributable to factors other

than the way in which the program is designed and delivered. It may be that two of

the more experienced workers have been on leave for the past several months.

Perhaps one of these positions was covered by temporarily reassigning a less ex-

perienced worker while the other position was left vacant. Thus, during the preced-

ing several months, fewer marital counseling and family therapy hours may have

been delivered, by less experienced staff. This could obviously have affected client

outcomes. In general, interpreting the data resulting from evaluation requires con-

sideration of contextual variables and cannot be done purely on the basis of quanti-

tative results.

Data Collection to Obtain Feedback

Satisfaction with a social service program often becomes a focus for evaluation.

Thus, staff members depicted in the illustrations above have determined that it

would be useful to obtain feedback from program participants regarding various as-

pects of their satisfaction. Consequently, a satisfaction survey was developed, which

clients are asked to complete at the time of service closure. An example of a very

simple nonstandardized client satisfaction survey instrument is provided in Figure

11.8. Also see Figures 9.1 and 9.2 for standardized instruments for assessing clients’

satisfaction with the services they have received.

Again, such data are most useful when aggregated across clients. An excerpt
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from such an analysis is provided in Figure 11.9. As may be seen, a large majority of

clients consider the services helpful and the staff members supportive, and think

themselves better off as a result of services. As well, two thirds would recommend the

services to others, and about 68 percent indicate a high or very high level of overall

satisfaction with the program.

Staff members may react to summaries such as those shown in Figures 11.7 and

11.9 in a number of ways. They may resent that their work is being scrutinized, par-

ticularly if the monthly summary has been newly instituted. Where the results sug-

gest that there is room for improvement (which is often the case), they may be

uncertain of their own competence and, perhaps, feel that they are being judged. Al-

ternatively, or perhaps in addition, they may be alerted to the fact that they need to

modify their approaches to improve results.

Which of these feelings predominates depends to some extent on the way the in-

formation system was introduced to the practitioners. Workers who were consulted

about the system’s development, informed about its advantages, and involved in its

design and implementation are more likely to regard the monthly summaries as use-

ful feedback. Staff who were neither consulted nor involved are likely to regard them

with apprehension and resentment.

Equally important in shaping attitudes to monitoring is how the agency’s man-

agement uses, or abuses, the data generated. If the data are used in a judgmental, crit-

ical manner, staff are likely to remain skeptical and defensive about the monitoring
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Please provide us with feedback on our services by completing the following brief
questionnaire. For each question, circle one response.

• The services received were helpful:

Strongly Disagree Disagree Agree Strongly Agree

• Staff members were supportive:

Strongly Disagree Disagree Agree Strongly Agree

• I am better off as a result of these services:

Strongly Disagree Disagree Agree Strongly Agree

• I would recommend these services to others:

Strongly Disagree Disagree Agree Strongly Agree

• My overall satisfaction with these services is:

Low Moderate High Very High

• Comments or suggestions:

Figure 11.8 Example of a nonstandardized client satisfaction survey.
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The services I received were helpful.

Number Percent

Strongly Disagree 22 11
Disagree 36 18
Agree 94 47
Strongly Agree 48 24

Total 200 100

Staff members were supportive.

Number Percent

Strongly Disagree 18 9
Disagree 38 19
Agree 88 44
Strongly Agree 56 28

Total 200 100

I am better off as a result of these services.

Number Percent

Strongly Disagree 30 15
Disagree 46 23
Agree 98 49
Strongly Agree 26 13

Total 200 100

I would recommend these services to others.

Number Percent

Strongly Disagree 40 20
Disagree 30 15
Agree 74 37
Strongly Agree 56 28

Total 200 100

My overall satisfaction with these services is . . .

Number Percent

Low 24 12
Moderate 40 20
High 90 45
Very High 46 23

Total 200 100

Figure 11.9 Program level report of results from a client satisfaction survey (from data col-
lected via the form in Figure 11.8).



process. Where the data are regarded as useful feedback and are used in a genuine,

cooperative effort to upgrade and further develop services, workers will likely wel-

come such reports as tools that can help them—and the program—improve.

These considerations suggest that administrators should view evaluation data as

a means of assisting them in identifying areas for improvement and in identifying

factors in problems and difficulties. Obviously, this approach is far more likely to

evoke a positive response than one in which undesirable results signal the beginning

of a search to assign blame.

Administrators’ responsibilities do not, however, end here. To foster a truly pos-

itive environment for evaluation, administrators should not only be concerned with

pinpointing potential trouble spots but should also be committed to supporting

workers’ efforts to improve program effectiveness. These are key roles for an admin-

istrator of any social service organization.

DATA MANAGEMENT

Effective evaluation systems are powered by information gleaned from the data. As

programs become more complex, and as evaluation becomes an increasingly impor-

tant function, organizations require increasingly sophisticated data management capa-

bilities. Data management includes collection and recording; aggregation, integration,

and analyses; and reporting. These functions may be carried out manually, through the

use of computers, or through a combination of manual and computer-based methods.

Manual Data Management

Not long ago, most data management functions were undertaken manually. Data

collection forms were designed, completed in longhand or by typewriter, and filed,

usually in case files. The need to produce specific data—for example, looking at the

referral sources of all new cases in the last six months—usually entailed a manual

search of all new case files as well as manual aggregation and analyses of the data. Al-

though such a system could unearth the required data, the process was cumbersome

and labor-intensive.

As organizations found that they were called upon to generate certain types of

data on a regular basis, they developed methods for manually copying specific data

(e.g., referral sources, age and sex of client, and presenting problem) from client rec-

ords onto composite forms or spreadsheets. In this way, manually searching files for

the required data could be avoided. However, the composite forms or spreadsheets

were still analyzed manually. Although these procedures were an improvement, such

a system was limited not only because manual analyses were time-consuming but

also because they could provide only the data that had been identified for aggrega-

321CHAPTER 11 Developing a Data Information System



tion. A need for data other than that which had been included on the spreadsheet

still entailed a manual search of all relevant files.

Obviously, manual methods are labor-intensive and costly. They are also lim-

ited in their flexibility and in their capacity to quickly deliver needed data. It is not

surprising that, with the ready availability of powerful desktop computers, social

service organizations have increasingly turned to computer-based data manage-

ment systems.

Computer-Assisted Data Management

Computers can be used in both case-level and program-level evaluations. Because

computers increase the capacity for data management and make the process more

efficient, their use in recent years has dramatically increased.

Even so, at this time, few social service organizations rely entirely on computers

for data management. Usually, data management systems are a combination of man-

ual and computer-based methods. Manual functions, however, are decreasing, and,

correspondingly, computer-based functions are increasing. The trend is clear: Com-

puters are becoming increasingly important in evaluation. Typically, data are col-

lected manually through the completion of forms and measuring instruments. At

this point, the data are often entered into the computer, which maintains and man-

ages the data and carries out the required aggregation and analyses.

The computer can easily assist, for example, with the aggregation and analysis of

case-level monitoring data. Figure 11.7 illustrated this process, using the example of

an agency where workers routinely use standardized measuring instruments to track

changes in clients’ practice objectives. As may be seen, the computer has selected all

clients who had practice objectives related to self-esteem during a specified period of

time and calculated the average initial (Beginning) and final (End) self-esteem scores

for those clients. There were 12 clients in the group, and the average score for the

group dropped from 61 at the beginning of service to 42 at termination, a consider-

able decline in problems with self-esteem. In this instance, the data management ca-

pabilities of the computer readily allowed a one-group pretest–posttest evaluation

design to be carried out.

Further analyses can be conducted on these results to determine if the decline is

statistically significant. A variety of computer programs can rapidly carry out such

data analyses. This represents a major advantage over manual data analyses, as most

statistical computations tend to be complex, cumbersome, and time-consuming.

With today’s statistical software packages, the required computations can be easily

and accurately accomplished; indeed, more sophisticated procedures, prohibitively

time-consuming when done by hand, also become possible.

Similarly, the computer analysis can readily provide data on other points of

Data analyses

The process of turning data

into information; the process

of reviewing, summarizing,

and organizing isolated facts

(data) such that they formu-

late a meaningful response

to a research question.
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focus: service data, client characteristics, quality indicators, and client satisfaction.

As in the case of the outcome data discussed previously, computers can refine analy-

ses not only to provide data about the entire group but to answer more specific ques-

tions. A computer can easily select clients who received services in conjunction with

other family members (a quality indicator) and compare their outcomes with those

who received individual services. Similarly, data pertaining to two or more operat-

ing periods can be compared. These are just two examples of powerful analyses that

become possible through computers; the result is information that allows a deeper

understanding of programs and services.

There is a potential danger in the ready availability of such analytical power;

people who have little knowledge or understanding of data analyses or statistics can

easily carry out inappropriate procedures that may serve to mislead rather than in-

form. Nevertheless, when used knowledgeably, such statistical power makes more

incisive analyses possible.

Another group of software programs known as relational databases are also in-

creasingly being used in data management. As the name suggests, these programs

enable the linking of disparate data in a way that makes it possible to look at and un-

derstand data in different ways. Through linking the data contained on client contact

forms with information on intake and termination forms, for example, it may be

possible to analyze the relationship between initial presenting problems, the course

of service provision, and client outcomes. Virtually unlimited flexibility in analyzing

data is provided by such programs, which leads to an increasingly more sophisti-

cated understanding of programs, services, and their specific elements. Gabor and

Sieppert (1999) provide a detailed example of one such system.

Reporting

Regular reports provide continuous feedback, which is the essence of monitoring.

Essentially, reports provide the same data, updated for new cases, on a regular basis.

Examples of such reports are provided in Figures 11.4, 11.7, and 11.9.

As with other data management, computers are particularly useful in generating

such reports. Software packages used to conduct statistical analyses or to maintain

relational databases usually have provisions for repeating the same analyses. Basi-

cally, once a data analysis is specified, it can be run over and over again using up-

dated data and producing updated reports. Moreover, formats for reports containing

tables, graphs, and charts as well as headings and labels can also be specified in ad-

vance. Using computers, there is little limit to the number of reports that can be gen-

erated, making it possible to provide timely information, tailored to the needs of

staff members at all organizational levels. This, in turn, makes possible an ongoing,

organization-wide quality improvement process.
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A LOOK TO THE FUTURE

It is probably safe to predict that over the next few years computers will play an in-

creasingly important role in data management. With the ready availability of more

powerful computer hardware and software programs, it is likely that many organi-

zations will attempt to automate as much of their data management processes as is

possible.

One prominent area for automation is the data entry process. Laptop computers

make direct data entry feasible. Workers and clients will increasingly use electronic

versions of forms, instruments, and questionnaires, entering data directly into lap-

top computers. Although it may be hard to picture workers and clients in the social

services engaging in such activities, they are common practice in the business world.

It is only a matter of time until most people will have sufficient familiarity with

computers to feel comfortable in interacting with and entering data into them. Al-

ready, many people are doing so through automatic tellers, voice mail, and electronic

travel reservations.

Data entered directly into laptop computers will be electronically transferred

into the organization’s data management system, eliminating the need for complet-

ing paper copies and manually entering data into the system. This development will

not only make data management more accurate and efficient but will also make pos-

sible the creation of larger, more powerful systems.

Such developments are probably inevitable. Though some might regard them

with suspicion, computer-based information systems can be powerful tools in the

service of quality improvement efforts. Ultimately, the technology represented by

computerization is, in itself, neither good nor bad. Like any technology, it can be

used well but it can also be misused. Clearly, evaluators and social service profes-

sionals alike will need to keep a close eye on such developments and ensure that

computer use is congruent with professional values and ethics.

SUMMING UP AND LOOKING AHEAD

This chapter stressed that the development of an information system in an existing

social service program requires the full cooperation of both line-level workers and

administrators. Front-line workers have an important role to play in the design and

development of the system. Administrators must be prepared to provide training,

support, and resources in addition to demonstrating that the monitoring system is

intended to improve the program, not to assign blame.

The following chapter builds upon this one in that it presents how to use graph-

ics when reporting data from a program evaluation.
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RECAP AND ONLINE MATERIALS

In this chapter, you learned how to identify and use data that can be used in social

work data information systems.

You should also recall the concept of using computers to sort and manage data

from your foundational research course. If not, go online to take a free crash course

in computers.

You can also find the following materials online to help you master the concepts

you just learned:

• Chapter Outline

• Learning Objectives

• Key Terms and Concepts

• Flash Cards

• Practice Multiple-Choice Tests

• Essay Questions with Answers

• Links

www.oup.com/us/swevaluation

STUDY QUESTIONS

1. Data information systems contain data that ultimately will answer questions

raised by various stakeholder groups. Identify five generic questions that might

be asked of a social service program. Given your questions, what data (or vari-

ables) must be included in a program’s data information system?

2. Imagine that you are the evaluator hired to set up a data information system for

your social work education program (bachelor’s or master’s degree level). Name

the different stakeholder groups that you would consult. Identify key data (or

variables) that each stakeholder group would likely insist on including in the

system. (Hint: Think of likely questions that would be of interest for each stake-

holder group.)

3. Review the list of stakeholder groups that you identified in the previous ques-

tion. Rank the groups in order, starting with the group that you believe should

have the most say-so with respect to what data ought to be included in the data

information system. What rationale can you offer for your rankings? Do other

students in your class agree or disagree with your rankings and rationales?

4. This chapter stresses that program-level and case-level data information sys-

tems ought to parallel each other in any given program. How do parallel sys-

tems benefit program administrators, program workers, and clients? What

problems are likely to occur for each of these stakeholder groups when program

and case-level data information systems are unrelated?
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5. Look at the flowchart presented in Figure 11.1. Identify a case-level question at

each step in the chart that would assist you in monitoring an individual client’s

progress. Identify a program-level question at each step in the chart that would

assist you in monitoring overall client progress (i.e., all clients).

6. Intake forms are common to most social service programs. Identify generic data

(or variables) that would likely appear on such a form. What case-level decisions

could you make with these data, if any? What program-level decisions could you

make with these data, if any?

7. A social worker exclaims, “There is no point in collecting data from clients at

termination because the feedback will not be used to benefit their individual

cases.” Explain why you agree or disagree with this statement. Compare your an-

swer with those of other students in your class.

8. Look at the excerpt from a summary report presented in Figure 11.7. What ques-

tions does the information presented in the figure raise for you? Is it possible to

make recommendations for program development based on the numbers pre-

sented? Why or why not? Discuss your answers with other students in your class.

9. Compare Figure 11.8 with Figures 9.1 and 9.2. Which client satisfaction survey

would you use? Why?

10. Discuss the reasons why it is better to use standardized measures within a data

information system than nonstandardized ones. You may need to reread Chap-

ter 9 and look into the references at the end of this chapter before answering this

question.
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USING GRAPHICS TO REPORT

EVALUATION DATA

Information

The interpretation given to

data that have been col-

lected, collated, and ana-

lyzed. Information is used to

help in the decision-making

process and should not to

be confused with data.

Information anxiety

A feeling attributable to 

a lack of understanding 

of information, being over-

whelmed by the amount of

information to be accessed

and understood, or not

knowing if certain informa-

tion exists.

Graphics

Visual elements that 

supplement type to make

printed messages clearer 

or more interesting.
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People “consume” information in different ways and presenting information

graphically can help clarify evaluation results. One of the best ways to clarify

evaluation results is through simple graphics—bar charts, pie charts, illustrations,

and photographs. They can simplify complex information, emphasize key points,

and create a picture of the data. Graphics can also tell a story, showing proportions,

comparisons, trends, geographic and technical data and, in the case of photographs,

putting a “human face” on a project.

This chapter provides a brief overview of how to choose among common types

of graphics and ensure that they accurately represent the data derived from a pro-

gram evaluation. Why use graphics to present evaluation results? Before choosing

a graphic to illustrate evaluation results, ask the following questions:

• What is the purpose of this report?

• Who will use the information?

• What are the key messages for this audience?

Think about the types of graphics readers are used to seeing. For example, are

members of the general public ready for a complex line graph showing trends or will

a simpler graphic do a better job of helping them understand the main points? Using

graphics may not always be the best approach. Ask yourself whether readers will take

time to decipher complex pie charts with multiple categories or whether a simple



Table 12.1 When to Use Common Graphics

Type When to Use Tradeoffs Tips

Bar Chart Versatile and good for comparisons. Units on y axis (vertical axis) can • Label the horizontal (x) and vertical (y) axes.
Relatively easy to construct. sometimes be too small to show • Use as few bars or lines as possible (maximum 6 bars or 

meaningful differences. 3 lines).
Line Graph Useful for showing trends and Too many data lines can confuse. • Emphasize one aspect of the data by changing a bar’s

differences between groups. color or texture.
• Clarify values by adding value labels at the top of the bar.
• Label lines on line graphs, and, if possible, use different 

colors.
• Use gridlines, horizontal lines across the chart, beginning

at each interval on the vertical axis.

Pie Chart Shows proportions (percentages) Too many categories can mislead. Not • Use six or fewer slices.
of a whole. ideal for showing trends. • Use contrasting colors, shades of gray, or simple patterns 

to increase readability.
• Label the slices.
• Emphasize a certain piece of data by moving its slice out

from the circle.

Illustration Conveys lots of information in a May take up a lot of space. Complex • Position the title above the illustration.
(Examples: small space. Shows technical and illustrations may not photocopy well. • Keep illustrations simple. If the illustration needs a lot of 
Diagrams, geographic data. explanation, it is probably too complicated for an 
maps, illustration.
drawings) • Provide ample white space around and within the

illustration

Photograph Adds a “human face” to data. May be costly. Sometimes difficult to • Get written permission to take the picture as well as 
Captures before-and-after pictures take high-quality photos. Can take up permission to use the photo in a publication.
of a program or intervention. a lot of space in a report. May not • Figure out ahead of time what you want to photograph 

photocopy well. and how pictures will be used.
• Use several photographers to capture multiple

perspectives.



table will do the trick. After glancing over Table 12.1, you need to remember three

rules for presenting data using graphics:

1. Keep it simple.

2. Choose a graphic that communicates the most important message.

3. Don’t assume people will read text that accompanies a graphic.

This chapter does not provide exhaustive rules on how to present data graphi-

cally. It does, however, offer guidelines on how to choose the most appropriate

graphic to communicate data to different audiences.

CHARACTERISTICS OF AN EFFECTIVE GRAPHIC

Graphics that use data will benefit from several key elements, illustrated in the sim-

ple bar chart as presented in Figure 12.1. In this example, the title clearly states the

units of analysis (Williams County and Wisconsin worksites), the statistic used to

describe the data (percentage), and the dates data were collected (2001). The note

draws attention to information sources.

Audiences who do not regularly consume technical information may find that

these details clutter the graphic. However, be prepared to answer questions about

sampling and analysis methods, and include a description of the methods in written

reports.
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BAR CHARTS

Bar charts show comparisons and are relatively easy to construct. Take a moment to

study the bar chart depicted in Figure 12.1. What does it show you? What do you con-

clude? What questions does the chart prompt? Depending on the audience, this bar chart

may require more information about methods used, such as the sampling process that

was used to collect the data. Notice that the note says worksites are defined the same way

in these two studies, making their findings comparable. However, if this was a chart on

smoking prevalence among youth, the findings would not be comparable. That’s because

the Williams County survey defines youth as between 11 and 18, while the statewide sur-

vey defines youth as younger than 21. A few simple steps make the chart less cluttered:

• Value labels (percentages listed above the bars) add precision.

• The title uses precise language. “Worksites that ban smoking indoors” is less

ambiguous than “worksites that have smoking policies.”

• Gridlines add depth and dimension, helping readers see the difference be-

tween each bar of data.

• Although the y-axis data label may seem redundant, it ensures that readers

know what the values mean.

PIE CHARTS

Pie charts show proportions of a whole. The pie chart depicted in Figure 12.2 gives

a breakdown of restaurant smoking policies in Ozaukee County. With only the in-

formation in the graphic, readers may wonder whether this survey represents all

restaurants in the county, only restaurants that responded to the survey, or restau-

rants that include bars. To avoid confusion, supplement the graphic with informa-

tion about sampling methods, response rates, and limitations of results.

LINE GRAPHS

Line graphs such as the one shown in Figure 12.3 show trends over time. They also

show the ways groups differ over time. For example, lines on the graph may show that

behavior patterns between two or more groups converge, diverge, or stay the same. Fig-

ure 12.3 is a line graph that shows that, between September 2001 and November 2002,

teen involvement in the Williamsburg Fight Against Corporate Tobacco (FACT) group

increased. Not surprisingly, the graph tells us that fewer teens were involved over the

summer and that membership increased significantly when the school year began. Tes-

timonials from teens involved in the program from the beginning might help tell the

story of what they gained from their participation. Combining quantitative and quali-

tative data can tell a powerful story about community change and the forces behind it.

Bar chart

A chart used to graphically

summarize and display the

differences between groups

of data.

Pie chart

A circle graph used for com-

paring the parts of a whole

with the whole.The area of

the circle represents the

whole, and the areas of 

the sectors of the circle 

represent the parts.

Line graphs

Graph that uses connected

data points to plot the rela-

tionship between two or

more variables.
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ILLUSTRATIONS

Illustrations can convey a lot of information in a small space. They can also convey

technical information and geographic references. The illustration in Figure 12.4 was

created using the “Drawing” toolbar in Microsoft Word. It shows a map of tobacco

retailers and advertisements within a mile of a high school and a middle school. For

Illustrations

Line art, photos, and other

graphic images used in

printed material.
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parents and administrators, this illustration tells a compelling story about the pres-

ence of the tobacco industry in their children’s daily environment. Text or oral ex-

planations accompanying this illustration might explain how “Ad Watch” was

conducted and how “tobacco retailer” and “tobacco advertisement” were defined.

Another map a year or two later might show a decrease in the number of locations

that advertise tobacco by crossing out the squares on the illustration.

PHOTOGRAPHS

Photographs often convey information better than text. They can show what hap-

pens before and after a program intervention, such as the number of tobacco ads in

front of a store before and after an Ad Watch campaign. The example in Figure 12.5

combines text with a picture showing how and where tobacco products are placed in

retail spaces. Text without a photograph would not convey such a powerful message.

Use photography to

• Capture before and after information.

• Help the audience understand participants’ experiences.

Photographs

Images on paper.
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• Show unexpected or secondary effects of a program.

• Document how a program was implemented.

• Compare, count, measure, qualify, or track changes in the environment (such

as signage in a school district or advertising in a community).

CHECKLIST

The following questions will help ensure your graphic conveys an accurate message

appropriate for your intended audience.

Question 1: Before you start the graphic, ask:

• What audience are you trying to reach?

• What type of graphic is the audience used to seeing?

• What is the purpose of the graphic? What is the main message you want to

convey?

• Is the type of graphic the most appropriate one to use for this message?

• Will more than one graphic deliver the message more effectively?

• Will text or oral explanation clarify the message, or is the graphic clear

enough to stand on its own?
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Figure 12.5 Example of a picture used in a program evaluation. (Source: Omaha Tobacco-Free
Coalition, Operation Storefront, 2000.)



Question 2: After you create the graphic, ask:

• Is the graphic easy to understand?

• Is the graphic presentation easy to interpret for someone not familiar with

the material?

• Does the graphic accurately reflect the data?

• Is the graphic close to the relevant text?

SUMMING UP AND LOOKING AHEAD

This chapter presented a very brief overview of how program evaluation results that

are quantitative in nature can be displayed in the form of graphics. The following

chapter presents how qualitative data derived from a program evaluation can be col-

lected, analyzed, summarized, and displayed.

RECAP AND ONLINE MATERIALS

In this chapter, you learned how to display quantitative data in graphic form.

You should also recall the concept of quantitative data analysis from your foun-

dational research course. If not, go online to take a free crash course in quantitative

data analysis.

You can also find the following materials online to help you master the concepts

you just learned:

• Chapter Outline

• Learning Objectives

• Key Terms and Concepts

• Flash Cards

• Practice Multiple-Choice Tests

• Essay Questions with Answers

• Links

www.oup.com/us/swevaluation

STUDY QUESTIONS

1. What three questions must you ask yourself before you display data from a pro-

gram evaluation study in graphics form? Provide a social work example through-

out your discussion.

2. Discuss how you can use bar charts when displaying data from a program eval-

uation study. When are they most useful? When are they least useful? Go to the
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published social work literature and find an evaluation study that presented

some, if not all, of its findings in the form of bar charts. How would you have

displayed the data differently? Why?

3. Discuss how you can use pie charts when displaying data from a program eval-

uation study. When are they most useful? When are they least useful? Go to the

published social work literature and find an evaluation study that presented

some, if not all, of its findings in the form of pie charts. How would you have

displayed the data differently? Why?

4. Discuss how you can use line graphs when displaying data from a program eval-

uation study. When are they most useful? When are they least useful? Go to the

published social work literature and find an evaluation study that presented

some, if not all, of its findings in the form of line graphs. How would you have

displayed the data differently? Why?

5. Discuss how you can use illustrations when displaying data from a program

evaluation study. When are they most useful? When are they least useful? Go to

the published social work literature and find an evaluation study that presented

some, if not all, of its findings in the form of illustrations. How would you have

displayed the data differently? Why?

6. Discuss how you can use photographs when displaying data from a program

evaluation study. When are they most useful? When are they least useful? Go to

the published social work literature and find an evaluation study that presented

some, if not all, of its findings in the form of photographs. How would you have

displayed the data differently? Why?
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ANALYZING QUALITATIVE DATA

Qualitative data

Data that measure a quality

or kind; when referring to

variables, qualitative is an-

other term for categorical or

nominal variable values;

when speaking of kinds of

research, qualitative refers to

studies of subjects that are

hard to quantify; interpretive

research produces descrip-

tive data based on spoken or

written words and observ-

able behaviors.

Narrative data

Words that describe a story

or an idea.

Open-ended questions

Unstructured questions in

which the response cate-

gories are not specified or

detailed.
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Qualitative data consist of raw words and observations, not numbers. These

words and observations have to be analyzed and interpreted. This requires

creativity, discipline, and a systematic approach. There is no single or best way

to go about this, and your process will depend on: (1) the questions you want to

answer, (2) the needs of those who will use the information, and (3) your re-

sources.

This chapter briefly outlines a basic approach for analyzing and interpreting

narrative data that you can adapt to your own evaluations that include a qualita-

tive component such as an open-ended question on a client satisfaction question-

naire. (For descriptions of other types of qualitative data analysis see Ratcliff,

2002.)

NARRATIVE DATA

As we know by now, text or narrative data can come in many forms and from a vari-

ety of sources. You might have brief responses to open-ended questions on a survey,

the complete transcript from an interview or focus group, notes from a log or diary,

field notes, or the text of a published report. Your narrative data may come from



many people, a few individuals, or a single case. Any of the following may produce

narrative data that require analysis.

• Open-ended questions and written comments on questionnaires may gener-

ate single words, brief phrases, or full paragraphs of text.

• Testimonials may give reactions to a social service program in a few words or

lengthy comments, either in person or in written correspondence.

• Individual interviews can produce data in the form of notes, a summary of

an individual interview, or word-for-word transcripts.

• Discussion group, or focus group interviews, often involve full transcripts

and notes from a moderator or observer.

• Logs, journals, and diaries can provide structured entries or free-flowing text

that you or others have produced.

• Observations might be recorded in your field notes or descriptive accounts as

a result of watching and listening.

• Documents, reports, news articles, and any published written material may

serve as evaluation data.

• Stories may provide data from personal accounts of experiences and results

of programs in people’s own words.

• Case studies typically include several of the above.

THE ANALYSIS PROCESS

Once you have these data, what do you do? The following steps describe the basic el-

ements of narrative data analysis and interpretation. This process is fluid, so moving

back and forth between steps is likely.

Step 1: Get to Know Your Data

A good qualitative analysis depends on a good understanding of the data. For a qual-

itative analysis, this means you will have to read and re-read the text. If you have tape

recordings, you will have to listen to them several times. Write down any impres-

sions you have as you go through the data. These impressions will more than likely

be useful later.

Also, just because you have narrative data does not mean you have quality data.

Sometimes narrative data does not add any meaning or additional value to your

evaluation. Or they may have been collected in a biased manner. Before beginning

any narrative analysis, consider the quality of the data and proceed accordingly.

Eventually, down the “analysis road,” you will need to explain the limitations and the

level of analysis you deem appropriate given your data.

Case study

Using research approaches

to investigate a research

question or hypothesis relat-

ing to a specific case; used 

to develop theory and test

hypotheses; an in-depth

form of research in which

data are gathered and ana-

lyzed about an individual

unit of analysis, person, city,

event, or society. Case stud-

ies allow more intensive

analysis of specific details;

the disadvantage is that it is

hard to use the results to

generalize to other cases.

Member checking

A process of obtaining feed-

back and comments from 

research participants on 

interpretations and conclu-

sions made from the quali-

tative data they provided;

asking research participants

to confirm or refute the con-

clusions made.
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Step 2: Focus the Analysis

You will first need to review the purpose of your evaluation and what you want to

find out. Identify a few key questions that you want your analysis to answer. Write

these down. These questions will help you to decide on how to begin and will more

than likely change as you work with your data. How you focus your analysis de-

pends on the purpose of your evaluation and how you will use the results. There are

two common approaches you can use to focus your narrative analysis: (1) focus by

questions or topic, time period, or event, or (2) focus by case, individual, or group.

Focus by Question or Topic, Time Period, or Event

In this approach, you will need to focus your analysis to look at how all individuals

or groups responded to each question or topic, or for a given time period or event.

This is often done with open-ended questions. You will need to organize the data by

question and look across all respondents’ answers to identify consistencies and dif-

ferences. You will also need to put all the respondents’ responses for each question

together. You can apply the same approach to particular topics, or a time period or

an event of interest. Later, you may explore the connections and relationships be-

tween questions (topics, time periods, or events).

Focus by Case, Individual, or Group

You may want an overall picture of (1) one case such as one family or one agency,

(2) one individual such as a first-time or teen participant in a program, or (3) one

group such as all first-time participants in a program or all teens ages 13 to 18.

Rather than grouping the respondents’ answers by question or topic, you may

want to organize your data set (from or about the case, individual, or group) and an-

alyze it as a whole. Or you may want to combine these approaches and analyze the

data both by question and by case, individual, or group.

Step 3: Categorize Information

Some people refer to categorizing information as coding the data or indexing the

data. However, categorizing does not involve assigning numerical codes as you

would in a quantitative analysis where you label exclusive variables with preset codes

or values. To bring meaning to the words, you will need to (1) identify themes or

patterns—ideas, concepts, behaviors, interactions, incidents, terminology, or phrases

used within the data set, and (2) organize the data into coherent categories that sum-

marize and bring meaning to the text.

This can be fairly labor-intensive depending on the amount of data you have.

Theme

In a qualitative data analysis,

a concept or idea that

describes a single category

or a grouping of categories;

an abstract interpretation 

of qualitative data.
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But this is the crux of a qualitative analysis. It involves reading and re-reading the

text and identifying coherent categories. You may want to assign abbreviated codes

of a few letters, words, or symbols and place them next to the themes and ideas you

find. This will help you to organize your data into categories. You must provide a de-

scriptive label (name) for each category you create. Be clear about what you included

in the category and what you excluded.

As you categorize the data, you might identify other themes that will serve as

subcategories. Continue to categorize your data until you have identified and labeled

all relevant themes. The right side of Table 13.1 shows the categories that were iden-

tified to sort the responses to the three questions on the left side, for example.

There are two basic ways to categorize narrative data: (1) using preset categories

or (2) using emergent categories.

Preset Categories

You can start with a list of preconceived themes, or categories, in advance and then

search the data for these topics within your data set. For example, you might start

with concepts that you really want to know about. Or you might start with topics de-

rived from the professional research literature. These themes provide direction for

what you look for in the data.

Emergent Categories

Rather than using preconceived themes, or categories, you can read through the text

and let the themes emerge from the data. These reoccurring themes then become

your categories. They may be ideas or concepts that you had not thought about be-

fore. In short, categories are defined as a result of working with the data.

Sometimes, you may combine these two approaches, starting with some preset

categories and adding others as they become apparent. Your initial list of categories

may change as you work with the data. This is an interactive process. More often
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Table 13.1 Sorting Responses to Questions

Categories 
Questions Responses to the question were sorted into:

1. What makes a quality Staff (Stf ), relevance (Rel), participation (Part),
educational program? timeliness (Time), content (Con)

2. What is the benefit of a youth Benefits to youth (Y), benefits to mentor (M),
mentoring program? benefits to family (Fam), benefits to community (Comm)

3. What do you need to continue Practice (P), additional training (Trg), time (T),
your learning about evaluation? resources (R), feedback (Fdbk), mentor (M), uncertain (U)

Possible code abbreviations are designated in parentheses.



than not, you may have to adjust the definition of your categories, or identify new

categories to accommodate data that do not fit into the existing labels.

Main categories can also be broken into subcategories. If this is the case, you will

need to re-sort your data into these smaller and hence more defined subcategories.

This allows for greater discrimination and differentiation among the data. For exam-

ple, in a question about the benefits of a youth mentoring program, data within the

category “benefits to youth” were broken down into four subcategories as presented

in Table 13.2.

You will need to continue to build categories until no new themes or subcate-

gories are identified from your data set. You can add as many categories as you need

in order to reflect the nuances within the data and to interpret the data clearly. You

will want to try to create mutually exclusive and exhaustive categories, but some-

times sections of data will fit into two or more categories. Thus, you may need to

create a way to cross-index. Reading and re-reading the text helps ensure that the

data are correctly categorized.

Figure 13.1 displays the labeling of one open-ended question on an end-of-

session questionnaire. In this example, all 21 responses were numbered and given a

label to capture the idea(s) in each comment. Later, they can be sorted and organized

into their categories in an effort to identify patterns and bring meaning to the re-

sponses for Question 5.

Step 4: Identify Patterns and Connections Within 
and Between Categories

As you organize the data into categories and subcategories—either by question or by

case—you will begin to see patterns and connections both within and between the cat-

egories. Assessing the relative importance of different themes or highlighting subtle
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Table 13.2 Responses to a Question Broken Down 

Into Categories

Question Categories

What is the benefit of a youth Benefits to youth (Y)
mentoring program?

School performance (Y-SP)

Friendship (Y-Friends)

Self-concept (Y-SC)

Role modeling (Y-RM)

Benefits to mentor (M)

Benefits to family (Fam)

Benefits to community (Comm)



variations may be important to your particular analysis. The following are some ways

to do this.

Within Category Description

You may be interested in summarizing the information pertaining to one theme,

or capturing the similarities or differences in people’s responses within a category.

To do this, you need to assemble all the data pertaining to the particular theme (cat-

egory). What are the key ideas being expressed within the category? What are the

similarities and differences in the way people responded, including the subtle varia-

tions? It is helpful to write a summary for each category that describes these points.
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3-13-02 Evaluation Workshop, Madison

1 More advanced data analysis

Line 7 is left
uncoded
because

“Yes” is not
usable data.

2 More time/information on all the same concept

3 Just start doing them

4 Another workshop

5 Assessment feedback on how beneficial (or how well I did) the
evaluation of my project was for USDA

6 How to measure long range planning outcomes

7 Yes

8 Do it!

9 Need additional training and review

10 Practice makes perfect

11 Time to do actual reports

12 Time to complete an actual project report using this framework.
Constructive feedback on strengthening that report.

13 More on how to decide evaluation reporting at the beginning
of the grant or as you write the grant

14 Practice what I learned with assistance of a mentor

15 Unsure until I use the new ideas I’ve learned here.

16 Apply what I have learned

17 I need more training on analyzing data (need very basic hands
on exercises) — maybe more exercises on indicators

18 Would have liked to go to observation interview training too!

19 More specific examples, i.e., completed logic models for
different topics

20 Not sure yet. I’ll know when I sit down to writing report.

21 Research suggested resources — develop more surveys — trial
and error till I become perfect

Q 5. What do you need next to continue your learning about evaluation?

Figure 13.1 Labeling data from an end-of-session questionnaire.



Larger Categories

You may wish to create larger super categories that combine several categories. You

can work up from more specific categories to larger ideas and concepts. Then you

can see how the parts relate to the whole.

Relative Importance

To show which categories appear more important, you may wish to count the num-

ber of times a particular theme comes up or the number of unique respondents who

refer to certain themes. These counts provide a very rough estimate of relative im-

portance. They are not suited to statistical analyses, but they can reveal general pat-

terns within the data.

Relationships

You also may discover that two or more themes occur together consistently in the

data; that is, whenever you find one, you find the other. For example, youth with di-

vorced parents may consistently list friendship as the primary benefit of a mentoring

program. You may decide that some of these connections suggest a cause and effect

relationship or create a sequence through time. For example, respondents may link

improved school performance to a good mentor relationship. From this, you might

argue that good mentoring causes improved school performance.

Such connections are important to look for, because they can help explain why

something occurs. But be careful about simple cause and effect interpretations. Sel-

dom is human behavior or narrative data so simple. Ask yourself: How do things re-

late? What data support this interpretation? What other factors may be contributing

to this relationship? You may wish to develop a table or matrix to illustrate relation-

ships across two or more categories. You need to look for examples of responses or

events that run counter to the prevailing themes. What do these countervailing re-

sponses suggest? Are they important to the interpretation and understanding of the

data? Often, you learn a great deal from looking at and trying to understand items

that do not fit into your categorization scheme.

Step 5: Interpretation—Bringing It All Together

Use your themes and connections to explain your findings. It is often easy to get

sidetracked by the details and the rich descriptions within the data. But what does it

all mean? What is really important within the data?

This is what we call interpreting your data—attaching meaning and significance

to your analysis. A good place to start is to develop a list of key points or important
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findings you discovered as a result of categorizing and sorting your data. Stand back

and think about what you have learned. What are the major lessons? What new

things did you learn? What findings have application to other settings, programs,

and future evaluation studies? What will those who use the results of the evaluation

be most interested in knowing? Too often, we list an evaluation’s findings without

synthesizing them and tapping their meanings.

You will need to develop an outline for presenting your results to other people or

for writing a final report. The length and format of your report will depend on your

audience. It is often helpful to include quotes or descriptive examples to illustrate your

points and bring the data to life. A visual display might help communicate the findings.

Sometimes a diagram with boxes and arrows can help show how all the pieces fit

together, such as the program and logic models presented in Boxes 2.3 and 3.2. Cre-

ating such a model may reveal gaps in your investigation and connections that re-

main unclear. These may be areas where you can suggest further study.

“NUTS AND BOLTS” OF NARRATIVE ANALYSIS

Moving from a mass of words to a final report requires a method for organizing and

keeping track of the text. This is largely a process of cutting and sorting. You can

work by hand, with a hardcopy (print copy) or directly on the computer. Exactly

how you manage the data depends on your personal preferences and the amount and

type of qualitative data you have.

Data Management Tips

Check Your Data

Often, there are data from multiple respondents, multiple surveys, or documents.

Make sure you have everything together. Decide whether your data are of sufficient

quality to analyze, and what level of investment is warranted.

Add ID Numbers

Add an identification (ID) number to each questionnaire, respondent, group, or site.

Prepare Data for Analysis

You may need to transcribe taped interviews. How complete to make your transcrip-

tion depends on your purpose and resources. Sometimes, you may make a summary

of what people have said and analyze that. Or certain parts of an interview may be
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particularly useful and important and just those sections may be transcribed. Other

times, you will want to have every word of the entire interview transcribed. Tran-

scription is time-consuming, so be sure both data quality and your use of the data are

worth the investment.

With small amounts of narrative data, you may work directly from the original

hardcopy. However, text is usually typed into a computer software program such as

Microsoft Word, Word Perfect, or Excel. You may decide to use a relational database

management program such as ACCESS or a special qualitative data analysis software

program such as, AskSam, Atlis/ti, Ethno 2, Ethnograph v.5.08, HyperRESEARCH

v.2.06, N6 (formally NUD*IST), NVIVO, PolyAnalyst v.4.6, VisualText v.1.7, or

XSIGHT, to name just a few on the market today.

Your decision on which one to use will depend on the size of your narrative data set,

the resources available, your preferences, and the level of analysis needed or warranted.

You will need to decide whether you will enter all responses question by question, or

whether you want to keep all text concerning one case, individual, group, or site to-

gether (see Step 2). Save the file. If you type the data into a word processing program, it

is helpful to leave a wide margin on the left so you have space to write labels for text and

any notes you want to keep. Number each line to help with cutting and sorting later.

Make Copies

Make a copy of all your data (hardcopy and electronic files). This gives you one copy

to work from and another for safekeeping.

Identify the Source of All Data

As you work with the data, you will need to keep track of the source of the informa-

tion or the context of the quotes and remarks. Such information may be critical to

the analysis. Make sure you have a way to identify the source of all the data, such as

by individual, site, and date.

Think about what information to keep with the data. For example, you might

use identifiers to designate the respondent, group, site, county, date, or other sources

information. Or you may wish to sort by variables such as age, gender, or position.

Will you want to compare and contrast by demographic variables, sites, and dates?

These identifiers stay with the data as you cut and sort them, either by hand or by the

computer. If you are working with hardcopies, you might use different colors of pa-

per to color code responses from different people or groups (e.g., Krueger, 1998).

Mark Key Themes

Read through the all narrative text very carefully and look for key themes. Use ab-

breviations or symbols (codes) to tag key themes—ideas, concepts, beliefs, incidents,

terminology, or behaviors. Or you might give each theme a different color. Keep
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notes of emerging ideas or patterns and how you are interpreting the data. You can

write or type these in the margins or in a specified column. It is important to keep

a separate notebook that records your thoughts and observations about the data as

you look for themes (Figure 13.2).

Define Categories

Organize or combine related themes into categories. Name (label) these categories

by using your own descriptive phrases or choose words and key phrases from the

text. Be clear about what each category stands for. Would someone unfamiliar with

the data understand the label you have chosen for your categories? Write a short de-

scription or definition for each category and provide examples or quotes from the
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Focus group interview, 10–02, North

Interviewer:  What makes a quality program? What are the
characteristics of a community-based program that you think
is high-quality?
Respondent 1:  Availability.  Any time you need a question
answered, it’s important that the staff be willing and able to
answer questions and if they don’t know the answers they get
them for you quickly. With some services, you get routed 15
times before you get to the right person. When you call other
offices if they don’t know they will research it and they will
get back to you so you don’t have to worry whether you are
on a wild goose chase or not. Local people want to talk to
locals. They don’t want to be pushed off.  They want answers
from their local staff and follow-up, too. I mean, they don’t
say OK I’ll get back to you and 3 weeks later you still haven’t
heard anything.
Respondent 2:  I know everyone is trying but being from the
west side of the country, I don’t feel like we’re being served
the way we could be and it seems the same people are being
served over and over and over again; programs need to extend
out.
Respondent 3:  I guess all about the staff.  They have to
serve the community. Staff need to carry themselves in a
professional manner and be attentive to any questions you
have.
Respondent 4:  I don’t know if it’s the program or the staff
but it’s gotten to the point that staff are wearing so many hats
and they are stretched too thin. Programs have to prioritize
and pick some of the most important things.

Create a
wide margin
where you
can label
key ideas.

Keep notes
of emerging

ideas.

Highlight
quotes for
future use.

Figure 13.2 Example of identifying themes and labeling data.



text that illustrates the category’s meaning. You may also describe what each cate-

gory does not include to clarify what is does include.

Cut and Sort

Defining the categories within the data and appropriately labeling them involves

some form of cutting and sorting. This is a process of selecting sections of data and

putting them together in their respective categories.

Hardcopy. A simple method is to cut text out of the printed page and sort all of it

into different piles. Each pile represents a category and has a name. As you work with

the data, you may make new piles, combine piles, or divide piles into subcategories.

Remember to keep the identifier (source of data) with the data so that you know

where the text originally came from. Also, remember that you should be working

with a copy of your narrative data, not with the original material.

Electronic Copy. It is relatively simple and fast to move text around in a word pro-

cessing program using the Windows platform. You can cut and paste text into differ-

ent windows, each representing a single category. If you type the category label

directly into the computer file, you can use the search function to gather chunks of

text together to copy and paste. Or you can separate the text into paragraphs, code

the beginning of each paragraph, and then sort the paragraphs. You may prefer to

use Excel. If the data are in Microsoft Word, you can easily transfer them to Excel.

Set up an Excel file that includes columns for the ID number, identifiers, categories

(themes), codes, and text (Figure 13.3).
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Be sure to keep identifiers attached to all sections of your data. Keep enough text

together so that you can make sense of the words in their context. As you cut and

move data, text can easily become fragmented and lose its contextual meaning. Be

sure to include enough surrounding text so that the meaning is not open to misin-

terpretation. When data do not seem to fit, place those in a separate file for possible

use later.

Make Connections

Once you have sorted the data, you now need to think about how the categories fit

together and relate to one another. What seems more important or less important?

Are there exceptions or critical cases that do not seem to fit? You will need to con-

sider alternative explanations and explore paradoxes, conflicting themes, and evi-

dence that seems to challenge or contradict your interpretations.

To trace connections, you can spread note cards across a table, use sticky notes

on walls, or draw diagrams on newsprint showing the categories and relationships.

Another approach is to create a two-dimensional or three-dimensional matrix. List

the categories along each axis, and fill the cells with corresponding evidence or data

(for further explanation, see Patton, 1990). You can use simple hand tabulations or a

computer program to (1) search and count the frequency a particular topic occurs

or how often one theme occurs with another, and (2) keep track of how many re-

spondents touch on different themes. Such counts may be illuminating and indicate

relative importance. But treat them with caution, particularly when responses are

not solicited the same way from all respondents or not all respondents provide a re-

sponse.

ENHANCING THE PROCESS

As with any data analysis process, bias can influence your results. Consider the fol-

lowing ways to increase the credibility of your data analysis and hence your evalua-

tion findings.

Use Several Sources of Data

As we know from Chapter 10, using different data sources can help you check your

findings. For example, you might combine one-on-one interviews with information

from focus groups and an analysis of written material on the topic. If the data from

these different sources point to the same conclusions or converge, you will have

more confidence in your results.

Alternative explanation

A hypothesis that is a plausi-

ble alternative to the

research hypothesis and

might explain the results as

well or better; a hypothesis

involving extraneous or

intervening variables other

than the independent vari-

able in the research hypoth-

esis; also referred to as an

alternative hypothesis.

Data source

The provider of the data,

whether it be primary (the

original source) or second-

ary (an intermediary

between the research par-

ticipant and the researcher

analyzing the data).
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Track Your Choices

As we have said before, your results will be more credible if others understand how

you came to your conclusions. Thus, keep a journal or notebook of how you came to

your decisions during the analysis process to help others follow your reasoning.

Document your reasons for the focus you took, the category labels you created, the

revisions to the categories you made, and any observations you noted concerning the

data as you worked with the text.

People tend to see and read only what supports their interest or point of view.

Everyone sees data through their own lens and filters, so it is important to recognize

and pay attention to this. Your analysis process should be documented so that an-

other person can see the decisions that you made, how you did the analysis, and how

you arrived at the interpretations from your analysis.

Involve Others

Getting feedback and input from others can help you with your analysis and inter-

pretation. You can involve others in the entire analysis process or in any one of the

steps. For example, several people or one other person might review the data inde-

pendently to identify themes and categories. Then you can compare categories and

resolve any discrepancies in meaning.

You can also work with others in picking out important lessons once the cutting

and sorting has been done. Or you can involve others in the entire analysis process,

reviewing and discussing the data and their meaning, arriving at major conclusions,

and presenting the results. Involving others may take more time, but often this re-

sults in a better analysis and greater ownership of the results.

PITFALLS TO AVOID

Finally, keep in mind the following cautions: (1) avoid generalizing, (2) choose

quotes carefully, and (3) address limitations and alternative explanations.

Avoid Generalizing

The goal of the qualitative research approach is not to generalize across a popula-

tion. Rather, it seeks to provide an understanding from the respondent’s perspective.

It tries to answer the questions “What is unique about this individual, group, situa-

tion, or issue? Why?” Even when you include an open-ended question on a mailed

survey, for example, you are seeking insight and differences, the individual’s own

Journal

A written record of the pro-

cess of an interpretive re-

search study. Journal entries

are made on an ongoing 

basis throughout the study

and include study proce-

dures as well as the

researcher’s reactions to

emerging issues and con-

cerns during the data analy-

sis process.

Generalizing results

Extending or applying the

findings of a research study

to individuals or situations

not directly involved in the

original research study; the

ability to extend or apply

the findings of a research

study to subjects or situa-

tions that were not directly

investigated.
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perspective and meaning. Thus, the focus is always on the individual’s own unique

response. Narrative data provide clarification, understanding, and explanation, not

generalizations.

Choose Quotes Carefully

Using quotes can lend valuable support to data interpretation, but they should never

be used selectively to only support the argument or illustrate success. This can lead

to using people’s words out of context or editing quotes to exemplify a point. When

putting together your final report, think about the purpose for including quotes. Do

you want to show the differences in people’s comments, give examples of a typical

response relative to a certain topic, or highlight your success? In any event, specify

why you chose the quotes. Include enough of the text to allow the reader to decide

what the respondent is trying to convey.

Confidentiality and anonymity are also concerns when using direct quotes.

Even if you do not give the person’s identity, others may be able to tell who made the

remark. You always need to consider the consequences of including certain quotes.

Are they important to your analysis and interpretation? Do they provide a balanced

viewpoint? You will need to obtain people’s permission to use their words. Check

with others about the usefulness and value of the quotes you select to include.

Address Limitations and Alternative Explanations

Every evaluation study has limitations. Presenting the problems or limitations you

had while collecting and analyzing your data will help others better understand how

you arrived at your conclusions. Similarly, it is important for you to address possible

alternative explanations. What else might explain the results? Show how the evi-

dence, via your analysis, supports your interpretation.

SUMMING UP AND LOOKING AHEAD

This chapter presented a very brief discussion of how to analyze qualitative data.

Working with qualitative data is a rich and enlightening experience. The more you

practice, the easier and more rewarding it becomes. As both a science and an art, it

involves critical, analytical thinking and creative, innovative perspectives (Patton,

1990). The following chapter discusses how to make decisions from data generated

via a program evaluation.
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One thing is for certain—all of the formative and sum-
mative data that you collect can quickly add up, even for
a small program. What does it all tell you? How can you
use it to judge your programs? How can you present it
to your board, your funders, the community, and others
who might have a stake in your efforts?

Looking for Themes

As part of the documentation and formative evaluation,
you will have accumulated some important information
that can help you make sense of things. Reviewing the
data periodically as it accumulates has several advan-
tages: It helps you to begin to identify themes; it makes
the analysis process less intimidating than if you wait until
all of the data have been collected; and most importantly,
it enables you to use the results to improve your program.

Your first step in data analysis will be to look for recur-
ring themes. As you review data from documents, obser-
vations, interviews, and surveys, some ideas will occur
more often than others. Learning to recognize these pat-
terns and their relevancy as they emerge in each of these
formats is crucial to your evaluation. These key themes
are what you must capture in your evaluation report.

What is the most important thing to remember
when interpreting and reporting your data? The inter-
mediate indicators and final program outcomes that you
defined at the beginning of your program! Framing your
thinking and your results in those terms can help you to
understand and present your data clearly.

Be Flexible

In your review of formative data, you may discover key
issues other than the ones you originally thought to
examine when you designed your evaluation. It is
important to be flexible enough to explore these unex-
pected issues, within the limits of your resources.

Be sure to note new ideas, different patterns or
themes, and questions that need further investigation.
Interview or observation guides and surveys can be
adjusted over time in response to what you learn
through the review and interpretation of your formative
data. Here is an example of how you must be flexible
when collecting data.

During the summer camps for middle school stu-
dents and their mentors, Youth Action Today! found
that parental support and involvement was particu-
larly strong this year. Unlike previous years, program
staff actually had the luxury of selecting volunteers
from a pool of over 20 parents who had agreed to
help.The staff originally planned to survey all parents
as part of their evaluation. However, when they
noticed the increase in parental support this year,
they changed their evaluation plan to include inter-
views.The staff decided to conduct interviews with a
sample of parents to get more in-depth information
on what prompted their involvement in the program
this year.

Putting It Together

Once you have taken the trouble to collect data from a
variety of sources (students, staff, parents, or others),
it is important to look at all of these perspectives
together to get a full picture of your program. The var-
ious pieces of the evaluation (formative and summa-
tive) and each data collection activity (document
review, observations, interviews, and surveys) all add up
to tell you about the quality and success of your pro-
gram. Looking at all of this evidence together and con-
sidering it in terms of your objectives will enable you to
say with some accuracy whether your program
achieved what you intended.

The amount of time that you can devote to this pro-
cess will depend on the level of resources available to
your community based organization (CBO). For exam-
ple, a small CBO may just do a quick review of interview
notes to get the main points; a CBO with extensive
resources and staff might do a more in-depth analysis—
summarizing each interview in writing, developing
charts that compare the responses of different groups
of people, and writing up common themes that emerge
from the interviews.

Working With What You’ve Got . . . Again

In some cases, interpreting the data you collect may
require some additional expertise. For example, science
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ticipatings students
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leadership roles

Figure 1 Looking at it all 
together.

or mathematics content may play a central role in some
program activities, so having knowledge in these areas
may help with the analysis of student misconceptions
about certain topics.

In a case like this, you might want to discuss your
observations or share observation notes with someone
who has this expertise and can help shed light
on your descriptions of student questions or discus-
sions. (Better yet, have such persons do the observa-
tions.) In a larger CBO, there may be individuals on
staff who can help. If you do not have this expertise on
staff, you might look to your board members or
volunteers who may bring these skills to your organi-
zation.

Telling the Story: How to Report Your
Evaluation Results

Interpreting your evaluation data for in-house use can
be done informally, but making it available and useful to
others requires a more polished product. Formal evalua-
tion reports can provide information to your board
members, the community, and your funders about the
program’s progress and success. Portions of these
reports can also be a valuable public relations tool.
When distributed to newspapers or other media, this

information can increase community awareness and
support for your organization’s programs. Here are sev-
eral things you will want to include in your evaluation
report:

• The objectives of your program and your targeted
audience.

• What data you collected for your evaluation and how
they were collected.

• The evaluation results in terms of program goals and
objectives.

• The plan for using the evaluation to improve the
program.

In addition to these pieces, you will want to include a
description of the context in which your program
occurs. This might consist of a brief summary of needs
assessment data, the demographic and socioeconomic
characteristics of the community and your program par-
ticipants, and documentation of the level of impact
(such as the number of young people served compared
with the number of youth in the community). Your
report should also highlight tactics you used to attract
your targeted audience as well as other strategies to
ensure that your program was well implemented. Here
are some tips to help you tell your program’s story:

Box 13.1 (continued)
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• Know your audience. A report for a funder will look
different from an in-house summary.

• Leave the jargon at home. Be straightforward and
clearly state your major findings.

• Blend the presentation of quantitative and qualitative
data. Quotes from relevant persons interspersed with
tables and graphs illustrating quantitative data
(numbers or percents) make the report more read-
able and strengthen your summary of the data.

• Be honest. Your report will be considerably more
credible if you note both the strengths and weak-
nesses of your program.

Presenting your data simply and concisely can help
your audience get a clear and accurate picture of your

program. For example, it is unlikely that you would
include long excerpts from interviews in your report
(although these might be included in an appendix).
Instead, pick a few powerful, short quotes that really
make your point and sprinkle them throughout your
summary or analysis of other data.

Another strategy is to include a brief description of
a particularly effective program activity. Blending your
qualitative data, such as quotes from interviews or
descriptions from observations, with your quantitative
data from surveys is a useful way to report your evalua-
tion results. Simple charts, tables, and graphs that show
how many students participated or what percent
demonstrated changes after the program can help illus-
trate the impact of your program (see Chapter 12).

RECAP AND ONLINE MATERIALS

In this chapter, you learned how to analyze qualitative data.

You should also recall the concept of qualitative data analysis from your founda-

tional research course. If not, go online to take a free crash course in qualitative data

analysis.

You can also find the following materials online to help you master the concepts

you just learned:

• Chapter Outline

• Learning Objectives

• Key Terms and Concepts

• Flash Cards

• Practice Multiple-Choice Tests

• Essay Questions with Answers

• Links

www.oup.com/us/swevaluation

STUDY QUESTIONS

1. In your own words, discuss the commonalities and differences between analyz-

ing and displaying quantitative data (discussed in the previous chapter) and

qualitative data.

2. Discuss how quantitative data and qualitative data differ. Discuss how the two

types of data can be collected in one evaluation study.

www.oup.com/us/swevaluation


3. Discuss when it is more appropriate to gather quantitative data for a program

evaluation study than qualitative data. Use a common social work example

throughout your discussion.

4. List and describe in detail the steps you would need to go through to gather and

analyze qualitative data derived from a program evaluation study. Use one com-

mon social work example throughout your discussion.

5. List and discuss the major process you could use to enhance the qualitative data

analysis process. Use one common social work example throughout your dis-

cussion.

6. List and discuss the major pitfalls you need to avoid when analyzing qualitative

data that were derived from a program evaluation study. Use one common so-

cial work example throughout your discussion.

7. Through the Internet, locate a social work evaluation study that reported qualita-

tive data of some kind. Discuss how the author(s) used the concepts of this chapter

to analyze the data presented. Would you have done it differently? Why or why not?

8. Discuss how you would go about doing a program evaluation study that would

collect quantitative data (discussed in the previous chapter) and qualitative data

(this chapter) at the same time.

9. Using your answer to Question 8, show how you would display the quantitative

data and qualitative data that you collected and analyzed.

10. Discuss the steps you would need to go through when you identify the patterns

and connections within and between categories with a qualitative data set. Use

one common social work example throughout your discussion.
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MAKING DECISIONS WITH DATA

Data

Isolated facts, presented 

in numerical or descriptive

form, on which client or pro-

gram decisions are based;

not to be confused with

information.

Program

An organization that exists

to fulfill some social pur-

pose; must be logically

linked to the agency’s goal.

Agency

A social service organization

that exists to fulfill a broad

social purpose; it functions

as one entity, is governed by

a single directing body, and

has policies and procedures

that are common to all of 

its parts.
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Ideally, all professional decisions should be arrived at via a rational process based on

the collection, synthesis, and analysis of relevant, objective, and subjective data.
Objective data are obtained by an explicit measurement process that, when carefully

followed, reduces bias and increases the data’s objectivity. Subjective data, on the other

hand, are obtained from impressions and judgments which, by their very nature, in-

corporate the values, preferences, and experiences of the individuals who make them.

It is our position that objective data when combined with subjective data offer

the best basis for decision making. The best practice and program relevant decisions

are made when we understand the advantages and limitations of both objective and

subjective data and are able to combine the two as appropriate to the circumstances.

OBJECTIVE DATA

The main advantage of using objective data when making decisions is in the data’s pre-

cision and objectivity. At the program level, for example, an agency may receive fund-

ing to provide an employment skills training program for minority groups such as our

Aim High Program described in Chapter 8. If appropriate data are kept, it is easy to as-

certain to what degree the eligibility requirement is being met, and it may be possible to

state, for example, that 85 percent of service recipients are in fact from minority groups.



Without objective data, the subjective impressions of community members,

staff members, funders, and program participants would be the sources of the data.

Individuals may use descriptors such as “most,” “many,” or “a large number” to de-

scribe the proportion of minority people served by the employment skills training

program. Obviously, such subjective judgments are far less precise than objective

data and they are also subject to biases.

Objective data, however, are not without their own limitations. Among these are

• Some variables are difficult to measure objectively.

• Data may be uncertain or ambiguous, allowing conflicting interpretations.

• Objective data may not take all pertinent contextual factors into account.

Although considerable progress has been made in recent years in the develop-

ment of standardized measuring instruments, not all variables of conceivable inter-

est to social workers are convenient and feasible to measure. Thus, objective data

may not be available to guide certain practice and program decisions. In the same

vein, even if a variable can be measured, data collection plans may not call for its

measurement—or the measurement may have been omitted for any of a variety of

reasons that arise in day-to-day professional activity. Consequently, objective data

are not always available to guide practice and program decision making.

Where objective data are available, their meaning and implications may not al-

ways be clear. At the case level, a series of standardized measures intended to assess a

10-year-old’s self-esteem may yield no discernable pattern. It would thus be diffi-

cult, on the basis of such objective data alone, to make decisions about further inter-

ventions and services. At the program level, objective data may indicate that, over a

three-month period, people participating in a weight-loss program lose an average

of five pounds per person. Although the results seem favorable, the average weight

loss is not very great, making it unclear whether the program should be continued as

is, or whether modifications should be considered.

Finally, objective data seldom provide contextual information—although the

context relating to them is important in their interpretation. In the example of our

weight-loss program, the average five-pound loss would probably be considered in-

adequate if the clientele were known to be a group of people who, for medical rea-

sons, needed to lose an average of sixty pounds each. On the other hand, if the

clientele were known to be a group of skiers preparing for the ski season, the pro-

gram could be considered quite successful.

SUBJECTIVE DATA

Although it might seem desirable to base all decisions on logically analyzed objec-

tive data, such information on all factors affecting a given practice or program deci-

sion is seldom available. Consequently, objective data are often supplemented by

Standardized measuring

instrument

A professionally developed

measuring instrument that

provides for uniform admin-

istration and scoring and

generates normative data

against which later results

can be evaluated.

Case

The basic unit of social work

practice, whether it be an in-

dividual, a couple, a family,

an agency, a community, a

county, a state, or a country.
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more subjective types of data, such as the workers’ impressions, judgments, experi-

ences, and intuition.

As human beings, we assimilate subjective data continuously as we move through

our daily life; competent social work professionals do the same, noting the client’s

stance, gait, gestures, voice, eye movements, and set of mouth, for example. At the

program level, an administrator may have a sense of awareness of staff morale, his-

tory and stage of development of the organization, external expectations, and the

ability of the organization to absorb change. Seldom are any of these subjective data

actually measured, but all of them are assimilated. Some subjective data are con-

sciously noted; some filter through subconsciously and emerge later as an impres-

sion, opinion, or intuition. Clearly, such subjective data may considerably influence

case and program decision making.

At the case level, for example, perceptions, judgments, and intuition—often

called clinical impressions—may become factors in decision making. A worker may

conclude, based on body language, eye contact, and voice, that a client’s self-esteem

is improving. Further case-level decisions may then be based on these subjective

impressions.

At the program level, objective data may suggest the need to modify the pro-

gram in the face of inadequate results. The administrator, however, may put off

making any modifications on the basis of a subjective judgment that, because several

other program changes had recently been implemented, the team’s ability to absorb

any more changes is limited. To the extent that subjective data are accurate, such

a decision is entirely appropriate.

The main limitation of subjective data, however, is that impressions and intu-

ition often spring to the mind preformed, and the process by which they were

formed cannot be objectively examined. By their nature, subjective data are suscep-

tible to distortion through the personal experience, bias, and preferences of the indi-

vidual. These may work deceptively, leaving workers unaware that the subjective

data upon which they are relying actually distort the picture.

In reality, case-level and program-level decision making uses a blend of objec-

tive and subjective data. Together, the two forms of data have the potential to pro-

vide the most complete information upon which to base decisions. Ultimately, the

practitioner will have to use judgment in reconciling all relevant sources of data to

arrive at an understanding of the situation. In building an accurate picture, it is im-

portant not only to consider all sources of data but also to be aware of the strengths

and limitations of each of these sources. Quality case and program decisions are

usually the result of explicitly sifting through the various sources of data and choos-

ing those sources in which it is reasonable to have the most confidence under the cir-

cumstances.

Having considered decision making in general, we now turn to an examination

of the specifics of the process at the case and program levels.
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CASE-LEVEL DECISION MAKING

If high-quality case-level decisions are to be reached, the social worker should know

what types of decisions are best supported by objective data and what types will

likely require the use of subjective data.

A helping relationship with a client is a process that passes through a number of

phases and follows logically from one to the next. There are essentially four phases:

(1) the engagement and problem-definition phase, (2) the practice objective setting

phase, (3) the intervention phase, and (4) the termination and follow-up phase. In

practice, these phases are not likely to follow a clear sequence. Engagement, for ex-

ample, occurs most prominently at the beginning of the professional relationship,

but it continues in some form throughout the entire helping process. Problem defi-

nition is logically the first consideration after engagement, but if it becomes evident

during intervention that the client’s problem is not clearly understood, the problem-

definition and objective-setting phases will have to be readdressed. Nevertheless,

discernible phases do exist. The following describes how case-level decisions can be

made in each phase.

The Engagement and Problem-Definition Phase

Suppose a married couple, Mr. and Ms. Wright, come to a family service agency to

work on their marriage problems and have been assigned to a worker named Maria.

From Ms. Wright’s initial statement, the problem is that her partner does not pay

enough attention to her. In Maria’s judgment, Ms. Wright’s perception is a symptom

of yet another problem that has not been defined. The client’s perception, however,

is a good starting point, and Maria attempts to objectify Ms. Wright’s statement: In

what ways, precisely, does her partner not pay enough attention to her? Ms. Wright

obligingly provides data: Her partner has not gone anywhere with her for the past

three months, but he regularly spends three nights a week playing basketball, two

nights with friends, and one night at his mother’s.

Mr. Wright, protestingly brought into the session, declares that he spends most

nights at home and the real problem is that his partner constantly argues. Further in-

quiry leads Maria to believe that Mr. Wright spends more nights away from home

than he reports but fewer than his partner says; Ms. Wright, feeling herself ignored,

most likely is argumentative; and the underlying problems are actually poor com-

munication and unrealistic expectations on the part of both.

A host of other problems surfaced subtly during the interview and cannot be

addressed until the communications problem is solved; communication, therefore,

should be the initial target of the intervention—the first practice objective.

A second practice objective could be to reduce the Wrights’ unrealistic expecta-

tions of each other. Let us consider that the Wrights have these two practice objectives
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that are specifically geared toward the program objective, “to increase their marital

satisfaction.” Maria believes that the attainment of the two practice objectives will

increase the Wrights’ marital satisfaction—the main purpose for which they are

seeking services. Remember, the Wrights want a happier marriage (that is why they

sought out services); they did not seek out help with their dysfunctional communi-

cation patterns and unrealistic expectations of one another. Thus, to increase their

marital satisfaction becomes the program objective, and communications and ex-

pectations become the two practice objectives.

So far, Maria’s conclusions have been based on her own impressions of the con-

flicting data presented by the Wrights. Unless the problem is straightforward and

concrete, the engagement and problem-definition phase often depends more on the

worker’s subjective judgment, experience, and intuition than it does on objective

data. Even when standardized measuring instruments are used to help clients iden-

tify and prioritize their problems, the choice of the problem to be first addressed will

largely be guided by the worker’s subjective intuition and judgment. Once intuition

has indicated what the problem might be, however, the magnitude of the problem

can often be measured with more objectivity through the use of standardized mea-

suring instruments.

In the Wrights’ case, Maria has tentatively decided to formulate a practice objec-

tive of increasing the Wrights’ communication skills. To confirm that communica-

tion skills are problematic, she asks Mr. and Ms. Wright to independently complete

a 25-item standardized measuring instrument designed to measure marital commu-

nications skills. The instrument contains such items as “How often do you and your

spouse talk over pleasant things that happen during the day?” with possible re-

sponses of “very frequently,” “frequently,” “occasionally,” “seldom,” and “never.” This

instrument has a range of 0 to 100, with higher scores showing better communica-

tion skills. It has a clinical cutting score of 60, indicating effective communications

above that level, and it has been tested on people of the same socioeconomic group

as the Wrights and may be assumed to yield valid and reliable data.

The introduction of the measuring instrument at this stage serves two basic pur-

poses. First, the scores will show whether communication is indeed a problem and to

what degree it is a problem for each partner. Second, the scores will provide a base-
line measurement that can be used as the first point on a graph in whatever case-level

design Maria selects.

The Practice Objective Setting Phase

In the Wrights’ case, the program objective is to increase their marital satisfaction.

Thus, a related practice objective (one of many possible) is to increase the couple’s

communication skills to a minimum score of 60, the clinical cutting score on the stan-

dardized measuring instrument. The practice objective setting phase in this example

Program objective

A statement that clearly 

and exactly specifies the ex-

pected change, or intended

result, for individuals receiv-

ing program services. Quali-

ties of well-chosen

objectives are meaningful-

ness, specificity, measura-

bility, and directionality.

Program objectives, like

practice objectives can be

grouped into affects, knowl-

edge, and behaviors. Not to

be confused with program

goal.

A phase

In case-level evaluation de-

signs, a phase (A Phase) in

which the baseline measure-

ment of the target problem

is established before the in-

tervention (B Phase) is im-

plemented.

Baseline

A period of time, usually

three or four data collection

periods, in which the level of

the client’s target problem is

measured while no interven-

tion is carried out; desig-

nated as the A Phase in

single-system designs (case-

level designs).

365CHAPTER 14 Making Decisions With Data



thus relies heavily on objective data: It is framed in terms of a change from very in-

effective communication (score of 0) to very effective communication (score of 100).

The same process applies in cases where the standardized measuring instrument

selected is less formal and precise. Maria, for example, may ask each partner to com-

plete a self-anchored rating scale indicating his and her level of satisfaction with the

degree of communication achieved. The scoring range on this instrument could be

from 1 to 6, with higher scores indicating greater levels of satisfaction and lower

scores indicating lesser levels of satisfaction. If Mr. Wright begins by rating his satis-

faction level at 3 and Ms. Wright indicates hers at 2, the practice objective chosen may

be to achieve a minimum rating of 4 for each partner. Here again, practice objective

setting is based on objective data collected at the beginning of Maria’s intervention.

The Intervention Phase

The selection of the intervention strategy itself will be based on objective and sub-

jective data only to a limited degree. Perhaps Maria has seen previous clients with

similar practice objectives and also has objective evidence, via the professional liter-

ature, that a specific treatment intervention is appropriate to use in this specific situ-

ation. But even though the intervention is chosen on the basis of data accumulated

from previous research studies and past experience, each intervention is tailored to

meet the needs of the particular client system, and decisions about strategy, timing,

and its implementation are largely based on subjective data—the worker’s experi-

ence, clinical judgment, and intuition.

Objective data may play only one part in the selection of an intervention strat-

egy, but once the strategy is selected, its success is best measured on the basis of con-

sistently collected objective data. Ideally, objective data are collected using a number

of different standardized measures. In the Wrights’ case, for example, the scores

from repeated administrations of the standardized instrument that measures the de-

gree of communication will comprise one set of objective data for one particular

practice objective.

Frequency counts of specifically selected behaviors may comprise another set:

for example, a count of the number of conversations daily lasting at least five min-

utes, or the number of “I” statements made daily by each partner. The self-anchored

rating scale, described in the previous section, could be a third source of data. These

sets of data together provide considerable information about whether, and to what

degree, progress is being made.

Maria is also likely to come to a more global opinion about how the couple are

doing in regard to their communication patterns. This opinion will be based on a va-

riety of observations and impressions formed as she works with the couple. The pro-

cess by which such an opinion is formed is intuitive and—depending on the worker’s

skill, experiences, and the circumstances—may be quite accurate. The method by

B phase

In case-level evaluation

designs, the intervention

phase, which may, or may

not, include simultaneous

measurements.
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which it is arrived at, however, is idiosyncratic and is, therefore, of unknown valid-

ity and reliability. For this reason, relying on clinical impressions exclusively is in-

advisable.

On the other hand, objective measures may have their own problems of validity

and reliability. The best course is a middle one: Determination of a client’s progress

should be based on a combination of objective data and subjective data. Where ob-

jective and subjective data point in the same direction, Maria can proceed with con-

siderable confidence that she has a clear and accurate picture of her clients’ progress.

Where objective and subjective data diverge, Maria should first attempt to determine

the reasons for the difference and ensure that she has a good understanding of her

clients’ problems and needs. When Maria is satisfied that she has an accurate grasp of

her client system’s progress, she is ready to proceed to decisions about the most ap-

propriate treatment intervention to use.

These decisions are guided by changes in the practice objective. Three patterns

of change are possible: (1) deterioration, or no change; (2) insufficient, or slow

change; and (3) satisfactory change.

Deterioration, or No Change

Suppose that Ms. Wright scored a 40 on the first administration of the standardized

measuring instrument that measures the degree, or level, of communication pat-

terns. Then she scores a 41 on the second, a 43 on the third, and a 42 on the fourth

(Figure 14.1). Mr. Wright scores 50, 51, 53, and 52, respectively. How would Maria

analyze and interpret such data?

First, Maria will want to consider what the other available sources of data indi-

cate. Let us assume that, on the self-anchored communication satisfaction scale, Ms.

Wright still rates her satisfaction at 2 and that, during the sessions, she avoids eye

contact with Mr. Wright and tries to monopolize the worker’s attention with refer-

ences to “he” and “him.” In this situation, the data all seem to point to the same con-

clusion: There has been virtually no change or progress. Under such circumstances,

it is reasonable to place considerable reliance on the data contained in Figure 14.1.

As Figure 14.1 also indicates, the slope of the line connecting the measurement

points is virtually flat—that is, it is stable, indicating neither improvement nor dete-

rioration. Moreover, the level of the problem is well below the desired minimum

score of 60. Such data would normally lead Maria to conclude that a change in the

intervention is warranted—resulting in a BC design.

Here, qualitative considerations may also enter the case-level decision-making

process. Maria, for example, may be aware of disruptions in the lives of Mr. and Ms.

Wright. Perhaps Mr. Wright received a lay-off notice from his job during the second

week of the intervention. Maria may now need to consider whether the effects of the

intervention might not have been counteracted by these adverse circumstances. Ul-

timately, she will need to decide whether to continue the intervention in the hope
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that, once the couple have dealt with the shock of the impending lay-off, the inter-

vention will begin to have the desired effect.

It is also possible that the intervention is known to have a delayed impact. This

characteristic could have been determined from the professional literature or from

Maria’s previous experience with using the intervention. Under such circumstances

it may, again, be reasonable to maintain the intervention for some time longer and

see whether movement toward the practice objective begins.

How long it is sensible to continue an intervention in the absence of docu-

mented progress is a matter best left to Maria’s and the couple’s judgment. As long as

there is reason to believe that an intervention may yet have the desired impact, it is

justified to pursue that intervention. If there is no evidence of change for the better,

however, the intervention will need to be changed. Note that data will provide objec-

tive evidence supporting the need for a change in the intervention, but they will not

indicate what future intervention strategies might be used instead. Formulation of

a new intervention strategy will again call upon Maria’s and her clients’ judgment.

Insufficient, or Slow Change

Insufficient or slow change is a familiar scenario in the social services. A gradual but

definite improvement in the communication scores may be noted, indicating that

Mr. and Ms. Wright are slowly learning to communicate. Their relationship contin-
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Figure 14.1 B design:The Wrights’ communication levels over time, indicating no change.



ues to deteriorate, however, because their communication scores are still below 60—

the minimum level of good communication; progress needs to be more rapid if the

marriage is to be saved.

In general, many clients improve only slowly, or improve in spurts with regres-

sions in between. The data will reflect what is occurring—what the problem level is,

and at what rate and in what direction it is changing. No data, however, can tell a

worker whether the measured rate of change is acceptable in the particular client’s

circumstances. This is an area in which subjective clinical judgment again comes

into play.

The worker may decide that the rate of change is insufficient, but just margin-

ally so; that is, the intervention is successful on the whole and ought to be continued,

but at a greater frequency or intensity. Perhaps the number of treatment sessions can

be increased, or more time can be scheduled for each session, or more intensive

work can be planned. In other words, a B design will now become a B1B2 design

(Figure 14.2). Or, if baseline data have been collected, an AB design will become an

AB1B2 design. If, on the other hand, the worker thinks that intensifying the interven-

tion is unlikely to yield significantly improved results, a different intervention en-

tirely may be adopted. In this case, the B design will become a BC design (Figure

14.3), or the AB design will become an ABC design.
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Figure 14.2 B1B2 changing intensity design: The Wrights’ communication levels over time,
indicating insufficient change at B1 followed by a more intensive B2.



Sometimes improvement occurs at an acceptable rate for a period and then the

client reaches a plateau, below the desired minimal level; no further change seems to

be occurring. The data will show the initial improvement and the plateau (Figure

14.4), but they will not show whether the plateau is temporary, whether it is akin to

a resting period, or whether the level already achieved is as far as the improvement

will go. Again, this is a matter for clinical judgment. The worker and client system

may decide to continue with the intervention for a time to see if improvement be-

gins again. The exact length of time during which perseverance is justified is a judg-

ment call. If the client system remains stuck at the level reached beyond that time, the

worker and client system will have to decide whether to apply the intervention more

intensively, try a new intervention, or be content with what has been achieved.

Satisfactory Change

Frequently objective data will show an improvement. At times the improvement will

be steady and sustained, and at other times an overall trend of improvement will be

punctuated with periods of plateau or even regression. This latter scenario is illus-

trated in Figure 14.5. Essentially, continuation of the treatment intervention is justi-

fied by continuing client progress, although Maria may wish at times to make minor

modifications in the intervention.
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Figure 14.3 BC design: The Wrights’ communication levels over time, indicating insufficient
change at the B intervention followed by a C intervention.



It is important to keep in mind that not all case-level designs permit the worker

to conclude that the intervention has caused the change for the better. With many

designs that are likely to be used in the monitoring of social work interventions, it is

possible to conclude only that the client’s practice objective has changed for the bet-

ter. This is the situation in the B design shown in Figure 14.4 where Mr. Wright has

obtained communication scores over 60 but Ms. Wright has yet to reach the mini-

mum acceptable level of 60. From a service perspective, however, evidence that Mr.

and Ms. Wright are improving is sufficient justification for continuing the interven-

tion; it is not necessary to prove that the intervention is causing the change.

When the data show that a client has reached the program or practice objec-

tive, the worker will, if possible, initiate a maintenance phase, perhaps gradually

reducing the frequency of contact with a view to service termination but also trying

to ensure that the gains achieved are not lost. If other practice objectives need to be

resolved, the maintenance phase for one objective may coincide with the baseline or

intervention phase for another. It is quite possible to engage in a number of case-level

designs at the same time with the same client; because client practice objectives are

usually interrelated, data obtained in one area will often be relevant to another.

The maintenance phase is important, ensuring that the practice objective really

has been satisfactorily resolved. Assume that data show a steady improvement, culmi-

nating at a point above the target range (as in Figure 14.3). One measurement below
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Figure 14.4 B design: The Wrights’ communication levels over time, indicating an initial im-
provement leveling off to a plateau.



the minimum desired level means only that the practice objective was not at a clini-

cally significant level when that measurement was made. Subsequent measurements

may show that a significant problem still exists. A number of measurements are re-

quired before Maria can be confident that the practice objective has stabilized at the

desired level. Similarly, where the trend to improvement included plateaus and regres-

sions, measurements must continue beyond the achievement of the practice objective

to ensure that the objective has indeed stabilized in the desired level and direction.

The Termination and Follow-Up Phase

Once it is decided that the program objective (not the practice objective) has been

accomplished, the next step is termination and follow-up. The termination decision

is straightforward, in theory: When the data show that the program objective has

been achieved via the attainment of practice objectives, and the objective level is sta-

ble, services can be terminated. In reality, however, other factors need to be taken

into account, such as the number and type of support systems available in the client’s

social environment and the nature and magnitude of possible stressor events in the

client’s life. We must carefully weigh all these factors, including information yielded

by objective and subjective data, in making a decision to end services.
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Figure 14.5 B design:The Wrights’ communication levels over time, indicating some improve-
ment with periods of plateaus and regressions.



Ideally, the follow-up phase will be a routine part of the program’s operations.

Many social work programs, however, do not engage in any kind of follow-up

activities, and others conduct follow-ups in a sporadic or informal way. If the pro-

gram does conduct routine follow-up, decisions will already have been made con-

cerning how often and in what manner the client should be contacted after the

termination of services. If no standardized follow-up procedures are in place, we

will have to decide whether follow-up is necessary and, if so, what form it should

take.

Data can help decide whether a follow-up is necessary. If data reveal that a client

has not reached a program objective, or has reached it only marginally, a follow-up

is essential. If data show a pattern of improvement followed by regression, a follow-

up is also indicated to ensure that regression will not occur again.

The follow-up procedures that measure program objectives may be conducted

in a number of ways. Frequently used approaches include contacting former clients

by letter or telephone at increasingly longer intervals after the cessation of services. A

less frequently used approach is to continue to measure the program objectives that

were taken during the intervention period. As services to the Wrights are terminated,

Maria could arrange to have them each complete, at monthly intervals, the Marital

Satisfaction Scale (the measure of the program objective). Maria could mail the scale

to the Wrights, who, because they have already completed it during the course of the

intervention, should have no problem doing so during follow-up. The inclusion of a

stamped, self-addressed envelope can further encourage them to complete this task.

In this manner, Maria can determine objectively whether marital satisfaction gains

made during treatment are maintained over time.

At a minimum, collecting program-level data (not case-level data) during

follow-up results in a BF design, as illustrated in Figures 14.6 and 14.7. If an initial

baseline phase had been used, the result would be an ABF design. Where follow-up

data indicate that client gains are being maintained, a situation illustrated in Figure

14.6, termination procedures can be completed. Where follow-up data reveal a dete-

rioration after termination, as illustrated in Figure 14.7, Maria is at least in a posi-

tion to know that her clients are not doing well. Under such circumstances, complete

termination is not warranted. Instead, Maria should consider whether to resume ac-

tive intervention, provide additional support in the clients’ social environment, or

offer some other service. The follow-up data will not help Maria to decide what she

should do next, but they will alert her to the need to do something.

It should be noted that Figures 14.6 and 14.7 provide data for marital satisfac-

tion scores and do not represent the couple’s communication scores, as in Figures

14.1 through 14.5. This is because follow-up data are concerned only with program

objectives (in this case, marital satisfaction), not practice objectives (in this case,

communication and expectations of one another).

One other point needs to be clarified. All standardized measuring instruments

do not measure their variables in the same way when it comes to what their high and
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Figure 14.7 BF design: The Wrights’ marital satisfaction levels during treatment (B) and after
termination (F ), indicating a deterioration after termination.
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Figure 14.6 BF design: The Wrights’ marital satisfaction levels during treatment (B) and after
termination (F ), indicating maintained improvement after termination.



low scores mean. For example, high scores on some instruments indicate there is

more of a “problem” being measured than lower scores on the same instrument. For

example, see Figures 14.6 and 14.7, where higher the score, the worse their marital

satisfaction. Thus, we try to get our clients’ scores below the clinical cutting score of

30, where the lower the score, the better.

Some instruments are scored exactly the opposite, where higher scores indicate

the “problem” is less present than lower scores. For example, see Figures 14.1

through 14.5, where the higher the score, the better the communication. We try to

get our clients’ scores above the clinical cutting score of 60, where the higher the

score, the better. All of this can be very confusing to novice and expert alike. It is al-

ways necessary to know exactly how each standardized measuring instrument is

scored and what the scores mean.

PROGRAM-LEVEL DECISION MAKING

The primary purpose of the monitoring approach at the program level is to obtain

feedback on the program in an ongoing manner so that the services provided can be

continually developed and improved.

In the first instance, the program may be assessed with regard to the achieve-

ment of process objectives. Process objectives are analogous to facilitative practice

objectives; their achievement makes it more likely that program objectives will also

be achieved. In a sense, they speak to the effectiveness and efficiency of the service

operation. Process objectives, for example, might address the type of clientele to be

served, indicating that a minimum of 75 percent should come from minority back-

grounds.

Or these objectives could speak to the length of waiting lists, specifying that no

one should have to wait longer than two weeks before the commencement of ser-

vices. Other process objectives could deal with the number of continuing education

hours provided to staff members, premature termination of cases, service hours pro-

vided, and similar other matters.

The actual program objectives may be assessed in various ways. Success rates

may vary with problem type. A particular social service program, for example, may

achieve good success with children who have family-related problems but less suc-

cess with children whose problems are primarily drug related. Or perhaps desirable

results are achieved with one type of client but not another: A drug rehabilitation

program may be more successful with adults than it is with adolescents. Or, again, a

particular program within an agency may achieve its program objectives better than

another program within the same agency. A child welfare agency, for example, may

successfully operate an adolescent treatment foster-care program but have less suc-

cess with its adolescent group-care program. If several residential programs are op-

erated, one may achieve its program objectives to a higher degree than another.
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Finally, the agency must be considered as a whole. How successful is it when all

of its programs are assessed together? What might be done on a general organiza-

tional level to improve the agency’s effectiveness and efficiency?

A picture of results can be readily achieved through the collection and analysis

of objective and subjective data. The kinds of data collected and analyses performed

will depend on the program being considered. This section begins with a few words

about process evaluation and then deals in detail with outcome evaluation.

Process

Usually, data can be readily gathered on matters of interest in a process evaluation as

discussed in Chapter 6. Collecting data, for example, on the demographic character-

istics of clients, the length of time spent on waiting lists, the types of services pro-

vided, and the total number of hours of each is a relatively straightforward matter. In

the monitoring approach, these and similar data are collected continuously and an-

alyzed on a regular basis. Reports available to staff members make clear to what de-

gree process objectives are being met. Process objectives usually pertain to good and

desirable practices that are thought to lead to desired results.

Outcome

Outcomes can be classified into three nonmutually exclusive areas: (1) problems and

cases, (2) program, and (3) agency.

Problems and Cases

As we know, many social service agencies offer services to people with a variety of

needs: pregnant teens, disabled seniors, preadolescents with self-esteem problems,

couples seeking help with their marriages, and people who are trying to stop smok-

ing. The agency will be interested in knowing, and is usually required by funders to

document, to what degree its programs are helping people with particular types of

social problems.

The results achieved by any one client, satisfactory or not, do not say much

about the general effectiveness of the program as a whole. Program effectiveness is

determined only by examining data from groups of clients, often using simple ag-

gregation methods.

Assume, for example, that during a six-month period of a smoking cessation pro-

gram, the program served 80 clients, 40 male and 40 female. Using the case-level mon-

itoring techniques previously described, data will be available showing the number of

cigarettes smoked by each client at the beginning and at the end of the intervention.
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Aggregating the individual client results indicates that the average number of cigarettes

smoked daily at the beginning of the intervention was 34, and the average number

smoked at the end of the program was 11. Thus, the clients smoked, on average, 23

fewer cigarettes after they completed the stop-smoking program. These aggregated

data, after analysis, provide a method of assessing the outcome of the program. The ag-

gregated data and the results of the analysis for all 80 clients are presented in Table 14.1.

The analysis presented in Table 14.1 is a simple one—the calculation of the dif-

ference between the beginning and ending average number of cigarettes smoked.

The analysis could be extended to determine whether this difference might have

come about by chance alone. This is what is meant by the term “statistical signifi-

cance.” Detailed treatment of statistical procedures is beyond the scope of this text

but is readily available in any introductory statistics book such as the Weinbach and

Grinnell text (2007).

To return to our example, the decline in smoking can be documented as a net

change of 23 cigarettes, on average, per client. Although the data available in this sit-

uation permit documentation of the program’s objective, or outcome, it is not possi-

ble to attribute this change to the intervention. The particular evaluation design

used was the one-group pretest–posttest design, and as we know, it does not support

inferences about causality. Nevertheless, this type of design enables staff members to

document the overall results of their services.

Further analyses of these data may provide additional and more specific infor-

mation. Suppose, for example, that program staff had the impression that they were

achieving better results with female smokers than with male smokers. Examining

the results of males and females as separate groups would permit a comparison of

the average number of cigarettes each group smoked at the end of the program. The

data for this analysis are presented in Table 14.2. Note that the average number of

cigarettes smoked at the beginning of the program was exactly the same for the

males and females, 34. Thus, it could be concluded that there were no meaningful

differences between the males and females in reference to the average number of cig-

arettes they smoked at the start of the intervention.

As Table 14.2 shows, at the end of the program males smoked an average of 18

cigarettes daily and females an average of 4 cigarettes. On average, then, females

smoked 14 fewer cigarettes per day than did males. Essentially, this analysis confirms

workers’ suspicion that they were obtaining better results with female smokers than

with male smokers.
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Table 14.1 Average Number of Cigarettes Smoked

at the Beginning and End of the Smoking Cessation

Program (N = 80)

Beginning − After = Difference

34 11 23



The information obtained via the simple analysis presented above provides doc-

umentation of outcomes, a vitally important element in this age of accountability

and increased competition for available funding. There is, however, a further advan-

tage to compiling and analyzing evaluation data. By conducting regular analyses, social

work administrators and workers can obtain important feedback about program

strengths and weaknesses. These data can be used to further develop services. The

data discussed above, for example, may cause the services to be modified in ways

that would improve effectiveness with male clients while maintaining effectiveness

with female clients. This would not only improve services to the male client group

but would also boost overall program outcomes.

Program

As we know from Chapter 3, a program is a distinct unit, large or small, that oper-

ates within an agency. An agency, for example, may comprise a number of treatment

programs, or a child welfare agency may operate a treatment foster-care program

and a residential child abuse treatment program as part of its operations. The resi-

dential program itself may comprise a number of separate homes for children of dif-

ferent ages or different problem types.

These programs should be evaluated if the agency as a whole is to demonstrate

accountability and provide the best possible service to its clientele. A thorough eval-

uation will include attention to needs, process, and outcomes as well as efficiency.

Because the greatest interest is often in outcome, however, this section focuses on

outcome evaluation (see Chapter 7), where the question is, “To what degree has

a program succeeded in reaching its program objectives?”

If this question is to be answered satisfactorily, the program’s objectives must be

defined in a way that allows them to be measured (see Chapter 9). Let us assume that

one of the objectives of the residential child abuse treatment program is to enable its

residents to return to their homes. The degree of achievement of this program ob-

jective can be determined through simple math: What percentage of the residents re-

turned home within the last year?

If the agency includes several programs of the same type, in different locations,

lessons learned from one can be applied to another. In addition, similar programs
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Table 14.2 Average Number of Cigarettes Smoked at

the Beginning and End of the Smoking Cessation

Program by Sex (N = 80)

Sex Beginning − After = Difference n

Males 34 18 16 40

Females 34 4 30 40

Totals 34 11 23 80



will likely have the same program objectives and the same ways of measuring them

so that results can be aggregated to provide a measure of effectiveness for the entire

agency. If the programs are dissimilar—for example, a treatment foster-care pro-

gram and a victim-assistance program—aggregation will not be possible, but sepa-

rate assessment of program outcomes will nevertheless contribute to the evaluation

of the agency as a whole.

Agency

An outcome evaluation, whether in respect to an agency, a program, or a case, always

focuses on the achievement of objectives. How well has the agency fulfilled its man-

date? To what degree has it succeeded in meeting its goal, as revealed by the mea-

surement of its program objectives? Again, success in goal achievement cannot be

determined unless the agency’s programs have well-defined, measurable program

objectives that reflect the agency’s mandate.

As seen in Chapter 3, agencies operate on the basis of mission statements, which

often consist of vaguely phrased, expansive statements of intent. The mission of a sex-

ual abuse treatment agency, for example, may be to ameliorate the pain caused by sex-

ually abusive situations and to prevent sexual abuse in the future. Although there is

no doubt that this is a laudable mission, the concepts of pain amelioration and abuse

prevention cannot be measured until they have been more precisely defined.

This agency’s mandate may be to serve persons who have been sexually abused and

their families living within a certain geographical area. If the agency has an overall goal,

“to reduce the trauma resulting from sexual abuse in the community,” for example, the

mandate is reflected and measurement is implied in the word “reduce.” The concept of

trauma still needs to be operationalized, but this can be accomplished through the spe-

cific, individual practice objectives of the clients whose trauma is to be reduced: The

primary trauma for a male survivor may be fear that he is homosexual, whereas the

trauma for a nonoffending mother may be guilt that she failed to protect her child.

If logical links are established between the agency’s goal, the goals of the pro-

grams within the agency, and the individual practice objectives of clients served by

the program, it will be possible to use the results of one to evaluate the other. Prac-

tice objective achievement at the case level will contribute to the success of the pro-

gram, which will in turn contribute to the achievement of the agency’s overall goal.

USING OUTCOME MONITORING DATA

IN PROGRAM-LEVEL DECISION MAKING

Just as a program outcome for any client may be acceptable, mixed, or inadequate,

evaluation results can also be acceptable, mixed, or inadequate, reflecting the degree

to which its program objectives have been achieved.

Mission statement

A unique written philosophi-

cal perspective of what an

agency is all about; states 

a common vision for the 

organization by providing 

a point of reference for all

major planning decisions.
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Acceptable Results

Before a result can be declared “acceptable,” it is necessary to define clearly what

counts as an acceptable result for a specific program objective. Let us return to the

example of the residential program, where one of the program’s objectives included

enabling residents to return home: If 90 percent of residents succeed in making this

move within six months of entry into the program, has the program’s objective been

achieved to an acceptable degree? What if 80 percent of residents return home

within six months and a further 10 percent return home within a year? Or suppose

that 100 percent return home within six months but half of the adolescents are even-

tually readmitted to the program.

Evidently, an acceptable result is largely a matter of definition. The program ad-

ministrators and funders must decide what degree of objective achievement can rea-

sonably be expected given the nature of the problems, the resources available, and the

results of similar programs. Are the results for the smoking cessation program, for ex-

ample, shown in Tables 14.1 and 14.2, indicative of success? If the program comprises

a number of subprograms, the same considerations apply with regard to each. Defin-

ing criteria for success should be done in advance of obtaining results, to avoid politi-

cizing the results and to make it possible to set relevant program objectives.

Once the standards for an acceptable level of achievement have been set, evalu-

ation becomes a matter of comparing actual outcomes against these standards.

Where standards are met, program personnel can, with some degree of confidence,

continue to employ existing procedures and practices. If a monitoring approach to

evaluation is used and outcomes are analyzed on a regular basis, workers will be able

to see not only whether program objectives are being achieved to an acceptable de-

gree but also whether the level of achievement is rising or falling. Any persistent

trend toward improvement or decline is worth investigating so that more effective

interventions and processes can be reinforced and potential problems can be de-

tected and resolved.

Mixed Results

Occasionally, the results of an outcome evaluation will show that the program is

achieving its objectives only partially. A program may be successful in helping one

group of clients, for example, but less successful with another. This was the situation in

the smoking cessation program mentioned previously: Female clients were being

helped considerably, but male clients were obtaining much less impressive results (see

Table 14.2). Similarly, an evaluation may reveal seasonal variations in outcomes: At cer-

tain times of the year a program may achieve its program objectives to an acceptable

degree, but not at other times. Clients in farming communities, for instance, may be

able to participate in the program in the winter more easily than during the growing
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season, when they are busy with the tasks of farming. This factor alone may result in

reduced achievement at both the case and program levels. It is also possible that one

program within an agency is achieving its objectives to a greater degree than another

similar program.

In such situations, staff members will undoubtedly wish to adjust practices and

procedures so that the underperforming components can be upgraded. In making

any adjustments, however, care must be taken not to jeopardize those parts of the

operation that are obtaining good outcomes. In the case of the smoking cessation

program, for example, the workers may be tempted to tailor several sessions more to

the needs of male clients. Although this may indeed improve the program’s perfor-

mance with male clients, the improvement may come at the expense of effectiveness

with females.

A preferable strategy might be to form separate groups for males and females

during some parts of the program, leaving the program unchanged for female

clients but developing new sessions for male clients to better meet their needs. Of

course, it is impossible to predict in advance whether changes will yield the desired

results, but ongoing monitoring will provide feedback about their efficacy.

Inadequate Results

One of the strengths of a program-level monitoring system is that it takes into account

the entire program process, from intake to follow-up. A low level of program objective

achievement is not necessarily attributable to the interventions used by the workers

with their clients. It is possible that the problem lies in inappropriate eligibility criteria,

unsatisfactory assessment techniques, inadequate staff training, or a host of other fac-

tors, including unforeseen systematic barriers to clients’ involvement in the program.

If an outcome evaluation shows that results are unsatisfactory, further program

development is called for. To diagnose the problem or problems, the program ad-

ministrator and workers will want to examine data concerning all the stages that lead

up to intervention as well as the intervention process itself. Once they have ideas

about the reasons for suboptimal performance, usually obtained by process evalua-

tions (see Chapter 6), they are in a position to begin instituting changes to the pro-

gram’s procedures and practices—and monitoring the results of those changes.

SUMMING UP AND LOOKING AHEAD

One of the most important reasons for monitoring is to obtain timely data on which

further decisions about intervention plans or program development can be based. At

the case level, the worker will continually monitor changes in the client problem; at

the program level, data relating to needs, processes, and outcomes can help staff

make informed decisions about program modifications and changes.
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This chapter is the last chapter in Part III of our book. This chapter, along with

the five preceding ones, discussed how you can collect and analyze quantitative and

qualitative data from various data sources and use these data in management infor-

mation systems where you then can make decisions from them.

The next part, Part IV, presents the contexts of the evaluation enterprise by con-

centrating on ethical (Chapter 15) and culturally appropriate (Chapter 16) evalua-

tion practices along with a final chapter on writing grant proposals (Chapter 17).

RECAP AND ONLINE MATERIALS

In this chapter, you learned how to make decisions with data.

You should also recall the concept of single-subject designs from your founda-

tional research course. If not, go online to take a free crash course in single-subject

designs.

You can also find the following materials online to help you master the concepts

you just learned:

• Chapter Outline

• Learning Objectives

• Key Terms and Concepts

• Flash Cards

• Practice Multiple-Choice Tests

• Essay Questions with Answers

• Links

www.oup.com/us/swevaluation

STUDY QUESTIONS

1. Explain the difference between empirical and subjective data. In your own

words, briefly outline the limitations of empirical data. Compare your list with

those identified in this chapter. In your own words, briefly outline the limita-

tions of subjective data. Compare your list with those identified in this chapter.

What is meant by the phrase “garbage in, garbage out” in monitoring evalua-

tions? What suggestions can you offer for workers to avoid the “garbage in,

garbage out” scenario?

2. Suppose a worker intuitively feels that her client is at risk for experiencing more

serious episodes of loneliness. What suggestions can you offer to assist the worker

in obtaining empirical data to support her subjective conclusion? What is meant

by the “clinical significance” of data? How does the clinical significance of data

affect decision making for social service workers? What options for program

www.oup.com/us/swevaluation
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development might an administrator have when program results prove to be in-

adequate? What ethical considerations must be addressed?

3. In groups of four, agree on a social service problem and the criteria for client

termination. Identify four different methods of measuring the problem that will

assist you in deciding whether or not the client is ready for termination. To what

degree will the information obtained from each of these methods be consistent?

Will the decision to terminate client services tend to rely more on empirical or

subjective data? Present your findings to the class.

4. In groups of five, develop a hypothetical social service program, complete with a

mission statement, a goal, objectives, activities, and measurements of the program

objectives. Choose an exploratory design to monitor and appraise case-level client

outcomes, and identify the type of data to be collected for various practice objec-

tives. Suppose the data obtained indicate mixed results. What adjustments would

you make to the interventions to increase client success? Review your list of ad-

justments and prioritize them according to order of implementation. Present your

discussion to the class.

5. Social service decision making is based upon two different types of data. What

are they? As you briefly describe each type, explain how they guide the decision-

making process. What are the advantages of using empirical data in decision

making? Justify your response. Be specific and clear. Use a social service example

throughout your discussion. What are the limitations of using empirical data in

decision making? Justify your response. Be specific and clear. Use a social service

example throughout your discussion. Under what conditions do workers use

subjective data in decision making? When is the use of subjective data useful to

the decision-making process? Justify your response. Be specific and clear. Use a

social service example throughout your discussion. Identify and discuss the ma-

jor drawback to using subjective data in decision making. Justify your response.

Be specific and clear. Use a social service example throughout your discussion.

6. How do practitioners make decisions at the case level? How are the highest qual-

ity decisions reached? Justify your response. Be specific and clear. Use a social

service example throughout your discussion.

7. You are currently working with a client named Jennifer who wants to lose

weight. You also see her mother, Irene, who is having problems with her boss at

work. What types of decisions do you make with each of these clients in the en-

gagement and problem definition phase of intervention? On what types of data

are these decisions based? Justify your response. Be specific and clear. Define a

practice objective for Irene. To what degree does this phase rely on empirical

data? Justify your response. Be specific and clear. In what ways are your inter-

vention strategies with clients like Jennifer and Irene based on empirical data?

Justify your response. Be specific and clear. How would your success with Irene

be measured on the basis of consistently collected data? On what basis should

you determine Irene’s progress? Justify your response. Be specific and clear. You



realize your intervention decisions regarding Irene are based of her progress and

your interpretation of her progress. How would you interpret a deterioration or

no change in Irene as she works toward her practice objective? How would you

interpret an insufficient or slow change in Irene’s progress? Justify your re-

sponse. Be specific and clear. What kind of data would you take into account

when deciding when Irene’s case should be terminated? How can data aid your

decision about whether to follow up with Irene? Justify your response. Be spe-

cific and clear.

8. What is the purpose of using a monitoring approach to quality improvement

at the program level? How can program progress be assessed? Justify your

response. Be specific and clear. What kinds of data must be collected and ana-

lyzed when measuring the outcomes of a particular program? How is an evalua-

tion of program outcomes conducted? Justify your response. Be specific and

clear. Use a social service example throughout your discussion.

9. Suppose a program-level evaluation indicated acceptable results. How would

such a result affect staff and administrative behavior? Justify your response. Be

specific and clear. Use a social service example throughout your discussion. Sup-

pose a program-level evaluation indicated mixed results. How would such a re-

sult affect staff and administrative behavior? Justify your response. Be specific

and clear. Use a social service example throughout your discussion. Suppose a

program-level evaluation indicated inadequate results. How would such a result

affect staff and administrative behavior? Justify your response. Be specific and

clear. Use a social work example throughout your discussion.

10. In your own words, discuss in depth why program objectives are measured at

follow-up and not practice objectives. What is the rationale behind this? What

are the limitations of follow-up data if practice objectives are not being mea-

sured? Under what circumstances would the measurement of practice objectives

be justified for follow-up data? Justify your answer. Use one common social ser-

vice example throughout your discussion.
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KNOWING THE CONTEXTS
OF EVALUATIONS

IV

A ll evaluations are influenced, to some degree, by politics. Chapter 15 discusses

how these political influences affect the evaluation process and highlights the

appropriate and inappropriate uses of evaluations. It also discusses how the four

professional standards for evaluations influence our evaluative efforts. The chapter

highlights the informed consent process and the role that institutional review boards

play on submitting an evaluation proposal.

Chapter 16 describes how evaluations in the social services must be culturally

appropriate. It discusses various cultural frameworks and presents mechanisms that

we can use to be sure our evaluations are not only culturally appropriate but also

produce findings and implications that are useful to marginalized populations.

The final chapter, Chapter 17, briefly describes how to write grants to obtain

funding for a program. It assumes that the 16 previous chapters have been read as it

incorporates most of their content in describing how to ask for funds to create a new

social service program. Thus, it assumes that readers are familiar with the terms that

were introduced in the previous chapters.
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EVALUATION POLITICS, ETHICS,
AND STANDARDS

Politics

Individual actions and poli-

cies that govern human 

behavior, which, in turn,

influence program decisions.

Politically charged situations

usually have an element of

self-interest.
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A s you know by now, our book is intended to provide an approach to planning,

implementing, reporting, and using evaluations. The actual implementation of

an evaluation, however, occurs in the real world and thus is subject to the multiple

influences and pressures that exist there. In this chapter, professional and ethical

guidelines for evaluations are discussed and presented as a way of ensuring that eval-

uations are properly and competently conducted and appropriately used.

POLITICS OF EVALUATION

The real-world pressures that affect and sometimes buffer evaluation work exist be-

cause evaluations are often perceived to have serious consequences affecting peo-

ple’s interests. Consequently, people, factions, or groups sometimes seek to advance

their interests by influencing the evaluation process. Politics may be at work within

a program or outside of a program; these can result in very strong pressure on the

evaluation process. Further, because politics often lead to personal contention, the

actual conduct of the evaluation may become difficult.

Politically charged situations may emerge within a social service program, in

which case individuals internal to the program are primarily involved. Administrators

and staff are key players when it comes to internal politics. Program politics become



apparent in situations where staff interests are involved; the evaluation may lead to

changes in philosophy, organization, or approach to service provision. An evaluation

must be prudent in dealing with internal politics because the cooperation of admin-

istrators and staff needs to be maintained to facilitate the evaluation process. At other

times, individuals who are outside of the program may wish to influence decisions

about the future development or the allocation of resources. When individuals out-

side the program attempt to influence the evaluation, external politics are at work.

Further contention may develop when a program’s staff members and external

stakeholder groups hold different views about what events should take place and

what decisions ought to be made. The nature of the decisions to be made, the in-

vested interests of the respective parties, and the magnitude of potential change can

all serve to raise the perceived consequences of the evaluation and the intensity of

the political climate.

APPROPRIATE AND INAPPROPRIATE USES

OF EVALUATION

Any human endeavor, including evaluation, can be appropriately or inappropriately

used; when stakes are high, the probability of misuse increases. A good evaluation

results in the production of fair, balanced, and accurate data about the program; ap-

propriate use of these data is in the decision-making process as presented in the last

chapter. At its best, this should be an open, transparent process with decisions evolv-

ing from evaluation results. However, in politicized situations, there is little inten-

tion to use evaluation results in an open decision-making process; the intent is to use

the evaluation process to further some other purpose. Inevitably, a misuse of an

evaluation’s findings occurs.

Misuses of Evaluation

Evaluations can be misused in various ways. Some of the more common misuses in-

clude: (1) justifying decisions already made, (2) inappropriate use of public rela-

tions, (3) used for performance appraisals, and (4) fulfilling funding requirements.

Justifying Decisions Already Made

Perhaps the most frequent misuse of an evaluation is to justify decisions that were

already made in advance of the evaluation. At the case level, for example, a worker

may have decided, if only at the subconscious level, that a youngster in treatment

foster care should be referred to a group-care program. The worker may then select

a standardized measuring instrument (see Chapter 9) that is likely to show that the
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youngster’s functioning is highly problematic, and then use these data to justify the

previously taken decision.

At the program level, an administrator may already have decided that a certain

program within the agency should be reduced in size. The administrator may then

commission an evaluation in the hope that the results will show the program to be

ineffective. Inevitably, any evaluation will uncover some shortcomings and limita-

tions; the administrator can then use these to justify the decision to reduce the size

of the program. Similarly, outside funders who have already decided to curtail or

cancel funding for a program may first commission an evaluation in the hope that

the results will justify the preexisting decision.

Inappropriate Use of Public Relations

A second misuse of an evaluation is to distract attention from negative events, as a

public relations tool. From time to time within the social services, problems and in-

cidents occur that bring unwelcome publicity. A worker in a group home, for exam-

ple, may be indicted for sexual abuse of residents, or a preschooler may be returned

from a treatment foster home to her birth home and be subsequently physically

abused by her biological parents. These types of incidents inevitably attract intense

media scrutiny and public interest.

Some administrators may immediately respond to such incidents by commission-

ing an evaluation and then declining any comment. An administrator might an-

nounce,“I have today engaged Professor Rodriguez from the university to undertake a

comprehensive evaluation of this program; until the evaluation results are available, I

do not want to say anything further that might prejudge the findings.” An evaluation

may be an appropriate response in such a situation. However, its findings must be used

to help decide on changes that need to be made to increase the likelihood that a simi-

lar problem will never again occur. When an evaluation is commissioned merely to

distract attention, to avoid having to comment, much of the time, effort, and resources

invested will be wasted as there is unlikely to be any genuine interest in the evaluation’s

results. An evaluation in such a situation is mere window dressing—a diversion.

Used for Performance Appraisals

The third serious misuse of an evaluation occurs when it is used for purposes of

performance appraisal. For example, data can be aggregated inappropriately across a

worker’s caseload, and the resulting “cumulative data” are then used for a perfor-

mance appraisal. At the program level, the contents of an evaluation report, which fo-

cuses on an operating unit, may be used to evaluate the performance of a supervisor

or administrator. Although administrators do have some responsibility for the per-

formance of their unit, program, or department, other factors—beyond the control

of the administrator—may also be involved; the point is that a program evaluation is

Outside funder

The sponsoring body who

provides funding for the

creation of a social service

program.

Public relations

The business of generating

goodwill toward an individ-

ual, cause, or social service

agency.

Performance appraisals

An evaluation of a social

worker’s efficiency and/or

effectiveness.
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not meant to link program performance and outcomes to individual social workers

and their performances.

When an evaluation is used for purposes of a performance appraisal, the find-

ings are likely to be used for political goals—to promote or undermine an individ-

ual. Such misuse of an evaluation is destructive, as administrators and workers alike

will undoubtedly become defensive and concentrate their efforts on ensuring that

evaluation data show them in the best possible light. These efforts detract from the

delivery of effective services and will also likely result in less reliable and valid data.

Performance appraisals and program evaluations are two distinct processes, with

different purposes. Both are compromised if they are not kept separate.

Fulfilling Funding Requirements

Nowadays, funders are commonly requiring an evaluation of some kind as a condi-

tion of a program’s funding, particularly in the case of new projects. Staff members

who are trying to set up a new program or maintain an old one, for example, may

see the evaluation requirement as a ritual without any direct relevance to them. They

may thus incorporate an evaluation component into the funding proposal or graft

evaluation activities onto an existing program, obediently jumping through hoops

to satisfy funders that they are in compliance with evaluation requirements.

Often, these evaluation plans are not even implemented because they were de-

signed for “show” only. At other times, the evaluation activities are undertaken but

without any intention of making use of the results. It is, of course, a serious misuse

(not to mention a waste of time, effort, and resources) to undertake an evaluation

only to obtain program funds, without any thought of using the data that were

derived from the evaluation in any meaningful way.

Proper Uses of Evaluation

Having described a variety of possible misuses, it is appropriate to conclude this sec-

tion of the discussion by reviewing two appropriate uses of evaluations. As discussed

previously, evaluations are most properly used to guide an open and transparent

decision-making process, where evaluation findings will be weighed and considered.

Internal Decision Making

The primary internal use of evaluation data is feedback; evaluation findings provide

data about the degree to which a program’s objectives are being met. When these

data are available in a timely fashion, administrators and workers alike can continu-

ally monitor the impacts of their decisions, and, where required, make adjustments

to activities and program operations.

Decision making

The cognitive process of

reaching a decision.
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At the case level, for example, evaluation data can provide an objective basis for

making clinical decisions. As has been described in Chapters 9 and 14, selected prac-

tice objectives are measured repeatedly while the client is receiving services. These

data are then used as feedback on client progress and become an important consid-

eration in decisions to maintain, modify, or change treatment interventions.

At the program level, staff members’ interest is in a broader picture of how the

program functions. The monitoring approach to evaluation allows a program to

gather data continuously about its various components, practices, and procedures.

The principal internal use for such data is developmental. The process is essentially

as follows: Data are collected continuously and analyzed periodically to provide on-

going feedback about the functioning of various aspects of the program. Where the

program is not performing as desired, there is an opportunity to make changes in

structures, procedures, and practices. Subsequent data will then provide informa-

tion about the impact of these changes. Through this process, administrators and

staff can continuously fine-tune and improve the program.

Because the purpose of the evaluation is development, not judgment, people are

more likely to take risks, innovate, and experiment. In such an environment, growth

and development are more likely to occur. When staff members and teams feel en-

couraged to grow and learn, the program itself grows and learns.

External Decision Making

External uses of evaluation data usually involve funders, policymakers, other stake-

holder groups, and researchers. Appropriate uses include the demonstration of ac-

countability, decision making about program and policy, and knowledge building.

Social service programs are, in a general sense, accountable to their clients, to

their communities, and to professional peers. In a more specific way, they are also

accountable to their funders. Accountability generally requires evidence that goals

are consistent with community needs, that contracted services are actually provided

as planned, and that these services are being provided effectively and efficiently.

These are among the most common uses of evaluation data: to account for program

activities and program results.

At the policy level, it is sometimes necessary to make decisions among various

ways of meeting particular social needs. Or policymakers may decide to encourage

the development of programs that are organized along certain intervention models.

For example, in many jurisdictions, the development of treatment foster homes has

been encouraged in recent years, while group-care facilities for young people are

supported much more reluctantly. At other times, funders must make decisions re-

garding future funding for a specific program. In all three situations, evaluation will

provide data that can help guide decisions.

Knowledge building is another way in which an evaluation’s results may be used.

Each completed evaluation study has the potential of adding to our profession’s
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knowledge base. Indeed, at times, evaluations are undertaken specifically for the

purpose of acquiring knowledge. Because evaluations are conducted in field set-

tings, they are particularly useful for testing the effectiveness of interventions and

treatment models that actually occur in these settings.

Evaluations for external purposes are usually initiated by people outside the

program, typically funding bodies such as governments or foundations. They are of-

ten also externally conducted by evaluation specialists on a project by project basis.

When evaluations are externally initiated and externally conducted, there is a higher

potential for problems in the evaluation process and for the misuse of the findings.

This is because an external evaluator may impose an evaluation framework that

does not fit well with a program’s operations or is not consistent with staff members’

or administrators’ expectations.

An effective safeguard is provided when administrators and staff are involved in

decisions relating to the planning and execution of the evaluation. An alternative to

the externally conducted project evaluation is available to programs that establish

internal evaluation systems. When internal systems are developed with stakeholders
participating, the data collected through them often satisfy many of the data needs

of the external stakeholders.

POLITICAL INFLUENCES ON THE

EVALUATION PROCESS

We have seen how internal and external politics can lead to inappropriate reasons

for conducting case-level and program-level evaluations. Moreover, we should also

be aware that political influences may have an impact once the evaluation is under-

way. Individuals may attempt to influence the evaluation process itself, in an attempt

to obtain results that support their views and positions.

Manipulating the Evaluation Process

Stakeholders usually have legitimate interests in relation to a social service program

and, quite appropriately, may attempt to further these interests. For example, some

staff members may believe strongly that a new intervention approach would work

better than the existing one. They may then try to convince and influence others that

the new intervention approach should be adopted. Or an administrator may believe

that a certain approach to intake will produce better results.

Attempting to influence program development so that the new approach or in-

take method is adopted is quite natural and entirely appropriate. In the normal

course of an evaluation, data may emerge that would, in fact, confirm the superior-

ity of the intervention approach or the benefits of the new intake process.

Stakeholders

A person or group of people

having a direct or indirect

interest in the results of 

an evaluation.
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However, people sometimes move beyond the legitimate use of influence and at-

tempt to manipulate the evaluation process itself. Thus, staff members may selec-

tively provide data that tend to show the benefits of their preferred approach or the

shortcomings of the existing approach, hoping to influence the outcome of the eval-

uation. Or an administrator may offer to an evaluator a comparison situation be-

tween two units, one using the old intake approach and one using the new intake

approach. However, the administrator might also know that the unit using the old

intake approach has encountered large staff turnover recently and currently faces

other difficulties as well. If the evaluator collected data from the two proposed units,

the resulting comparison might well reflect the functioning of the units rather than

the effectiveness of the intake processes.

Any number of other examples could be cited, ranging from relatively mild ex-

amples of attempting to exert undue influence to very flagrant attempts at manipu-

lating the process.

Misdirecting the Evaluation Process

We know that social service programs (including interventions) do not exist in a

single static state. They exist in many states or are multifaceted, and the particular

state revealed by an evaluation depends on the purpose and focus of the evaluation

and the methodology employed. Individuals and groups may attempt to further

their interests by misdirecting the evaluation process, in the hope that the state of the

program revealed in the evaluation will serve to promote their agenda. Misdirecting

the process may be accomplished through (1) program objectives, (2) the evaluation

sample, (3) data collection methods, and (4) interpretation of findings.

Evaluators have considerable latitude in establishing the methodology and pro-

cess concerning these matters. However, these methodological and process choices

are subject to political pressures from individuals and groups who hope to influence

the findings. It is, therefore, particularly important that evaluators avoid becoming

unwitting pawns in a manipulative political process; they need to be keenly aware of

the implications of each choice they make. Let us now consider these four key

decision-making points in evaluations and take a closer look at the role that politics

may play within each.

Program Objectives

Unfortunately, many social service programs do not have clearly stated and mea-

surable program objectives. How can a program be evaluated if its objectives are

not explicitly stated? What is to be evaluated in such a situation? If specific objec-

tives are lacking, they will need to be developed early in the evaluation process. The

task of defining a program’s objectives may heighten political contention because,
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in reality, a program’s objectives define the criteria on which the program will be

evaluated (see Chapter 3).

Administrators and workers, understandably, will wish to be evaluated against

criteria that they feel reflect their program’s philosophy, practices, and focus. They

would also like to see the objectives set in a manner that takes into account the con-

straints imposed by mandate, resources, and context. In addition, they will wish to

emphasize objectives that they believe they are meeting or exceeding. On the other

hand, stakeholders from the outside may wish to set objectives around matters that

are important to them. Funders, for example, may wish to define outcome objec-

tives; other agencies may identify partnership-related objectives; service recipients

may emphasize access.

Of course, the program will inevitably fare better on some objectives than on

others; thus, if any of these stakeholder groups have political goals or are trying to

advance a hidden agenda, they may be furthered depending on the selection of the

objectives that will frame the evaluation.

The evaluator thus has a responsibility to ensure that the program is evaluated

against existing program objectives, if there are any. If there are none, objectives need

to be identified, and the evaluator must ensure that the objectives are fair and reason-

able and include a balance of perspectives from all relevant stakeholder groups.

Sample Selection

As we know from Chapter 10, whom we decide to include in an evaluation sample
influences the data that are collected and, ultimately, the findings that are derived

from the evaluative effort. Because all social service programs have a number of

stakeholder groups, it is possible to gather evaluation data from many different

sources. In a family support program (e.g., Box 3.1), for example, we could sample

the program’s workers (Data Source 1), other helping professionals involved with

the clients (Data Source 2), the clients themselves (Data Source 3), or even the gen-

eral public (Data Source 4) to obtain relevant data.

Further, after the sources are decided on, questions often arise about the criteria

for sample inclusion. Suppose it was agreed in a family support program that the

families would be the main data source. Evaluation results may be influenced con-

siderably by how a “family” is defined. Are data collected from parents only, or are

children included as well? Sometimes data are collected from available family mem-

bers. Data for one family can be collected from the mother, while data for another

family can be collected from both parents, the children, and a live-in grandparent.

Clearly, decisions regarding these matters will influence results.

Another consideration in sampling is whether all clients who started in the pro-

gram are to be included in the sample. If, for example, clients complete a self-

administered satisfaction survey at termination (e.g., Figures 9.1 and 9.2), those who

have dropped out of the program early and who are presumably less satisfied will

Sample

A subset of a population 

of individuals, objects, or

events chosen to participate

in or to be considered in a

study; a group chosen by

unbiased sample selection

from which inferences about

the entire population of

people, objects, or events

can be drawn.
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not be included. Thus, the results will likely reflect more satisfaction with the pro-

gram than is actually the case.

Or if a focus group is to be conducted, who will participate? Often, such groups

are composed on the basis of recommendations of staff members, who tend to sug-

gest their “best” clients, those who are articulate, cooperative, have made the most

improvement, and generally hold the most favorable attitudes toward the program.

Obviously, such a sample would not likely result in data that are representative of all

clients.

Again, it is the evaluator’s responsibility to consider the implications of how the

sample is selected and to ensure that the sampling method is reasonable under the

circumstances.

Data Collection Methods

The data collection methods may also influence results. For example, in an evalua-

tion of the stability of client gains made during a program, a follow-up of closed

cases may be undertaken and telephone interviews conducted to collect data.

Clearly, clients without telephones or those who have moved and not left forwarding

information will be excluded. It is, however, likely that these clients may be different

from those who are included; they are probably not doing as well as clients who have

a stable residence and can be contacted through telephone calls. Thus, follow-up

data collected by this method may tend to overstate the level of functioning of for-

mer clients.

The timing of data collection can also have a considerable effect on an evalua-

tion’s results. At both the case and program levels, different conclusions may be

drawn about client success if progress is measured at the time of termination of ser-

vices rather than at some time after termination. In the case of adolescents dis-

charged from a group-care program, for example, deterioration often takes place

subsequent to termination because less structure and fewer supports are available in

the community.

Outcome measures taken at the time of termination (as well as at follow-up) are

both legitimate reflections of a program’s objectives, but they represent unique per-

spectives and may show different results. Clients, for example, may show consider-

able gains at posttest immediately after exiting the program, but may show only

marginal gains at follow-up three months later.

Who collects the data is another important decision. As discussed in previous

chapters, many programs use front-line workers to collect data in an effort to keep

data collection costs at a minimum. If the data are collected by their workers, service

recipients may not feel free to express their true opinions, particularly if their opin-

ions are somewhat critical. Alternatively, if workers are asked to rate their own

clients’ functioning, they may overstate the case, in a conscious or subconscious ef-

fort to reflect their own efforts in the best possible light.

Data collection methods

The various ways in which

data can be collected, such

as surveys (i.e., telephone,

mail), participant observa-

tions, interviews, secondary

analyses, document reviews,

and the like.
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Because data collection has implications for the results, evaluators have a re-

sponsibility to ensure that the methods used are appropriate, will provide for the in-

tegrity of the resulting data, and are without biasing effects (see Table 10.3).

Interpretation of Findings

In this book, evaluation is described as a way of monitoring interventions, program

processes, and outcomes to provide feedback that can support a process of continu-

ous improvement and development. The degree to which a program achieves its ob-

jectives is a measure of success, but it is essentially a matter of opinion what level of

achievement actually constitutes success. Suppose for a moment that 60 percent of

the graduates of a job-training program find employment in our Aim High Program

discussed in Chapter 8. This figure may be interpreted as indicating success, in that

fully 60 percent of graduates are employed; or it may be taken to indicate failure, in

that only 60 percent of graduates find work.

Moreover, such data as the percentage of former clients who find employment

represent only a part of the evaluative picture. Relevant contextual factors should

also be considered; these could include the rate of unemployment in the community,

the income earned by former participants, and the level of job satisfaction experi-

enced by them. The way in which evaluation findings are interpreted is a process

known as valuation.
Because criteria for a program’s success are seldom predefined, evaluators often

play an influential part in the valuation process; depending on the judgment of an

evaluator, the same result may be classified as either a success or a failure. It goes with-

out saying that evaluators must ensure that the valuation process is fair and reasonable.

PROFESSIONAL STANDARDS FOR EVALUATION

To safeguard against the misdirection of the evaluation process or the misuse of the re-

sults, evaluators turn to professional standards for guidelines regarding the conceptual-

ization and implementation of their work. There are various standards that exist as well;

this section provides a description of one widely accepted set of standards for evaluation.

The oldest professional standards for program evaluation are those issued by the

Joint Committee on Standards of Educational Evaluation (1994). The Committee was

formed in 1975 and now includes a large number of organizations concerned with

maintaining high professional standards in evaluation practice. As displayed in Box

15.1, the Committee has identified four overlapping criteria against which evaluation

practice should be judged: (1) utility, (2) feasibility, (3) propriety, and (4) accuracy.

Although the Committee standards were written specifically as guidelines for

program-level evaluation, many of the standards are relevant and can be applied to

case-level evaluation as well.

Valuation

The way evaluation findings

are interpreted.
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(continued)

Box 15.1 Summary of Program Evaluation Standards

Utility Standards

The utility standards are intended to ensure that an eval-
uation will serve the information needs of intended users.

• Stakeholder Identification: Persons involved in or
affected by the evaluation should be identified so
that their needs can be addressed.

• Evaluator Credibility: The persons conducting the eval-
uation should be both trustworthy and competent to
perform the evaluation so that the evaluation findings
achieve maximum credibility and acceptance.

• Information Scope and Selection: Information collect-
ed should be broadly selected to address pertinent
questions about the program and be responsive to
the needs and interests of clients and other specified
stakeholders.

• Values Identification: The perspectives, procedures,
and rationale used to interpret the findings should
be carefully described so that the bases for value
judgments are clear.

• Report Clarity: Evaluation reports should clearly
describe the program being evaluated, including its
context and the purposes, procedures, and findings
of the evaluation so that essential information is pro-
vided and easily understood.

• Report Timeliness and Dissemination: Significant interim
findings and evaluation reports should be dissemi-
nated to intended users so that they can be used in a
timely fashion.

• Evaluation Impact: Evaluations should be planned,
conducted, and reported in ways that encourage
follow-through by stakeholders so that the likeli-
hood that the evaluation will be used is increased.

Feasibility Standards

The feasibility standards are intended to ensure that an
evaluation will be realistic, prudent, diplomatic, and frugal.

• Practical Procedures: The evaluation procedures
should be practical, to keep disruption to a minimum
while needed information is obtained.

• Political Viability: The evaluation should be planned
and conducted with anticipation of the different

positions of various interest groups so that their
cooperation may be obtained and so that possible
attempts by any of these groups to curtail evaluation
operations or to bias or misapply the results can be
averted or counteracted.

• Cost Effectiveness: The evaluation should be efficient
and produce information of sufficient value so that
the resources expended can be justified.

Propriety Standards

The propriety standards are intended to ensure that an
evaluation will be conducted legally, ethically, and with
due regard for the welfare of those involved in the eval-
uation as well as those affected by its results.

• Service Orientation: Evaluations should be designed to
assist organizations to address and effectively serve
the needs of the full range of targeted participants.

• Formal Agreements: Obligations of the formal parties
to an evaluation (what is to be done, how, by whom,
when) should be agreed to in writing so that these
parties are obligated to adhere to all conditions of
the agreement or formally to renegotiate it.

• Rights of Human Subjects: Evaluations should be
designed and conducted to respect and protect the
rights and welfare of human subjects.

• Human Interactions: Evaluators should respect
human dignity and worth in their interactions with
other persons associated with an evaluation so that
participants are not threatened or harmed.

• Complete and Fair Assessment: The evaluation should
be complete and fair in its examination and record-
ing of strengths and weaknesses of the program
being evaluated so that strengths can be built upon
and problem areas addressed.

• Disclosure of Findings: The formal parties to an evalua-
tion should ensure that the full set of evaluation find-
ings along with pertinent limitations are made accessi-
ble to the persons affected by the evaluation and any
others with expressed legal rights to receive the results.

• Conflict of Interest: Conflict of interest should be dealt
with openly and honestly so that it does not com-
promise the evaluation processes and results.



Utility

The utility criteria are intended to ensure that evaluations will provide useful data to

one or more of the program’s stakeholder groups. In other words, evaluators are re-

quired to establish links between an evaluation’s findings and the decisions to be de-

rived from them. Data obtained from an evaluation must be relevant to decision

makers and reported in a manner that decision makers can understand.

At the case level, the participant and the front-line worker are, in most cases,

joint decision makers. Because workers usually carry out case-level evaluations, they

will be able to decide on the type of data to be gathered, the method of analyses, and

the way in which evaluation findings will impact case-level decision making.

Utility

An evaluation standard that

says an evaluation must pro-

vide useful data to one or

more of the program’s stake-

holder groups.
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• Fiscal Responsibility: The evaluator’s allocation and
expenditure of resources should reflect sound
accountability procedures and otherwise be prudent
and ethically responsible so that expenditures are
accounted for and appropriate.

Accuracy Standards

The accuracy standards are intended to ensure that an
evaluation will reveal and convey technically adequate
information about the features that determine worth or
merit of the program being evaluated.

• Program Documentation: The program being evalu-
ated should be described and documented clearly and
accurately so that the program is clearly identified.

• Context Analysis: The context in which the program
exists should be examined in enough detail so that
its likely influences on the program can be identified.

• Described Purposes and Procedures: The purposes and
procedures of the evaluation should be monitored
and described in enough detail so that they can be
identified and assessed.

• Defensible Information Sources: The sources of infor-
mation used in a program evaluation should be
described in enough detail so that the adequacy of
the information can be assessed.

• Valid Information: The information-gathering proce-
dures should be chosen or developed and then
implemented so that they will assure that the inter-
pretation arrived at is valid for the intended use.

• Reliable Information: The information-gathering pro-
cedures should be chosen or developed and then
implemented so that they will assure that the infor-
mation obtained is sufficiently reliable for the
intended use.

• Systematic Information: The information collected,
processed, and reported in an evaluation should be
systematically reviewed, and any errors found should
be corrected.

• Analysis of Quantitative Information: Quantitative
information in an evaluation should be appropriately
and systematically analyzed so that evaluation ques-
tions are effectively answered.

• Analysis of Qualitative Information: Qualitative infor-
mation in an evaluation should be appropriately and
systematically analyzed so that evaluation questions
are effectively answered.

• Justified Conclusions: The conclusions reached in an
evaluation should be explicitly justified so that stake-
holders can assess them.

• Impartial Reporting: Reporting procedures should
guard against distortion caused by personal feelings
and biases of any party to the evaluation so that eval-
uation reports fairly reflect the evaluation findings.

• Metaevaluation: The evaluation itself should be for-
matively and summatively evaluated against these
and other pertinent standards so that its conduct
is appropriately guided and, on completion, stake-
holders can closely examine its strengths and weak-
nesses.

Box 15.1 (continued)



At the program level, evaluation findings are usually documented in a written re-

port. In a monitoring situation, the report may be one of a regular series, without for-

mal recommendations; in a project evaluation, there is likely to be a formal report,

often ending with a series of recommendations. In either case, to ensure that an evalu-

ation has utility, the evaluator is responsible for determining in advance, with as much

clarity as possible, the decisions that are to be based on the evaluation’s findings.

The evaluator is then responsible for reporting results in a manner that can in-

form the decisions to be taken. It is obviously important that the report be tailored

to the decision makers, who usually do not have an extensive background in evalua-

tion, research methods, or statistics. Thus, statistical results, for example, should be

provided so they are comprehensible to the users. When drafting recommendations,

it is important that evaluators keep in mind the social, political, economic, and pro-

fessional contexts within which recommendations will be implemented. The chal-

lenge is to provide recommendations that can result in meaningful and feasible

improvement within existing constraints.

Feasibility

Feasibility standards attempt to ensure that evaluations shall be conducted only when

feasible, practical, and economically viable. These standards speak to minimizing dis-

ruption within the organization where the evaluation is conducted; evaluators need to

consider the impact of evaluation activities such as data collection and ensure that

they do not impose an unreasonable burden on staff and on the organization itself.

As well, these standards address the issue of “political viability,” suggesting that

evaluators should anticipate political influence and possible attempts to misdirect

the process or to misapply the results. These matters have already been discussed in

detail in previous sections of this chapter. The standards require that the evaluators

be aware of these possibilities and ensure that the integrity of the evaluation process

is maintained throughout.

Propriety

Propriety standards provide the framework for the legal and ethical conduct of evalu-

ations and describe the responsibilities of evaluators to ensure due regard for the wel-

fare of those involved in the evaluation as well as of those affected by the evaluation.

These standards emphasize the obligation of those undertaking evaluations to

act within the law, to respect those involved in the evaluation, and to protect the

rights and well-being of all human subjects. These standards are similar to, but not

as detailed as, the normal ethical standards that apply to the protection of human

subjects in any research project.

Feasibility

An evaluation standard that

says an evaluation can only

be done when it is feasible,

practical, and economically

viable.

Propriety

An evaluation standard that

says all evaluations must be

done in a legal and ethical

manner.
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Universities generally maintain institutional review boards or their equivalent,

which are concerned with ensuring that research methods are implemented in an

ethical manner and that human subjects are protected from harm or undue risk.

Most professions also address research procedures in their ethical codes. An evalua-

tion project usually entails the implementation of research procedures; conse-

quently, applicable professional and institutional ethical standards for conducting

research should be met. Box 15.2 displays an actual example of the procedures that

were gone over with adolescents who were in foster care to obtain their permission

to participate in an outcome evaluation study. The procedures were not only given to

the adolescents to read (Box 15.2), but the procedures were also read to them by

their social worker before they read and signed an assent form (Box 15.3). Notice the

great deal of caution that is used when an evaluation is done with children and ado-

lescents.

Finally, the propriety standards address completeness and fairness. These stan-

dards seek to ensure that a complete, fair, and balanced assessment of the program

being evaluated results from the process. As we have seen in Chapter 4, evaluation is

only a representation. This means that there are multiple possible pictures of a pro-

gram, each representing a different perspective. Evaluators are responsible for creat-

ing a fair and balanced representation that can take into account all reasonable

perspectives. Often this means that no single picture will emerge as the result of an

evaluation and that evaluators will need to explain how the several perspectives fit

together and how they relate to the overall social, economic, political, and profes-

sional context in which the program operates.

Accuracy

The final set of standards address accuracy. This has to do with the technical ade-

quacy of the evaluation process and involves such matters as validity and reliability,

measurement instruments, samples, comparisons, and research designs. These stan-

dards make clear the evaluator’s responsibility for maintaining high technical stan-

dards in all aspect of the process. The evaluator is also responsible for describing any

methodological shortcomings and the limits within which findings can be consid-

ered to be accurate.

PRINCIPLES OF EVALUATION PRACTICE

The discussion in this chapter has addressed a variety of matters ranging from tech-

nical approaches to evaluation to appropriate uses of the resulting products. We con-

clude by providing some guidelines for effective evaluation practice. These guidelines

result in high-quality, principled practices that can ensure that political influences

are kept to a minimum and the integrity of the evaluation process is maintained.

Accuracy

An evaluation standard that

says all evaluations must 

be accurate and provide

their methodological short-

comings.
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Chatham-Kent Children’s Services (CKCS) 
Help-Seeking Project for Adolescents in 
Out-of-Home Placement

You are invited to participate in Chatham-Kent
Children’s Services (CKCS) Help-Seeking Project for
Adolescents in Out-of-Home Placement.The project is
being funded by The Provincial Centre of Excellence for
Child and Youth Mental Health at CHEO. The primary
person in charge of the project is Mike Stephens, Chief
Executive Officer of CKCS.

What Is This Handout?

This handout lets you know about the project and will
help you decide if you want to participate. You are free
to choose whether or not you will take part. Before you
decide, however, you need to know the risks and bene-
fits of your participation and what will be expected of
you if you decide to participate.

Please take time to read this handout. A staff mem-
ber will also explain the project to you and answer any
questions you might have. There are no negative conse-
quences for not participating in the project or quitting it
later on if you decide to begin participating. You can
drop out at any time without any penalties to you. The
services you receive from CKCS will not be affected by
your decision to participate in this project.

If you agree to take part, then you will be asked to
sign a separate assent form. The assent form is a shorter
version of this handout and contains important informa-
tion about the project. When you sign the assent form,
you give your “consent,” which means that you give your
“OK” to be a participant in the project. You should read
this handout and the consent form carefully and be sure
to ask any questions before signing the consent form.

What Is the CKCS Help-Seeking Project 
for Adolescents in Out-of-Home Placement?

The main purpose of the project is to test whether a
workshop and additional support given to youth living
in out-of-home placement at CKCS will make youth

more skilled at asking for help when personal or emo-
tional problems arise.

We don’t yet know if our help-seeking intervention
works.So we have designed a project that will involve over
100 youth age 12 years and older who are living in out-of-
home placement at CKCS. Half of the youth who partici-
pate in the project will attend a special workshop and the
other half will not. The special workshop will give you
information and ideas about how to seek help when per-
sonal or emotional problems arise. We will then compare
the help-seeking skills of youth who received the inter-
vention with those who did not in order to learn whether
the workshop helped in the way it was supposed to.

You will be assigned to either a group of youth who
receive the help-seeking intervention, or to a group of
youth who do not receive it. That is, you may or may not
receive the help-seeking intervention even though you
agree to participate in the project. But if we learn that
the intervention is helpful in the way we expected, then
all youth that did not get to go to the workshop will be
offered a chance to participate in it at a later date if they
are still living in the care of CKCS.

What Will Be Asked of You If You Choose 
to Become a Participant in Our Project?

If you agree to participate in the project you will be
assigned to one of two groups.

In total about 120 youth will participate in the project.
All of them will be invited to complete a set of question-
naires at four different points in time: this week, 5 weeks
from now, 10 weeks from now, and 20 weeks from now
(see the picture). Next, we describe what you can expect
to happen if you decide to participate in the project.

• You will be contacted twice by telephone to answer a
questionnaire. Some time during this week and then
again 20 weeks from now, a CKCS staff member will
call you by telephone and ask you questions using
the Brief Child and Family Phone Interview. The phone
interview takes about 30 minutes and asks questions
about common emotional and behavioral problems
experienced by teenagers.You do not have to answer
any questions that you don’t want to.

Box 15.2 Example of How a Research Study Is Explained to Potential Adolescent 

Participants Before They Decide If They Want to Participate in the Study

(continued)
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5 weeks
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$20

20 weeks

$30

Begin

$10

5 weeks

$15

10 weeks

$20

20 weeks

$30

CKCS Adolescent

Help-Seeking
Project

Figure 1 CKCS Adolescent Help-Seeking Project.

• You will be asked to come to CKCS four times (see the
picture) over the next 20 weeks and will be invited to
answer questions from four other questionnaires
(Client Engagement in Child Protective Services, Barriers
to Adolescents Seeking Help, Barriers to Engagement in
Treatment Survey, and the General Help Seeking Ques-
tionnaire). You will be invited to answer these ques-
tions at the CKCS computer lab using a special
computer program. Sitting at your own computer
and wearing headphones, you will see each question
appear on the computer screen one at a time, and
you will hear the question being read through the
headphones. You will be invited to answer the ques-
tions by using the click of the computer mouse. Each
session of computer questions should take 30 to 40
minutes to complete. You do not have to answer any
questions that you don’t want to.

• You will be given a cash (or equivalent) incentive for
your participation. The first time you answer the
questions, you will receive $10, the second time (5
weeks later) will be $15, the third time (at 10 weeks)
will be $20, and the fourth time (at 20 weeks) will be
$30 (see the picture). In addition, food snacks will be
provided at each meeting, and help with transporta-
tion to CKCS will also be available if you need it.

In addition to the above testing, your participation in
this project also means that a project staff member will
look at your CKCS case file to get the following informa-
tion: the type of placement you live in now, how long
you have lived at your current placement, the number of

placements you have had before this one, the reason
you entered care, the services that you receive during
the 20 weeks of the project, whether you had contact
with your birth family during the project, whether you
moved from your placement during the project, and the
number of times you contacted a CKCS worker during
the time of the project.

Finally, half of the youth who participate in the proj-
ect will invited to participate in a special 2 to 3 hour
workshop that will include 6 youth at a time. The work-
shop will take place at CKCS, and it be run by a CKCS
mental health worker. The main purpose of the work-
shop is to give you additional information about how
you can best get help for your personal or emotional
problems while living in the care of CKCS.

There is no way of knowing, at this time, whether you
will be chosen to participate in the workshop. The deci-
sion will be made by chance. But if it turns out that the
workshop is helpful to the youth that received it, then it
will be made available to all other youth in CKCS after
the project has ended.

Who Will Take Part in Our Project?

Up to 120 youth will take part in our project. All youth
ages 12 years and older and living in care at CKCS are eli-
gible to participate.

Would CKCS Ever Ask You to Stop Participating?

If you leave CKCS care within 5 weeks of the start of the
project (or before you get a chance to participate in the

Box 15.2 (continued)
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intervention), then your participation in the project will
automatically end at that time. If you leave CKCS care
after the intervention point, then we will invite you back
to complete the additional questionnaires.

How Will Your Privacy (or Confidentiality) 
Be Protected?

Confidentiality means that we will do all we can to keep
information gathered about you completely private. In
order to protect your privacy in this project,

• We use numbers instead of names (or other
identifiers) on all of the information we get so that
no one can tell who the information came from.

• The information collected for this project will be sent
to two professors at Western Michigan University.
The information will not include anything that would
identify you as an individual. The Western Michigan
University professors and any research assistants
they have working on this project will have been
trained in confidentiality protection.

• Only a small number of CKCS staff members
assigned to this project will have access to the
information that you provide as part of this project.
Your individual information will not be shared with
your Children’s Service Worker, your foster parent or
caregiver, or any other workers at CKCS. Your in-
formation will only be used for this project.

• CKCS staff members assigned to this project will be
trained by the Western Michigan Univesity researchers
to protect your privacy.

• All information is stored in a safe locked area. The
computers for this project are protected by a firewall
system, and all users are required to use passwords.

• All of your answers will be kept private unless a staff
member thinks you might be in danger of hurting
yourself. If you tell us that you are using illegal drugs,
or are thinking of harming yourself or someone else,
project staff are obligated to inform your CKCS
Children’s Service Worker.

• The information from the project will be used to
write papers, make presentations, and work with
other education or research centers using the
information from the project for scientific pur-
poses only. Please remember that your name or
information that could identify you will never be
used. We study the data “as a group” and not for any

one individual. You or your family will not be
identified (for example, by name or social insurance
number) in any reports or publications of this
project.

Are There Any Times When Your Information 
Might Be Shared With Others?

Yes. These are called “exceptions to confidentiality.” If we
know or think we know that a child is being abused, we
are obligated, under law, to take action to protect that
child.We will inform your CKCS Children’s Service Worker
if this is the case. We will also report when we hear that
someone plans to hurt themselves or someone else. We
will tell your Children’s Service Worker if we think a child
is in immediate danger of trying to hurt or kill them-
selves.

What Are Your Rights as a Participant 
in Our Project?

As a participant in our project, you have certain rights
that help protect you:

• It is up to you to decide if you want to be in our
project. That means your participation is completely
voluntary.

• You have the right to change your mind at any time
about being in the project. If you decide to quit the
project, there will be no penalty of any kind.

• You have the right to refuse to answer any question(s).
Some questions might be personal or sensitive to
you. These questions are important to our project,
and we would like you to answer them honestly.How-
ever, if there are some questions you do not want to
answer, you may skip them and move on to other
questions.

• You will be given copies of this Project Description as
well as the Consent Form.

• This Project Description and Consent Form will also
be explained verbally to you. If you have any diffi-
culty in reading these forms a staff person will read
them to you.

• At any time you can ask any staff member questions
about our project. You may also call collect Mike
Stephens (1-877-XXX-XXXX, extension 4110), the
Chief Executive Officer at CKCS.

(continued)



Principle 1: Evaluation and Service Delivery Activities 
Should Be Integrated

Evaluation and service delivery activities should be integrated to the extent possible.

When evaluation is regarded as part of the service delivery process, it is much more

likely that data collection will be focused on relevant issues and carried out consci-

entiously. As well, it is much more likely that the resulting information will be used
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• If you would like to contact someone outside the
project staff with questions or concerns, please feel
free to call Yvonne Unrau at 269-387-3185 or Rick
Grinnell at 269-387-3189, who are the two Western
Michigan Univesity researchers involved with the
project. You may also contact the Chair, Human
Subjects Institutional Review Board (269-387-8293)
or the Vice President for Research (269-387-8298) at
Western Michigan Univesity if questions or
problems arise during the course of the study. You
may call collect.

What Are the Possible Risks to You 
as a Participant in the Project?

As a participant, there are very few risks to you.You may,
however, feel a little embarrassed or uncomfortable
because of the personal nature of some of the questions
on the questionnaires or due to certain things we ask
you to do, such as role play in the workshop or being
asked questions about how you have asked for help in
the past. Remember, you are free to say “No” to any
questions or activities. If you feel uncomfortable or you
want to talk to someone about any of these risks, please
let us know.

What Are the Benefits to You as a Participant?

Many people find it helpful to have a chance to think
and talk about personal information about themselves
and their families. Being in the project gives you a
chance to do this.

CKCS is interested in finding ways to better serve
teenagers in out-of-home placement care.The project will
improve our knowledge about how youth in care can get
better seek help when they need it.The information gained

might help us understand more about how parents, foster
parents, and CKCS can work together to help teenagers
that are placed in foster or group care. This information
might be used to prevent problems for teenagers in the
future and to help those that might be having trouble.As a
participant,you will be part of a valuable project that might
help other people in the future.

What Are Ways CKCS Will Try to Make It Easy 
for You to Participate?

• Pizza or other food, pop, and money (or gift certi-
ficates) each time you complete the questionnaires.

• Free transportation to and from CKCS to participate
in the study.

• Flexible appointment schedule during daytime, eve-
nings, and weekends if you cannot make it to CKCS
to complete the questionnaires at the time assigned
for your group.

• If you have difficulty reading any of the forms or
questionnaires, project staff will be glad to assist or
read the forms to you.

Please sign below to show that you have reviewed this
Project Description and that you have had all your
questions answered.

______________________ ____________

Participant Signature Date

______________________ ____________

Project Staff Signature Date

Box 15.2 (continued)
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(continued)

To be signed after they have gone over it with a social
worker (Box 15.2).

Assent Form—Youth in CKCS Care

I have been invited to be part of an evaluation study
entitled “Chatham-Kent Children’s Services (CKCS) Help-
Seeking Project for Adolescents in Out-of-Home
Placement.” The main purpose of the study is to see if a
workshop and additional support given to youth living
in out-of-home placement at CKCS will make youth
more skilled at asking for help with their personal or
emotional problems.

• I will be phoned by a CKCS staff member twice
over 20 weeks and be invited to answer questions
from the Brief Child and Family Phone Interview
(BCFPI).

• I will be invited to come to CKCS four times over the
next 20 weeks to answer questions from four other
questionnaires (Client Engagement in Child Protective
Services, Barriers to Adolescents Seeking Help, Barriers to
Engagement in Treatment Survey, and the General Help
Seeking Questionnaire). I will answer these question-
naires using a special computer program at CKCS.
After the first testing, CKCS will pay me $10 (or equiv-
alent). After the second testing point, CKCS will pay
me $15 (or equivalent). After the third testing point,
CKCS will pay me $20 (or equivalent). After the fourth
(and final) time, CKCS will pay me $30 (or equivalent).
CKCS will also provide food snacks at each testing
time.

• A project staff member will look at my case file to
get the following information about me without
recording my name: the type of placement I live in
now, how long I have lived at my current placement,
the number of placements I have had before this
one, the reason I entered care, the services that I got
during the 20 weeks of the project, whether I had
contact with my birth family during the project,
whether I moved from my placement during the
project, and the number of times I contacted a CKCS
worker during the project. Instead of recording my

name, this information will be recorded using a
number code.

• I may also be invited to participate in a 2 to 3 hour
workshop with a small group of about five other
youth in care. The workshop will take place at CKCS
and be run by a CKCS mental health worker, and pos-
sibly someone who formerly lived in out-of-home
placement. At the workshop I will get information
and ideas about asking for help related to personal
or emotional problems that are common with
teenagers.

If I don’t want to participate, there will be no effect
on the service I receive from CKCS.

Even if I agree today to participate by signing
this form, I can change my mind at any time when
testing begins or at any time during testing, or at any
time when the workshop begins or during the work-
shop.

If I choose to complete any or all of the question-
naires for the study, then my scores will be sent to
researchers at Western Michigan Univesity in Kalamazoo,
Michigan.

My name will not be on any of the questionnaires
that get sent to Kalamazoo, Michigan. The researchers
will use a code number instead. The researchers will
keep a list of names and code numbers that will be
destroyed once the researchers have looked at all of the
questionnaires completed by about 120 youth partici-
pating in this project.

All of my answers will be kept private, which means
even my Children’s Service Worker or caregivers won’t
know what I say unless project staff members think
I might be in danger of hurting myself or others or
someone else might be in danger.Then project staff will
need to tell my Children’s Service Worker.

Your signature below indicates that you agree to be
tested using the:

• The Brief Child and Family Phone Interview (BCFPI)

• Client Engagement in Child Protective Services
(CECPS)

• Barriers to Adolescents Seeking Help (BASH)

• Barriers to Engagement in Treatment Survey (BETS)

Box 15.3 Example of an Assent Form



as feedback for development rather than as evidence for judgment. Integrating eval-

uation with service delivery tends to ground evaluation activities and lessens the

chance that evaluation will become a political tool or weapon.

While the idea that “evaluation and service delivery go hand in hand” is easy

enough to grasp intellectually, it is practiced far too rarely. Evaluators must make a

special effort to advocate this position and help administrators and workers alike to

see the benefits of it. There are a number of things an evaluator can do to increase

the likelihood that the concept of evaluation as an integral part of the service deliv-

ery structure is accepted.

First, the “evaluation–practice integration” message may need to be sent repeat-

edly. Successfully incorporating evaluation activities into the client service delivery

process involves educating staff members at all levels, from line-level social workers

up to management. The message needs to be included in training and repeated as

necessary. Second, helping administrators and staff use evaluation products effec-

tively is a powerful strategy; once they see the how data from an evaluation can help

inform decision making, support for integrating evaluation activities is sure to in-

crease. Finally, data collection protocols should ensure that only those data that are

truly needed are collected, and in a manner that imposes as little burden on staff

members as is possible. Data collection has costs associated with it; the benefits of

collecting any data should clearly outweigh the costs of collecting them, and should

be perceived to do so by staff.
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• General Help Seeking Questionnaire (GHSQ)

Your signature also indicates that you agree:

• to have your case file reviewed for the following
information: the type of placement I live in now,
how long I have lived at my current placement, the
number of placements I have had before this one,
the services that I got during the project, whether
I have contact with my birth family, and the num-
ber of times I contacted a CKCS worker during the
project.

• to be eligible to be assigned to participate in a spe-
cial help-seeking workshop for this project.

• for CKCS to give the researchers my test scores and
case file information only. (Your name will not be
sent to the researchers.)

______________________________________

Print your name here

_______________________________________

Sign your name here, and write today’s date

Assent obtained by: _______________________

Box 15.3 (continued)



Principle 2: Involve From the Beginning as Many Stakeholder 
Groups as Possible

Because of the different points of view represented by various stakeholder groups,

and because of the possibility that some group or groups may wish to use an evalu-

ation to promote their agenda—hidden or open—it is important to involve mem-

bers from relevant stakeholder groups early in the evaluation process. The benefit of

including as many stakeholder groups as possible is that the evaluation plan will be

open to scrutiny from a diverse range of perspectives and therefore the interests of

the different groups are likely to be balanced.

The downside, of course, is that “too many cooks spoil the broth.” Thus, while it

is important to include as many stakeholder groups as possible, it is not necessary to

involve everyone in all aspects of the evaluation effort. Stakeholder groups could be

invited to periodic review meetings where updates are provided and the main inter-

ests and concerns of stakeholder groups are aired and discussed. Between formal

meetings, stakeholder groups can be kept involved in other ways. Written informa-

tion, perhaps in the form of an insert to the program newsletter, could be circulated

about the status of the evaluation, describing current evaluation activities, results, and

decisions. Responses can be invited, thereby ensuring ongoing stakeholder feedback.

Principle 3: Involve All Levels of Staff in the Evaluation Process

A constructive environment is one in which all levels of staff are involved in the evalu-

ation process. A frequent mistake is to make the assumption that only senior-level staff

members need to be involved in planning the evaluation and that only they should re-

ceive the findings derived from an evaluation. In well-functioning programs, decisions

are made at all levels. Consequently, it is important that the evaluation system serves

the needs of staff members at all levels, providing information for high-quality deci-

sion making throughout the program. Making decisions on the basis of an evaluation’s

findings is, as we have seen, a matter of making effective use of feedback. Depending

on the extent to which a program’s objectives are being achieved, decisions can be

made to continue existing activities, modify them, or switch to new ones.

When staff members at any level in the organization are required to operate

without adequate feedback, the effectiveness of their contributions will be decreased.

In the process, the entire organizational performance suffers.

Principle 4: Make Explicit the Purpose of the Evaluation

The purpose of an evaluation should be clearly spelled out to all those who are asked

to participate as well as to those who will be affected by its findings and recommenda-

tions. Purpose includes information about who initiated and is funding the evaluation
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as well as the types of decisions to be based on the findings. This is a time for clarity

and frankness. If the purpose of an evaluation is to develop information (via reliable

and valid data) that can help in making decisions about funding, this should be

clearly spelled out. If specific aspects of program functioning are the primary con-

cern and it is hoped that evaluation results will shed light on relevant procedures

and practices, this, too, should be explicitly stated.

Although this guideline may seem obvious, it is sometimes violated. For

example, it is sometimes claimed that the purpose of an evaluation is to obtain

data for program development, but it subsequently turns out that it was actually

commissioned to provide data for a funding decision. It is clearly unethical for

evaluators to knowingly engage in evaluations with hidden agendas; if evaluators

discover such a situation in the course of the work, they have a responsibility to

make known their concerns and find appropriate remedies. These remedies may

include discussions to resolve the concern, formal dissent in the form of a cover

letter, refusal to sign the report, or resignation (American Evaluation Association,

1994).

Principle 5: Provide a Balanced Report 
and Disseminate Early and Regularly

The manner in which findings are reported and disseminated is an important mat-

ter of evaluation practice. The need to tailor reports to the audience and to report in

a clear, comprehensible manner has already been discussed in this chapter. The con-

tents of reports is another matter for attention; it is important that reports be bal-

anced and fair. It may be tempting, for example, to give great weight to positive

findings while playing down or ignoring disappointing findings. Positive findings

tend to be more enthusiastically received, but it is obviously just as important to

know when results fall short of expectations. Moreover, all evaluations have limita-

tions, and thus it is important to describe such limitations in a way that lets decision

makers understand what the limitations imply.

Sometimes, the dissemination of reports will become controversial. Because

information is a source of power in our world, some stakeholders may seek to

further their political ambitions by manipulating the dissemination of an evalua-

tion’s results and findings—withholding, delaying, or selectively circulating re-

ports. Such manipulative tactics can be short-circuited if evaluators pay attention

to establishing procedures for dissemination early in the process, well before

results are in. The most equitable practices are those that provide for dissemi-

nation to all stakeholder groups through regularly scheduled reports in the case

of a monitoring evaluation, and through early dissemination in a project-type

evaluation.
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SUMMING UP AND LOOKING AHEAD

This chapter presented various considerations that should be taken into account

when evaluating a social service program. Because programs take place in the real

world, politics and political influence are often unavoidable. As well, because they

are complex entities, technical decisions can often influence the course of the evalu-

ation as well as its results. Evaluators have a responsibility to ensure that their work

provides accurate, fair, and complete information to decision makers and that it is

used in an open, constructive decision-making process.

Professional standards, ethical guidelines for conducting research, and evaluation

practice principles provide guidance to evaluation practitioners that will help them to

ensure that their evaluations are constructive, ethical, and of the highest quality. The

following chapter builds on the ethical and professional issues discussed in this chap-

ter, in that it presents diversity issues that must be addressed in an evaluation.

RECAP AND ONLINE MATERIALS

In this chapter, you learned how to make sense out of the politics and ethics that sur-

round social work evaluation endeavors.

You should also recall the concept of ethics from your foundational research

course. If not, go online to take a free crash course in ethics.

You can also find the following materials online to help you master the concepts

you just learned:

• Chapter Outline

• Learning Objectives

• Key Terms and Concepts

• Flash Cards

• Practice Multiple-Choice Tests

• Essay Questions with Answers

• Links

www.oup.com/us/swevaluation

STUDY QUESTIONS

1. Select one outcome evaluation that was published in a professional social work

journal. Assess the evaluation procedures of the case study according to the

standards for evaluation practice in the areas of utility, feasibility, fairness, and

accuracy. Explain your answer in detail.

www.oup.com/us/swevaluation
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2. In your own words, list the factors that can influence evaluation outcomes.

What strategies can you offer to minimize the bias that these factors may intro-

duce into evaluation outcomes? See appendix that is at the end of this book, then

discuss the process of obtaining informed consent from a client.. What level of

detail would you use to explain the client’s participation in the evaluation?

Would your approach to receiving informed consent from a client be formal or

informal? Explain your answer in detail.

3. Discuss the differences between internal and external uses of evaluation data.

Provide a specific example of each. Many workers fear and resist program eval-

uation as a formal part of client service. What strategies can you suggest to in-

crease their level of comfort with the notions of accountability and evaluation?

What strategies can you suggest to minimize the misuse of program evaluation

in social service agencies? Explain your answer in detail.

4. In groups of four, create a code of ethics to guide social workers in conducting

evaluations. Develop brief guidelines focused on the following themes: purpose

of evaluation, informed consent, evaluation design, and dissemination of results.

5. In groups of five, choose a program-level social work intervention. Clearly iden-

tify a purpose, or reason, for evaluating the intervention. How does defining the

purpose of the evaluation affect the choice of evaluation design, sampling pro-

cedures, data collection, data analysis, and dissemination of results? What other

purposes of evaluation can you identify? How do different purposes influence

the design and procedure of the evaluation?

6. A coworker maintains that evaluation of interventions and programs always

produce the same result. You will comment on that. You argue that the selection

of objectives affects the outcome of an evaluation at the case and program levels.

Outline the main points of your argument. You also maintain that the timing of

data collection may also affect evaluation outcomes. How do you support your

position? You argue that sample selection and interpretation of results affect

evaluation outcomes. Why?

7. Given that evaluation is a social activity, why is ethical evaluation practice so

important? Ethical guidelines and principles for social workers indicate that the

purpose of the evaluation should be clearly spelled out for all those who partic-

ipate. Why is this important?

8. Ethical guidelines also require informed consent for participation in evalua-

tions. Why? How is confidentiality a paramount component of ethical evalua-

tion? How can the confidentiality of participants be ensured? Discuss in detail.

Provide a social service example throughout your discussion.

9. How do ethical considerations affect the selection of evaluation designs at the

case and program level? Discuss in detail. Provide a social service example

throughout your discussion. How do ethical considerations affect the dissemi-

nation of results at the case and program level? Discuss in detail. Provide a so-

cial service example throughout your discussion.



10. In a county agency, an evaluation has been commissioned to justify decisions

about budget cuts that have already been made. In what ways is this an inappro-

priate use of evaluation? Discuss in detail. Provide a social service example

throughout your discussion. How can an evaluation be used to distract atten-

tion from negative publicity? Discuss in detail. Provide a social service example

throughout your discussion. How can evaluation data be used appropriately to

guide internal decision making? Discuss in detail. Provide a social service exam-

ple throughout your discussion. How can evaluation data be used appropriately

to guide external decision making? Discuss in detail. Provide a social service ex-

ample throughout your discussion. The establishment of a constructive context

for evaluation begins with making a commitment to internal, continuous, self-

directed evaluation. What practices must be adopted to accomplish this? Dis-

cuss in detail. Provide a social service example throughout your discussion.
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Our village has grown to encompass the world. Faster means of transportation,

the expansion of trade, and the human desire to seek a better life have created

societies that no longer find their roots in one cultural tradition and their voice in

one common language. Rather, migration trends and globalization activities have

laid the foundations for complex, culturally diverse societies with representation

from several racial, ethnic, and cultural groups. Diversity is reflected throughout so-

ciety: in schools, in the workplace, and within all types of formal organizations. So-

cial service organizations are no exception; there is increasing diversity both among

staff and also among service recipients. Of course, diversity also has an impact on

the field of evaluation; the challenge for evaluators is to work effectively in culturally

diverse settings.

As is made clear throughout our book, evaluation is more than the technical

practice of organizing and implementing data collection activities, analyzing data,

and reporting findings. Although these are important evaluation activities, evalua-

tion also involves working effectively with a variety of stakeholders in a wide range

of organizations. The tasks include working with people to clarify expectations,

identify interests, reconcile differences, and win cooperation.

Evaluators must therefore be adept in establishing interpersonal and working rela-

tionships in addition to bringing technical expertise to the evaluation process. When

working with different cultural groups or in different cultural settings, evaluators



must be culturally competent and also have the ability to adapt the technical pro-

cesses of evaluation so that they are appropriate for the setting.

In this chapter, a brief overview of culture and cultural competence is provided,

followed by a discussion of key issues in culturally competent evaluation practice. As

the issues are discussed, we will make use of examples of worldview perceptions,

communications, and behaviors that may be characteristic of particular cultures.

These are intended only as examples of cultural patterns and not to suggest that any

characteristics describe all members of the group. We fully recognize that cultures

are not monolithic and that a variety of cultural patterns may exist within broadly

defined cultural groups. The descriptions provided within this chapter are for illus-

trative purposes only and are not meant to be stereotypical of the members of any

culture.

We also know that each individual is unique, and we recognize that within any

culture a wide range of individual perceptions, communications, and behaviors may

exist. In evaluation, as in any other human interactive process, there is no substitute

for meeting each person with openness and acceptance—regardless of cultural back-

ground.

THE IMPACT OF CULTURE

Culture is many things: a set of customs, traditions, and beliefs, and a world view.

They are socially defined and passed on from generation to generation (Porter &

Samovar, 1997). Culture is manifested in the perceptions through which we view

our surroundings and the patterns of language and behaviors through which we in-

teract with others. Culture exists at two levels: at the micro level and at the macro

level. Micro-level culture is found with individuals and is reflected in their personal

values, beliefs, communication styles, and behaviors. Macro-level culture exists at

the level of organizations, institutions, and communities; it is manifested in man-

dates, policies, and practices.

Fundamentally, culture acts as a filter through which people view, perceive, and

evaluate the world around them. At the same time, it also provides a framework

within which people process information, think, communicate, and behave. Because

different cultures establish different frameworks for perceiving and judging as well

as for thinking and acting, misperceptions, miscommunications, and conflicts are

not only possible but likely. Where people are unaware of how culture filters think-

ing, actions, perceptions, and judgments, the likelihood for misunderstanding is

even greater.

The Japanese, for example have traditionally used bowing as a form of greeting,

but in North America hand shakes are prevalent; in certain European countries,

hugging and kissing are customary. It is easy to see that what is meant as a friendly

gesture in one culture may be viewed as an intrusion in another. In a meeting, for

Culture

The values, traditions, norms,

customs, arts, history, folk-

lore, and institutions that a

group of people share, who

are unified by race, ethnicity,

language, nationality, or

religion.

Tradition

Traditional cultural beliefs
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question” as true; one of 

the ways of knowing.
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example, a statement that is meant as a hypothetical example in one culture may be

viewed as a firm commitment in another.

Moreover, what is valued in one culture may not be nearly as important in an-

other. In North America, for example, there is considerable emphasis on the “bot-

tom line,” which translates to outcomes in evaluation. Thus, evaluations are often

concerned with assessing the outcomes of a social service program (see Chapter 7).

In some cultures, however, the fact that a program has been created and now oper-

ates and provides employment for community members (see Chapter 6) may be

viewed as at least as important as the actual results of the services.

BRIDGING THE CULTURE GAP

Under the principle “respect for people” as set out by the American Evaluation Asso-

ciation (1994), evaluators are expected to be aware of and respect differences among

people and to be mindful of the implications of cultural differences on the evalua-

tion process. Evaluators thus need (1) a clear understanding of the impact of culture

on human and social processes generally and on evaluation processes specifically,

and (2) skills in cross-cultural communications to ensure that they can effectively

interact with people from diverse backgrounds.

Cultural Awareness

As the previous discussion makes clear, culture provides a powerful organizing frame-

work that filters perceptions and communications and also shapes behaviors and in-

teractions. To practice effectively in different cultural settings, evaluators need a

general awareness of the role that culture plays in shaping our perceptions, ideas,

and behaviors. Further, evaluators need fundamental attitudes of respect for differ-

ence, a willingness to learn about other cultures, and a genuine belief that cultural

differences are a source of strength and enrichment rather than an obstacle to be

overcome. In particular, evaluators need cultural awareness: They need to be on

guard that their perceptions, communications, and actions are not unduly influ-

enced by ethnocentrism, enculturation, and stereotyping—processes that act as bar-

riers to effective communications and relationships.

Because our own history is inevitably based in our own culture, and because we

generally continue to be immersed in that culture, a natural human tendency is to

judge others and other cultures by the standards of our own beliefs and values. This

is known as ethnocentrism; it leads to defining the world in our own terms. Thus,

we might tend to view as normal that which is typical in our own culture; different

practices, structures, or patterns that may be typical in other cultures are likely then

viewed as “abnormal” or even problematic (Neuliep, 2000).

Among some social groups, for example, child rearing is viewed as a community

Cultural awareness
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responsibility, with extended family and other community members taking an active

role when necessary. This is seldom typical in urban North American culture, where

high mobility often places families in communities without extended family or other

support networks. Thus, in a large urban setting an appropriate outcome for family

support programs may be that the family remains intact, but in communities located

in rural or remote areas or on Native American reservations, a more appropriate out-

come might be that suitable caregiving arrangements are identified within the family’s

kinship or community network. In short, an ethnocentric evaluator might, however

unwittingly, apply mainstream North American values to a Native American family

support program; this would clearly result in a distortion in the evaluation process.

Enculturation is a related process, which refers to the fact that, as children, we

learn to behave in ways that are appropriate to our culture. We also come to adopt a

variety of core beliefs about human nature, human experience, and human behav-

ior. This process teaches us how to behave, interact, and even think. Of course, other

cultural groups will have different ways of thinking, behaving, and interacting. In

some Asian cultures, for example, people value discussion, negotiation, and relation-

ship, whereas in North America, people tend to be more direct and task-oriented

(Hall, 1983). Similarly, some cultures such as the Swiss and Germans emphasize

promptness, whereas in some Southern cultures, a meeting is seldom expected to

start at the appointed time, but only after everyone has arrived (Lewis, 1997).

The differences in behavior patterns and interactions are real; however, it is im-

portant for evaluators to recognize that others’ patterns are as legitimate and appro-

priate as their own. When evaluators are unable to do this, stereotyping may occur,

resulting in misunderstanding and misjudgment. For example, an evaluator may be-

come frustrated because it is difficult to start meetings on time in a community or

because it is not possible to keep to a tight schedule, and she may begin to stereotype

the group she is working with as uninterested, noncooperative, and disorganized.

Obviously, such stereotypes will have the effect of creating additional barriers to

communications and interactions and will hinder the evaluation process.

Intercultural Communication

Awareness of the impact of culture is important, but effective relationships depend

on the actual communications. Because evaluation is as much a relationship process

as a technical matter, effective communication is always important, particularly so in

communication across cultures.

There are many models of intercultural communication. One of the more useful

ones is offered by Porter and Samovar (1997). In this model, perceptions are regarded as

the gateway to communications; they are the means by which people select, evaluate,

and organize information about the world around them. Perceptions, of course, depend

in large part upon an individual’s worldview, which is, in part, formed as a result of his

Intercultural
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or her cultural experiences. Perceptions help us select, organize, and interpret a variety

of external stimuli, including the communications that others direct toward us.

After we process the communications that are directed toward us, we usually re-

spond. Different cultures support different communication patterns and styles, and

thus our response is also shaped and formed, at least in part, by our cultural back-

ground. Communications, then, are inextricably bound with culture. The opportu-

nity for misunderstanding, ever present in any communication, is even greater when

individuals from different cultural backgrounds interact.

Intercultural communication takes place at both the nonverbal and verbal lev-

els. Anyone who interacts with members of another culture needs an understanding

of both nonverbal and verbal communications patterns typical in that culture. We

will briefly look at communications at each of these levels.

Nonverbal

An important part of human communications takes place nonverbally. Facial expres-

sions, time, use of space, and gestures convey much information and are deeply based

in culture. Without an understanding of the meaning of nonverbal communication
symbols used by a culture, it is all too easy to misinterpret signs.

For example, a hand gesture that has virtually no meaning in one culture may

be a vulgar symbol in another culture. For example, the OK sign, widely used in

North America, is a circle formed by the thumb and the first finger; this sign is con-

sidered to be offensive and unacceptable in Brazil, and to mean money in Japan

(Morrison, Conway, & Borden, 1994).

Positioning oneself in relation to another may result in an inadvertent message

of disinterest or aggression. North Americans usually feel comfortable standing at a

distance of about two and half to four feet from others. However, members of some

cultures, among them Arabic, prefer to stand much closer when engaged in a con-

versation (Hall, 1983). An evaluator who positions himself at a North American dis-

tance may be perceived as cold, aloof, and disinterested by members of such cultures.

Similarly, the use of eye contact carries culturally specific meaning. In European-

based cultures, eye contact is used extensively to demonstrate interest and to confirm

that one is listening. Many other cultures, however, do not use eye contact extensively

and may perceive it as disrespectful and even threatening. For example, prolonged

eye contact in cultures such as that of the Japanese is considered to be rude (Samovar,

Porter, & Stefani, 1998).

Verbal

On the verbal level, words also derive much of their meaning through culture. As

language is the primary means through which a culture communicates its values and

beliefs, the same words may have different meanings within different cultures. For

Nonverbal communication

Non-language communica-

tion such as noises, gestures,

or facial expressions.
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example, the Japanese use the word hai, meaning “yes,” to indicate that they have

heard what was said and are thinking about a response. Because, in many circum-

stances, it is considered impolite to openly express disagreement, hai is used even

when the listener is actually in disagreement with what is being said (Koyama, 1992).

Thus the meaning assigned to “yes” is quite different than that commonly understood

by North Americans, who consider “yes” to mean that the listener is in agreement.

As the evaluation process involves extensive transmission of information through

communications, it is obviously vital that verbal communications be accurate and ef-

fective. Without an understanding of intercultural communication generally and an

ability to understand the specific patterns used by the group with whom the evalua-

tor is dealing, communications problems may arise and derail the evaluation process.

CULTURAL FRAMEWORKS

As we have seen, culture often defines a group’s values and beliefs, and creates its

communications patterns. In addition, culture also provides frameworks for other

complex structures and processes. Different cultural groups, for example, have dif-

ferent methods of gathering information and of making decisions. An understand-

ing of these patterns is essential to ensure that data collection and analytical

processes are appropriate and reports are practical and relevant. This section briefly

looks at cultural frameworks regarding data, decision making, individualism, tradi-

tion, the pace of life, and concepts of time.

Orientation to Information

Some cultures thrive on “hard” data and greatly value processes, such as research,

that produce data which can then be considered and acted upon (Lewis, 1997).

These cultures, which include the North American mainstream culture, are consid-

ered data oriented. On the other hand, some cultures such as Middle Eastern and

Latin American cultures are viewed as “dialogue oriented,” in that they pay more at-

tention to relationships and process than to data (Lewis, 1997). These groups tend to

view statistics and data with some suspicion and regard it as only part of a picture.

Such cultures consider relationships and context as more important than numbers.

Decision Making

In many Western cultures, logic and rationality are highly valued and used exten-

sively in making decisions about important matters (Hoefstede, 1997; Lewis, 1997).

The research approaches upon which evaluation processes are based are examples

of this style of “scientific” thinking. However, some cultures are less impressed by

Verbal communication

Language communication

using words.
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science and prefer intuition or more subjective, personal approaches to thinking and

decision making. When evaluators prepare a report for people whose culture sup-

ports a scientific orientation to thinking, quantitative data with statistical analyses is

quite appropriate; however, if the users are people who come from a culture that

prefers more subjective and intuitive approaches to decision making, a report orga-

nized around the presentation of quantitative results will be less useful and compre-

hensible.

Individualism

Although most cultures support both individualistic and collectivistic tendencies,

there is in every culture a bias toward one or the other (Hoefstede, 1997). In indi-
vidualistic cultures such as the mainstream North American culture people work

toward individual goals, and initiative, competition, and achievement are highly val-

ued. In collectivistic cultures, people are group oriented; loyalty, relationships, and

overall community development are valued while individual goals are downplayed.

In such cultures, the family, organizations with which people are affiliated (includ-

ing the workplace), and the community are particularly important.

Keeping in perspective an organizations’ cultural view on individualism versus

collectivism is important in understanding the behaviors, the interactions, the work

processes, and the structures that may be found in the course of an evaluation. What

may appear from an individualistic perspective to be an unwieldy work process in-

volving too many people may, in fact, be explained by a culture-based desire not to

leave anyone out and to create as wide a network of involvement as is possible.

Tradition

Some cultures are more traditional and value the status quo and conformity while

others encourage innovation and view change as necessary if progress is to be made

(Dodd, 1998). Change-oriented cultures such as mainstream North American soci-

ety encourage experimentation, risk taking, and innovation. They consider change

to be an opportunity to improve. In other cultures, such as with some traditional

Asian cultures, values are centered around tradition and continuity. The young are

expected to give way to the wishes of the older generation, and new ideas are not en-

couraged because they might disrupt the structure of society.

The reader will readily recognize that evaluation, as a change and improvement

oriented activity, is grounded in Western cultural values. As such, the concept of evalu-

ation itself may seem alien to those steeped in more traditional cultures. After all, eval-

uation is concerned with identifying areas for improvement, which therefore implies

change, but traditional cultures value stability and continuity. Inevitably, evaluators
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will sometimes work with organizations that are based in a tradition-oriented culture.

In such circumstances, evaluators need to be sensitive to the fact that there may not ex-

ist a common understanding even about the basic premises of the evaluation process.

Pace of Life

In North America, especially in larger cities, we live our lives at an accelerated pace.

Our schedules are jammed with many activities; agendas are overloaded, and there

is an expectation that everything is a priority and must be done immediately. Time is

viewed as linear and rigid; we live with the sense that if we miss an event it is forever

gone. In such cultures, which are called monochronic, people tend to organize their

lives by the clock (Hall, 1983). Clearly, in such cultures it is important to be on time

for meetings to meet deadlines and to stay on schedule (Samovar, Porter, & Stefani,

1998). In a sense, time is so central that members of the culture are hardly aware of

its importance, but all things, including personal relationships, take second place to

successful time management.

On the other hand, in polychronic cultures life is lived at a slower pace; activi-

ties grind to a halt on weekends, during rest times, and during festivals and impor-

tant celebrations. Slower-paced cultures—for example, those in Latin America, the

Middle East, and Indonesia—tend to be less aware of time and hold less of a con-

cept of it as a commodity that must be managed. Time is seen as circular and flexi-

ble; the Indonesians even refer to it as “rubber time” (Harris & Moran, 1996). Time

is not nearly as important an organizing force in people’s lives as it is in mono-

chronic cultures; if the scheduled start time passes without the event taking place,

people are not unduly disturbed as another appropriate start time can be set. “Time

is money” could not have arisen as a central idea in these cultures, which focus on

relationships and interactions. Time management and business come second (Hall,

1983). In such cultures, it is vital to establish a personal relationship before con-

ducting business.

Obviously evaluators need to have a good understanding of the concept of time

held within the setting where they conduct their work. Tight schedules that provide

few opportunities for cementing working relationships and disregard widely ob-

served rest periods, holidays, and celebrations are obviously unrealistic and will

be unsuitable in polychronic cultures. Attempting to impose such a schedule will

be regarded as thoughtless and will impede rather than facilitate the evaluation

process.

Further, in assessing the achievement of milestones and other accomplish-

ments, evaluations need to take into account the concept of time and the pace of life

prevalent in the particular culture. In setting up a new social service program, for

example, planning, procedure, policy development, initial staffing, and other

preparatory activities may be accomplished in a much briefer period of time in one
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setting than in another. Both the concept of time and the pace of life might be,

in fact, equally appropriate when cultural orientation toward time is taken into

account.

PUTTING IT TOGETHER: THE PRACTICE

OF CULTURALLY COMPETENT EVALUATION

Although some evaluators come from minority backgrounds, many do bring a main-

stream North American cultural orientation to their work. This orientation will re-

sult in part from their own cultural background and in part from their formation

and education as evaluators. The methods of evaluation are, to a large degree, based

in a Western or North American cultural tradition. Inevitably, evaluators will bring

their own culturally based beliefs, values, and perspectives as well as their culturally

based toolkit to the work.

More and more evaluations are conducted in settings that are culturally differ-

ent from mainstream North American culture. Evaluations are conducted on reser-

vations, at women’s shelters, in organizations serving immigrants, and at agencies

that grew from the needs and aspirations of minority communities and reflect the

cultures of those communities.

Evaluators who undertake work in culturally different settings or among people

from different cultural backgrounds require the skills to effectively conduct their

work and to make the evaluation process meaningful within those settings. The

essential competencies are (1) cultural awareness, (2) intercultural communication

skills, (3) specific knowledge about the culture in which they hope to work, and

(4) an ability to appropriately adapt evaluation methods and processes.

Cultural Awareness

To be effective in intercultural work, evaluators need a degree of cultural aware-

ness that will provide them with an understanding of the impact of culture on all

human values, attitudes, and behaviors as well as interactions and processes. They

need to understand how culture filters communications and how evaluation itself

is a culture-based activity. Further, evaluators should have an understanding of

concepts such as ethnocentrism, enculturation, and stereotyping—all of which

may subtly, or not so subtly, raise barriers to effective communications and rela-

tionships.

In addition, evaluators need to bring attitudes of openness and acceptance to

their work as well as a genuine belief that cultural differences need not pose barri-

ers but can strengthen and enrich the evaluation process. Evaluators who wish to

practice in diverse settings also need a high degree of self-awareness as well as un-
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derstanding of their own cultural values and experiences, and the impact of these

values and experiences on their communications patterns, relationships, and pro-

fessional work.

Cultural awareness increases through contact with other cultures and through

experiencing differences. Travel, work in culturally different settings, and living in

diverse communities are ways in which evaluators can develop their awareness and

attitudes.

Intercultural Communication Skills

The ability to approach others with openness and acceptance is foundational to the

effective communications, regardless of setting; in intercultural communications it

is particularly important. However, effective intercultural communication also re-

quires specific knowledge of the other culture and its communication symbols. As

we now know, the meaning of nonverbal or verbal symbols is culturally defined. It

is, therefore, important to know the meaning of common nonverbal and verbal

communications symbols to ensure accuracy in both the transmission as well as the

reception of messages.

Evaluators can prepare for their work by reading novels set in the culture,

watching high-quality movies, and perusing books and guides that describe prevail-

ing communications patterns. The use of cultural guides, to be discussed in the fol-

lowing section, is also helpful in learning to understand the meaning of common

communication symbols.

Developing Specific Knowledge About the Culture

In the previous section, the importance of developing specific understandings about

prevailing communications patterns in a specific culture was discussed. However,

more than communication patterns must be understood by an evaluator who wishes

to be effective in a culturally different setting. Specific knowledge about various de-

tails of the culture are important to ensure that effective relationships can be estab-

lished, the work is planned in a realistic manner, and the resulting products will have

utility.

Among other things, it is important to have some sense of the history of the

group who comprise the culture in which the evaluation will be conducted. On Na-

tive American reservations, for example, the history of oppression and dislocation is

vitally important and helps to frame values, attitudes, and beliefs. Among certain

immigrant groups, escape from oppression is a dominant theme, and newly found

freedoms and opportunities help to frame a highly individualistic and achievement-

oriented culture.
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Beyond history, specific values, beliefs, and perspectives that shape individuals’

and groups’ perceptions and communications are vital to understand, as are the cul-

tural structures, processes, and frameworks that are characteristic of the group. For

example, in working with Native American groups on reservations, it is customary

to include elders on advisory committees and listen with respect to the ideas and

opinions that they express. Further, meetings begin with a prayer to the Creator and

not with a review of the agenda, as is the case in most Western-oriented institutions.

Concepts of time have been discussed previously; it is sufficient to say that the

scheduled starting time for meetings may or may not be firmly fixed, depending on

the setting.

There are a myriad of other details about culture, some of which may be impor-

tant to understand to work successfully in the setting. For example, one of the au-

thors of this book once conducted an evaluation on a reservation; the work included

observing a restorative justice circle in action. The program had been conceived

carefully with extensive use of traditional symbols. One of these symbols was the

circle itself, which symbolized a teepee; a convention had developed over time that

participants entered and left the circle in one particular place that symbolized the

entry to the teepee. Entering or leaving in any other place was regarded as the equiv-

alent of walking through the walls of the teepee.

Of course, an evaluator coming from the outside would not have been aware of

this and would inevitably have committed a cultural faux pas at some point during

the process. Happily, this was averted in this case because a member of the evalua-

tion project, who was from the community itself, served as a cultural guide and had

briefed the evaluator on the meaning of the cultural symbols involved as well as ap-

propriate behaviors.

In general, specific cultural knowledge can be obtained through the same meth-

ods as suggested for understanding the specifics of communications patterns: travel,

reading guidebooks and histories by writers from the culture, and watching movies.

Engaging collaborators from within the cultural group, although not necessarily

from within the organization itself is perhaps the most effective way of learning

about values, beliefs, traditions, behavior patterns, and the detailed texture of an-

other culture.

Adapting Evaluations

Developing cultural awareness, intercultural communications skills, and specific

knowledge of the culture of the group with which an evaluator is involved are foun-

dational to conducting effective evaluations. The final set of skills involves adapting

the evaluation processes and methods so that they will be appropriate and meaning-

ful within the culture of the organization where the evaluation is being conducted.

Adapting evaluations involves (1) working with stakeholders, (2) ensuring that the
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work processes are appropriate, and (3) ensuring that the products are meaningful

and useful.

Working With Stakeholders

As is discussed throughout this book, a variety of groups, including funders, staff

members, program participants, and community members may have an interest in

how a program performs and, consequently, in the evaluation results. Different groups

of stakeholders are likely to have different interests, and this will particularly be true

in the case of evaluations conducted in settings with culturally different stakeholders.

Generally, funders represent powerful institutions such as governments and

foundations within mainstream society. They will therefore articulate their interests

from a North American or Western cultural perspective. In practice, funders will

likely be interested in data that shed light on the extent to which the program is

delivering the services that had been contracted and with what effect.

Further, they will prefer to have the data packaged as a formal report, replete

with quantitative data and statistics as well as specific recommendations for change

and improvement. On the other hand, if the setting is based in a different culture,

staff members, service recipients, and community members may be more interested

in understanding the role that the program is playing within the community. If they

come from a dialogue-oriented culture, they may be interested in descriptions of the

service process, and service recipients’ stories about their experiences with the ser-

vice and its impact on their families. They will be looking not so much to receive

data for the purpose of making changes but rather to develop broader and deeper

understanding of the program and its place in the community.

Evaluators need to work at understanding each stakeholder group’s perspec-

tives, expectations, and interests and realize that these may be fundamentally differ-

ent from one another. Therefore, a culturally competent evaluator must be committed

to accommodating within the evaluation process the different perspectives and inter-

ests of diverse stakeholders.

Adapting Processes

Evaluation work always involves obtaining the cooperation of staff members and

other stakeholder groups in carrying out the required evaluation procedures—

particularly data collection. This is especially true when a monitoring system of

quality improvement is put into place; the effectiveness of such a system depends

on staff members carrying out their assigned roles in the evaluation process in a

knowledgeable and consistent manner. It is therefore very important that the work

processes be designed so that they are congruent with the culture within the orga-

nization.

For example, evaluators need to take into account the cultural meaning of time
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in the organization. If the organization is polychronic and operates at a relatively re-

laxed pace, the scheduling of evaluation events and activities must take this into ac-

count. A schedule that may be appropriate in an organization that operates from a

monochronic cultural perspective may be totally unfeasible within a polychronic

culture. Attempting to impose such a schedule will create tensions and stresses and is

likely to result, at best, in very inconsistent implementation of evaluation activities.

At worst, the entire evaluation enterprise may be discredited and collapse.

It is thus important that evaluators design work processes in a manner that is

congruent with the cultural meaning of time. Scheduling should take into account

the concept of time and orientation to time, not impose a burden that would be

regarded by the culture as unduly stressful or inappropriate; it should ensure that

holidays, community celebrations, and festivals are taken into account in the setting

of schedules.

Similarly, data collection activities need to take into account the cultural orien-

tation of the staff members who are likely to collect the data, and the service recipi-

ents who are likely to provide them. In dialogue-oriented cultures, the collection of

highly quantitative data involving the use of standardized measures, rating scales,

and structured surveys may be inappropriate and result in inconsistent data collec-

tion at best. At worst, service recipients and staff members will go through the mo-

tions of providing and collecting data without really understanding why the data are

needed or how they are to be used. The reliability and validity of such data, of

course, are likely to be low, compromising the entire evaluation effort.

Data collection protocols and procedures need to take into account whether

evaluation participants are orientated to “data” or “dialogue” and should be designed

to be as meaningful and culturally appropriate as is possible. In dialogue-oriented

cultures it may not be entirely possible, or advisable, to avoid the collection of quan-

titative data, but such data collection methods should be used sparingly. Ample ex-

planations and support should also be provided to evaluation participants so that

they can find meaning in these tasks and carry them out effectively.

Providing Meaningful Products

Ultimately, evaluations are undertaken to generate information products that stake-

holders will find useful. It is particularly important that evaluation products be ap-

propriate to the culture of stakeholders. As discussed earlier, funders are likely to

find reports useful when they address the extent to which the program meets its con-

tractual obligations for providing services and describe the outcomes of those ser-

vices. Further, funders will look for quantitative data and statistical analyses that

support the findings of the report. Managers who regularly deal with funders may

also favor reports of this type.

However, other stakeholder groups may not find such products useful or under-

standable. This will be especially the case if stakeholders come from cultural back-
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grounds that are dialogue oriented. Reports with descriptions, stories, illustrations,

and even pictures are likely to prove more meaningful to such stakeholders.

Culturally competent evaluators should accommodate all stakeholder groups

who have a legitimate interest in an evaluation’s results. Tailoring reports to funders’

needs alone represents poor evaluation practice and is unlikely to result in meaning-

ful program change. Program development necessarily comes from the inside and is

based, primarily, on the initiative of the managers and staff. Evaluation products

should support the efforts of managers and staff to develop the program by provid-

ing data that are meaningful, practical, and useful.

It is usually the case that quantitative and qualitative approaches can be combined

within an evaluation. Although matters that interest funders are likely to be more

suited to quantitative data collection and analyses, increased understanding can re-

sult from including descriptively oriented material that focuses on contextual mat-

ters. Statistics describing the demographic makeup of service recipients, for

example, can be supplemented by providing more detailed descriptions of a few se-

lected service recipients. Often this can be accomplished by providing people the

opportunity to tell their stories in their words (see Chapter 13).

As described in Chapter 15, the Joint Committee on Standards for Educational

Evaluation (1994) calls for the implementation of utility standards. These standards

are intended to ensure that an evaluation will serve the information needs of in-

tended users. Clearly, this underscores the responsibility of evaluators to understand

the intended audience for evaluations and to ensure that evaluation products are

culturally appropriate and therefore comprehensible, meaningful, and useful.

SUMMING UP AND LOOKING AHEAD

This chapter presented the challenges of applying evaluation methods in culturally

diverse settings. Conducting evaluations is a complex endeavor, and undertaking

evaluations that involve stakeholders from different cultural backgrounds adds con-

siderable complexity. The next chapter presents how to write a grant to obtain funds

for a social service program.
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RECAP AND ONLINE MATERIALS

In this chapter, you learned how to do culturally appropriate social work evalua-

tions.

You should also recall the concept of culture from your foundational research

course. If not, go online to take a free crash course in culture.

You can also find the following materials online to help you master the concepts

you just learned:

• Chapter Outline

• Learning Objectives

• Key Terms and Concepts

• Flash Cards

• Practice Multiple-Choice Tests

• Essay Questions with Answers

• Links

www.oup.com/us/swevaluation

STUDY QUESTIONS

1. Pick a social problem such as child abuse, domestic violence, homelessness,

or teen pregnancy. Identify 10 value or belief statements that you have about the

social problem that you picked. Share your statements with a person of a differ-

ent culture than yours. Does the person agree or disagree with your views?

2. List the different cultural groups that are part of your local community. Identify

what you know about the customs, traditions, beliefs, and worldview of each. Is

what you believe about different cultures in your community based on cultural

truths or stereotypes?

3. Which of the different cultural groups in your community are you least com-

fortable with? Identify patterns of communication in your culture and this

other culture. Discuss how the differences in communication patterns might

impact your understanding of service needs in this other culture.

4. “It is important that social workers are aware of their ethnocentric beliefs and

behaviors.” Discuss why you agree or disagree with this statement.

5. You are a social worker who has been hired to evaluate a family support pro-

gram in a culture that is different from yours. Discuss steps that you could take

to ensure that intercultural communications between you and program stake-

holders are accurate.

6. Imagine that you are the lead evaluator of a social service program that serves

people in a culture that values personal approaches to decision making over

“scientific” data collected from a group. Identify strategies to measure the impact

www.oup.com/us/swevaluation


of the program on clients served that are congruent with the values and beliefs

of the program.

7. Discuss the ways in which different cultural orientations to information, indi-

vidualism, tradition, and time can impact the planning of an evaluation for

a social service program.

8. Discuss how reading a novel about a different culture might assist you with in-

creasing intercultural awareness. What are the dangers of relying solely on nov-

els to teach you about other cultures? Visit a social service agency that serves

clients from a culture that is different from yours. Discuss with the worker the

knowledge and skills needed to be successful with helping clients from that par-

ticular culture.

9. Discuss the advantages and disadvantages of adapting evaluation procedures to

fit the unique characteristics of one particular culture.

10. Develop a plan for yourself that will protect you from judging others through

your ethnocentric worldview. Specifically, identify names of people that could

be your cultural guides and steps that you can take to reflect on your words and

behaviors as you work with people from other cultural groups.
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WRITING GRANT PROPOSALS

Proposal

A written application asking

for money, often accompa-

nied by supporting docu-

ments, submitted to a

foundation or corporation

who provides the funds.

Donor

An individual or organiza-

tion who makes a grant or

contribution to a donee.

Donee

The recipient of a grant.
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The Foundation Center

Gathering Background Information
Components of a Proposal
Letter Proposal
What Happens Next?
Summing Up
Recap and Online Materials
Study Questions
References, Further Reading, and Resources

The subject of this chapter is proposal writing. It introduces you to the process of

how to go about writing a grant to obtain funds so that you can create your own

social service program. But your proposal does not stand alone. It must be part of

a process of planning and of research on, outreach to, and cultivation of potential

foundation and corporate donors.

This process is grounded in the conviction that a partnership should develop

between you and the donor. When you spend a great deal of your time seeking

money, it is hard to remember that it can also be difficult to give money away. In

fact, the dollars contributed by a foundation or corporation (the donor) have no

value until they are attached to solid social work agencies (the donees).

This truly is an ideal partnership. Social work agencies have the ideas and the

capacity to solve problems, but no dollars with which to implement them. The foun-

dations and corporations have the financial resources but not the other resources

needed to create programs. Bringing the two together effectively results in a dy-

namic collaboration.

You need to follow a step by step process in the search for private and public

dollars. It takes time and persistence to succeed. After you have written a proposal,

it could take as long as a year to obtain the funds needed to carry it out. And even

a perfectly written proposal submitted to the right prospect (the donor) can be

rejected for any number of reasons.



Raising funds is an investment in the future. Your aim should be to build a net-

work of foundation and corporate funders, many of whom give small gifts on a fairly

steady basis and a few of whom give large periodic grants. By tenaciously pursuing

the various steps of the process, each year you can retain most of your regular sup-

porters and strike a balance with the comings and goings of larger donors.

Our recommended process is not a formula to be rigidly adhered to. It is a sug-

gested approach that can be adapted to fit the needs of any social work agency and

the peculiarities of each situation. Fundraising is an art as well as a science. You must

bring your own creativity to it and remain flexible.

GATHERING BACKGROUND INFORMATION

The first thing you will need to do in writing the proposal is to gather the documen-

tation for it. You will require background documentation in three areas: (1) the pro-

gram concept, (2) the program itself, and (3) program expenses.

If all of this information is not readily available to you, determine who will help

you gather each type of information. If you are part of a small social work agency

with no staff, a knowledgeable board member will be the logical choice. If you are in

a larger agency, there should be program and financial support staff who can help

you. Once you know with whom to talk, identify the questions to ask. This data-

gathering process makes the actual writing much easier. And by involving other

stakeholders in the process, it also helps key people within your agency seriously

consider the program’s value to the organization.

Program Concept

It is important that you have a good sense of how your proposed program fits into

the philosophy and mission of your agency. The social need that the proposal is ad-

dressing must also be documented. These concepts must be well articulated in the

proposal. Funders want to know that a program reinforces the overall direction of

an organization, and they may need to be convinced that the case for your proposed

program is compelling. You should collect background data on your organization

and on the social need to be addressed so that your arguments are well documented.

Your Program

Here is a checklist of the program information you will require:

• The nature of the program and how it will be conducted.

• The timetable for the program.
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• The anticipated outcomes and how best to evaluate the results.

• The staffing and volunteer needs, including deployment of existing staff and

new hires.

Program Expenses

You will not be able to pin down all the expenses associated with your program until

the program details and timing have been worked out. Thus, the main financial data

gathering takes place after the narrative part of the master proposal has been written.

However, at this stage you do need to sketch out the broad outlines of the budget to be

sure that the costs are in reasonable proportion to the outcomes you anticipate. If it ap-

pears that the costs will be prohibitive even with a foundation grant, you should then

scale back your plans or adjust them to remove the least cost-effective expenditures.

COMPONENTS OF A PROPOSAL

Executive Summary: An umbrella statement of your case and summary of the

entire proposal (1 page).

Statement of Need: Why this program is necessary (2 pages).

Program Description: Nuts and bolts of how the program will be implemented

and evaluated (3 pages).

Budget: Financial description of the program plus explanatory notes (1 page).

Organization Information: History and governing structure of the social work

agency; its primary activities, audiences, and services (1 page).

Conclusion: Summary of the proposal’s main points (2 paragraphs).

Executive Summary

The first page of your proposal, the executive summary, is the most important sec-

tion of the entire document. Here you will provide the reader with a snapshot of

what is to follow. Specifically, it is a sales document that summarizes all of the key in-

formation and is designed to convince the reader that this program should be con-

sidered for financial support. Be certain to include these points:

• Problem. A brief statement of the social problem or need your agency has rec-

ognized and is prepared to address (one or two paragraphs).

• Solution. A short description of your proposed program, including what will

take place and how many people will benefit from the program, how and where

it will operate, for how long, and who will staff it (one or two paragraphs).

Budget

A financial plan for saving

and spending money.

Executive summary

A nontechnical summary

statement designed to pro-

vide a quick overview of the

full-length report on which

it is based.
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• Funding Requirements. An explanation of the amount of grant money re-

quired for your program and what your plans are for funding it in the future

(one paragraph).

• Organization and Its Expertise. A brief statement of the name, history, pur-

pose, and activities of your agency, emphasizing its capacity to carry out this

proposal (one paragraph).

Statement of Need

If funders read beyond the executive summary, you have successfully piqued their

interest. Your next task is to build on this initial interest in your proposed program

by enabling the funder to understand the social problem that your proposed pro-

gram hopes to remedy.

The statement of need will enable the reader to learn more about the issues. It

presents the facts and evidence that support the need for your program and estab-

lishes that your social work agency understands the problems and therefore can rea-

sonably address them.

The information used to support your case can come from authorities in the field

as well as from your agency’s own experience. You want the need section of your pro-

posal to be succinct yet persuasive. Like a good debater, you must assemble all the ar-

guments then present them in a logical sequence that will readily convince the reader

of their importance. As you marshal your arguments, consider the following six points.

1. Decide which facts or statistics best support your proposed program. Be sure the

data you present are accurate. There are few things more embarrassing than to have

the funder tell you that your information is out of date or incorrect. Information that

is too generic or broad will not help you develop a winning argument for your pro-

gram. Information that does not relate to your organization or the proposed program

you are presenting will cause the funder to question the entire proposal. There also

should be a balance between the information presented and the scale of your program.

2. Give the reader hope. The picture you paint should not be so grim that the so-

lution appears hopeless. The funder will wonder whether an investment in a solution

is worthwhile. Here’s an example of a solid statement of need: “Breast cancer kills.

But statistics prove that regular check-ups catch most breast cancer in the early

stages, reducing the likelihood of death. Hence, a program to encourage preventive

check-ups will reduce the risk of death due to breast cancer.” Avoid overstatement

and overly emotional appeals.

3. Decide if you want to put your program forward as a model. This could expand

the base of potential funders, but serving as a model works only for certain types of

programs. Don’t try to make this argument if it doesn’t really fit. Funders may well

expect your agency to follow through with a replication plan if you present your

program as a model.
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If the decision about a model is affirmative, you should document how the so-

cial problem you are addressing occurs in other communities. Be sure to explain

how your solution could be a solution for others as well.

4. Determine whether it is reasonable to portray the need as acute. You are asking

the funder to pay more attention to your proposal because either the social problem

you address is worse than others or the solution you propose makes more sense than

others. Here is an example of a balanced but weighty statement: “Drug abuse is a na-

tional problem. Each day, children all over the country die from drug overdoses. In

the South Bronx the problem is worse. More children die here than anyplace else. It

is an epidemic. Hence, our drug prevention program is needed more in the South

Bronx than in any other part of the city.”

5. Decide whether you can demonstrate that your program addresses the need differ-

ently or better than other programs that preceded it. It is often difficult to describe the

need for your program without being critical of the competition. But you must be

careful not to do so. Being critical of other social work programs will not be well re-

ceived by the funder. It may cause the funder to look more carefully at your program

to see why you felt you had to build your case by demeaning others. Additionally, the

funder already may have invested in these other programs or may begin to consider

investing in them now that you have brought them to the funder’s attention.

If possible, you should make it clear that you are cognizant of, and on good

terms with, others doing work in your field. Keep in mind that today’s funders are

very interested in collaboration. They may even ask why you are not collaborating

with those you view as key competitors. So at the least you need to describe how

your work complements, but does not duplicate, the work of others.

6. Avoid circular reasoning. In circular reasoning, you present the absence of your

solution as the actual problem. Then your solution is offered as the way to solve the

problem. For example, the circular reasoning for building a community swimming

pool might go like this: “The problem is that we have no pool in our community.

Building a pool will solve the problem.” A more persuasive case would cite what a pool

has meant to a neighboring community, permitting it to offer recreation, exercise, and

physical therapy programs. The statement might refer to a survey that underscores the

target audience’s planned usage of the facility and conclude with the connection be-

tween the proposed usage and potential benefits that enhance life in the community.

The statement of need does not have to be long and involved. Short, concise in-

formation captures the reader’s attention.

Program Description

The program definition section of your proposal should have five subsections: (1) ob-

jectives, (2) methods, (3) staffing/administration, (4) evaluation, and (5) sustainabil-

ity. Together, objectives and methods dictate staffing and administrative requirements,
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and they then become the focus of the evaluation to assess the results of the pro-

gram. The program’s sustainability flows directly from its success, hence its ability to

attract other financial support. Taken together, the five subsections present an inter-

locking picture of the total program.

Objectives

Objectives are the measurable outcomes of the program. They define your methods.

Your objectives must be tangible, specific, concrete, measurable, and achievable in a

specified time period. Grant seekers often confuse objectives with goals, which are

conceptual and more abstract. For the purpose of illustration, here is the goal of a

program with a subsidiary objective:

Goal

Our afterschool program will help children read better.

Objective

Our afterschool remedial education program will assist 50 children in improv-

ing their reading scores by one grade level as demonstrated on standardized

reading tests that will be administered after they have participated in the pro-

gram for six months.

The goal in this case is abstract: improving reading. The objective is much more spe-

cific, and it is achievable in the short term (six months) and is measurable (improv-

ing 50 children’s reading scores by one grade level).

With competition for dollars so great, well-articulated objectives are increas-

ingly critical to a proposal’s success. Using a different example, there are at least four

types of objectives:

1. Behavioral—A human action is anticipated. Example: Fifty of the 70 children

participating will learn to swim.

2. Performance—A specific time frame within which a behavior will occur, at

an expected proficiency level, is expected. Example: Fifty of the 70 children

will learn to swim within six months and will pass a basic swimming profi-

ciency test administered by a Red Cross–certified lifeguard.

3. Process—The manner in which something occurs is an end in itself. Example:

We will document the teaching methods used and identify those with the

greatest success.

4. Product—A tangible item results. Example: A manual will be created to be

used in teaching swimming to this age and proficiency group in the future.

In any given proposal, you will find yourself setting forth one or more of these

types of objectives, depending on the nature of your proposed program. Be certain

to present the objectives very clearly. Make sure that they stand out on the page and
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do not become lost in verbiage. You might, for example, use numbers, bullets, or in-

dentations to denote the objectives in the text. Above all, be realistic in setting objec-

tives: Don’t promise what you can’t deliver. Remember, the funder will want to be

told in the final report that the program actually accomplished these objectives.

Methods, or Interventions

By means of the objectives, you have explained to the funder what will be achieved

by the program. The methods section describes the specific activities that will take

place to achieve the objectives. It enables the reader to visualize the implementation

of the program. It should convince the reader that your agency knows what it is do-

ing, thereby establishing its credibility. It might be helpful to divide your discussion

of methods into the following: how, when, and why.

How. This is the detailed description of what will occur from the time the pro-

gram begins until it is completed. Your methods should match the previously stated

objectives.

When. The methods section should present the order and timing for the tasks. It

might make sense to provide a timetable so that the reader does not have to map out

the sequencing on his or her own. The timetable tells the reader “when” and provides

another summary of the program that supports the rest of the methods section.

Why. You may need to defend your chosen methods, or interventions, especially if

they are new or unorthodox. Why will the planned work lead to the outcomes you

anticipate? You can answer this question in a number of ways, including using ex-

pert testimony and examples of other programs that work.

Staffing/Administration

In describing the methods, you will have already mentioned staffing for the pro-

gram. You now need to devote a few sentences to discussing the number of staff,

their qualifications, and specific assignments. Details about individual staff mem-

bers involved in the program can be included either as part of this section or in an

appendix, depending on the length and importance of this information.

“Staffing” may refer to volunteers or consultants as well as paid staff. Most pro-

posal writers do not develop staffing sections for programs that are primarily run by

volunteers. Describing tasks that volunteers will undertake, however, can be most

helpful to the proposal reader. Such information underscores the value added by the

volunteers as well as the cost-effectiveness of the program.

For a program with paid staff, be certain to describe which staff will work full

time and which will work part time on the program. Identify staff already employed
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by your social work agency and those to be recruited specifically for the program.

How will you free up the time of an already fully deployed individual?

Salary and program costs are affected by the qualifications of the staff. Delin-

eate the practical experience you require for key staff as well as the level of expert-

ise and educational background. If an individual has already been selected to

direct the program, summarize his or her credentials and include a brief biogra-

phical sketch in the appendix. A strong program director can help influence a grant

decision.

Describe for the reader your plans for administering the program. This is espe-

cially important in a large operation and if more than one agency is collaborating on

your proposed program. State who will be the fiscal agent. It needs to be crystal clear

who is responsible for financial management, program outcomes, and reporting.

Evaluation

An evaluation plan should not be considered only after the program is over; it

should be built into the program. Including an evaluation plan in your proposal in-

dicates that you take your objectives seriously and want to know how well you have

achieved them. Evaluation is also a sound management tool. Like strategic planning,

it helps a social work agency refine and improve its programs. An evaluation can of-

ten be the best means for others to learn from your experience in conducting the

program.

There are two general types of evaluations. One measures the product; the other

analyzes the process. Either or both might be appropriate to your program. The ap-

proach you choose will depend on the nature of your program and its objectives. For

either type, you will need to describe the manner in which evaluation information

will be collected and how the data will be analyzed. You should present your plan for

how the evaluation and its results will be reported and the audience to whom it will

be directed. For example, it might be used internally or be shared with the funder, or

it might deserve a wider audience. A funder might even have an opinion about the

scope of this dissemination.

Sustainability

A clear message from grantmakers today is that grant seekers will be expected to

demonstrate in very concrete ways the long-term financial viability of the program

to be funded and of the social work agency organization itself.

It stands to reason that most grantmakers will not want to take on a permanent

funding commitment to a particular agency. Rather, funders will want you to prove

that your program is finite (with start-up and ending dates); or that it is capacity

building (that it will contribute to the future self-sufficiency of your agency and/or

enable it to expand services that might be revenue generating); or that it will make
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your organization attractive to other funders in the future. With the new trend to-

ward adopting some of the investment principles of venture capital groups to the

practice of philanthropy, evidence of fiscal sustainability becomes a highly sought-

after characteristic of the successful grant proposal.

It behooves you to be very specific about current and programed funding

streams, both earned income and fundraised, and about the base of financial sup-

port for your social work agency. This is an area where it is important to have

backup figures and prognostications at the ready in case a prospective funder asks

for these, even though you are unlikely to include this information in the actual

grant proposal. Some grantmakers, of course, will want to know who else will be re-

ceiving a copy of this same proposal. You should not be shy about sharing this infor-

mation with your potential funder.

Budget

The budget for your proposal may be as simple as a one-page statement of program

expenses. Or your proposal may require a more complex presentation, perhaps in-

cluding a page on program support and revenue and notes explaining various items

of expense or revenue.

Expense Budget

As you prepare to assemble the budget, go back through the proposal narrative

and make a list of all personnel and nonpersonnel items related to the operation of

your proposed program. Be sure that you list not only new costs that will be in-

curred if your program is funded but also any ongoing expenses. Then get the rel-

evant costs from the person in your agency who is responsible for keeping the

books. You may need to estimate the proportions of your agency’s ongoing ex-

penses that should be charged to the program and any new costs, such as salaries

for program personnel not yet hired. Put the costs you have identified next to each

item on your list.

Your list of budget items and the calculations you have done to arrive at a dollar

figure for each item should be summarized on worksheets. You should keep these to

remind yourself how the numbers were developed. These worksheets can be useful

as you continue to develop the proposal and discuss it with funders; they are also a

valuable tool for monitoring the program once it is under way and for reporting

after completion of the grant.

A portion of a worksheet for a year-long program might look like Table 17.1.

With your worksheets in hand, you are ready to prepare the expense budget. For most

programs, costs should be grouped into subcategories, selected to reflect the critical

areas of expense. All significant costs should be broken out within the subcategories,
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but small ones can be combined on one line. You might divide your expense budget

into personnel and nonpersonnel costs; your personnel subcategories might include

salaries, benefits, and consultants. Subcategories under nonpersonnel costs might

include travel, equipment, and printing, for example, with a dollar figure attached to

each line.

Support and Revenue and Statement

For the typical program, no support and revenue statement is necessary. The ex-

pense budget represents the amount of grant support required. But if grant sup-

port has already been awarded to the program, or if you expect program activities

to generate income, a support and revenue statement is the place to provide this

information.

In itemizing grant support, make note of any earmarked grants; this will suggest

how new grants may be allocated. The total grant support already committed should

then be deducted from the “Total Expenses” line on the expense budget to give you

the “Amount to Be Raised” or the “Balance Requested.”

Budget Narrative

A narrative portion of the budget is used to explain any unusual line items in the

budget and is not always needed. If costs are straightforward and the numbers tell

the story clearly, explanations are redundant. If you decide a budget narrative is

needed, you can structure it in one of two ways. You can create “Notes to the Bud-

get,” with footnote-style numbers on the line items in the budget keyed to numbered

explanations. If an extensive or more general explanation is required, you can struc-

ture the budget narrative as straight text. Remember that the basic narrative about

the program and your organization belongs elsewhere in the proposal, not in the

budget narrative.
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Table 17.1 Sample Worksheet for a Year-Long Program

Item Description Costs

Executive Director Supervision 10% of salary = $10,000
25% benefits = $2,500

Program Director Hired in month one 11 months at $35,000 = $32,083
25% benefits = $8,025

Tutors 12 working 10 hours per week 12 × 10 × 13 × $ 4.50 = $7,020
for three months

Office Space Requires 25% of current space 25% × $20,000 = $5,000

Overhead 20% of program cost 20% × $64,628 = $12,926



Organizational Information

Normally a resume of your social work agency organization should come at the end

of your proposal. Your natural inclination may be to put this information up front in

the document. But it is usually better to sell the need for your proposed program and

then your agency’s ability to carry it out.

It is not necessary to overwhelm the reader with facts about your organization.

This information can be conveyed easily by attaching a brochure or other prepared

statement. In two pages or less, tell the reader when your social work agency came

into existence; state its mission, being certain to demonstrate how the subject of the

proposal fits within or extends that mission; and describe the organization’s struc-

ture, programs, and special expertise.

Discuss the size of the board, how board members are recruited, and their level

of participation. Give the reader a feel for the makeup of the board. (You should in-

clude a list of all the board members as an appendix.) If your agency is composed of

volunteers or has an active volunteer group, describe the function that the volun-

teers fill. Provide details on the staff, including the numbers of full and part-time

staff, and their levels of expertise.

Describe the kinds of activities in which your staff engage. Explain briefly the

assistance you provide. Describe the audience you serve, any special or unusual

needs they face, and why they rely on your agency. Cite the number of people who

are reached through your programs.

Conclusion

Every proposal should have a concluding paragraph or two. This is a good place to

call attention to the future, after the grant is completed. If appropriate, you should

outline some of the follow-up activities that might be undertaken to begin to pre-

pare your funders for your next request. Alternatively, you should state how your

proposed program might carry on without further grant support.

This section is also the place to make a final appeal for your proposed program.

Briefly reiterate what your social work agency wants to do and why it is important.

Underscore why your agency needs funding to created a new program. Don’t be

afraid at this stage to use a bit of emotion to solidify your case.

LETTER PROPOSAL

Sometimes the scale of a proposed social service program might suggest a small-

scale letter format proposal, or the type of request might not require all of the pro-

posal components or the components in the sequence recommended here. The
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guidelines and policies of individual funders will be your ultimate guide. Many fun-

ders today state that they prefer a brief letter proposal; others require that you com-

plete an application form. In any case, you will want to refer to the basic proposal

components as provided here to be sure that you have not omitted an element that

will support your case.

As noted, the scale of the program will often determine whether it requires a let-

ter or the longer proposal format. For example, a request to purchase a $1,000 fax

machine for your program simply does not lend itself to a lengthy narrative. A small

contribution to your program’s annual operating budget, particularly if it is a re-

newal of past support, might also warrant a letter rather than a full-scale proposal.

What are the elements of a letter request? For the most part, they should follow

the format of a full proposal, except with regard to length. The letter should be no

more than three pages. You will need to call upon your writing skills because it can

be very hard to get all of the necessary details into a concise, well-articulated letter.

As to the flow of information, follow these steps while keeping in mind that you

are writing a letter to someone. It should not be as formal in style as a longer pro-

posal would be. It may be necessary to change the sequence of the text to achieve the

correct tone and the right flow of information.

Here are the components of a good letter proposal:

• Ask for the gift: The letter should begin with a reference to your prior contact

with the funder, if any. State why you are writing and how much funding is

required from the particular foundation.

• Describe the need: In a very abbreviated manner, tell the funder why there is

a need for this program, piece of equipment, etc.

• Explain what you will do: Just as you would in a fuller proposal, provide

enough detail to intrigue the funder’s interest. Describe precisely what will

take place as a result of the grant.

• Provide agency data: Help the funder know a bit more about your organization

by including your mission statement, brief description of programs offered,

number of people served, and staff, volunteer, and board data, if appropriate.

• Include appropriate budget data: Even a letter request may have a budget that

is a half page long. Decide if this information should be incorporated into the

letter or in a separate attachment. Whichever course you choose, be sure to

indicate the total cost of the program. Discuss future funding only if the ab-

sence of this information will raise questions.

• Close: As with the longer proposal, a letter proposal needs a strong conclud-

ing statement.

• Attach any additional information required: The funder may need much of

the same information to back up a small request as a large one: a board list,

a copy of your IRS determination letter, financial documentation, and brief

resumes of key staff.
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It may take as much thought and data gathering to write a good letter request as

it does to prepare a full proposal (and sometimes even more). Don’t assume that be-

cause it is only a letter, it isn’t a time-consuming and challenging task. Every docu-

ment you put in front of a funder says something about your agency. Each step you

take with a funder should build a relationship for the future.

WHAT HAPPENS NEXT?

Submitting your proposal is nowhere near the end of your involvement in the grant-

making process. Grant review procedures vary widely, and the decision-making pro-

cess can take anywhere from a few weeks to six months or more. During the review

process, the funder may ask for additional information either directly from you or

from outside consultants or professional references. Invariably, this is a difficult time

for the grantseeker. You need to be patient but persistent. Some grantmakers outline

their review procedures in annual reports or application guidelines. If you are un-

clear about the process, don’t hesitate to ask.

If your hard work results in a grant, take a few moments to acknowledge the

funder’s support with a letter of thanks. You also need to find out whether the funder

has specific forms, procedures, and deadlines for reporting the progress of your pro-

posed program. Clarifying your responsibilities as a grantee at the outset, particu-

larly with respect to financial reporting, will prevent misunderstandings and more

serious problems later.

Nor is rejection necessarily the end of the process. If you’re unsure why your

proposal was rejected, ask. Did the funder need additional information? Would they

be interested in considering the proposal at a future date? Now might also be the

time to begin cultivation of a prospective funder. Put them on your mailing list so

that they can become further acquainted with your organization. Remember, there’s

always next year.

SUMMING UP

This chapter briefly described how to go about obtaining funds to create a new social

service program. All of the contents in the previous chapters of this book will have to

be used to write a successful grant proposal. If you have a well-thought out program,

via a program logic model, and you can write clearly and succinctly, getting funds to

help your program get going is an easy task.
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RECAP AND ONLINE MATERIALS

In this chapter, you learned how to write grant proposals in order to obtain funds to

create a social work program.

You should also recall the concept of research proposals from your foundational

research course. If not, go online to take a free crash course in proposal writing.

You can also find the following materials online to help you master the concepts

you just learned:

• Chapter Outline

• Learning Objectives

• Key Terms and Concepts

• Flash Cards

• Practice Multiple-Choice Tests

• Essay Questions with Answers

• Links

www.oup.com/us/swevaluation

STUDY QUESTIONS

1. List and discuss the three types of background information you will need before

you can write a proposal to fund a social service program. Provide a social work

example throughout your discussion.

2. Discuss the purpose and the need to include an executive summary in a pro-

posal. Provide a social work example throughout your discussion.

3. Discuss the purpose and need to include a statement of need in a proposal. Pro-

vide a social work example throughout your discussion.

4. Discuss the purpose and need to include a program description in a proposal.

Provide a social work example throughout your discussion.

5. Discuss the purpose and need to include a methods, or intervention section in

a proposal. Provide a social work example throughout your discussion.

6. Discuss the purpose and need to include a staffing/administration section in

a proposal. Provide a social work example throughout your discussion.

7. Discuss the purpose and need to include an evaluation section in a proposal.

Provide a social work example throughout your discussion.

8. Discuss the purpose and need to include a sustainability section in a proposal.

Provide a social work example throughout your discussion.

9. Discuss the purpose and need to include a budget in a proposal. Provide a social

work example throughout your discussion.

10. Discuss the purpose and need to include organizational information in a pro-

www.oup.com/us/swevaluation


posal. List and discuss in detail the components of a proposal. Provide a social

work example throughout your discussion.
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A phase, of case-level evaluation, 365
acceptable results, 380
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from program-level evaluation, 18
service delivery integrated with, 17–
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accuracy standards, 400b, 402
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assessment of, 162, 164
definition of, 162
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service delivery, 406, 408

activities model, 207b
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administration of program, 444
administrative service delivery, 156
administrative supports

definition of, 164
questions about, 164, 171

administrators
in data information system

development, 306
definition of, 9
functions of, 15

adversary oriented evaluation, 28t
advisory boards, 90b
affect-based program objectives, 67
agencies

“blended funds,” 54
definition of, 53, 361
funding of, 53–54
mission statements of, 54–55, 379
objectives of, 56
organizational structure of, 58
outcome evaluation, 379
philosophy of, 54

program vs., 61
programs in, 59–60

agency goals
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program goals vs., 62, 64–65
service delivery linked with, 68

Aim High Program, 223b, 227–229, 232,
237

Alabama Parenting Questionnaire, 266b
alternative explanations, 352, 354
archival data, 288t
assent form, 407b–408b
automated data sets, 290
availability sampling, 282b

B phase, of case-level evaluation, 365–
366

bar charts, 332t, 334
baseline measure, 257
behavioral-based program objectives, 67,

442
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for client outcomes, 113
definition of, 107
for demographics data, 107–108
for feedback, 111–112, 112t
for quality standards, 110–111
for service statistics, 109

benefits, in cost-benefit evaluation
discounting the value of, 233–235
net, 225b
present value of, 225b
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definition of, 249
qualitative data analysis affected by,
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black box, 28t, 158
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board of directors, 90b
budget

description of, 439
expense, 445–446
narrative portion of, 446
support and revenue statement, 446
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definition of, 176, 362
number of, in data collection

monitoring system, 176–177
case plan, 309
case study, 146, 342
case-level decision making

data used in, 363
description of, 364
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evaluation’s use for, 393
in follow-up phase, 372–375
in practice objective setting phase, 365–

366
in problem-definition phase, 364–365
in termination phase, 372–375

case-level evaluation
computer use in, 322
data from, 9–10, 308–310
definition of, 8, 177
description of, 8–9
designs, 310
phases of

A, 365
B, 365–366
engagement, 364–365
follow-up, 372–375
intervention, 366–372
practice objective setting, 365–366
problem-definition, 364–365
termination, 372–375
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census data, 136, 290–291
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activities to promote, 71
cultures oriented toward, 423
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lack of, 367–368
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outcome evaluation and, 193
in practice objectives, 367–372
program-initiated, 66
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client flowchart, 308, 308
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definition of, 171, 311
description of, 41, 111
questions for evaluating, 171–172
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design of, 94 95
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collaboration, among stakeholder groups,
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collaborative organizations, 90b
collectivist culture, 423
communication
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intercultural, 420–422, 426
nonverbal, 421
in programs, 75
verbal, 421–422

community leaders, 90b
community outcomes, 203b–204b
comparisons, 144
complete observer, 298
complete participant, 298
computers

data collection using, 322
data entry using, 324
data management using, 322–323
laptop, 324
reporting of data using, 323

concept
definition of, 247
in grant proposal, 438

concept mapping, 94–96, 96
conditional indicators, 49
confidentiality

client satisfaction, 178–179
of data, 215

conflict of interest, 399b
content-relevant literature, 90b
context analysis, 400b
context evaluation, 28t
control group, 114
convenience sampling, 282b
cooperative social workers, 37
cost(s)

in cost-benefit evaluation, 230–231
direct, 230
indirect, 230

cost effective, 222

cost efficiency
definition of, 158–159
process evaluation used to estimate,

158–159
cost efficient, 241
cost-benefit analysis

completion of, 235–237
cost-effectiveness analysis vs., 224b–

225b, 237–238
definition of, 222
focus of, 237
reasons for, 236b
technical approach to, 239

cost-benefit evaluation
accounting perspective used in, 226–

227
analysis completion, 235–237
benefits used in, 231–232
cost-benefit model, 228–229
costs used in, 230–231
funding source’s perspective of, 227
individual program’s participants’

perspective of, 226–227
present value adjustments, 233–235

cost-effectiveness, 399b
cost-effectiveness analysis

cost-benefit analysis vs., 224b–225b,
237–238

definition of, 222
indicators, 224b
reasons for, 236b
steps involved in, 238

cost-effectiveness evaluation, 29t
Council on Social Work Education

BSW and MSW curriculum research
content, 7

definition of, 4
coverage accountability, 18
cross-sectional analysis, 209–210
cultural accountability, 18
cultural awareness, 419–420, 425–426
cultural competencies

cultural awareness. See cultural
awareness

cultural knowledge, 426–427
description of, 425
intercultural communication, 420–422,

426
culture

change-oriented, 423
collectivist, 423
data collection based on, 429
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decision making affected by, 422–423
definition of, 418
dialogue-oriented, 429–430
enculturation, 420
ethnocentrism, 419
evaluation adapted for, 427–430
impact of, 418–419
individualist, 423
information and, 422
intercultural communication, 420–422,

426
knowledge about, 426–427
macro-level, 418
meaningful products based on, 429–

430
micro-level, 418
overview of, 417–418
pace of life based on, 424–425
polychronic, 424, 429
time as viewed by, 424, 428–429
tradition and, 423–424

data
in aggregate forms, 215, 217
archival, 288t
budget, 448
case-level evaluation, 9–10
census, 136, 290–291
client, 136, 291
client contact, 314–317
client satisfaction

description of, 177, 311
nonstandardized, 311
social desirability of, 178
standardized, 311

connections among, 352
cultural influences on, 422
definition of, 9, 32, 130, 248, 305, 361
demographics, 107
existing. See existing data
external users of, 393
follow-up, 211, 397
historical, 288t
identifying needs, 105–106
information vs., 9–10
intake forms for, 176
interview, 137
narrative. See narrative data
new. See new data
objective, 361–362
original. See original data
for outcome evaluation, 210–212

outcomes-related, 114
precision of, 361
presentation of, 357b
process evaluation, 157
program, 136–137, 291
program-level evaluation, 9–10
qualitative. See qualitative data
quantitative

analysis of, 400b
description of, 143–145, 147–150

reliability of, 175, 300
reporting of, 323
scoring of, 179–180
service statistics, 109–110
sorting of, 351
subjective, 362–363
validity of, 175, 300

data analyses
definition of, 134, 322
indications for, 310
in needs assessment, 143–146
in outcome evaluation, 212–214
in process evaluation, 179–180
recurring themes found during, 355b
secondary, 136–137

data collection
about families, 160
case-level, 308–310
computer-assisted, 322
costs of, 105
cultural considerations, 429
decision making and, 307
definition of, 44
Department of Social Services case

study
client contact data, 314–317
feedback data, 318–321
intake data, 311–314
termination data, 317–318

forms, 321
by front-line workers, 397
integration of, 105–106, 355b
persons responsible for, 212, 397
practice objectives, 318
program-level, 310–321, 376
protocols, 408
purposes of, 309
social problem’s effect on, 130
timing of, 177–178, 397
training for, 300

data collection instruments
client intake form, 174

description of, 173
ease of use, 173–174
functions of, 299
program’s operations and, 174–175, 299
user input, 175, 299

data collection methods
archival data, 288t
characteristics of, 298–299
definition of, 134, 283, 397
description of, 178–179, 212
document analysis, 287t
ease of use, 298
factors that influence, 135
functions of, 299
group interviews

focus groups, 138–139, 139b, 285t,
294–295, 295b, 397

nominal groups technique, 140–141,
295–296

public forums, 141, 294, 295b
individual interviews, 137–138, 284t–

285t
information value affected by, 179
key informants, 137–138
mail surveys, 141–142, 293–294
for outcome evaluation, 212
participant observation, 286t–287t
political influences on, 397–398
program’s operations and, 174–175, 299
questionnaire, 284t
results affected by, 397
reviewing existing reports, 135–136
secondary data analyses, 136–137
surveys, 141–142
telephone surveys, 141–142
usefulness of, 298
user input, 299

data collection monitoring system
data collection methods, 178–179
definition of, 208
description of, 175
development of, 299–300
as feedback system, 300
number of cases to include in, 176–177
times to collect data, 177–178

data collection plan
definition of, 134
needs addressed in, 307

data entry, 324
data information system

administrators’ role in, 306
costs of, 306–307
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definition of, 305
line-level workers’ involved in, 306
organizational plan for, 307
in project approach, 305
staff members’ roles in developing,

306–307
data management

computer-assisted, 322–323
manual, 321–322
tips for, 348–352

data sets, 290
data sources

definition of, 276, 352
existing data, 276
firsthand, 277–278
identifying of, 349
original data, 276
secondhand, 278

decision(s)
definition of, 105
evaluation used to justify, 390–391
reporting of results and, 401
tracking of, 353

decision making
case-level

data used in, 363
description of, 364
in engagement phase, 364–365
evaluation’s use for, 393
in follow-up phase, 372–375
in practice objective setting phase,

365–366
in problem-definition phase, 364–

365
in termination phase, 372–375

cultural influences on, 422–423
data collection information systems

and, 307
definition of, 392
efficiency-focused evaluation effects on,

239
evaluation’s use for, 392–394, 400
external, 393–394
feedback’s role in, 409
internal, 392–393
objective data used in, 361–362
outcome evaluation effects on, 195
policy-level, 393
program-level

data used in, 363
description of, 307

outcome monitoring data used in,
379–381

outcomes, 376–379
overview of, 375–376
process, 376

subjective data used in, 362–363
demographics data, 107–109
Developmental History & Life Changes,

266b
dialogue-oriented culture, 429–430
direct benefits, 231
direct costs, 230
direct solutions, 132
discount rate, 234
discounting, 233
dissemination of reports, 410
diversity, 101
document analysis, 287t
documentation

definition of, 103
minutes, 103–104
thank-you letters, 104, 104

donee, 437
donor, 437
Dyadic Parent–Child Interactive Coding

System Revised, 266b

ecological theory, 19
efficiency

cost-benefit analysis for, 222
cost-effectiveness analysis for, 222
estimations of, 173

efficiency-focused evaluation
cost-benefit analysis. See cost-benefit

analysis
cost-effectiveness analysis. See cost-

effectiveness analysis
decision-making benefits of, 239
definition of, 27
examples of, 240b
implementation time for, 94t
limitations of, 239
outcome evaluation completed before,

224
outcomes used in, 224–225
prospective, 222–223
purpose of, 221
reasons for, 221
retrospective, 224–226
summary of, 238–239
timing of, 222–226
utilitarianism principles, 239

ego needs, 125, 126
emergent categories, for narrative data,

344–345
employment, 164
enculturation, 420
ethics

propriety standards and, 401–402
for research, 5

ethnocentrism, 419
evaluation

adversary oriented, 28t
as appraisal, 248
case-level. See case-level evaluation
cultural influences on, 423–424
culturally competent, 425–430
cycle of, 43
definition of, 4
description of, in grant proposal,

444
design of, 35
diversionary use of, 391
efficiency-focused. See efficiency-

focused evaluation
focusing of, 93, 105–114
formative, 27, 33
knowledge base and, 10
misdirection of, 395–398
misuses of, 390–392
monitoring approach to, 393
outcome. See outcome evaluation
performance appraisal use of, 391–

392
person-in-environment perspective 

of, 19–20
planning of, 90
politics of, 389–390
principles of, 402, 406, 408–410
process. See process evaluation
program-in-environment perspective

of, 20–22
program-level. See program-level

evaluation
project, 35
proper uses of, 392–394
public relations use of, 391
purpose of, 72b, 307, 409–410
schematic diagram of, 43
service delivery integration with, 406,

408
summative, 27, 33
Western culture influences on, 423–

424

INDEX460



INDEX 461

evaluation questions
amount of, 106
asking of, 91–93
changing of, 93
data used to answer, 283
development of, 90b–91b
example of, 92
formulation of, 44
identifying of, 105
implementation time for, 94t
phrasing of, 283
types of, 93

evaluation report, 215. See also report(s)
evaluation research, 29t
evaluator

credibility of, 399b
culturally competent, 430
diversity of, 101
responsibilities of, 102b
role of, 37

evidence-based practice
contributions to, 10–11
definition of, 10

executive summary, of proposal, 439–
440

existing data
census data, 290–291
client data, 291
in data sets, 290
definition of, 143, 276
in documents, 289–290
limitations of, 291
narrative, 289
obtaining of, 289–291
program data, 291
in reports, 289–290
statistical, 289–290

expense budget, 445–446
expenses, 439
expert consultants, 90b
expressed needs, 127
external evaluation, 32
external project approach

changes, 34
characteristics of, 32
difficulty to incorporate in practice

settings, 35
externally driven nature of, 32
feedback, 34
impracticality in applied settings, 35
intrusiveness, 34
resistant social workers, 34

external validity, 215
eye contact, 421
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Evaluation Scales, 266b
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Family Environment Scale, 265b
family outcomes, 203b–204b
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family-focused questions, 131
feasibility standards, 399b, 401
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continuous, 38, 42
data collection for obtaining, 300, 318–
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decision making based on, 409
definition of, 111
formative evaluation for providing, 33
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relevant, 40
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timeliness of, 41

findings. See also results
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interpretation of, 398
valuation of, 398

firsthand data sources, 277–278
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fiscal responsibility, 400b
fixed conditions of employment, 164
flowchart, 308, 308
focus groups
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participation in, 397
focusing

of evaluation, 93
of qualitative data analysis, 343

follow-up data, 211, 397
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funders
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funding
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goal attainment scale
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grant proposal
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methods, 443
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overview of, 441–442
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when to use, 332t
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purpose of, 262
rating scales

definition of, 250
graphic, 251
self-anchored, 251–252

reliability of, 200, 262
self-report, 200–201
standardized, 262–264, 267, 362
summated scales, 253–254
usefulness of, 268–269
validity of, 200, 262

insufficient change, 368–370
intake interview, 177
intercultural communication, 420–422,

426
interim outcomes, 206b
intermediate indicators, 148–149
Internal Control, Power of Others,

Chance Scales, 265b
internal evaluation, 36
internal monitoring approach

advantages of
client satisfaction, 41
feedback, 40–41
overview of, 39
practitioner satisfaction, 41
professionalism, 41
program understanding increased,

39–40
self-protection, 41
timeliness of feedback, 41

characteristics of
cooperative social workers, 37
easy incorporation in practice

settings, 39
integrated, 37
internally driven, 36–37
minor changes, 39

description of, 36
overview of, 35–36

internal validity, 215
interrater reliability, 178
intervention(s)

assessment of, 162, 164
definition of, 6, 123, 162
description of, in grant proposal, 443
improvement in, 6
objective data’s role in selecting, 366
social problems changed through, 123
targets for, 131–134

intervention questions, 131

interviews
focus group, 138–139, 139b, 285t, 294–

295, 295b, 397
individual, 137–138, 284t–285t, 292
phone, 286t
purpose of, 309
qualitative data collected through, 146
structured, 285t, 292

intrusion, 37
intrusiveness, 34

jargon, 250
Joint Commission on Accreditation of

Healthcare Organizations, 14
Joint Committee on Standards of

Educational Evaluation, 398,
399b–400b, 430

journal, 353

key informants, 137–138
knowledge

building of, 393–394
cultural, 426–427
program objectives based on, 66

laptop computers, 324
lay groups, 14
legal accountability, 18
legal questions, 131
letter proposal, 447–449
line graphs, 332t, 334, 335
literature review, 96–97
logic model

activities-based, 77b–78b, 80b, 207b
application of, 73b–74b
basics of, 76b–77b
components of, 72b
definition of, 71, 72b–73b, 106
description of, 71
development of, 207
evaluation planning, 49
examples of, 73b–74b, 77b–80b
external influences, 48–49
group process and, 76b
if . . . then assumptions used in, 76b
illustration of, 107
impacts, 72, 77b
impacts measured through, 206b–207b
indicators, 49
inputs, 47
intended results, 72b–73b
outcomes, 48, 72, 77b
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outcomes-based, 78b, 207b
outputs, 48, 72, 77b
planned work, 72b
planning elements, 46–47
planning process, 45–46, 75
program investment and, 76b
program success and, 75b–76b
purpose of, 73b–74b
reasons for using, 74b–76b
situation statement used in, 47
theory-based, 77b–79b, 207b
utilization of, 81b

long-term outcomes, 260b–262b

macro-level culture, 418
mail surveys, 141–142, 293–294
manipulation, 394–395
manual data management, 321–322
Maslow’s hierarchy of needs, 125–126, 126
meaningful program objective, 67–68
measurable program objective, 68
measurement(s)

definition of, 199, 247
examples of, 258, 259t–262t
number of, 248
objectivity of, 249
precision of, 249–250
in quality improvement process, 248
selection of, 199–201
types of, 247–248

measuring instruments
definition of, 99, 248
generalizability of, 264
goal attainment scale

data generation, 257–258
definition of, 254
sample, 257t

information sheet, 262–264
list of, 265b–267b
norms in, 263
purpose of, 262
rating scales

definition of, 250
graphic, 251
self-anchored, 251–252

reliability of, 200, 262
self-report, 200–201
standardized, 262–264, 267, 362
summated scales, 253–254
usefulness of, 268–269
validity of, 200, 262

member checking, 342

metaevaluation, 400b
micro-level culture, 418
minor changes, 39
minutes, 103–104
mission statements, 54–55, 379
misuses of evaluation, 390–392
monitoring approach to quality

improvement
definition of, 36, 305
purpose of, 375

narrative data
analysis steps

categorizing of information, 343–
345

focusing of analysis, 343
interpretation, 347–348
patterns and connections within and

between categories, 345–347
understanding of data, 342

categorizing of, 343–345
definition of, 341
emergent categories for, 344–345
existing, 289
management of, 348–352
preset categories for, 344
quality of, 342
sources of, 342
themes in, 347
understanding of, 342

National Association of Social Workers
Code of Ethics, 5, 11, 97
definition of, 4
functions of, 6

need(s)
in data collection plan, 307
expressed, 127
Maslow’s hierarchy of, 125–126, 126
normative, 126–127
perceived, 126
relative, 127
social. See social needs
statement of, in grant proposal, 440–

441
needs assessment

benefits of, 121
comparisons made from, 144
components of

description of, 130, 134
social needs. See social needs
social problems, 122–124
solutions, 127–128

definition of, 27, 121
evaluative methods used in, 128
findings of, 146, 150
goal of, 128
implementation time for, 94t
indicators of, 122, 128–129, 148–149
outcomes, 148–149
overview of, 122
program solutions, 127–128
qualitative data, 145–150
quantitative data, 143–145, 147–150
questions used in, 130–131, 132b, 134
reasons for, 146
sampling used in, 279
schematic diagram of, 129
steps involved in

data analysis and display, 143–146
data collection. See data collection

methods
dissemination and communicating

of findings, 146, 150
focusing the problem, 130
intervention targets, 131–134
overview of, 128–129
questions, 130–131, 132b

nested thinking structure, 19–20
net benefit, 225b
new data

from group interviews
focus groups, 285t, 294–295, 295b
nominal groups technique, 295–

296
public forums, 294, 295b

from individual interviews, 292
from observation

participant, 297–298
structured, 296–297

obtaining of, 291–298
from surveys, 292–294

nominal groups technique, 140–141,
295–296

nonprobability sampling, 280, 282b
nonverbal communication, 421
norm, 144, 263
normative needs, 126–127
nutshell, 122

objective data
description of, 361–362
intervention strategy based on, 366
reliability of, 367
validity of, 367



objectives
description of, in grant proposal, 442–

443
performance, 442
process. See process objectives
product, 442
program. See program objectives

objectivity, 249
observation

participant, 297–298
structured, 296–297

observer
complete, 298
definition of, 296
participant, 297

open forums, 294, 295b
open-ended questions, 148, 341
organizational learning, 42
organization-in-environment perspective,

21
original data

definition of, 143, 276
from group interviews

focus groups, 285t, 294–295, 295b
nominal groups technique, 295–296
public forums, 294, 295b

from individual interviews, 292
from observation

participant, 297–298
structured, 296–297

obtaining of, 291–298
from surveys, 292–294

outcome evaluation
accountability through, 193
collaborative effort of, 196
data for

analysis and display of, 212–214
collection of, 205b
description of, 210–212
monitoring system, 201, 208–212
preset expectations, 213–214

decision making affected by, 195
definition of, 27, 155, 191
description of, 30t
design of, 194
development of, 204b–206b
before efficiency-focused evaluation,

224
examples of, 216b
follow-up data, 211
implementation of, 94t, 204b–206b
myths regarding, 192b
performance targets, 205b–206b

process evaluation and, 155
purpose of, 193–194
results of

acceptable, 380
inadequate, 381
mixed, 380–381

sampling used in, 279
steps involved in

data analysis and display, 212–
214

data monitoring system, 201, 208–
212

dissemination and communication
of results, 215, 217

feedback system, 214–215
measurements, 199–201
operationalizing program objectives,

196, 199
outcomes, 199–201

unit of analysis, 208–210
uses of, 194–196, 202b

outcomes
achievement of, 204b
benchmarks for, 113
client, 112–114
community, 203b–204b
description of, 48
in efficiency-focused evaluation, 224–225
examples of, 197b–198b, 259b–262b
family, 203b–204b
indicators and, 49, 205b, 259b–262b,

277t
individual, client-focused, 202b–203b
initial, 259b–260b
interim, 206b
intermediate, 259b–260b
long-term, 260b–262b
measurement of, 114, 200, 204b–205b
needs assessment, 148–149
nonmonetary, 231
organization effects, 204b
program, 203b
program-level evaluation, 376–379
of prospective efficiency-focused

evaluations, 223
stating of, 199–201
system-level, 203b
types of, 202b–204b, 231

outcomes-based logic model, 78b
outputs, in social services programs, 48
outside funders

cultural considerations, 428–429
description of, 391

pace of life, 424–425
Parent as a Teacher Inventory, 266b
Parent–Child Affective Quality, 266b
Parent–Child Interaction Task, 266b
parent–child relationship measures, 266b
Parent–Teacher Involvement

Questionnaire, 267b
parenting practices, 266b
Parenting Practices Questionnaire, 266b
Parenting Practices Scale, 266b
Parenting Stress Index, 265b
participant observation, 286t–287t, 297–

298
participant observer, 297
perceived needs, 126
perceptions, 420–421
performance appraisals, 391–392
performance evaluation, 31t
performance objectives, 442
performance targets, 205b–206b
person-in-environment perspective, 19–

20
phone interviews, 286t
photographs, 332t, 336–337, 337
physiological needs, 125, 126
pie charts, 332t, 334, 335
pilot study, 179
planning

documentation production, 103–104
elements of, 46–47
importance of, 89–90
process of, 45–46, 75
with stakeholders, 89–104
strategies for

concept mapping, 94–96, 96
evaluation questions, 91–93
literature review, 96–97
schedules. See schedules

volunteers, 100–101
policy-level decision making, 393
policymakers

description of, 13–14
public monies allocated by, 14

political influences
data collection methods, 397–398
interpretation of findings, 398
manipulation, 394–395
misdirection, 395–398
program objectives, 395–396
sample selection, 396–397

political viability, 399b, 401
politics, 389–390
polychronic culture, 424, 429

INDEX464



INDEX 465

population
census data about, 290–291
definition of, 213

practice objectives
changes in, 367–372
data collection about, 318
definition of, 250
description of, 69–71
operationalization of, 256
program objectives vs., 69–71, 256–258
setting of, 365–367
weighting of, 256

practitioners
description of, 15–16
internal monitoring approach effects

on, 41
satisfaction of, 41

precision, 249
present value of benefits

adjusting for, 233–235
description of, 225b

preset categories, for narrative data, 344
prevalence, 144
probability sampling, 280, 281b
problem solving

client-centered changes for, 37
operationalization of, 199
program’s intentions for, 61

process evaluation
cost efficiency estimations using, 158–

159
data collected from, 157, 177
definition of, 27, 155, 444
description of, 31t
implementation time for, 94t
outcome evaluation and, 155
profession knowledge generated from,

158
program operations improved by, 157
purposes of, 156–159
questions asked during

activities, 162, 164
administrative supports in place to

support client service delivery,
164, 171

background of program, 159–160
client profile of program, 160
efficiency of program, 173
interventions, 162, 164
service provided to clients, 161–162
staff profile of program, 160–161
stakeholder satisfaction, 171–172

sampling used in, 279

steps involved in
asking of questions. See process

evaluation questions asked during
data analysis and scoring, 179–180
data collection instruments, 173–

175
data collection monitoring system,

175–179
dissemination and communication

of results, 182
feedback system, 180, 182

summary of, 182
process objectives, 375, 442
product evaluation, 444
product objectives, 442
professional accountability, 18
professional jargon, 250
professional standards

accuracy, 400b, 402
feasibility, 399b, 401
Joint Committee on Standards of

Educational Evaluation, 398,
399b–400b, 430

propriety, 399b, 401–402
utility, 399b, 400–401

professionalism, 41
program(s)

accountability of, 393
activities, 71, 357b
agencies vs., 61
background of, 159–160, 173
boundaries of, 88–89
change intended from, 66
client capacity, 89
communication in, 75
complexity of, 89
conceptualization of, 62, 63b
context of, 356b–357b, 400b
data collection, 310–321. See also data

collection
definition of, 8, 56, 87, 361, 378
description of, 42, 88
design of, 61–69
duration of, 89
efficiency of, 173
evaluations integrated into, 42
examples of, 57–58
extension of, 211
history of, 160
internal monitoring approach effects

on, 39–40
language used to describe, 156
monitoring in, 38

naming of, 60
organizational structure of, 57
outcomes of, 48
philosophy of, 160
quality improvement in, 8–10
relationship among, 57
scope of, 88–89
staff of. See staff
stages of, 180
structure of, 268b
theory of, 64, 73b
timing of effect, 89
understanding of, 39–40

program data, 136–137, 291
program fidelity

checking on, 162, 164
criteria, 165t–170t
definition of, 162
monitoring of, 163
research studies about, 165t–170t

program goals
agency goals vs., 62, 64–66
characteristics of, 63
development of, 159
purpose of, 64
unintended results, 64

program logic model
activities, 77b–78b, 80b, 207b
application of, 73b–74b
basics of, 76b–77b
components of, 72b
definition of, 71, 72b–73b, 106
description of, 71
development of, 207
evaluation planning, 49
examples of, 73b–74b, 77b–80b
external influences, 48–49
group process and, 76b
if . . . then assumptions used in, 76b
illustration of, 107
impacts, 72, 77b
impacts measured through, 206b–207b
indicators, 49
inputs, 47
intended results, 72b–73b
outcomes, 48, 72, 77b
outcomes-based, 78b
outputs, 48, 72, 77b
planned work, 72b
planning elements, 46–47
planning process, 45–46, 75
program investment and, 76b
program success and, 75b–76b



program logic model (continued)
purpose of, 73b–74b
reasons for using, 74b–76b
situation statement used in, 47
theory-based, 77b–79b
types of, 207
utilization of, 81b

program manager, 102b
program objectives

affect-based, 67
assessment of, 375
behavioral-based, 67, 442
creation of, 254
defining of, 395–396
definition of, 66, 191, 250, 365
description of, in grant proposal, 442–

443
development of, 159
directionality of, 69
evaluation of, 193–194
focus on, 196
follow-up procedures for measuring,

373
knowledge generation from, 195–196
knowledge-based, 66
meaningful, 67–68
measurable, 68
measurements for, 199–200
misdirection of evaluation and, 395–

396
operationalizing of, 196, 199
performance, 442
practice objectives vs., 69–71, 256–258
qualities of, 67–69
setting of, 68
specific, 68

program operations
data collection instruments and,

correlation between, 174–175,
299

process evaluation effects on, 157
program processes

definition of, 155
types of, 155

program solutions, 127–128
program-in-environment perspective, 20–

22
program-level decision making

data used in, 363
description of, 307
outcome monitoring data used in, 379–

381
outcomes, 376–379

overview of, 375–376
process, 376

program-level evaluation
accountability from, 18
computer use in, 322
data, 9–10, 310–321, 376
definition of, 8, 9
description of, 9
findings of, 401
logic model for, 45
outcomes

monitoring data, 379–381
types of, 376–379

steps involved in, 42
project approach to quality improvement

changes, 34
characteristics of, 32
data information system in, 305
definition of, 27, 305
difficulty to incorporate in practice

settings, 35
externally driven nature of, 32
feedback, 34
impracticality in applied settings, 35
intrusiveness, 34
resistant social workers, 34

project clientele, 90b
project director, 90b
project evaluations

data information system for, 306
description of, 35

project proposal, 90b
project staff, 90b
proposal

grant. See grant proposal
letter, 447–449

propriety standards, 399b, 401–402
prospective efficiency-focused evaluation,

222–223
public forums, 141, 294, 295b
public relations, 391
purposive sampling, 282b

qualitative data
analysis of

alternative explanations, 354
bias effects on, 352
categorizing of information, 343–345
enhancements in, 352–353
focusing of analysis, 343
generalizing results, 353–354
interpretation, 347–348
involvement of others in, 353

limitations, 354
patterns and connections within and

between categories, 345–347
pitfalls during, 353–354
in professional standards, 400b
quotes used in, 354
understanding of data, 342

definition of, 341
management of, 348–352
needs assessment, 145–150

quality improvement
case-level evaluation, 8–10
definition of, 8
measurement’s role in, 248
monitoring approach to, 36, 305, 375
precision of, 249
project approach to. See external

project approach; project
approach to quality improvement

quality standards, 110–111, 314, 316
quantitative data

analysis of, 400b
description of, 143–145, 147–150

question(s)
background-related, 159–160
evaluation. See evaluation questions
needs assessment, 130–131, 132b, 134
open-ended, 148, 341
process evaluation

activities, 162, 164
administrative supports in place to

support client service delivery,
164, 171

background of program, 159–160
client profile of program, 160
efficiency of program, 173
interventions, 162, 164
service provided to clients, 161–

162
staff profile of program, 160–161
stakeholder satisfaction, 171–172

survey, 292–293
questionnaire, 284t
quota sampling, 282b

random sampling, 176
random selection, 208–209
rating scales

definition of, 250
graphic, 251
self-anchored, 251–252

Ratings of Parent Change, 266b
reactivity, 252
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recurring themes, 355b
referrals, 308–309
Reid-Gundlach Social Service Satisfaction

Scale, 255
relational databases, 323
relative needs, 127
reliability

of data, 175, 300
definition of, 14, 200
of information, 400b
interrater, 178
of measuring instruments, 200, 262
of objective data, 367

report(s)
balanced, 410
clarity of, 399b
content of, 410
dissemination of, 410
existing data in, 289–290
timeliness of, 399b

reporting
of data, 323
impartial, 400b
of results, 356b

representation, 88, 402
research

description of, 29t
ethical standards for, 5
example of, 403b–408b

responsive evaluation, 31t
results

acceptable, 380
data collection method effects on, 397
generalizing of, 353–354
inadequate, 381
interpretation of, 398
mixed, 380–381
outcome evaluation, 380–381
of outcome evaluation, 215, 217
of process evaluation, 182
reporting of, 356b
valuation of, 398

retrospective efficiency-focused
evaluation, 224–226

return on investment, 225b
reviewing existing reports, 135–136

sample
definition of, 396
selection of, 396–397

sampling
availability, 282b
cluster, 281b

convenience, 282b
definition of, 133
indicators for, 282–283
intervention targets obtained through,

133
nonprobability, 280, 282b
probability, 280, 281b
purposive, 282b
quota, 282b
simple random, 281b
snowball, 282b
stratified random, 281b
systematic random, 281b

sampling frame, 279–280, 282
satisfactory change, 370–372
schedules and scheduling

function of, 98–99
roles, 99–101
tasks, 99
timeliness, 101, 103

scientific thinking, 422–423
scope, 88–89
secondary data analyses, 136–137
secondhand data sources, 278
security needs, 125, 126
self-actualization, 125, 126
self-anchored rating scales, 251–252
Self-Perceptions of the Parental Role scale,

266b
self-protection, 41
self-report measuring instruments, 200–

201
sensitivity analyses, 224
service delivery

accountability integrated with, 17–18
evaluation activities integrated with,

406, 408
service orientation, 399b
service statistics, 109–110
services

amount of, 161–162
intensity of, 161

simple random sampling, 281b
situation statement, 47
snowball sampling, 282b
social acceptability, 123
social desirability, 178
social injustices, 6
social needs

definition of, 124
expressed needs, 127
Maslow’s hierarchy of needs, 125–126,

126

normative needs, 126–127
perceived needs, 126
relative needs, 127
for social problems, 125
solutions to, 127–128

Social Network Questionnaire, 265b
social problems

data collection based on, 130
defining of, 130
definition of, 122
line of acceptability for, 123
rate comparisons, 144
solutions to, 127–128
visibility of, 123, 124t

social services
agencies. See agencies
programs. See program(s)
shared understanding in, 248

social workers
bias of, 249
cooperative, 37
influential role of, 6–8
objectivity of, 249
professionalism of, 41
resistant, 34
responsibilities of, 8

solutions
description of, 127–128
direct, 132
indirect, 132

specific program objective, 68
staff

data information system development
by, 306–307

description of, in grant proposal, 443–
444

involvement of, 409
profile of, 160–161
retraining of, 175

stakeholder(s)
collaboration with, 11–12
concept map building with, 95
cultural considerations, 428
definition of, 12, 88, 394
in evaluation process, 43, 105
feedback system for, 300
identification of, 399b
involvement by, 12
manipulation by, 394–395
planning with, 89–104
satisfaction of, 171–172

stakeholder groups
clients. See client(s)



stakeholder groups (continued)
collaboration among, 16–17
example of, 17
funders, 15, 108–109, 391, 428–429
general public, 14
goal of, 16
involvement of, 409
number of, 409
policymakers, 13–14
practitioners, 15–16

standardized measuring instruments,
262–264, 267, 362

standards
accuracy, 400b, 402
feasibility, 399b, 401
Joint Committee on Standards of

Educational Evaluation, 398,
399b–400b, 430

propriety, 399b, 401–402
utility, 399b, 400–401

statements, vagueness of, 249–250
statistical data, existing, 289–290
stratified random sampling, 281b
Structural Family Systems Rating, 265b
structured interviews, 285t, 292
structured observation, 296–297
subjective data, 362–363
success

achievement level necessary for, 398
logic model and, 75b–76b

summated scales, 253–254

summative evaluation, 27, 33, 155, 191.
See also outcome evaluation

support services, 161
surveys

client satisfaction, 320
definition of, 292
new data obtained from, 292–294
questions on, 292–293
types of, 141–142

systematic random sampling, 281b
system-level outcomes, 203b

targets for intervention, 131–134
tautology, 250
termination, data collection at, 317–318
termination phase, of case-level

evaluation, 372–375
thank-you letters, 104, 104
theme(s)

categorizing of, 350–351
definition of, 343
key types of, 349–350
relationships among, 347
searching for, 355b

theory
definition of, 11
logic model vs., 73b
testing of, 11

theory-based evaluation, 31t
theory-based logic model, 77b–78b
time, cultural orientation to, 424, 428–429

timeliness, 101, 103
tradition, 418, 423–424

unit of analysis
description of, 176
outcome evaluation, 208–210

utilitarianism, 239
utility standards, 399b, 400–401
utilization-focused evaluation, 31t

vagueness, 249–250
validity

of data, 175, 300
definition of, 14, 200
external, 215
of information, 400b
internal, 215
of measuring instruments, 200, 262
of objective data, 367

valuation, 398
variable

client satisfaction, 171
definition of, 105
types of, 107, 108t

verbal communication, 421–422
volunteers, 90b, 100–101

W.K. Kellogg Foundation, 72b
worksheet, 445, 446t

youth-focused questions, 131
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