


Advanced Information and Knowledge Processing

Series Editors
Professor Lakhmi Jain
Lakhmi.jain@unisa.edu.au

Professor Xindong Wu
xwu@cems.uvm.edu

For other titles published in this series, go to
www.springer.com/series/4738

http://www.springer.com/series/4738


Honghai Liu � Dongbing Gu � Robert J. Howlett �

Yonghuai Liu
Editors

Robot Intelligence

An Advanced Knowledge Processing Approach



Editors
Dr. Honghai Liu
University of Portsmouth
Institute of Industrial Research
PO1 3QL Portsmouth
UK
honghai.liu@port.ac.uk

Prof. Dr. Dongbing Gu
University of Essex
Department of Computer Sc
Wivenhoe Park
CO4 3SQ Colchester
UK
dgu@essex.ac.uk

Dr. Robert J. Howlett
University Brighton
School of Engineering
Intelligent Signal Processing
Laboratories (ISP)
Moulsecoomb
BN2 4GJ Brighton
UK
rjhowlett@kesinternational.org

Prof. Dr. Yonghuai Liu
Aberystwyth University
Department of Computer Science
Ceredigion
SY23 3DB Aberystwyth
UK

AI&KP ISSN 1610-3947
ISBN 978-1-84996-328-2 e-ISBN 978-1-84996-329-9
DOI 10.1007/978-1-84996-329-9
Springer London Dordrecht Heidelberg New York

British Library Cataloguing in Publication Data
A catalogue record for this book is available from the British Library

Library of Congress Control Number: 2010931521

© Springer-Verlag London Limited 2010
Apart from any fair dealing for the purposes of research or private study, or criticism or review, as per-
mitted under the Copyright, Designs and Patents Act 1988, this publication may only be reproduced,
stored or transmitted, in any form or by any means, with the prior permission in writing of the publish-
ers, or in the case of reprographic reproduction in accordance with the terms of licenses issued by the
Copyright Licensing Agency. Enquiries concerning reproduction outside those terms should be sent to
the publishers.
The use of registered names, trademarks, etc., in this publication does not imply, even in the absence of a
specific statement, that such names are exempt from the relevant laws and regulations and therefore free
for general use.
The publisher makes no representation, express or implied, with regard to the accuracy of the information
contained in this book and cannot accept any legal responsibility or liability for any errors or omissions
that may be made.

Printed on acid-free paper

Springer is part of Springer Science+Business Media (www.springer.com)

mailto:honghai.liu@port.ac.uk
mailto:dgu@essex.ac.uk
mailto:rjhowlett@kesinternational.org
http://www.springer.com
http://www.springer.com/mycopy




Preface

With the growing integration of machine learning techniques into robotics research,
there is a need to address this trend in the context of robot intelligence. The mul-
tidisciplinary nature of robot intelligence provides a realistic platform for robotics
researchers to apply machine learning techniques. One of the principal purposes
of this book is to promote idea exchanges and interactions between different com-
munities, which are beneficial and bringing fruitful solutions. Especially when the
tasks robots are programmed to achieve become more and more complex, impre-
cise perception of the environments renders a difficult deliberative control strategy
applied for robots for so many years. Understanding the environment where robots
operate and then controlling robots gradually rely on machine learning techniques.
It is more likely to better off with embedding control problems into the environment
perception.

The major challenges for programming autonomous robots stem mainly from
firstly the dynamic environment in which it is unable to predict when events will oc-
cur and the robots have to perceive their environment repeatedly, secondly uncertain
sensory information that is inaccurate, noisy, or faulty, thirdly imperfect actuators
that cannot guarantee perfect execution of actions due to mechanical, electrical,
and servo problems, and finally limited time that constrains time intervals needed
for sensor information processing, actuator control, and goal-oriented planning. As
such, the robots cannot rely on their actions to predict motion results. Heavy com-
putation would make the robots move and respond slowly to changes in the envi-
ronment.

For autonomous mobile robots, early programming approaches followed a se-
quence: sensing the environment, planning trajectories, and controlling motors to
move. With this kind of control strategies, the robot needs to “think” hard, consum-
ing large amounts of time to model the environment and reason about what to do.
In addition, modelling and reasoning methods vary with robot tasks and have not
reached a widely accepted level of development. Furthermore, this type of control
strategies is very fragile, as it can fail to deal with unpredictable events in dynamic
environments even if the robot can model and reason precisely. Meanwhile, it is im-
possible to predict all the potential situations robots may encounter and to specify
all the robot behaviors optimally in advance when programming them to achieve
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vi Preface

complicated tasks in complex environments. Thus, robots have to learn from and
adapt to their operating environments.

This volume aims to reflect the latest progresses made on central robotics issues,
including robot navigation, human security and surveillance, human-robot interac-
tion, flocking robots, multiple robot cooperation and coordination. The collected
chapters not only represent the state-of-the-art research in robot development and
investigation, but also demonstrate the application of a wide range of machine learn-
ing techniques that vary from artificial neural networks, evolutionary algorithms,
fuzzy logic, reinforcement learning, k-means clustering, to multi-agent reinforcing
learning. The book can be used as a valuable reference for robotics researchers, en-
gineers, and practitioners for advanced knowledge, and university undergraduates
and postgraduates who would like to specialize in robotics research and develop-
ment.

Thirteen chapters are carefully selected from the extensive body of recent re-
search work, which tackles the challenging issues of robotics development and
applications with machine learning techniques. The selection is featured with the
breadth of machine learning tools and emphasizes practical robot applications.

Skoglund et al. present a novel approach to robot skill acquisition from human
demonstration. Usually the morphology of a robot manipulator is very different
from that of the human arm. In this case, a human motion cannot be simply copied.
The proposed approach uses a motion planner that operates in an object-related
world-frame called hand-state to simplify a skill reconstruction and preserve the es-
sential parts of the skill. In this way, the robot is able to generalize the learned skills
to other similar skills without triggering a new learning process.

Palm et al. focus on the robot grasp recognition, which is a major part of the
approach for Programming-by-Demonstration. Their work describes three different
methods for grasp recognition for a human hand. The finger joint angle trajectories
of human grasps are modeled by fuzzy modeling. Three methods for grasp recogni-
tion are compared with each other.

Cheng et al. investigate the multiple manipulators which need to achieve the
same joint configuration to fulfill certain coordination tasks. Under the multi-agent
framework, a robust adaptive control approach is proposed to deal with this con-
sensus problem. Uncertainties and external disturbances in the robot’s dynamics are
considered, which is more practical in real-world applications. Due to the approxi-
mation ability of neural networks, the uncertain dynamics are compensated by the
adaptive neural network scheme.

Ji et al. propose an exemplar-based view-invariant human action recognition
framework to recognize the human actions from any arbitrary viewpoint image se-
quence. The proposed framework is evaluated in a public dataset and the results
show that it not only reduces computational complexity, but it is also able to accu-
rately recognize human actions using single cameras.

Khoury and Liu introduce the concept of fuzzy Gaussian inference as a novel
way to build fuzzy membership functions that map underlying human motions to
hidden probability distributions. This method is now combined with a genetic pro-
gramming fuzzy rule based system in order to classify boxing moves from natural
human motion capture data.
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Zhou et al. consider the detection of hazards within the ground plane immediately
in front of a moving pedestrian. Using epipolar constraints between two views, de-
tected features are matched to compute the camera motion and reconstruct the 3-D
geometry. For a less feature based scene a new disparity velocity based obstacle
detection scheme is presented.

Tian and Tang explore the feasibility of using monocular vision for robot navi-
gation. The path depth is learned by using the images captured in a single camera.
Their work concentrates on finding passable regions from a single still color image
and making the robot vision less sensitive to illumination changes.

Liu et al. propose a new model to characterize camera distortion in the process of
the camera calibration. This model attempts to blindly characterize the overall cam-
era distortion without taking the specific radial, decentering, or thin prism distortion
into account. To estimate the parameters of interest, the well-known Levernburg-
Marquardt algorithm is applied. To initialize the Levernburg-Marquardt algorithm,
the results from the classical Tsai algorithm are estimated. After both the camera
intrinsic and distortion parameters have been estimated, the distorted image points
are corrected using again the Levernburg-Marquardt algorithm.

Wang and Gu present an approach to design a flocking algorithm by using fuzzy
logic. The design of three basic behaviors in a flocking algorithm is discussed. They
are alignment behavior, separation behavior, and cohesion behavior. Navigation
control component is used in the design of cohesion behavior. To avoid becoming
crowding or collision, an adaptive navigation gain is used. This gain changes with
the number of neighbors. The flocking stability is analyzed and stability conditions
are acquired from the stability analysis.

Oyekan et al. develop a behavior based control architecture for UAV surveillance
mission. This architecture contains two layers: atomic action layer and behavior
layer. They have also developed six atomic actions and ten behaviors for these lay-
ers. Various techniques have been used in the development, including adaptive PID
controller, fuzzy logic controller, SURF algorithm, and Kalman filter.

Guo et al. present a novel anti-disturbance control strategy named hierarchical
composite anti-disturbance control for a class of non-linear robotic systems with
multiple disturbances. The strategy is established which includes a disturbance ob-
server based controller and an H∞ controller, stability analysis for two case studies
are provided.

Ballantyne et al. present some of the key considerations for human guided nav-
igation in the context of dynamic and complex indoor environments. Solutions and
issues related to gesture recognition, multi-cue integration, tracking, target pursuing,
scene association and navigation planning are discussed.

Kubota and Nishida discuss the adaptation of perceptual modules of a partner
robot based on classification and prediction through actual interactions with a hu-
man. They proposed a prediction-based perceptual system consisting of the input
layer, clustering layer, prediction layer, and perceptual module selection layer. They
apply the proposed method to the actual interaction between a human and a human-
like partner robot.

We would like to express our sincere thanks to all the authors who have con-
tributed to the book and support during the book preparation. Without their support,
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it is impossible to see the advent of this book. Thanks also go to Natasha Harding
from Springer UK who kindly and effectively communicated between the publisher
and our editors of this book. We feel especially grateful to our publisher, Springer,
who kindly supports the research direction of robot intelligence and the publica-
tion of the book. Finally, it would be our pleasure that this book would be valuable,
for in-depth understanding of robot intelligence from the advanced knowledge pro-
cessing point of view, to a wide range of audience from multi-disciplinary research
communities and industrial practitioners.

Portsmouth, UK Honghai Liu
Colchester, UK Dongbing Gu
Brighton, UK Robert J. Howlett
Aberystwyth, UK Yonghuai Liu
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Chapter 1
Programming-by-Demonstration of Robot
Motions

Alexander Skoglund, Boyko Iliev,
and Rainer Palm

Abstract In this chapter a novel approach to skill acquisition from human demon-
stration is presented. Usually the morphology of a robot manipulator is very dif-
ferent from the human arm and cannot simply copy a human motion. Instead the
robot has to execute its own version of the skill demonstrated by the operator. Once
a skill has been acquired by the robot it must also be able to generalize to other
similar skills without starting a new learning process. By using a motion planner
that operates in an object-related world-frame called hand-state, we show that this
representation simplifies a skill reconstruction and preserves the essential parts of
the skill.

1.1 Introduction

This article presents a method for imitation learning based on fuzzy modeling and
a next-state-planner in a Programming-by-Demonstration (PbD) framework. For a
recent comprehensive overview of PbD, (also called Learning from Demonstration)
see [1]. PbD refers to a variety of methods where the robot learns how to perform a
task by observing a human teacher, which greatly simplifies the programming pro-
cess [2–5]. One major scientific challenge in PbD is how to make the robot capable
of imitating a human demonstration. Although the idea of copying human motion
trajectories using a simple teaching-playback method seems straightforward, it is
not realistic for several reasons. Firstly, there is a significant difference in morphol-
ogy between the human and the robot, known as the correspondence problem in im-
itation [6]. The difference in the location of the human demonstrator and the robot
might force the robot into unreachable parts of the workspace or singular arm con-
figurations even if the demonstration is perfectly feasible from human viewpoint.
Secondly, in grasping tasks the reproduction of human hand motions is not possible

A. Skoglund (�), B. Iliev, and R. Palm
Department of Technology, Orebro University, 70182 Orebro, Sweden
e-mail: alexander.skoglund@aass.oru.se; boyko.iliev@aass.oru.se; rub.palm@t-online.de
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2 A. Skoglund et al.

since even the most advanced robot hands cannot match neither the functionality
of the human hand nor its sensing capabilities. However, robot hands capable of
autonomous grasping can be used in PbD provided that the robot can generate an
appropriate reaching motion towards the target object, as we will demonstrate in this
article.

In this article, we present an approach to learning of reaching motions where
the robot uses human demonstrations in order to collect essential knowledge about
the task. This knowledge, i.e., grasp-related object properties, hand-object relational
trajectories, and coordination of reach and grasp motions is encoded and generalized
in terms of hand-state space trajectories. The hand-state components are defined
such that they are perception-invariant and define the correspondence between the
human and robot hand. The hand-state representation of the task is then embedded
into a next-state-planner (NSP) which enables the robot to perform reaching motions
from an arbitrary robot configuration to the target object. The resulting reaching
motion ensures that the robot hand will approach the object in such way that the
probability for a successful grasp is maximized.

An NSP plans one step ahead from its current state. This contrasts to traditional
robotic approaches which plan the entire trajectory in advance. One of the first re-
searchers to use a NSP approach in imitation learning were Ijspeert et al. [7], where
they encode the trajectory in an autonomous dynamical system with internal dy-
namic variables that shapes a “landscape” used for both point attractors and limit cy-
cle attractors. For controlling a humanoid’s reaching motion, Hersch and Billad [8]
considered a combined controller with two controllers running in parallel; one con-
troller acts in joint space, while the other one acts in Cartesian space. To generate
reaching motions and avoiding obstacles simultaneously Iossifidis and Schöner [9]
used attractor dynamics, where the target object acts as a point attractor on the end
effector. The end-effector as well as a redundant elbow joint avoids an obstacle as
the arm reaches for an object.

In our approach, a human demonstration guides the robot to grasp an object.
Our use of an NSP differs from previous work [7–9] in the way it combines the
demonstrated path with the robot’s own plan. The use of hand-state trajectories dis-
tinguishes our work from most previous work on imitation. According to [7], most
approaches in the literature use the joint space for motion planning while some other
approaches use the Cartesian space.

To illustrate the approach we describe three scenarios where human demonstra-
tions of goal-directed reach-to-grasp motions are reproduced by a robot. Specifi-
cally, the generation of reaching and grasping motions in pick-and-place tasks is
addressed. In the experiments we test how well the skills perform the demonstrated
task and how well they generalize over the workspace. The contributions of the work
are as follows:

1. We introduce a novel next-state-planner based on a fuzzy modeling approach to
encode human and robot trajectories.

2. We apply the hand-state concept [10] to encode motions in hand-state trajectories
and apply this in PbD.
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3. The combination of the NSP and the hand-state approach provides a tool to ad-
dress the correspondence problem resulting from the different morphology of the
human and the robot. The experiments show how the robot can generalize and
use the demonstration despite the fundamental difference in morphology.

1.2 Learning from Human Demonstration

In PbD the idea is that the robot programmer (here called demonstrator) shows the
robot what to do and from this demonstration an executable robot program is cre-
ated. In our case, the demonstrator shows the task by performing it in a way that
seems to be feasible for the robot. This means that we assume the demonstrator to
be aware of the particular restrictions of the robot. In this work we consider only
the body language of the demonstrator, i.e., the approach is entirely based on pro-
prioceptive information. Interpretation of human demonstrations is done under two
assumptions: the type of tasks and grasps that can be demonstrated are a priori
known by the robot; we consider only demonstrations of power grasps (e.g., cylin-
drical and spherical grasps) which can be mapped to–and executed by–the robotic
hand.

1.2.1 Interpretation of Demonstrations in Hand-State Space

To create the associations between human and robot reaching/grasping we employ
the hand-state hypothesis from the Mirror Neuron System (MNS) model of [10].
The aim is to mimic the functionality of the MNS to enable a robot to interpret hu-
man goal-directed motions in the same way as its own motions. Following the ideas
behind the MNS-model, both human and robot motions are represented in hand-state
space. A hand-state trajectory encodes a goal-directed motion of the hand during
reaching and grasping. Thus, the hand-state space is common for the demonstra-
tor and the robot and preserves the necessary execution information. Hence, a par-
ticular demonstration can be converted into executable robot code and experience
from multiple demonstrations is used to control/improve the execution of new skills.
Thus, when the robot tries to imitate an observed reach and grasp motion, it has to
move its own hand so that it follows a hand-state trajectory similar to the demon-
strated one. If such a motion is successfully executed by the robot, a new robot skill
is acquired. Seen from a robot perspective, human demonstrations are interpreted as
follows.

If hand motions with respect to a potential target object are associated with a
particular grasp type Gi , it is assumed that there must be a target object that matches
the observed grasp type. In other words, the object has certain grasp-related features,
also called affordances [10], which makes this particular grasp type appropriate.
The position of the object can be retrieved by a vision system, or it can be estimated



4 A. Skoglund et al.

from the grasp type and the hand pose, given some other motion capturing device.
For each grasp type Gi , a subset of suitable object affordances is identified a priori
and learned from a set of training data. In this way, the robot is able to associate
observed grasp types Gi with their respective affordances Ai .

According to [10], the hand-state must contain components describing both the
hand configuration and its spatial relation with respect to the affordances of the
target object. Thus, the hand-state is defined in the form:

H = {
h1, h2, . . . , hk−1, hk, . . . , hp

}
(1.1)

where h1 . . . hk−1 are hand-specific components which describe the motion of the
fingers during grasping. The remaining components hk . . . hp describe the motion
of the hand in relation to the object. Thus, a hand-state trajectory contains a record
of both the reaching and the grasping motions as well as their synchronization in
time and space.

The hand-state representation equation (1.1) is invariant with respect to the ac-
tual location and orientation of the target object. Thus, demonstrations of object-
reaching motions at different locations and initial conditions can be represented in a
common domain. This is both the strength and weakness of the hand-state approach.
Since the hand-state space has its origin in the goal object, a displacement of the
object will not affect the hand-state trajectory. However, when an object is firmly
grasped then the hand-state is fixed and will not capture a change in the object posi-
tion relative to the base coordinate system. This implies that for object handling and
manipulation the use of hand-state trajectories is limited.

1.2.2 Skill Encoding Using Fuzzy Modeling

Once the hand-state trajectory of the demonstrator is determined, it has to be mod-
eled for several reasons. In [11] Ijspeert enumerates five important desirable prop-
erties for encoding movements have been identified. These are:

1. The representation and learning of a goal trajectory should be simple.
2. The representation should be compact (preferably parameterized).
3. The representation should be reusable for similar settings without a new time

consuming learning process.
4. For recognition purpose, it should be easy to categorize the movement.
5. The representation should be able to act in a dynamic environment and be robust

to perturbations.

Several methods for encoding human motions include Splines [12]; Hidden
Markov Models (HMM) [13]; HMM combined with Non-Uniform Rational B-
Splines [14]; Gaussian Mixture Models [2]; dynamical systems with a set of Gaus-
sian kernel functions [11]. We developed a method based on fuzzy logic which deals
with the above properties in a sufficient manner [15].
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Let us examine the properties of fuzzy modeling with respect to the above enu-
merated desired properties. Fuzzy modeling is simple to use for trajectory learning
and is a compact representation in form of a set of weights, gains and offsets (i.e.,
they fulfill property 1 and 2) [16]. To change a learned trajectory into a new one for a
similar task with preserved characteristics of a motion, we proposed modification to
the fuzzy time modeling algorithm [17], thus addressing property 3. Furthermore,
the method satisfies property 4, as it was successfully used for grasp recognition
by [15].

The algorithm for fuzzy time modeling of motion trajectories is briefly described
as follows. Takagi and Sugeno proposed a structure for fuzzy modeling of input-
output data of dynamical systems [18]. Let X be the input data set and Y be the
output data set of the system with their elements x ∈ X and y ∈ Y. The fuzzy model
is composed of a set of c rules R from which rule Ri reads:

Rule i: IF x IS Xi THEN y = Aix + Bi (1.2)

Xi denotes the ith fuzzy region in the fuzzy state space. Each fuzzy region Xi is
defuzzified by a fuzzy set

∫
wxi

(x)|x of a standard triangular, trapezoidal, or bell
shaped type. Wi ∈ Xi denotes the fuzzy value that x takes in the ith fuzzy region Xi .
Ai and Bi are fixed parameters of the local linear equation on the right hand side of
(1.2).

The variable wi(x) is also called degree of membership of x in Xi . The output
from rule i is then computed by:

y = wi(x)(Aix + Bi). (1.3)

A composition of all rules R1 . . .Rc results in a summation over all outputs
from (1.3):

y =
c∑

i=1

wi(x)(Aix + Bi) (1.4)

where wi(x) ∈ [0,1] and
∑c

i=1 wi(x) = 1.
The fuzzy region Xi and the membership function wi can be determined in ad-

vance by design or by an appropriate clustering method for the input-output data. In
our case we used a clustering method to cope with the different non linear charac-
teristics of input-output data-sets (see [19] and [20]). For more details about fuzzy
systems see [21].

In order to model time dependent trajectories x(t) using fuzzy modeling, the time
instants t take the place of the input variable and the corresponding points x(t) in
the state space becomes the outputs of the model.

The Takagi-Sugeno fuzzy model is constructed from captured data from the end-
effector trajectory described by the nonlinear function:

x(t) = f(t) (1.5)

where x(t) ∈ R3, f ∈ R3, and t ∈ R+.
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Fig. 1.1 Time-clustering
principle

Equation (1.5) is linearized at selected time points ti with

x(t) = x(ti) + �f(t)
�t

∣∣∣∣
ti

· (t − ti ) (1.6)

resulting in a locally linear equation in t .

x(t) = Ai · t + di (1.7)

where Ai = �f(t)
�t

|ti ∈ R3 and di = x(ti) − �f(t)
�t

|ti · ti ∈ R3. Using (1.7) as a local
linear model one can express (1.5) in terms of an interpolation between several local
linear models by applying Takagi-Sugeno fuzzy modeling [18] (see Fig. 1.1)

x(t) =
c∑

i=1

wi(t) · (Ai · t + di ) (1.8)

wi(t) ∈ [0,1] is the degree of membership of the time point t to a cluster with the
cluster center ti , c is number of clusters, and

∑c
i=1 wi(t) = 1.

The degree of membership wi(t) of an input data point t to an input cluster Ci is
determined by

wi(t) = 1
∑c

j=1(
(t−ti )

T Mipro(t−ti )

(t−tj )T Mj pro
(t−tj

)
1

m̃proj −1

. (1.9)

The projected cluster centers ti and the induced matrices Mipro define the input
clusters Ci (i = 1 . . . c). The parameter m̃pro > 1 determines the fuzziness of an
individual cluster [19].

1.3 Generation and Execution of Robotic Trajectories Based
on Human Demonstration

This section covers generation and execution of trajectories on the actual robot ma-
nipulator. We start with a description of how the mapping from human to robot
hand is achieved and how the hand-state components are defined. Then follows a
description of the next-state-planner, which produces the actual robot trajectories.
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1.3.1 Mapping Between Human and Robot Hand States

In the PbD framework, the hand-state components h1, . . . hp must be such that they
can be recovered from both human demonstrations and the perception system of
the robot. That is, the definition of H is perception invariant and can be updated
from arbitrary types of sensory information. Figure 1.2 shows the definition of the
hand-state in this article.

Let the human hand be at some initial state H1. Then the hand moves along a
certain path and reaches the final state Hf where the target object is held by the
hand [17]. That is, the recorded motion trajectory can be seen as a sequence of
states, i.e.,

H(t) : H1(t1) → H2(t2) → ·· · → Hf (tf ). (1.10)

To determine the hand-state representation of a demonstration the robot needs
to have access to the complete motion trajectories of the teacher’s hand since the
motion must be in relation to the target object. This means that the hand-state tra-
jectories can only be computed during a motion if the target object is known in
advance.

Let Hdes(t) be the desired hand-state trajectory recorded from a demonstration.
Since Hdes(t) cannot be executed by the robot without modification in the general
case, we have to construct the robotic version of Hdes(t), denoted by Hr(t), see
Fig. 1.3 for an illustration.

To find Hr(t) a mapping from the human grasp to the robot grasp a transforma-
tion is needed, denoted by T r

h . This mapping is created as follows. We can measure
the pose of the demonstrator hand and the robot hand holding the same object at
fixed position and obtain T r

h as a static mapping between the two poses. Thus, the
target state Hr

f will be derived from the demonstration by mapping the goal con-
figuration of the human hand Hf into a goal configuration for the robot hand Hr

f ,
using the transformation T r

h :

Hr
f = T r

h Hf . (1.11)

The pose of the robot hand at the start of a motion defines the initial state Hr
1 . Since

Hr
f represents the robot hand holding the object, it has to correspond to a stable

Fig. 1.2 The hand-state describes the relation between the hand pose and the object affordances.
Nee is the normal vector, Oee the side (orthogonal) vector and Aee is the approach vector. The
vector Qee is the position of the point. The same definition is also valid for boxes, but with the
restriction that the hand-state frame is completely fixed, it cannot be rotated around the symmetry
axis



8 A. Skoglund et al.

Fig. 1.3 Mapping from human hand to robotic gripper

grasp. For a known object, suitable Hr
f can either be obtained by simulation [22],

grasp planning or by learning from experimental data. Thus, having a human hand-
state Hf and their corresponding robot hand-state Hr

f , T r
h is obtained as:

T r
h = Hr

f H−1
f . (1.12)

It should be noted that this method is only suitable for power grasps. In the gen-
eral case it might produce ambiguous results or rather inaccuarate mappings.

One advantage of using one demonstrated trajectory as the desired trajectory
over trajectory averaging (e.g., [2] or [23]) is that the average might contain two
essentially different trajectories [14]. By capturing a human demonstration of the
task, the synchronization between reach and grasp is also captured, demonstrated
in [24]. Other ways of capturing the human demonstrating, such as kinesthetics [2]
or by a teach pendant (a joystick), cannot capture this synchronization easily.

1.3.2 Definition of Hand-States for Specific Robot Hands

Having the initial state Hr
1 and the target state Hr

f defined, we have to generate the
trajectory between the two states. In principle, we could transform Hdes(t) using
(1.11) in such way that it has its final state in Hr

f . Then, the robot starts at Hr
1 ,

approaches the displaced demonstrated trajectory and tracks it until the target state
is reached. However, such an approach would not take trajectory constraints into
account. Thus, it is also necessary to specify exactly how to approach Hdes(t) and
what segments must be tracked accurately. driving the hand.

A hand-state trajectory must be constructed from the demonstrated trajectory.
From the recorded demonstration we reconstruct the end-effector trajectory, repre-
sented by a time dependent homogeneous matrix Tee(t). Each element is represented
by the matrix

Tee =
(

Nee Oee Aee Qee

0 0 0 1

)
(1.13)
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where Nee , Oee and Aee are the normal vector, the side vector, and the approach
vector respectively. The last vector Qee is the position. The matrix Tee is defined
differently for different end-effectors, for example, the human hand is defined as in
Fig. 1.2.

There is evidence that the internal models of arm dynamics found in biological
systems are state-dependent rather than time-dependent [25]. Therefore, when we
transform human demonstrations into robot motions we define distance to object d ,
as an additional scheduling variable for hand-state trajectories. To preserve the ve-
locity profile from the human demonstration the distance to the target is modeled
as a function of time using fuzzy time-modeling, see Sect. 1.2.2. The inputs to the
fuzzy modeling is the Euclidean distance at each instance t of time:

d(t) =
√

(Qee(t) − P)2 (1.14)

where Qee and P are the end-effector position and object position respectively.
The same procedure is applied to the hand-state trajectories. Two types of models

are needed: one modeling of the hand-state as a function of time, and one as a
function of distance. In this article a general formulation of the hand-state is adopted
to fit the two states (open and close) for the anthropomorphic hand. We formulate
the hand-state as:

H(t) = [dn(t) do(t) da(t) φn(t) φo(t) φa(t)]. (1.15)

The individual components denote the position and orientation of the end-effector.
The first three components, dn(t), do(t) and da(t), describe the distance from the
object to the hand along the three axes n, o and a with the object as the base frame.
The next three components, φn(t), φo(t) and φa(t), describe the rotation of the hand
in relation to the object around the three axes n, o and a. The notion of the hand-state
used in this section is illustrated in Fig. 1.2.

The components of the hand-state, as a function of distance, are given by:

H(d) = [dn(d) do(d) da(d) φn(d) φo(d) φa(d)] (1.16)

where the hand-state components are the same as in (1.15), but with d ∈ R1 instead
of t . The role of the scheduling variable d is important since it expresses when the
robot should move to the next state, while the hand-state variables reflect where the
hand should move. Thus, d synchronizes the motions’ when (dynamics and syn-
chronization) and where (desired path) of the reach and grasp.

Note that with this simplified definition of H we cannot determine the human
grasp type, since we have omitted the finger specific components of the hand-state.
In [24] we give an account of how these components can be used to synchronize
reaching with grasping. Grasp classification is out of scope of this article, because
only power grasps are used in our experiments. Thus, the grasp type is assumed to be
known G = {cylindrical, spherical,plane}; the affordances are: position, size, and
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cylinder axis A = {width,axis} or box A = {width, length,N-axis,O-axis,A-axis}.
See [26] for grasp taxonomy.

1.3.3 Next-State-Planners for Trajectory Generation

In this section we present the next-state-planner (NSP) that balances its actions be-
tween following a demonstrated trajectory and approaching the target, first pre-
sented in [24]. The NSP is inspired by the Vector Integration To Endpoint (VITE)
planner suggested by Bullock and Grossberg [27]. The VITE planner is a biolog-
ically inspired planner for human control of reaching motions. The NSP-approach
requires a control policy, i.e., a set of equations describing the next action from the
current state and some desired behavior.

The proposed NSP generates a hand-state trajectory for the robot using the TS
fuzzy-model of a demonstration. As the resulting hand-state trajectory Hr(t) can
easily be converted to Cartesian space, we can use the inverse kinematics provided
by the controller for the robot arm. The TS fuzzy-model serves as a motion primitive
for the arm’s reaching motion. The initial hand-state of the robot is determined from
its current configuration and the position and orientation of the target object, since
these are known at the end of the demonstration. Then, the desired hand-state Hr

d

is computed from the TS fuzzy time-model (see (1.8)). The desired hand-state Hd

is fed to the NSP. Instead of using only one goal attractor as in VITE [27], and
additional attractor—the desired hand-state trajectory—is used at each state. The
system has the following dynamics:

Ḧ = α(−Ḣ + β(Hg − H) + γ (Hd − H)) (1.17)

where Hg is the hand-state goal, Hd the desired state, H is the current hand-state,

Ḣ and Ḧ are the velocity and acceleration respectively. α is a positive constant and
β , γ are positive weights for the goal and tracking point, respectively.

If the last term γ (Hd − H) in (1.17) is omitted, i.e., γ = 0, then the dynamics is
exactly as the VITE planner [27]. Indeed, if no demonstration is available the planner
can still produce a motion if the target is known. Similarly, if the term β(Hg −H) is
omitted, the planner becomes a trajectory following controller. If the final position
from the demonstration can be used for gasping, as in [28], it is possible to set β = 0,
which we do in our experiments in Sects. 1.5.1 and 1.5.2. The reason for setting β to
zero is that the demonstration towards the goal will end at the goal, making the term
β(Hg − H) redundant if the goal cannot be estimated more accurately using some
other sensor system as in [29]. Then the variance across multiple demonstrations is
used to determine γ , which controls the behavior of the NSP.

Analytically, the poles in (1.17) are:

p1,p2 = −α

2
±

√
α2

4
− αγ . (1.18)
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Fig. 1.4 The dynamics of the planner for six different values of γ . The tracking point is tanh(t),
with dt = 0.01 and α is fixed at 8. A low value on γ = 2 produces slow dynamics (black dot-dashed
line), while a high value γ = 64 is fast but overshoots the tracking point (black dashed line)

Fig. 1.5 Hand-state planner
architecture. Hg is the desired
hand-state goal, Hdes is the
desired hand-state at the
current distance to target

The real part of p1 and p2 will be ≤ 0, which will result in a stable system [30].
Moreover, α �≤ 4γ and α ≥ 0, γ ≥ 0 will contribute to a critically damped system,
which is fast and has small overshoot. Figure 1.4 shows how different values γ

affect the dynamics of the planner.
The controller has a feedforward structure as in Fig. 1.5. The reason for this

structure is that a commercial manipulator usually has a closed architecture, where
the controller is embedded in the system. For this type of manipulators, a trajectory
is usually pre-loaded and then executed. Therefore, we generate the trajectories in
batch mode for the ABB140 manipulator. Since our approach is general, for a given
different robot platform with hetroceptive sensors (e.g., vision) our method can be
implemented in a feedback mode, but this requires that the hand-state H(t) can be
measured during execution.
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1.3.4 Demonstrations of Pick-and-Place Tasks

The demonstration of the task is performed with the demonstrator (teacher) stand-
ing in front of the robot. Then the task, i.e., a pick-and-place of an object, is shown.
The target object is determined from the task demonstration, where the center point
of the grasp can be estimated from the grasp type. For example, grasp recognition
(see [31]) can improve the estimate of the object position and orientation. In our ex-
periments we assume a power grasp to determine the orientation of the object, while
the motion capturing system is used to record the position of the object. The task
demonstration contains the trajectories which the robot should execute to perform
the task.

1.3.4.1 Variance from Multiple Demonstrations

When multiple demonstrations of a skill are available to the robot we can obtain a
generalized version of that skill. We exploit the fact that when humans grasp the
same object several times they seem to repeat the same grasp type which leads to
similar approach motions. Based on that, multiple demonstrations of a skill become
more and more similar to each other the closer one gets to the target state. This
implies that successful grasping requires an accurate positioning of the hand in a
region near the object while the path towards this area is subject to less restrictions.
Therefore, by looking at the variance of several demonstrations the importance of
each hand-state component can be determined. The variance of the hand-state as a
function of the distance to target d is given by:

var(kh(d)) = 1

n − 1

n∑

i=1

(khi(d) − mean(kh(d)))2 (1.19)

where d is the Euclidean distance to the target, khi is the kth hand-state parameter
of ith demonstration and n is the number of demonstrations. Figure 1.6 shows how
the variance decreases as the distance to the object decreases. This means that the
position and orientation of the hand are less relevant when the distance to the target
increases.

1.4 Experimental Platform

For these experiments human demonstrations of a pick-and-place task are recorded
with two different subjects, using the PhaseSpace Impulse motion capturing system
described below. The Impulse motion capturing system consists of four cameras
mounted around the operator to register the position of the LEDs. Each LED has a
unique ID by which it is identified. Each camera can process data at 480 Hz and has
12 Mega pixel resolution resulting in sub-millimeter precision. The Impulse systems
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Fig. 1.6 Position- and orientation-variance of the hand-state trajectories as function of distance,
across 22 demonstrations of a reaching to grasp motion. Note that distances over 0.47 are extrapo-
lations made by the clustering method

Fig. 1.7 Left: The glove used in the Impulse motion capturing system from PhaseSpace. The glove
from the top showing the LEDs. Right: The system in use showing one of the cameras and the LED
on the glove

can be seen in the upper right picture in Fig. 1.7. The operator wears a glove with
LEDs attached to it, see upper left picture in Fig. 1.7. Thus, each point on the glove
can be associated with a finger, the back of the hand or the wrist. To compute the
orientation of the wrist, three LEDs must be visible during the motion. The back of
the hand is the best choice since three LEDs are mounted there and they are most
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Fig. 1.8 The anthropomorphic gripper KTHand used in the experiments

of the time visible for at least three cameras. One LED is mounted on each finger
tip, and the thumb has one additional LED in the proximal joint. One LED is also
mounted on the target object.

The motions are automatically segmented into reach and retract motions using
the velocity profile and distance to the object. The robot used in the experiments is
the industrial manipulator ABB IRB140. In this experiment we use the anthropo-
morphic gripper KTHand (Fig. 1.8), which can perform power grasps (i.e., cylindri-
cal and spherical grasps) using a hybrid position/force controller. For details on the
KTHand, see [32].

1.5 Experimental Evaluation

In this section we provide an experimental evaluation of the methods presented. The
1st experiment deals with the task to learn a robot skill from human demonstration.
The 2nd experiment shows how well the learned trajectories can be generalized w.r.t.
different workspaces especially the workspace of the human operator and the robot’s
workspace. In the 3rd experiment a complete pick-and-place task is executed.

1.5.1 Experiment 1: Learning from Demonstration

For this experiment 26 task demonstrations of a pick-and-place task were performed
using a soda can for performing a spherical grasp. To make the scenario more real-
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istic the object is placed with respect to what is convenient for the human operator
and what seems to be feasible for the robot.

Five of the 26 demonstrations were discarded in the segmentation (see [4]) and
modeling process for reasons such as failure to segment the demonstrations into
three distinct motions (approach, transport and retract) or the amount of data were
not enough for modeling because of occlusions. Only the reach-to-grasp phase is
considered in this experiment. All 21 demonstrations were used for trajectory gen-
eration and to compute the variance, shown in Fig. 1.6. Moreover, the variance is
used to compute the γ -gain, which determines how much the robot can deviate from
the followed trajectory. The trajectory generator produced 21 reaching motions, one
from each demonstration, which are loaded to the robot controller and executed. By
using each demonstrated trajectory as the desired trajectory Hd instead of build-
ing an average of them we avoid fusing of essentially different trajectories into a
possibly incoherent trajectory. Large differences will instead affect the variance,
resulting in a small γ -gain. In eight attempts, the execution succeeded while 13 at-
tempts failed because of unreachable configurations in joint space. This could be
prevented by placing the robot at a different location with better reachability. More-
over, providing the robot with more demonstrations, with higher variations in the
path, will lead to fewer constraints. Two sample hand-state trajectories of the suc-
cessfully generated ones are shown in Fig. 1.9. In the top graphs it is shown how
for different initial locations the generated trajectory converges towards the desired
trajectory. The bottom graphs shows how γ varies over time, to make the generated
trajectory Hr follow the desired Hd .

In the eight successfully executed reaching motions we measured the variation
in position of the gripper, shown in Fig. 1.10, which is within the millimeter range.
This means that the positioning is accurate enough to enable successful grasping
using an autonomous gripper, such as the Barrett hand [33] or the KTHand.

1.5.1.1 Importance of the Demonstration

The weight γ reflects the importance of the path, acquired from variance, see
Sect. 1.3.4.1. For experiment 1 and 2, we have empirically found γ to produce
satisfying results at:

γpos = 0.3
1

√
Var(Hxyz(d))

,

γori = 5
1

√
Var(Hrpy(d))

where γpos and γori are the weights for position and orientation, respectively.
Var(Hxyz(d)) and Var(Hrpy(d)) are the variance for the position and orientation
respectively, from (1.19), of the respective hand state component. αpos and αori are
fixed during our experiments at 8 and 10, respectively, with a time step dt = 0.01.
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Fig. 1.10 The end effector position at the end of the motion for the 8 successfully executed trajec-
tories. The positioning accuracy is within the millimeter range; 6 mm along x, 4 mm along y and
12 mm along z

These gains were chosen to provide dynamic behavior similar to the demonstrated
motions, but other criteria can also be used.

The next-state planner uses the demonstration to generate a similar hand-state
trajectory, using the distance as a scheduling variable. Hence, the closer to the ob-
ject the robot is the more important it becomes to follow the demonstrated trajectory.
This property is reflected by adding a higher weight to the trajectory-following dy-
namics when we get closer to the target; in reverse a long distance to the target leads
to a lower weight to the trajectory following dynamics.

1.5.2 Experiment 2: Generalization in Workspace

In this experiment, the generalization of the method is tested. This is done by ex-
amining whether feasible trajectories are generated when the object is placed at
arbitrary locations and when the initial configuration of the manipulator is very dif-
ferent from the demonstration. This determines how the trajectory planner handles
the correspondence problem in terms of morphological differences. In experiment 2
the same data set was used as in experiment 1. Three tests were performed to eval-
uate the trajectory generator in different parts of the workspace.

1. Trajectories are generated when the manipulator’s end-effector starts directly
above the object at the desired final position with the desired orientation, that
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Fig. 1.11 Left: A trajectory generated when the initial position is the same as the desired final
position, showing that the method generate trajectories as similar to the demonstration as possible
based on the distance. Right: The object is placed at four new locations within the workspace

is Hr
1 = Hr

f . The resulting trajectory is shown to the left in Fig. 1.11. Four addi-
tional cases are also tested displacing the end-effector by 50 mm in +x, −y, +y,
and +z direction from Hf , all with very similar results (from the robot’s view:
x is forward, y left and z up).

2. The object is placed at four different locations within the robot’s workspace;
displaced 100 mm along the x-axis, and −100 mm, +100 mm, +200 mm, and
+300 mm along the y-axis, seen to the right in Fig. 1.11. The initial pose of the
manipulator is the same in all reaching tasks. The planner successfully produces
four executable trajectories to the respective object position.

3. We tested the reaching of the object at a fixed position from a random initial
configuration. Figure 1.12 shows the result from two random initial positions
where one trajectory is successfully tracked but the other one fails. The failure
is a result of operation in hand-state space instead of joint space, and it might
therefore have a tendency to go onto unreachable joint space configurations, as
seen in the right column of Fig. 1.12. To prevent this it is possible to combine two
controllers: one operating in joint space and the other in hand-state space, similar
to the approach suggested by [34], but at the price of violating the demonstration
constraints.

The conclusion from this experiment is that the method generalizes well in the
tested scenarios, thus adequately addressing the correspondence problem. However,
the unreachability problem has to be addressed in future research to investigate how
the robot should balance the two contradiction goals: reaching an object in its own
way, with the risk of collision, or reaching an object as the demonstrator showed.
Indeed, if the robot has more freedom to choose the path it is more likely to avoid
unreachable configurations. However, such freedom increases the risk for collision.
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Fig. 1.12 A trajectory generated from two different randomly initial position reaching for the
same object. In the left column (a)–(d), a successful reaching motion is generated where the final
position is on top of the can. The right column (e)–(h) shows a case where the robot reaches an
unreachable joint configuration and cannot move along the trajectory
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1.5.3 Experiment 3: a Complete Pick-and-Place Task

To test the approach on an integrated system the KTHand is mounted on the ABB
manipulator and a pick-and-place task is executed, guided by a demonstration show-
ing pick-and-place task of a box (110 × 56 × 72 mm). The synchronization between
reach and grasp is performed by a simple finite state machine. After the grasp is ex-
ecuted, the motion to the placing point is performed by following the demonstrated
trajectory (see Sect. 1.2.2). Since the robot grasp pose corresponds approximately
to the human grasp pose it is possible for the planner to reproduce the human trajec-
tory almost exactly. This does not mean that the robot actually can always execute
the trajectory, due to workspace constraints. The retraction phase follows the same
strategy as the reaching motion, but in reverse. Figure 1.13 shows the complete task
learned from demonstration.

1.6 Conclusions and Future Work

In this article, we presented a method for programming-by-demonstration of reach-
ing motions for robotic grasping tasks. To allow the robot to interpret the human
motions as its own, we employ a hand-state space representation as a common
basis between the human and the robot. Human demonstrations have been shown
to provide sufficient knowledge to produce models good enough for the robot to
them use as its own skills. We presented the design of a NSP, which includes the
advantages of fuzzy modeling and executes the motion in hand-state space. It is
shown that the suggested method can generate executable robot trajectories based
on current and past human demonstrations despite morphological differences. Fur-
thermore we have shown that he robot gains experience from human demonstra-
tion. The generalization abilities of the trajectory planner are illustrated by several
experiments where an industrial robot arm executes various reaching motions and
performs power grasps with a three-fingered hand.

The workspace restrictions of the robot also have to be considered when creating
new trajectories. A trajectory might contain regions which are out of reach, or two
connected points on the trajectory require different joint space solutions, thus, the
robot cannot execute the trajectory. These unreachable joint configurations are a
result from operating in hand-state space (Cartesian space). To remedy the effect
from this problem the manipulator must be placed at a position/orientation with
good reachability. Although it is possible to avoid unreachable joint configurations
[34], this will lead to a trajectory which will not follow the demonstration. Either the
robot performs the task in a way that is possible but not as demonstrated because of
joint constraints, or it can ask for more information from the teacher. Other solutions
include a mobile platform, a larger robot, or more degrees of freedom (DOF) to
mimic the redundancy of the human arm.

In our future work we plan to extend the theoretical and experimental work to
include all feasible grasp types of the KTHand. To remedy the effect of the small
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Fig. 1.13 Industrial manipulator programmed using a demonstration. A movie of the sequence is
available at: http://www.aass.oru.se/Research/Learning/arsd.html
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workspace of the robot a different workspace configuration will be used. Further-
more, the robot’s own perception will be incorporated into the loop to enable the
robot to learn from its own experience.

Acknowledgements Johan Tegin at Mechatronics Laboratory, at the Royal Institute of Technol-
ogy, Stockholm, should be acknowledged for providing access to the KTHand.
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Chapter 2
Grasp Recognition by Fuzzy Modeling
and Hidden Markov Models

Rainer Palm, Boyko Iliev, and Bourhane Kadmiry

Abstract Grasp recognition is a major part of the approach for Programming-by-
Demonstration (PbD) for five-fingered robotic hands. This chapter describes three
different methods for grasp recognition for a human hand. A human operator wear-
ing a data glove instructs the robot to perform different grasps. For a number
of human grasps the finger joint angle trajectories are recorded and modeled by
fuzzy clustering and Takagi-Sugeno modeling. This leads to grasp models using
time as input parameter and joint angles as outputs. Given a test grasp by the hu-
man operator the robot classifies and recognizes the grasp and generates the cor-
responding robot grasp. Three methods for grasp recognition are compared with
each other. In the first method, the test grasp is compared with model grasps using
the difference between the model outputs. The second method deals with qualita-
tive fuzzy models which used for recognition and classification. The third method
is based on Hidden-Markov-Models (HMM) which are commonly used in robot
learning.

2.1 Introduction

The field of human-like robotic hands has attracted significant research efforts in
the last two decades aiming at applications like service robots, prosthetic hands and
also industrial applications. However, due to the lack of appropriate sensor systems
and some unsolved problems with the human-robot interaction such applications are
relatively few so far. One particular reason is the difficult programming procedure
due to the high dimensionality of grasping and manipulation tasks. An approach to
solve this problem is Programming-by-Demonstration (PbD) which is used in com-
plex robotic applications such as grasping and dexterous manipulation. That is, the
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operator performs a task while the robot captures the data by a motion capture de-
vice or a video camera and analyzes the demonstrated actions. Then the robot has
to recognize these actions and replicate them in a framework of a complex appli-
cation. One of the most complicated tasks is the recognition procedure because of
the ambiguous nature of a human grasp. Different techniques for grasp recognition
have been applied in PbD. Kang et al. [1] describe a system which observes, recog-
nizes and maps human grasps to a robot manipulator using a stereo vision system
and a data glove. Zoellner et al. [2] use a data glove with integrated tactile sensors
where the recognition is based on support vector machines (SVM). Ikeuchi et al. [3]
apply Hidden Markov Models (HMMs) to segment and recognize grasp sequences.
Ekvall and Kragic [4] use also HMM methods and address the PbD-problem us-
ing the arm trajectory as an additional feature for grasp classification. Li et al. [5]
use the singular value decomposition (SVD) for the generation of feature vectors of
human grasps and support vector machines (SVM) which are applied to the classifi-
cation problem. Aleotti and Caselli [6] describe a virtual reality-based PbD-system
for grasp recognition where only final grasp postures are modeled based on the
finger joint angles. Palm and Iliev presented two methods based on fuzzy models
[7] and [8]. Having a look at the rich variety of cited methods it is evident that
they do not provide equally successful results. Moreover, the experimental setups
often include different sensor suits which makes the comparison of results very dif-
ficult.

Therefore, in this article we compare three methods. The first two methods are
described in detail in [7] and [8], while the third approach is a hybrid method of
fuzzy clustering and HMM-methods. We choose to compare our methods with a
HMM-approach since the latter is widely used in robot learning and considered as
state-of-the-art. All three methods start with fuzzy time clustering. The 1st method,
which is the simplest one, classifies a given test grasp using the distances between
the time clusters of the test grasp and the time clusters of a set of model grasps [7].
The 2nd method, which is more complex, is based on qualitative fuzzy recogni-
tion rules and solves the segmentation problem and the recognition problem at once
[8, 9]. The 3rd method deals with fuzzy time clustering and grasp recognition using
HMM’s [10]. All three methods are tested on the same set of grasp data in order
to provide a fair comparison of the methods. This chapter is organized as follows:
Sects. 2.2 and 2.3 describe the experimental platform consisting of a data glove and a
hand simulation tool. Section 2.4 discusses the learning of grasps by time-clustering
and the training of model grasps. Section 2.5 describes the three recognition meth-
ods. Section 2.6 presents the experimental results and gives a comparison of the
three methods. Finally Sect. 2.7 draws some conclusions and directions for future
work.

2.2 An Experimental Platform for PBD

Robotic grasping involves two main tasks: segmentation of human demonstrations
and grasp recognition. The first task is to partition the data record into a sequence
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Fig. 2.1 Learning grasp primitives from human demonstrations

of episodes, where each one contains a single grasp. The second task is to recognize
the grasp performed in each episode. Then the demonstrated task is (automatically)
converted into a program code that can be executed on a particular robotic platform
(see Fig. 2.1). If the system is able to recognize the corresponding human grasps
in a demonstration, the robot will also be able to perform the demonstrated task by
activating the respective grasp primitives.

The experimental platform consists of a hand motion capturing device and a
hand simulation environment. The motions of the human operator are recorded by a
data glove (CyberGlove) which measures 18 joint angles in the hand and the wrist
(see [11]). Since humans mostly use a limited number of grasp types, the recogni-
tion process can be restricted to a certain grasp taxonomy, such as those developed
by Cutkosky [12] and Iberall [13].

To test the grasp primitives, we developed a simulation model of a five-fingered
hand with 3 links and 3 joints in each finger. The simulation environment allows
us to perform a kinematic simulation of the artificial hand and its interaction with
modeled objects (see Fig. 2.3).

Moreover, we can simulate recorded demonstrations of human operators and
compare them with the result from the execution of corresponding grasping primi-
tives. Inspired by the grasp taxonomy of Iberall 15 different grasps have been tested
(see Fig. 2.2). These grasps are special cases of the following general classes [13]:

1. cylindrical grasp (grasps 1, 2, 3, 14)
2. power grasp (grasps 4, 5)
3. spherical grasp (grasps 6, 7, 12, 13)
4. extension grasp (grasps 10, 11)
5. precision grasp, nippers pinch (grasps 8, 9)
6. penholder grasp (writing grip) (grasp 15)

The advantage of this selection is that the quality of a grasp recognition both be-
tween classes and within a class can be analyzed (see Sect. 2.6: Experiments and
Simulations).

We tested the grasping of 15 different objects some of them belonging to same
class in terms of an applied type of grasps. For example, cylinder and small bottle
correspond to cylindrical grasp, sphere and cube to precision grasp, etc.
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2.3 Simulation of Grasp Primitives

For the purpose of PbD we need a model of the human hand which allows the simu-
lation of demonstrated grasps. In order to test the grasp primitives a hand simulation
was developed with the help of which one can mimic the hand poses recorded by
the data glove. This hand model allows to compute the trajectories of both the finger
angles and the fingertips. Since the size of the object to be grasped determines the
starting and end points of the fingertips to a great extend we used fingertip trajecto-
ries instead of finger angles for modeling.

2.3.1 Geometrical Modeling

In order to study grasp primitives and to develop specific grasp models a geometri-
cal simulation of the hand is required (see Fig. 2.3). The hand model consists of 5
fingers which are linked to the wrist in such a way that the poses of a human oper-
ator can be displayed in a realistic way. The kinematic relations can be studied by
means of the example of a single finger (see Fig. 2.4). Each finger is modeled with
3 links and 3 joints moving like a small planar robot. This turned out to be sufficient
for the simulation of the grasp primitives in Fig. 2.2. The calculation of fingertip
trajectories requires the formulation of transformations between the fingertips and

Fig. 2.2 Grasp primitives
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Fig. 2.3 Simulation of the hand

Fig. 2.4 Configuration of a
single finger

the base frame of the hand. Translations and rotations between coordinate frames
are calculated by homogeneous transformations with the help of which a point
PC4 = (x4, y4, z4,1)T in local homogeneous fingertip coordinates can be trans-
formed into the base frame C0 by PC0 = T1 · T2 · T3 · T4 · PC4. The transformation
matrix Ti defines the transformation between the coordinate systems Ci and Ci−1.

2.3.2 Modeling of Inverse Kinematics

An important modeling aspect is the inverse problem which is crucial both for the
simulation of grasps and the control of robotic hands as a feedforward component
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of the control law [7]. Given the fingertip position vector x(t), compute the corre-
sponding joint angle vector q(t). Let

x(t) = f(q); q(t) = f−1(x) (2.1)

be the nonlinear direct and inverse transformation for a single finger where the in-
verse transformation is not necessarily unique for the existing finger kinematics.
Therefore we deal with the differential kinematics which makes the computation of
the inverse much easier. From (2.1) one obtains the differential transformations

ẋ(t) = J (q)q̇; q̇(t) = J+(q)ẋ (2.2)

where J (q) = ∂q
∂x is the Jacobian and J+(q) is the pseudo inverse Jacobian. As-

suming x(t) or ẋ(t) to be given from the task, i.e. from captured human demonstra-
tions, the inverse kinematics in (2.2) remains to be computed. In order to avoid the
time-consuming calculation of the inverse Jacobian at every time step the inverse
differential kinematics is approximated by a TS fuzzy model

q̇(t) =
cx∑

i=1

wi(x)Jinv,i(xi ) · ẋ (2.3)

where wi(x) ∈ [0,1] is the degree of membership of the vector x to a cluster Cxi

with the cluster center xi . Jinv,i(xi ) are the inverse Jacobians in the cluster centers
xi . cx is the number of clusters. Due to the errors �x = x(t) − xm(t) between the
desired position x(t) and the position xm computed by the forward kinematics a
correction of the angles is calculated via the analytical forward kinematics xm(t) =
f(q(t)) of the finger. This changes (2.3) into

q̇(t) =
cx∑

i=1

wi(x)Jinv,i(xi ) · (ẋ + K · (x(t) − xm(t))). (2.4)

It has to be emphasized that the correction or optimization loop using the for-
ward kinematics f(q(t)) is started at every new time instant and stops until either a
lower bound ‖�x‖ < ε is reached or a given number of optimization steps is exe-
cuted. The gain K has to be determined so that the optimization loop is stable. This
TS-modeling is based on a clustering algorithm whose steps are described in the
next section in more detail. The degree of membership wi(x) of an input vector x
belonging to a cluster Cxi is defined by a bell-shape-like function

wi(x) = 1
∑cx

j=1(
(x−xi )

T Mx i (x−xi )

(x−xj )T Mxj (x−xj
)

1
m̃x−1

(2.5)

Mxi define the induced matrices of the input clusters Cxi , (i = 1 . . . cx ), m̃x > 1
determines the fuzziness of an individual cluster. The complexity of the on-line
calculation of (2.4) is much lower than the complexity of (2.2) because (2.4) avoids
the on-line calculation of numerous trigonometric functions. The time consuming
clustering algorithm leading to the inverse Jacobians Jinv,i is computed off-line.
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2.4 Modeling of Grasp Primitives

2.4.1 Modeling by Time-Clustering

The recognition of a grasp type is achieved by a model that reflects the behavior of
the hand in time.

In the following an approach to learning of human grasps from demonstrations
by time-clustering [7] is shortly described. The result is a set of grasp models for a
selected number of human grasp motions. According to Sect. 2.2 experiments were
performed in which time sequences for 15 different grasps were collected using a
data glove with 18 sensors (see [11]).

Each demonstration has been 10 times repeated by the same test person to collect
enough samples of every particular grasp. The time period for a single grasp is about
3 seconds. From those data models for each individual grasp have been developed
using fuzzy clustering and Takagi-Sugeno fuzzy modeling [14]. We consider the
time instants as model inputs and the 3 finger joint angles as model outputs. Let the
angle trajectory of a finger be described by

q(t) = f(t) (2.6)

where q(t) ∈ R3, f ∈ R3, and t ∈ R+. Linearization of (2.6) at selected time points
ti yields

q(t) = Ai · t + di (2.7)

where Ai = �f(t)
�t

|ti ∈ R3 and di = q(ti) − �f(t)
�t

|ti · ti ∈ R3. Using (2.7) as a local
linear model one can express (2.6) in terms of a Takagi-Sugeno fuzzy model [15]

q(t) =
c∑

i=1

wi(t) · (Ai · t + di ) (2.8)

where wi(t) ∈ [0,1] is the degree of membership of the time point t to a cluster with
the cluster center ti , c is the number of clusters, and

∑c
i=1 wi(t) = 1.

Let t be the time and x = [q1, q2, q3]T the finger angle coordinates. Then the
general clustering and modeling steps are

• Choose an appropriate number ct of local linear models (data clusters)
• Find ct cluster centers (ti , q1i , q2i , q3i ), i = 1 . . . ct , in the product space of the

data quadruples (t, q1, q2, q3) by Fuzzy-c-elliptotype clustering
• Find the corresponding fuzzy regions in the space of input data (t) by projection

of the clusters of the product space first into so-called Gustafson-Kessel clusters
(GK) and then onto the input space [16]

• Calculate ct local linear (affine) models (2.8) using the GK clusters from step 2.

The degree of membership wi(t) of an input data point t to an input cluster Ct i is
determined by

wi(t) = 1
∑ct

j=1(
(t−ti )

T Mt i (t−ti )

(t−tj )T Mt j (t−tj )
)

1
m̃t −1

. (2.9)
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The projected cluster centers ti and the induced matrices Mti define the input clus-
ters Ct i (i = 1 . . . ct ). The parameter m̃t > 1 determines the fuzziness of an indi-
vidual cluster. A detailed description of this very effective clustering method can be
found in [14]. In this way for each of the 15 grasp primitives in Fig. 2.2 a TS-fuzzy
model is generated. These so-called model grasps are used to identify demonstrated
grasps from a test sequence of a given combination of grasps.

2.4.2 Training of Time Cluster Models Using New Data

A grasp model can be built in several ways

– A single user trains the grasp model by repeating the same grasp n times
– m users train the grasp model by repeating the same grasp n times

The 1st model is generated by the time sequences

[(t1, t2, . . . , tN )1 . . . (t1, t2, . . . , tM)n]
and the finger angle sequences

[(q1,q2, . . . ,qN)1 . . . (q1,q2, . . . ,qM)n].
The 2nd model is generated by the time sequences

[((t1, t2, . . . , tN )1
1 . . . (t1, t2, . . . , tM)1

n) . . . ((t1, t2, . . . , tN )m1 . . . (t1, t2, . . . , tM)mn )]
and the finger angle sequences

[((q1,q2, . . . ,qN)1
1 . . . (q1,q2, . . . ,qM)1

n) . . .

((q1,q2, . . . ,qN)m1 . . . (q1,q2, . . . ,qM)mn )]
where m is the number of users in the training process, N,M are lengths of time
sequences where N ≈ M .

Once a particular grasp model has been generated it might be necessary to take
new data into account. These data may originate from different human operators
to cover several ways of performing the same grasp type. Let for simplicity the
old model be built by a time sequence [t1, t2, . . . , tN ] and a respective finger angle
sequence

[q1,q2, . . . ,qN ].
The old model is then represented by the input cluster centers ti and the output
cluster centers qi (i = 1 . . . c). It is also described by the parameters Ai and di of
the local linear models. Let

[t̃1, t̃2, . . . , t̃M ], [q̃1, q̃2, . . . , q̃M ]
be the new training data. A new model can be built by “chaining” the old and the
new training data leading for the time sequences to

[t1, t2, . . . , tN , t̃1, t̃2, . . . , t̃M ]
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and for the finger angle sequences to

[q1,q2, . . . ,qN, q̃1, q̃2, . . . , q̃M ].
The result is a model that involves properties of the old model and the new data. If
the old sequence of data is not available, a corresponding sequence can be generated
by running the old model with the time instants

[t1, t2, . . . , tN ]
as inputs and the finger angles

[q1,q2, . . . ,qN ]
as outputs.

2.5 Recognition of Grasps—Three Methods

In the previous section we showed that TS fuzzy models can be successfully used
for modeling and imitation of human grasp behaviors. Now, we will show that they
can also be used for classification of grasps in data from recorded human demonstra-
tions. If we just observe captured motions of a human arm while executing several
grasp actions it is difficult to identify the exact moment when a grasp sequence starts
and ends. Related research shows that this task can be solved efficiently only by fu-
sion of additional information sources such as tactile sensing and vision (see [3] and
[4]). Since the scope of this chapter is only the recognition we assume the segmen-
tation already to be finished. In the following we present three different recognition
methods all of them being based on the time clustering of human grasps [10]. The
first method classifies a test grasp by comparing the time clusters of the test grasp
and a set of model grasps. The second method uses fuzzy recognition rules for seg-
mentation and recognition. The third method classifies a test grasp using HMM
which are applied to the output cluster centers of the grasp models. It should be
stressed that methods 1 and 2 are related with each other both of them using dis-
tances between fuzzy clusters for recognition. Method 3 is a completely different
approach using a probabilistic approach for recognition and classification.

2.5.1 Recognition of Grasps Using the Distance Between Fuzzy
Clusters

Let the model of each grasp have the same number of clusters i = 1 . . . c so that
each duration Tl (l = 1 . . .L) of the l-th grasp is divided into c − 1 time intervals
�ti , i = 2 . . . c of the same length. Let the grasps be executed in an environment
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comparable with the modeled grasp in order to avoid calibration and re-scaling pro-
cedures. Furthermore let

Vmodel l = [Vindex,Vmiddle,Vring,Vpinkie,Vthumb]l ,
Vindex l = [q1, . . . ,qi , . . . ,qc]index,l ,

...

Vthumbl = [q1, . . . ,qi , . . . ,qc]thumb,l,

qi = [q1, q2, q3]T

(2.10)

where matrix Vmodel l includes the output cluster centers qi of every finger for the
l-th grasp model. qi is the vector of joint angles of each finger.

A model of the grasp to be classified (the test grasp) is built by the matrix

Vgrasp = [Vindex,Vmiddle,Vring,Vpinkie,Vthumb]grasp. (2.11)

A decision on the grasp is made by applying the Euclidean matrix norm

Nl = ‖Vmodel l − Vgrasp‖. (2.12)

The unknown grasp is classified to the grasp model with the smallest norm
min(Nl), l = 1 . . .L and the recognition of the grasp is finished.

2.5.2 Recognition Based on Qualitative Fuzzy Recognition Rules

The goal of this method is to recognize and classify all individual grasps types in a
data sequence containing a combination of several grasps. That is, it also performs
the segmentation of the data sequence. The identification of a grasp from a combi-
nation of grasps is based on a recognition model. This model is represented by a
set of recognition rules using the model grasps mentioned in the last section. The
generation of the recognition model is based on the following steps:

1. Computation of distance norms between a test grasp combination and the model
grasps involved.

2. Computation of extrema along the sequence of distance norms.
3. Formulation of a set of fuzzy rules reflecting the relationship between the ex-

trema of the distance norms and the model grasps.
4. Computation of a vector of similarity degrees between the model grasps and the

grasp combination.

2.5.2.1 Distance Norms

Let, for example, grasp2, grasp5, grasp7, grasp10, grasp14 be a combination of
grasps taken from the list of grasps shown in Fig. 2.2. In the training phase a time
series of these grasps is generated using the existing time series of the corresponding
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Fig. 2.5 Overlap principle

grasp models. Then each of the model grasps i = 2,5,7,10,14 is shifted along the
time sequence of the grasp combination and compared with parts of it while taking
the norm2 ‖Qci − Qmi‖ between the difference of the finger angles

Qmi = (qm(t1), . . .qm(tnc ))
T

i

of a graspi and the finger angles of the grasp combination

Qci = (qci(t̃1), . . . ,qc(t̃nc
))T .

The vectors qm and qc include the 3 finger angles for each of the 5 fingers. Because
of scaling reasons the norm of the difference is divided by the norm ‖Qmi‖ of the
model grasp. Then we obtain for the scaled norm

ni = ‖Qci − Qmi‖
‖Qmi‖ (2.13)

where ni are functions of time. With this for each grasp i = 2,5,7,10,14 a time
sequence ni(t1) is generated. Once the model grasp starts to overlap a grasp in the
grasp combination, the norms ni reach an extremum at the highest overlap which is
either a minimum or a maximum (see Fig. 2.5).

2.5.2.2 Extrema in the Distance Norms and Segmentation

Using a model graspi for comparison with a sequence of M test grasps the norm ni

forms individual patterns at M distinct time intervals of the norm sequence. Within
each of these time intervals the norm sequence ni reaches an extremum, i.e. either
a local minimum or a maximum. In order to find the local extrema in ni the total
time interval Tni

of ni is partitioned into l time slices within which the search takes
place (see Fig. 2.6). To be able to identify all relevant extrema, the lengths Tslice of
the time slices have to be bounded by

Tgrasp,min < Tslice < Tdist,min/2 (2.14)
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Fig. 2.6 Time slices

where Tgrasp,min is the minimum time length of a grasp. Tdist,min is the minimum
time distance between the end of a grasp and the starting point of a new grasp
which is equal to the length of the pause. Tgrasp,min and Tdist,min are supposed to
be known. This search yields two pairs of vectors

zmini = (zmin,1i , . . . , zmin,li )
T ,

tmini = (tmin,1i , . . . , tmin,li )
T

(2.15)

and

zmaxi = (zmax,1i , . . . , zmax,li )
T ,

tmaxi = (tmax,1i , . . . , tmax,li )
T

(2.16)

where l = �Tni/Tslice�. The elements of zmini and zmaxi contain l absolute values
of local minima and maxima of ni , respectively. tmini and tmaxi contain the corre-
sponding l time stamps of the local minima and maxima. Usually there are more ele-
ments (extrema) included in (2.15) and (2.16) than grasps exist in the grasp sequence
l ≥ M . The segmentation task is to find the time slices that include the beginnings of
grasps. To deal with an unknown number of grasps solutions different strategies are
possible. A ‘soft’ solution requires a variable number of time clusters and a repeti-
tive search for the most likely starting points of grasps. A mixed hardware-software
solution is to utilize sensor information about the established contact between the
fingers and the object to be grasped. In the following we assume the number M

of grasps in a grasp sequence to be known. A segmentation procedure finds those
extrema that indicate the starting points of the grasps. The segmentation is done by
time clustering where the time vectors tmaxi and tmini are the model inputs, zmini

and zmaxi are the model outputs. We expect the elements of zmaxi and zmini to form
M clusters tseg = (tseg,1 . . . tseg,M)T . The result of the clustering procedure is a vec-
tor of M time cluster centers pointing to the starting points of the grasps. For each
time point tseg,r there is a pair (zmin,ij , zmax,ij ). Index j denotes a graspj in the



2 Grasp Recognition by Fuzzy Modeling and Hidden Markov Models 37

grasp sequence executed at time tseg,r . Index i = 2,5,7,10,14 denote the model
graspsi . This finalizes the segmentation procedure.

2.5.2.3 Set of Fuzzy Rules

The two sets of vectors zmini and zmaxi build ‘fingerprint patterns’ for each grasp
in a specific grasp combination. On the basis of these patterns a set of rules decides
whether a special combination of minima and maxima by consideration of their
absolute values belong to a certain grasp or to another one. Obviously, for a selected
grasp these patterns change with the change of a grasp combination. For example,
the pattern for grasp2 in the grasp combination 2, 5, 7, 10, 14 differs significantly
from the pattern in grasp combination 1, 2, 3, 4, 5 etc. This is taken into account
by the formulation of an individual set of rules for each grasp combination. In order
to recognize a model graspi from a specific grasp combination a set of 5 rules is
formulated, one rule for each grasp in the combination.

A general recognition rule for graspi to be identified from the combination reads:

IF (nj is exji) AND . . .

AND (nk is exki)

THEN grasp is graspi

(2.17)

Rule (2.17), for example, can be read

“IF (norm n2 of model grasp2 is max2,5)

. . .

AND (norm n14 of model grasp14 is max14,5)

THEN grasp is grasp5”.

The full rule to identify grasp5 reads

IF (n2 is max2,5)

AND (n5 is min5,5)

AND (n7 is max7,5)

AND (n10 is min10,5)

AND (n14 is max14,5)

THEN grasp is grasp5

(2.18)

j = 2 . . . k = 14 are the indexes of the grasps in the grasp combination. i is the
index of graspi to be identified. exji indicate fuzzy sets of local extrema which can
be either minima minji or maxima maxji . Extrema appear at the time points t̃ = tj
at which model graspi meets graspj in the grasp combination with a maximum
overlap.

Let the total extremum zextot either be a total minimum zmintot or a maximum
zmaxtot over all 5 rules and all time slices (see Fig. 2.7)
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Fig. 2.7 Norms of a grasp sequence

zmintot = min(zj min,i
), zmaxtot = max(zj max,i

),

j = 1, . . . , l; i = 2,5,7,10,14. (2.19)

Then a local extremum zj ex,i
can be expressed by the total extremum zextot and

a weight wji ∈ [0,1]
zj ex,i

= wji · zextot , zj min,i
= wji · zmintot ,

zj max,i
= wji · zmaxtot , j, i = 2,5,7,10,14.

(2.20)

2.5.2.4 Similarity Degrees

The special form of data requires the design of a specific similarity degree and a
regarding membership function. From the time plots in Fig. 2.7 of the norms ni

for the training sets the analytical form of (2.18) for the identification of graspi is
chosen as follows

ai =
∏

j

mji , j = 2,5,7,10,14,

mji = Exp(−|wji · zextot − zex i |), zex i = (z1ex,i , . . . , zlex,i )
T , (2.21)

ai = (a1,i , . . . , al,i )
T ; am,i ∈ [0,1], m = 1 . . . l is a vector of similarity degrees be-

tween the model graspi and the individual grasps 2, 5, 7, 10, 14 in the grasp com-
bination at the time point tm. The vector zex i represents either the vector of minima
zmini or maxima zmaxi of the norms ni , respectively.

The product operation in (2.21) represents the AND-operation in the rules (2.18).
The exponential function in (2.21) is a membership function specially designed for
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Fig. 2.8 Grasp membership functions

the indication of the distance of a norm ni to a local extremum wji · zextot . With this
the exponential function reaches its maximum at exactly that time point tm when
graspi in the grasp combination has its local extremum (see, e.g., Fig. 2.8).

If, for example, grasp5 occurs at the time point tm in the grasp combination
then we obtain for am,5 = 1. All the other grasps lead to smaller values of ak,i ,
k = 2,7,10,14. With this the type of grasp is identified and the grasp recognition is
finished.

2.5.3 Recognition Based on Time-Cluster Models and HMM

The task is to classify an observation sequence of a test grasp given a set of obser-
vation sequences of model grasps using HMM. The HMM used here are of discrete
nature which requires the formulation of a of number discrete states and discrete
observations. One condition for the use of HMM in our approach is that all model
grasps and the test grasp to be recognized are modeled by time-clustering described
before.

The elements of a discrete HMM can be described in the compact notation [17]

λ = (A,B,π,N,M) (2.22)

where N is the number of states S, M is the number of observations O , A = {aij }
is the matrix of state transition probabilities, B = {bjk} is the observation symbol
probability of symbol Ok in state j , π is the initial state distribution vector. As an
example, Figs. 2.9 and 2.10 show for grasp 1 (cylinder, only close operation) the
graphs of the initially chosen state transitions {aij } and the state transitions after
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Fig. 2.9 Initial state
transitions

Fig. 2.10 Computed state
transitions

the computation via HMM, respectively. Connections in Fig. 2.9 without explicit
transition probabilities are denoted as aij = 0.1. Observe that after the computation
most of the connections in the initial graph can be cut because of aij = 0.

To prepare the HMM for the recognition a number of steps has to be done:
Step 1: Determine a number N of states S. The states need not necessarily to

be directly connected with a physical meaning, but it is of high advantage to do so.
Therefore, M = 5 states are chosen getting the following labels:

state S1: open hand
state S2: half open hand
state S3: middle position
state S4: half closed hand
state S5: closed hand

Step 2: Generate a number M of discrete observations O . To generate discrete
observations one has to deal first with the continuous observations, meaning the
output cluster centers in Vgrasp and the corresponding joint angles qi . It should
be mentioned that the clustering process leads to vectors of cluster centers whose
elements are, although being ‘labeled’ by a time stamp, not sorted in an increasing
order of time. Since clustering of several grasps is done independently of each other
the orders of time stamps of the cluster centers are in general different. This makes a
comparison of test clusters Vgrasp and model clusters Vmodel impossible. Therefore
after time-clustering has been performed the output clusters have to be sorted in an
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increasing order of time. In the following, cluster centers are assumed to be sorted in
that way. Next, one has to transform the continuous output cluster centers Vmodel(i),
i = 1 . . .10 of the model into discrete numbers or ‘labels’. If one would attach each
cluster center an individual label one would obtain M = 10 × 15 = 150 observation
labels, 10—number of clusters, 15—number of grasps. This number of observations
is unnecessarily high because some of the cluster centers form almost the same hand
poses. Therefore two observations are reserved for the starting pose and end pose
of all grasps since it can be assumed that every grasp starts and ends with nearly
the same pose. Then, three poses for each grasp are chosen at the cluster numbers
(3,5,6) which makes M = 3 × 15 + 2 = 47 observations. The result is obviously
a set of possible observations labeled by the numbers 1 . . .47 representing 47 poses
of 15 time-clustering models of grasps. In order to label a specific pose of a given
grasp one finds the minimal norms

Ij (i) = min(‖Vgraspj
(i) − out1‖, . . . ,‖Vgraspj

(i) − out47‖), i = 1 . . .10

(2.23)

where Ij (i) ∈ [1 . . .47] is the observation label, i ∈ [1 . . .10] is the number of a
time cluster for test grasp j ∈ [1 . . .15], O(k) = Vmodelm(l), k ∈ [1 . . .47] is the
k-th observation, m ∈ [1 . . .15] is a corresponding model grasp, l ∈ [2,3,5,6,9] is
a corresponding number of a time cluster in model grasp m. This procedure is done
for all model grasps Vmodel with the result of 15 sequences Ij (i) of 10 observations
each, and for the test grasp Vgrasp to be recognized.

Step 3: Determine the initial matrices A ∈ RM×M , B ∈ RN×M and the initial
state distribution vector π ∈ R1×N . Since in the experiments the hand always starts
to move with almost the same pose and keeps on moving through the states de-
fined above we can both estimate the initial matrices A, and B , and the initial state
distribution vector π easily.

Step 4: Generate 15 observation sequences Otrain ∈ R10×15 for the 15 model
grasps according to step 2.

Step 5: Generate 1 observation sequence Otest ∈ R10×1 for the test grasp accord-
ing to step 2.

Step 6: Train the HMM with every model sequence Otrain separately using the
iterative expectation-modification procedure (EM), also known as Baum-Welsch
method. The training process evaluates a log-likelihood LL of the trained model
during iteration and stops as the change of LL undergoes a certain threshold. Ob-
serve here that LL ≤ 0.

Step 7: Classify the observation sequence Otest by evaluating the log-likelihood
LL of the m-th trained HMM for a model grasp m given the test data Otest . In addi-
tion, the most probable sequence of states using the Viterbi algorithm is computed.

Step 8: Compute the most probable model grasp number m to be closest to the
test model by computing max(LLi), i = 1 . . .15. With step 8 the grasp recognition
is completed.
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2.6 Experiments and Simulations

In this section time clustering and fuzzy modeling results are presented first. Then an
experimental evaluation of the three methods for grasp recognition follows together
with a comparison of the three methods.

2.6.1 Time Clustering and Modeling

The choice of the numbers of clusters both for the fingertip models and for the in-
verse kinematics depend on the quality of the resulting TS fuzzy models. On the
basis of a performance analysis for each grasp and finger, 10 fingertip position mod-
els with 10 cluster centers have been generated from collected data.

Furthermore, 3 inverse Jacobian models for each grasp primitive and finger with
3 cluster centers have been built which are 15 Jacobians to be computed off-line.
Since there are 3 angles (q1, q2, q3) and 3 fingertip coordinates (x, y, z) for a single
finger the Jacobians and their inverses are 3×3 square matrices. The 3rd link of each
finger (next to the fingertip) does not have a sensor in the data glove. Therefore the
angle of this link gets a fixed value greater than zero so that neither ill-conditioned
Jacobians nor their inverses can computationally occur. For the identification of
inverse Jacobians small random noise excitation is added to the angles to prevent ill-
conditioned Jacobians while modeling from data. The motion of a grasp lasts 3.3 s in
the average which adds up to 33 timesteps �t = 0.1 s. The time clustering procedure
results in the cluster centers ti = 2.04, 5.43, 8.87, 12.30, 15.75, 19.19, 22.65, 26.09,
29.53, 32.94 where the time labels are measured in steps of �t = 0.1 s. The time
cluster centers are then complemented by the corresponding cluster centers for the
x, y, z coordinates of the fingertips. This equidistant spacing can be found for every
individual grasp primitive as a result of the time clustering. Figures 2.11, 2.12, 2.13,
2.14 and 2.15 shows modeling results for grasp 10 (plane (1 CD-ROM)) for the x,

Fig. 2.11 Index finger,
original:solid, model:dashed
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Fig. 2.12 Middle finger,
original:solid, model:dashed

Fig. 2.13 Ring finger,
original:solid, model:dashed

Fig. 2.14 Pinkie finger,
original:solid, model:dashed

y, and z coordinates for the index, middle, ring, and pinkie finger plus the thumb.
These results show a good or even excellent modeling quality.
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Fig. 2.15 Thumb finger,
original:solid, model:dashed

2.6.2 Grasp Segmentation and Recognition

In this section an experimental evaluation of the three methods for grasp recognition
is presented and a comparison of the methods is made. 10 test grasps for each of the
15 different grasp primitives have been tested according to Sect. 2.2. A grasp starts
with an open hand and is completed when the fingers establish contact with the
object. The experimental results are divided into 3 groups of recognition rates:

1. grasps with a recognition rate ≥ 75%
2. grasps with a recognition rate < 75% – ≥ 50%
3. grasps with a recognition rate < 50%.

In the following, the recognition rates of the three discussed methods are listed in
Tables 2.1, 2.2, and 2.3. The experimental results confirm the assumption that dis-
tinct grasps can be discriminated quite well from each other while the discrimination
between similar grasps is difficult. Therefore, merging of similar grasps and build-
ing of larger classes can improve the recognition process significantly. Examples of
such classes are grasps (4,5,15), grasps (10,11), and grasp (8,9).

Table 2.1 shows the recognition rates for method 1.
The 1st group with a recognition rate ≥ 75% is the largest one where 4 of 7

grasps show a recognition rate 100%. It follow the equally large groups 2 and 3.
Table 2.2 shows the recognition rates for method 2. In this experiment 12 grasp
combinations of 5 grasps each have been tested. It could be shown that grasps with
distinct maxima and minima in their ni patterns can be recognized better than grasps
without this feature. Reliable grasps are also robust against variations in the time
span of an unknown test grasp compared to the time span of the respective model
grasp. Our results show that this method can handle a temporal difference up to
20%. By temporal difference we mean the difference in the length of the test grasp
and the respective model grasp. The 1st group with a recognition rate ≥ 75% is
again the largest one where 3 of 8 grasps show a recognition rate 100%.

Table 2.3 shows the recognition rates for method 3. The 2nd group is here the
largest one with a recognition rate < 75%, ≥ 50% followed by the 1st group where



2 Grasp Recognition by Fuzzy Modeling and Hidden Markov Models 45

Table 2.1 Recognition rates,
method 1 Class Grasp Percentage

≥ 75% 4. Hammer 100%

8. Precision. grasp sphere 87%

10. Small plane 100%

11. Big plane 85%

12. Fingertip small ball 100%

14. Fingertip can 100%

15. Penholder grip 85%

< 75%, ≥ 50% 1. Cylinder 71%

2. Big bottle 57%

3. Small bottle 57%

13. Fingertip big ball 71%

< 50% 5. Screwdriver 0%

6. Small ball 14%

7. Big ball 28%

9. Precision grasp cube 42%

Table 2.2 Recognition rates,
method 2 Class Grasp Percentage

≥ 75% 4. Hammer 100%

5. Screwdriver 93%

8. Precision. grasp sphere 80%

9. Precision grasp cube 100%

10. Small plane 100%

11. Big plane 88%

13. Fingertip big ball 75%

15. Penholder grip 75%

< 75%, ≥ 50% 1. Cylinder 55%

2. Big bottle 60%

3. Small bottle 66%

6. Small ball 55%

< 50% 7. Big ball 16%

12. Fingertip small ball 33%

14. Fingertip can 33%

2 of 5 grasps show a recognition rate 100%, and by the 3rd one. For more than half
of the grasp primitives all three methods provide similar results. This is true for the
grasps 1, 2, 3, 4, 7, 8, 10, and 15. However similarities between grasps may give
space for misinterpretations which explains the low percentages for some grasps
e.g. grasps 5 and 9 in method 1 or grasps 5 and 8 in method 3. Looking at groups 1,
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Table 2.3 Recognition rates,
method 3 Class Grasp Percentage

≥ 75% 4. Hammer 100%

9. Precision grasp cube 85%

10. Small plane 85%

14. Fingertip can 85%

15. Penholder grip 100%

< 75%, ≥ 50% 1. Cylinder 71%

2. Big bottle 57%

3. Small bottle 71%

5. Screwdriver 71%

6. Small ball 57%

11. Big plane 57%

12. fingertip small ball 57%

13. Fingertip big ball 71%

< 50% 7. Big ball 0%

8. Precision. grasp sphere 28%

method 1 is the most successful one which is also a solution with the easiest im-
plementation. Then it follows method 2 with a quite high implementation effort and
finally method 3 based on HMM. It should be stated that the HMM principle may
allow some improvement of the results especially in the case of an extended sensory
suit in the experimental setup.

2.7 Conclusions

The goal of grasp recognition is to develop an easy way of ‘programming by demon-
stration’ of grasps for a humanoid robotic arm. In this chapter, three different meth-
ods of grasp recognition are presented. Grasp primitives are captured by a data glove
and modeled by TS-fuzzy models. Fuzzy clustering and modeling of time and space
data are applied to the modeling of the finger joint angle trajectories of grasp primi-
tives. The 1st method being the simplest one classifies a human grasp by computing
the minimum distance between the time-clusters of the test grasp and a set of model
grasps. In the 2nd method a qualitative fuzzy model is developed with the help
of which both the segmentation and grasp recognition can be achieved. The 3rd
method uses Hidden Markov Models (HMM) for grasp recognition. A comparison
of the three methods showed that the 1st method is the most effective one, followed
by the 2nd and the 3rd method. In order to achieve a further increase of the recog-
nition rates methods 1 and 2 could be combined because of their close relationship
whereas method 3 is only connected with methods 1 and 2 via the time cluster mod-
eling of the grasps. Therefore, the HMM principle may lead to better results using
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more haptic sensors in the experimental setup. To improve the PbD-process in gen-
eral, all 3 methods will be further developed for the recognition and classification
of operator motions in a robotic environment using more sensor information about
the robot workspace and the objects to be handled.
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Chapter 3
Distributed Adaptive Coordinated Control
of Multi-Manipulator Systems Using Neural
Networks

Zeng-Guang Hou, Long Cheng, Min Tan,
and Xu Wang

Abstract On many occasions, all the manipulators in the multi-manipulator system
need to achieve the same joint configuration to fulfill certain coordination tasks. In
this chapter, a distributed adaptive approach is proposed for solving this coordina-
tion problem based on the leader-follower strategy. The proposed algorithm is dis-
tributed because the controller for each follower manipulator is solely based on the
information of connected neighbor manipulators, and the joint value of leader ma-
nipulator is only accessible to partial follower manipulators. The uncertain term in
the manipulator’s dynamics is considered in the controller design, and it is approxi-
mated by the adaptive neural network scheme. The neural network weight matrix is
adjusted on-line by the projection method, and the pre-training phase is no longer re-
quired. Effects of approximation error and external disturbances are counteracted by
employing the robustness signal. According to the theoretical analysis, all the joints
of follower manipulators can be regulated into an arbitrary small neighborhood of
the value of leader’s joint. Finally, simulation results are given to demonstrate the
satisfactory performance of the proposed method.

3.1 Introduction

Recently, the coordinated control of multi-manipulator system has become an at-
tractive research area owing to its important role in the assembly automation and
flexible manufacturing industries. On many occasions, all the manipulators in the
multi-manipulator system need to achieve the same joint configuration to fulfill cer-
tain coordination tasks, such as loading a workpiece, etc. A great deal of existing
control strategies for the coordinated control can be employed to solve this problem.
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Among them, the leader-follower approach is more appealing due to the advantage
of simplicity in theory analysis [1]. However, the leader-follower strategy requires
that each follower manipulator has the information access to the leader manipula-
tor. When the number of coordinated manipulators increases, the implementation
cost of this control architecture becomes unacceptable. And the coordination per-
formance degrades badly if there is the communication failure between the leader
and followers. A reasonable alternative is to design the distributed leader-follower
controller for the multi-manipulator system. By the distributed approach, each ma-
nipulator only needs the information of its connected neighbor manipulators, which
is more suitable for real-world applications.

It is noted that there is a growing research interest on the coordination of multi-
agent systems in the control community [2–7]. These coordinated methods are char-
acterized by the feature that each agent’s controller is designed by only using the
information of its neighbor agents (named the “nearest neighbor rule”), and the
system consensus behavior can be achieved. Therefore, the multi-agent theory can
provide a general framework for the distributed leader-follower control of intercon-
nected multi-manipulator system. Moreover, considerable work has been done on
the multi-agent system with an active leader [2, 8–12]. In [2], Jadbabaie et al. first
investigated the synchronization problem of networks of agents. They rigorously
proved that all the states of follower agents could be synchronized with the leader
agent’s state by the “nearest neighbor rule”. In [8], Hong et al. considered the case
where partial velocity information of leader agent is not available to the follower
agents. By constructing a distributed velocity observer, each follower agent could
track the leader with a bounded tracking error. In [9], the virtual leader approach was
proposed. The virtual leader could be considered as a common reference signal for
each agent. In [10], Ren showed that all the follower agents could follow the time-
varying state of leader agent by local interactions. The coupling time delays among
the agents’ communication were taken into account in [11], and the channel noise
was considered in [12]. For the state of art of multi-agent coordination research, the
readers are referred to [13, 14].

According to the survey [13], most of existing works on the multi-agent coordi-
nation focus on the agent with simple first-order or second-order integral dynam-
ics [2–4, 8–12]. There are few results on the agent with the linear dynamics [5]
and non-linear dynamics [6, 7]. The manipulator dynamic characteristics are highly
non-linear because of the coupling between joints. Furthermore, in practical ap-
plications, the exact dynamics model of manipulator is hard to obtain due to the
imprecision measurement of manipulator parameters and interactions between ma-
nipulator and different environments. Therefore, designing the distributed leader-
follower approach for manipulators with uncertain non-linear dynamics is worth
studying from both the theory and the application. There are several attempts made
on this subject, such as the consensus control of manipulator with uncertain kine-
matics [15] or uncertain dynamics [16], and the leader-follower control of manip-
ulation with uncertain dynamics [17]. However, the traditional adaptive approach
was employed to deal with the manipulator uncertainty, which suffered from the
“linearity-in-parameters” assumption and the tedious analysis and computation of
the regression matrix.



3 Distributed Adaptive Coordinated Control of Multi-Manipulator Systems 51

In the past two decades, neural networks have been successfully used for the
system identification and control owing to their “universal approximation” prop-
erty [18]. The “linearity-in-parameters” assumption in traditional adaptive control
approaches can be overcome by replacing the standard adaptive unit with the neu-
ral network structure [19, 20]. The stability of this neural-network-based adaptive
controller is guaranteed by the Lyapunov synthesis method, and synaptic weights
of neural networks are tuned on-line without any off-line learning phases. In ad-
dition, several successfully applications on the tracking control of the single ma-
nipulator with uncertainties have verified its effectiveness [21–23]. Hence, the
neural-network-based approach can be regarded as a good alternative for the tradi-
tional adaptive algorithm. For the general framework of this neural-network-based
method and the state of art of intelligent adaptive control, the readers are referred
to [24].

Motivated by the aforementioned discussion, a distributed leader-follower ap-
proach is proposed for the coordinated control of the multi-manipulator system with
uncertainties. All the manipulators in the system can achieve the same joint config-
uration. The neural network is employed to approximate the uncertainties in the
manipulator’s dynamics. The robustness signal is utilized to counteract the approxi-
mation error and external disturbances. The controller of each follower manipulator
is designed based on the “nearest neighbor rule”, and the joint value of leader manip-
ulator is not available for all the follower manipulators. By the theoretical analysis,
all the joints of follower manipulators can be regulated at the value of leader’s joint
with the regulation error as small as desired. At last, the theoretical analysis and
controller performance are validated by simulation examples.

The remainder of this chapter is organized as follows. Section 3.2 introduces the
problem formulation and some preliminary results. Section 3.3 provides the pro-
posed leader-follower coordinated controller. Section 3.4 analyses the controller
performance. The illustrative example is shown and discussed in Sect. 3.5. Sec-
tion 3.6 concludes this chapter with final remarks.

3.2 Preliminaries

The following notations will be used throughout this chapter: 1n = (1,1, . . . ,1) ∈
R

n; 0n = (0,0, . . . ,0) ∈ R
n; In denotes the n × n dimensional identity matrix; ⊗

denotes the Kronecker operator; For a given matrix X, ‖X‖ denotes its Euclidean
norm; ‖X‖F denotes its Frobenius norm; λmin(X) denotes its smallest eigenvalue;
λmax(X) denotes its largest eigenvalue. For a given vector xi , xij denotes its j th
element.

3.2.1 Multi-Manipulator System Description

Consider a multi-manipulator system composed of N + 1, rigid n-link, manipu-
lators. The leader manipulator is indexed by 0, and the follower manipulators are
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indexed by 1,2, . . . ,N , respectively. According to [21], the dynamics of the ith
manipulator can be expressed

Mi(qi)q̈i + Vi(qi, q̇i)q̇i + Gi(qi) + τdi = τi, i = 0,1, . . . ,N, (3.1)

where qi, q̇i , q̈i ∈ R
n denote the joint position, velocity, and acceleration vectors of

the ith manipulator, respectively; Mi(qi) ∈ R
n×n is the inertia matrix; Vi(qi, q̇i ) ∈

R
n×n is the centripetal-Coriolis matrix; Gi(qi) ∈ R

n is the gravitational vector;
τdi ∈ R

n denotes the bounded unknown disturbance vector including unstructured
unmodeled dynamics and mechanism noise; τi ∈ R

n represents the torque input of
the ith manipulator.

Two important properties of the dynamics described by (3.1) are given as follows
[21]

Property 3.1 The inertia matrix Mi(qi) is symmetric and positive definite, and sat-
isfies the following inequalities:

mi1‖y‖2 ≤ yT Mi(qi)y ≤ mi2‖y‖2, ∀y ∈ R
n,

where mi1 and mi2 are known positive constants.

Property 3.2 The time derivative of the inertia matrix and the centripetal-Coriolis
matrix satisfy the skew symmetric relation; that is,

yT
(
Ṁi(qi) − 2Vi(qi, q̇i)

)
y = 0, ∀y ∈ R

n.

The communication topology of the follower manipulators can be described by
the weight undirected graph G = (VG ,EG ,AG ). VG = {v1, . . . , vN } denotes the set
of nodes; EG ⊆ V G × VG denotes the set of undirected edges; and AG = [aij ] ∈
R

N×N denotes the weighted adjacency matrix, where aii = 0 and aij = aji . Node
vi represents the ith follower manipulator. An undirected edge in EG is denoted
by the pair eij = (vi, vj ). eij ∈ EG if and only if there is the information ex-
change between the manipulator i and manipulator j , and eij ∈ EG ⇔ eji ∈ EG ;
the adjacency element aij represents the quality of communication channel, and
eij ∈ EG ⇔ aij > 0.

The Laplacian matrix LG of graph G is defined by

LG = DG − AG , (3.2)

where DG = diag(d1, d2, . . . , dn) and di = ∑n
j=1 aij . It is easy to see that LG is a

symmetric matrix.
The communication between the leader manipulator and follower manipulators

is given by the adjacency matrix BG = diag(b1, b2, . . . , bN), where bi ≥ 0 (i =
1,2, . . . ,N). The inequality holds if and only if the ith manipulator could receive
the information of the leader manipulator. And it is noted that the leader manipulator
does not receive the information from any other manipulators.
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Now, consider an extended directed graph Ḡ = (V̄Ḡ , ĒḠ , ĀḠ ) associated with
the entire multi-manipulator system composed of N follower manipulators and
one leader manipulator. V̄Ḡ = {v0, v1, . . . , vN } contains N + 1 nodes and v0 de-
notes the leader manipulator. ĒḠ is extended by adding the directed edges from the
leader manipulator to the follower manipulators. ĀḠ = [āij ]i=0,...,N;j=0,...,N with
āij = aij (i = 1, . . . ,N, j = 1, . . . ,N ), ā0j = 0 (j = 0,1, . . . ,N ), and āi0 = bi ,
(i = 1,2, . . . ,N ). A sequence of edges (vi1, vi2), (vi2, vi3), . . . , (vik−1 , vik ) is called
a path from node vi1 to node vik . The extended graph Ḡ is called connected if there
exists a path from node v0 (leader manipulator) to node vi , i = 1,2, . . . ,N (follower
manipulator).

Lemma 3.1 If the directed extended graph Ḡ is connected, then LG + BG is a pos-
itive definitive matrix.

Proof The proof is similar to the proof of Lemma 3 in [8], so is omitted here. �

The following assumptions are made throughout this chapter.

Assumption 3.1 The topology Ḡ of the multi-manipulator system is fixed: ĀḠ is a
constant matrix.

Assumption 3.2 The external disturbance τdi in (3.1) is bounded by a given con-
stant �i : ‖τdi‖ ≤ �i .

Assumption 3.3 The leader manipulator’s joint is time-invariant: q0 is a constant
vector.

The control objective is to develop a distributed leader-follower approach for
the multi-manipulator system. The controller of each follower manipulator only re-
quires the information of the connected neighbor manipulators. And the joints of
all the follower manipulators can be regulated at the value of leader manipulator’s
joint. In the other word, all the manipulators in the multi-manipulator system have
the same joint configuration eventually.

3.2.2 Radial Basis Function Neural Network

In control engineering, neural networks are usually employed as the function ap-
proximator to emulate the unknown ideal control signal. Due to the “linear-in-the-
weight” property, the radial basis function neural network (RBFNN) is a good can-
didate for this purpose. In this chapter, the RBFNN shown in Fig. 3.1 is employed
to approximate the continuous function, h(Z) : R

n → R
n, as follows

hnn(Z) = WT S(Z), (3.3)
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Fig. 3.1 The structure of the
RBF neural network

where the input vector Z ∈ Ω ⊂ R
n, weight matrix W ∈ R

l×n, l denotes the number
of neurons, and S(Z) = [s1(Z), . . . , sl(Z)]T with

si(Z) = exp

[
−(Z − μi)

T (Z − μi)

σ 2
i

]

, i = 1,2, . . . , l

where μi ∈ R
n is the center of the receptive field and σi is the width of the Gaussian

function.
It has been proven that the above RBFNN can approximate any smooth function

over a compact set ΩZ ⊂ R
n to arbitrarily accuracy. That is, for any positive con-

stant εN , given a large number of neurons l, there exists the ideal weight matrix W ∗
such that

h(Z) = W ∗T
S(Z) + ε, (3.4)

where ε is the bounded function approximation error satisfying |ε| < εN in ΩZ .
It is noted that the ideal matrix W ∗ is only quantity required for analytical pur-

pose. For real applications, its estimation Ŵ is used for the practical function ap-
proximation. The estimation of h(Z) can be given by

ĥ(Z) = ŴT S(Z). (3.5)

To analyze the system performance, the following lemma is useful.

Lemma 3.2 Let function V (t) ≥ 0 be a continuous function defined ∀t ≥ 0 and
bounded, and V̇ (t) ≤ −γV (t) + κ , where γ and κ are positive constants, then

V (t) ≤ V (0)e−γ t + κ

γ
(1 − e−γ t ).

Proof See the proof of Lemma 1.1 in [25]. �



3 Distributed Adaptive Coordinated Control of Multi-Manipulator Systems 55

3.3 Controller Design

It is noted that the manipulator dynamics defined by (3.1) is second-order. An effi-
cient way to deal with higher-order system is to employ the backstepping method.
The backstepping scheme is featured by designing partial Lyapunov functions and
auxiliary controllers for the subsystems, and integrating these individual controllers
into the actual controller by “back stepping” through the system and then reassem-
bling it from its component subsystems [26].

It is also noted that, in the real applications, the manipulator dynamics terms,
Mi(qi), Vi(qi, q̇i ), Gi(qi), may contain the uncertain parameters, such as the link
mass and link inertia, etc. The effects of uncertain parameters should be considered
in the controller design. Actually, in the proposed controller, the specific structures
of these dynamics matrices are not necessarily known either.
Step 1: According to the “nearest neighbor rule”, the auxiliary joint velocity q̇di of
the ith follower manipulator can be designed as follows

q̇di = −η

⎛

⎝
n∑

j=1

lij qj + bi(qi − q0)

⎞

⎠ , i = 1,2, . . . ,N, (3.6)

where lij is the ith row and the j th column element of the Laplacian matrix LG ;
η > 0 is the constant control gain.

Equation (3.6) can be written in the following compact form that

q̇d = −η
(
(LG + BG ) ⊗ In

)
q + η(BG ⊗ 1n)(1N ⊗ qo),

= −η
(
(LG + BG ) ⊗ In

)
(q − 1N ⊗ qo) (3.7)

where qd = (qT
d1, q

T
d2, . . . , q

T
dN)T ∈ R

nN , and q = (qT
1 , qT

2 , . . . , qT
N)T ∈ R

nN .
Define the error signal ei = q̇i − q̇di . According to (3.1), the dynamics of ei can

be obtained as follows

Mi(qi)ėi + Vi(qi, q̇i )ei = τi − Mi(qi)q̈di − Vi(qi, q̇i )q̇di − Gi(qi) − τdi . (3.8)

Step 2: Design the real torque controller τi which makes ei as small as possible.
Let fi(zi) = Mi(qi)q̈di + Vi(qi, q̇i )q̇di + Gi(qi) where zi = (qT

i , q̇T
i , q̇T

di , q̈
T
di)

T .
According to the description in Sect. 3.2.2, for any εNi > 0, there exists the ideal
weight matrix W ∗

i such that fi(zi) = W ∗
i

T Si(zi) + εi with ‖εi‖ ≤ εNi in a compact
region Ωzi

. It will be shown in Remark 3.3 that such a region Ωzi
indeed exists.

Then, the proposed torque controller τi for the ith manipulator is given as follows

τi = −kiei + f̂ (zi) − δMi tanh

(
2kuδMiei

ςi

)
+ 1

η
q̇di, i = 1,2, . . . ,N, (3.9)

where ki > 0 is the control gain; f̂ (zi) = ŴT
i Si(zi) is the RBFNN estimation of

fi(zi); δMi tanh((2kuδMiei)/(ςi)) is the robustness signal with ku = 0.2785; ςi > 0
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has the effect on the control performance; The robustness gain δMi is chosen to
satisfy that δMi ≥ εNi + �i . It is easy to prove that

δMie
T
i tanh

(
2kuδMiei

ςi

)
≥ 0, δMi ‖ei‖ − δMie

T
i tanh

(
2kuδMiei

ςi

)
≤ ςi.

(3.10)
Combining (3.8) and (3.9) yields that

Mi(qi)ėi + Vi(qi, q̇i)ei

= −kiei − W̃T
i Si(zi) − δMi tanh

(
2kuδMiei

ςi

)
− τdi − εi + 1

η
q̇di, (3.11)

where W̃i = W ∗
i − Ŵi .

By the projection algorithm, the updating law for the RBFNN weight matrix Ŵi

(i = 1,2, . . . ,N ) is derived as follows

˙̂
Wi =

⎧
⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

−βwiSi(zi)e
T
i , if Tr (Ŵ T

i Ŵi) < Wmax i ,

or if Tr (Ŵ T
i Ŵi) = Wmax i and eT

i Ŵ T
i Si(zi) ≥ 0;

−βwiSi(zi)e
T
i + βwi

eT
i Ŵ T

i Si (zi )

Tr (Ŵ T
i Ŵi )

Ŵi ,

if Tr (Ŵ T
i Ŵi) = Wmax i and eT

i Ŵ T
i Si(zi) < 0;

(3.12)

where βwi > 0 is the adaption gain; Wmax i is a given positive constant for limiting
the neural network weight matrix Ŵi ; Wmax i is selected to satisfy Tr ((Wi

∗)T Wi
∗) ≤

Wmax i ; and the initial neural network weight matrix Ŵi(0) should satisfy that

Tr
(
ŴT

i (0)Ŵi(0)
)

≤ Wmax i . (3.13)

Remark 3.1 By the definition of adjacency matrices LG , lij 
= 0 if and only if there
is information exchange between follower manipulators i and j . For the diagonal
matrix BG , bi 
= 0 if and only if the ith follower manipulator can receive the in-
formation of leader manipulator. Therefore, by observing the proposed controller
defined by (3.9) and the parameter updating law defined by (3.12), it is easy to see
that the proposed adaptive controller for the ith manipulator only uses the infor-
mation of its connected neighbor manipulators. Hence, the proposed algorithm is
distributed.

Remark 3.2 Compared with the previous work [17], the uncertain parameters in the
manipulator’s dynamics do not have to satisfy the “linearity-in-parameters” assump-
tion. The proposed controller can be designed without knowing the specific values
of matrices Mi(qi), Vi(qi, q̇i) and Gi(qi).
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3.4 Performance Analysis

Lemma 3.3 If the updating law of neural network weight matrix is defined by
(3.12), and the initial value of neural network weight matrix satisfies (3.13), then

∀t ≥ 0, Tr
(
ŴT

i (t)Ŵi(t)
)

≤ Wmax i , i = 1,2, . . . ,N. (3.14)

Proof First, a useful property of the trace operator is stated as follows

aT b = Tr
(
abT

)
, ∀a, b ∈ R

n. (3.15)

To prove Tr (Ŵ T
i (t)Ŵi(t)) ≤ Wmax i , let Lwi = Tr (Ŵ T

i Ŵi). By (3.12) and (3.15),
the following cases are considered:

• when Lwi < Wmax i , the conclusion has already held;
• when Lwi = Wmax i and eT

i Ŵ T
i Si(zi) ≥ 0,

dLwi

dt
= 2 Tr

(
ŴT

i
˙̂

Wi

)
= −2βie

T
i Ŵ T

i Si(zi) < 0;

• when Lwi = Wmax i and eT
i Ŵ T

i Si(zi) < 0,

dLwi

dt
= 2 Tr

(
ŴT

i
˙̂

Wi

)

= −2 Tr
(
βiŴ

T
i Si(zi)e

T
i

)
+ 2 Tr

(

ŴT
i βi

eT
i Ŵ T

i Si(zi)

Tr (ŴiŴ
T
i )

Ŵi

)

= −2βie
T
i Ŵ T

i Si(zi) + 2βie
T
i Ŵ T

i Si(zi)

= 0.

Hence, if the initial neural network weight matrix Ŵi(0) satisfies condition (3.13),
then Tr (Ŵ T

i (t)Ŵi(t)) ≤ Wmax i , i = 1,2, . . . ,N , always holds. Therefore, the ap-
proximation error ‖W̃i‖F = ‖W ∗

i − Ŵi‖F ≤ ‖Ŵi‖F + ‖W ∗
i ‖F = 2

√
Wmax i is also

bounded. �

Theorem 3.1 If the topology Ḡ of multi-manipulator system is connected, by using
the proposed distributed adaptive controller defined by (3.9) and (3.12), all the joints
of follower manipulators could be regulated at the value of the leader manipulator’s
joint, and the regulation error can be reduced as small as desired by appropriately
choosing the controller parameters.

Proof Define the regulation error ri = qi − qo. According to Assumption 3.3 and
(3.7), it can be obtained that
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ṙi = q̇i = (q̇di) + ei = −η

⎛

⎝
n∑

j=1

lij qj + bi(qi − q0)

⎞

⎠ + ei (3.16)

Or in the compact form,

ṙ = −η
(
(LG + BG ) ⊗ In

)
r + e. (3.17)

where r = (rT
1 , rT

2 , . . . , rT
N)T and e = (eT

1 , eT
2 , . . . , eT

N)T .
Consider the following Lyapunov candidate function

E = E1 + E2 + E3, (3.18)

where

E1 = 1

2
rT ((LG + BG ) ⊗ In)r, (3.19)

E2 = 1

2

N∑

i=1

(
eT
i Mi(qi)ei

)
, (3.20)

E3 = 1

2

N∑

i=1

Tr

(
W̃T

i W̃i

βwi

)

. (3.21)

By (3.17), the time derivative of E1 is

dE1

dt
= rT ((LG + BG ) ⊗ In)ṙ

= −ηrT ((LG + BG ) ⊗ In)
2r + rT ((LG + BG ) ⊗ Im)e. (3.22)

By (3.7), it follows that

rT ((LG + BG ) ⊗ Im)e = −1

η
eT q̇d . (3.23)

By Property 3.1, (3.10) and (3.11), the time derivative of E2 is

dE2

dt
= 1

2

N∑

i=1

(
2eT

i Mi(qi)ėi + eT
i Ṁi(qi)ei

)

= 1

2

N∑

i=1

(
−2eT

i Vi(qi, q̇i)ei + eT
i Ṁi(qi)ei

)
−

N∑

i=1

(
kie

T
i ei

)

+
N∑

i=1

(
−eT

i W̃ T
i Si(zi) − δMie

T
i tanh

(
2kuδMiei

ςi

)
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− eT
i (τdi + εi) + 1

η
eT
i q̇di

)

≤ −
N∑

i=1

(
kie

T
i ei

)
−

N∑

i=1

(
eT
i W̃ T

i Si(zi)
)

+
N∑

i=1

(
1

η
eT
i q̇di

)

+
N∑

i=1

(
‖ei‖(‖τdi‖ + ‖εi‖) − δMie

T
i tanh

(
2kuδMiei

ςi

))

≤ −
N∑

i=1

(
kie

T
i ei

)
−

N∑

i=1

Tr
(
W̃T

i Si(zi)e
T
i

)
+

N∑

i=1

ςi +
N∑

i=1

(
1

η
eT
i q̇di

)
. (3.24)

By (3.12), it follows that

dE3

dt
= −

N∑

i=1

Tr

(
1

βwi

W̃ T
i

˙̂
Wi

)
. (3.25)

By (3.12), it follows that

• when ˙̂
Wi = −βiSi(zi)e

T
i , then

Tr

(
W̃T

i

(
1

βi

˙̂
Wi + Si(zi)e

T
i

))
= 0.

• when ˙̂
Wi = −βiSi(zi)e

T
i + βi

eT
i Ŵ T

i Si (zi )

Tr (Ŵ T
i Ŵi )

Ŵi , then Tr (Ŵ T
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where the facts, Tr(Ŵ T
i Ŵi) = Wmax i ≥ Tr(W ∗

i
T W ∗

i ) and Tr(W̃ T
i W̃i) ≥ 0, have

been used. Then it is easy to prove that Tr(W̃ T
i ( 1
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˙̂
Wi + Si(zi)e

T
i )) ≥ 0.

From the above two cases, the following result can be obtained
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T
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≥ 0. (3.26)

By (3.22), (3.24), (3.25) and (3.26), it follows that
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T
i ei
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where ς = ∑N
i=1 ςi .

Since the topology Ḡ of multi-manipulator system is connected, LG + BG is a
symmetric positive definite matrix. Then inequality (3.27) can be relaxed as follows
by Property 3.1
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where

χ = min
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According to Lemma 3.2, it can be obtained that

E(t) ≤ E(0)e−2χt +
N∑

i=1

(
2Wmax i

βi

)
+ ς

2χ
. (3.29)
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For any κ > 0, choose η, βi and ki such that
∑N
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2χ
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)
, E(t) ≤ κ.

Since

E(t) ≥ λmin((LG + BG ) ⊗ In)

2
‖r‖2 + 1

2

N∑

i=1

mi1‖ei‖2, (3.30)

then

‖qi(t) − q0‖2 = ‖ri(t)‖2 ≤ ‖r(t)‖2 ≤ 2

λmin((LG + BG ) ⊗ In)
E(t)

≤ 2κ

λmin((LG + BG ) ⊗ In)
, ∀t ≥ T . (3.31)

Therefore, all the joints of follower manipulators could be regulated at the value of
the leader manipulator’s joint, and the regulation error can be reduced as small as
desired. �

Remark 3.3 According to (3.29) and (3.30), ∀i = 1,2, . . . ,N ,

‖qi(t)−q0‖2 ≤ 2

λmin((LG + BG ) ⊗ In)

(

E(0) +
N∑
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(
2Wmax i

βi

)
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)

, t ≥ 0,

and

‖q̇i (t) − q̇di‖2 = ‖ei(t)‖2 ≤ 2

m1i
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(
2Wmax i

βi

)
+ ς

2χ

)

, t ≥ 0.

By (3.7), it follows that ‖qi(t)‖ and ‖q̇i (t)‖ (i = 1,2, . . . ,N ) are bounded. There-
fore, the neural network input zi = (qT

i , q̇T
i , q̇T

di , q̈
T
di)

T can be bounded in a compact
region Ωzi

.

3.5 Simulation Example

In this section, a simulation example is given to demonstrate the effectiveness of
the proposed method. The manipulator’s dynamics defined by (3.1) is simulated by
Matlab “ode15s” method.

Consider the multi-manipulator system composed of six three-link manipulators.
The sketch of each three-link manipulator is shown in Fig. 3.2, and the Denavit-
Hartenberg parameters are given in Table 3.1. The physical parameters of each ma-
nipulator are the same: link lengths l1 = 2 m, l2 = 1 m, l3 = 1.5 m; link masses
m1 = 2 kg, m2 = 1 kg, m3 = 1.5 kg. All links are modeled as thin uniform rods.
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Fig. 3.2 A three-link
revolute manipulator

Table 3.1 The Denavit and
Hartenberg parameters of the
three-link manipulator

Link i θi (rad) ai (rad) αi (m) di (m)

1 qi1 π/2 2 0

2 qi2 0 1 0

3 qi3 0 1.5 0

Fig. 3.3 The information
exchange structure among the
manipulators

The leader manipulator is indexed by 0, the five followers are indexed by 1, 2,
3, 4, 5, respectively. The information exchange among manipulators is shown in
Fig. 3.3 with the following adjacency matrices

AG =

⎡

⎢⎢
⎢⎢
⎣

0.0 0.0 0.3 0.0 0.0
0.0 0.0 0.0 0.2 0.0
0.3 0.0 0.0 0.0 0.4
0.0 0.2 0.0 0.0 0.8
0.0 0.0 0.4 0.8 0.0

⎤

⎥⎥
⎥⎥
⎦

;

BG = diag(0.9,0.7,0.0,0.0,0.0).
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Fig. 3.4 The profiles of joint positions of follower manipulators (a) manipulator 1; (b) manipula-
tor 2; (c) manipulator 3; (d) manipulator 4; (e) manipulator 5



64 Z.-G. Hou et al.

Fig. 3.5 The profiles of input torques of follower manipulators (a) manipulator 1; (b) manipula-
tor 2; (c) manipulator 3; (d) manipulator 4; (e) manipulator 5
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Fig. 3.6 The information
exchange structure among the
manipulators with link loss

The initial joint positions of follower manipulators are set as q1(0) = (π/3,π/3,

π/3)T rad, q2(0) = (π/4,π/4,π/4)T rad, q3(0) = (−π/3,−π/3,−π/3)T rad,
q4(0) = (−π/5,−π/5,−π/5)T rad, q5(0) = (−π/4,−π/4,−π/4)T rad, respec-
tively. And, initial joint velocity of follower manipulators are q̇1(0) = q̇2(0) =
q̇3(0) = q̇4(0) = q̇5(0) = (0,0,0)T rad/s. The constant leader manipulator’s joint
position is q0 = (π/6,0,−π/6)T rad.

The configurations of RBFNN are the same for all the follower manipulators. The
number of neurons is 16. τdi is modeled by τdi = (sin(t/3), sin(t/3), sin(t/3))T .
The controller parameters are: η = 4, ki = 10, δMi = 10, ςi = 0.2, βwi = 500,
Wmax i = 1500, and the initial RBFNN weight matrix Ŵi(0) is chosen to be the zero
matrix (i = 1, . . . ,5). The trajectories of joint positions of follower manipulators are
provided in Fig. 3.4. The profiles of input torques of follower manipulators are given
in Fig. 3.5. According to the simulation results, it can be seen that all the follower
manipulators’ joints can be regulated at the value of the leader manipulator’s joint,
which shows the satisfactory performance of the proposed neural-network-based
adaptive controller.

Consider another case where the communication link from the leader manipula-
tor to follower manipulator 2 loses after t = 10 s, as shown in Fig. 3.6. It can be
seen that, after the link loss, the new topology is connected. Therefore, the proposed
controller can still work well. The simulation is re-conducted with the same con-
troller configuration in the previous example. The simulation results are given in
Figs. 3.7 and 3.8. It can be seen that the control objective can be achieved satisfac-
torily too.

3.6 Conclusion

This chapter proposes a distributed neural-network-based adaptive approach for the
coordinated control of multi-manipulator systems. The principle of controller de-
sign is based on the multi-agent theory. However, most work so far on the co-
ordination of multi-agent system has assumed the agent has the exact dynamics.
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Fig. 3.7 The profiles of joint positions of follower manipulators (with link loss after 10 s) (a) ma-
nipulator 1; (b) manipulator 2; (c) manipulator 3; (d) manipulator 4; (e) manipulator 5
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Fig. 3.8 The profiles of input torques of follower manipulators (with link loss after 10 s) (a) ma-
nipulator 1; (b) manipulator 2; (c) manipulator 3; (d) manipulator 4; (e) manipulator 5
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Unfortunately, due to the imprecision measurement of manipulator parameters and
interactions between manipulator and different environments, it is consequently dif-
ficult to obtain the exact dynamics model. The effects of uncertain manipulator dy-
namics are taken into account, and the RBFNN is employed to approximate the
uncertain dynamics model. It is noted that the neural network has no off-line learn-
ing phase, and its weight matrix is updated on-line by the projection method. The
approximation error and external disturbances in the dynamics model are coun-
teracted by using the robustness signal. According to the theoretical analysis, it
is shown that all the follower manipulators’ joints can be regulated at the value
of the leader’s joint, and the regulation error can be reduced as small as desired
by appropriately choosing controller parameters. At last, it is noted that, by the
result provided in [27], the proposed controller can be extended to the following
two cases, where the information exchange among manipulators is not mutual (ad-
jacency matrix AG is not symmetric) and where the leader manipulator’s joint is
time-varying.
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tion of China (Grants 60725309, 60775043 and 60805038) and the National Hi-Tech R&D Pro-
gram (863) of China (Grant 2009AA04Z201).

References

1. Luh, J.Y.S., Zheng, Y.F.: Constrained relations between two coordinated industrial robots for
motion control. Int. J. Robot. Res. 6, 60–70 (1987)

2. Jadbabaie, A., Lin, J., Morse, A.S.: Coordination of groups of mobile autonomous agents
using nearest neighbor rules. IEEE Trans. Autom. Control 48, 988–1001 (2003)

3. Olfati-Saber, R., Murray, R.M.: Consensus problems in networks of agents with switching
topology and time-delays. IEEE Trans. Autom. Control 49, 1520–1533 (2004)

4. Ren, W., Beard, R.W.: Consensus seeking in multiagent systems under dynamically changing
interaction topologies. IEEE Trans. Autom. Control 50, 655–661 (2005)

5. Cheng, L., Hou, Z.G., Tan, M.: Observer-based consensus protocol for linear multi-agent sys-
tems. IEEE Trans. Autom. Control (under review)

6. Moreau, L.: Stability of multiagent systems with time-dependent communication links. IEEE
Trans. Autom. Control 50, 169–182 (2005)

7. Hou, Z.G., Cheng, L., Tan, M.: Decentralized robust adaptive control for multi-agent system
consensus problem using neural networks. IEEE Trans. Syst. Man Cybern., Part B, Cybern.
39, 636–647 (2009)

8. Hong, Y., Hu, J., Gao, L.: Tracking control for multi-agent consensus with an active leader
and variable topology. Automatica 42, 1177–1182 (2006)

9. Shi, H., Wang, L., Chu, T.: Virtual leader approach to coordinated control of multiple mobile
agents with asymmetric interactions. Physica D 213, 51–65 (2006)

10. Ren, W.: Multi-vehicle consensus with a time-varying reference state. Syst. Control Lett. 56,
474–483 (2007)

11. Hu, J., Hong, Y.: Leader-following coordination of multi-agent systems with coupling time
delays. Physica A 374, 853–863 (2007)

12. Ma, C.Q., Li, T., Zhang, J.F.: Leader-following consensus control for multi-agent systems
under measurement noises. In: Proceedings of IFAC World Congress, pp. 1528–1533 (2008)

13. Ren, W., Beard, R.W., Atkins, E.M.: A survey of consensus problems in multi-agent coordi-
nation. In: Proceedings of American Control Conference, pp. 1859–1864 (2005)



3 Distributed Adaptive Coordinated Control of Multi-Manipulator Systems 69

14. Olfati-Saber, R., Fax, J.A., Murray, R.M.: Consensus and cooperation in networked multi-
agent systems. Proc. IEEE 95, 215–233 (2007)

15. Cheng, L., Hou, Z.G., Tan, M., Liu, D., Zou, A.M.: Multi-agent based adaptive consensus
control for multiple manipulators with kinematic uncertainties. In: Proceedings of IEEE Inter-
national Symposium on Intelligent Control, pp. 189–194 (2008)

16. Cheng, L., Hou, Z.G., Tan, M.: Decentralized adaptive consensus control for multi-
manipulator system with uncertain dynamics. In: Proceedings of IEEE International Confer-
ence on Systems, Man, and Cybernetics, pp. 2712–2717 (2008)

17. Cheng, L., Hou, Z.G., Tan, M.: Decentralized adaptive leader-follower control of multi-
manipulator system with uncertain dynamics. In: Proceedings of The 34th Annual Conference
of the IEEE Industrial Electronics Society, pp. 1608–1613 (2008)

18. Narendra, K.S., Parthasarathy, K.: Identification and control of dynamical systems using neu-
ral networks. IEEE Trans. Neural Netw. 1, 4–27 (1990)

19. Polycarpou, M.M., Ioannou, P.A.: Identification and control of nonlinear systems using neural
network models: design and stability analysis. University of Southern California Technical
Report 91-09-01 (1991)

20. Polycarpou, M.M.: Stable adaptive neural control scheme for nonlinear systems. IEEE Trans.
Autom. Control 41, 447–451 (1996)

21. Lewis, F.L., Jagannathan, S., Yesildirek, A.: Neural Network Control of Robot Manipulators
and Nonlinear Systems. Taylor & Francis, New York (1998)

22. Ge, S.S., Lee, T.H., Harris, C.J.: Adaptive Neural Network Control of Robotic Manipulators.
World Scientific, Singapore (1998)

23. Cheng, L., Hou, Z.G., Tan, M.: Adaptive neural network tracking control for manipulators
with uncertain kinematics, dynamics and actuator model. Automatica 45, 2312–2318 (2009)

24. Farrell, J.A., Polycarpou, M.M.: Adaptive Approximation Based Control: Unifying Neural,
Fuzzy and Traditional Adaptive Approximation Approaches. Wiley-Interscience, Hoboken
(2006)

25. Ge, S.S., Wang, C.: Adaptive neural control of uncertain MIMO nonlinear systems. IEEE
Trans. Neural Netw. 15, 674–692 (2003)

26. Kanellakopoulos, I., Kokotovic, P.V., Morse, A.S.: Systematic design of adaptive controllers
for feedback linearizable systems. IEEE Trans. Autom. Control 36, 1241–1253 (1991)

27. Cheng, L., Hou, Z.G., Tan, M.: Neural-network-based adaptive leader-following control for
multi-agent systems with uncertainties. IEEE Trans. Neural Netw. (under review)





Chapter 4
A New Framework for View-Invariant Human
Action Recognition

Xiaofei Ji, Honghai Liu, and Yibo Li

Abstract An exemplar-based view-invariant human action recognition framework
is proposed to recognize the human actions from any arbitrary viewpoint image se-
quence. In this framework, human action is modelled as a sequence of body key
poses (i.e., exemplars) which are represented by a collection of silhouette images.
The human actions are recognized by matching the observed image sequence to pre-
defined exemplars, in which the temporal constraints are imposed in the exemplar-
based Hidden Markov Model (HMM). Furthermore, a new two-level recognition
framework is introduced to improve the discrimination capability for the similar hu-
man actions. The aim of the first level recognition is to decide an equivalent set in
which the testing action is included instead of directly achieving the final recog-
nition results. In the second level, the weighted contour shape feature is used to
calculate the observation probability to discriminate the similar actions. The pro-
posed framework is evaluated in a public dataset and the results show that it not
only reduces computational complexity, but it is also able to accurately recognize
human actions using single cameras. Besides it is verified that the weighted contour
shape feature is effective to differentiate the similar arm-related actions.

4.1 Introduction

Human action recognition from video is an important and challenging research
topic in computer vision with many potential applications involving human mo-
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Fig. 4.1 A surveillance
scene in dataset for CAVIAR
project

tion understanding such as visual surveillance, content based video retrieval, ath-
letic performance analysis, human-robot interaction, etc. There has been significant
amount of research in action recognition in recent years. Unfortunately, most of
human action recognition methods are constrained with the assumptions of view
dependence, i.e., actors have to face a camera or to be parallel to a viewing plane
[6, 7, 13, 18, 33, 47]. Such requirements on view dependence are difficult, some-
times impossible, to achieve in realistic scenarios. The actions are often observed
from arbitrary camera viewpoints, for instance as shown in Fig. 4.1, so it is desired
that the recognition algorithm exhibit some view invariance. That is to say that anal-
ysis methods remain unaffected by different viewpoints of camera. An action should
remain recognizable while the viewpoint of the camera is changing. The viewpoint
issue has been one of the bottlenecks for research development and practical imple-
mentation of human motion analysis, which has driven growing number of research
groups to pay more attention to the research related to the view-invariant issue [15].

A large number of attempts and research progress on removal of the effect on
human motion analysis methods had been reported in recent years [11, 17, 24, 26,
27, 34, 43, 45, 48]. Those methods can be classified into two categories: template-
based methods and state-space methods.

Template-based methods focus on extracting low-level image from image se-
quence and converting it into a static shape pattern or a special motion feature
pattern which are then compared to features that are pre-extracted from a set of
action template for recognition [1]. Parameswaran and Chellappa [28, 29] handled
the problem of view-invariant action recognition based on point-light displays by
investigating 2D and 3D invariant theory. They obtained a convenient 2D invariant
representation by decomposing and combining the patches of a 3D scene, as shown
in Fig. 4.2.

Rao et al. [31] presented a view-invariant computational representation of human
action to capture dramatic changes in the speed and direction of a motion trajectory,
which was presented by spatio-temporal curvature of a 2D trajectory. Furthermore
a representative spatio-temporal action volumes (STV) was proposed by Yilmaz
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Fig. 4.2 Geometrical
invariants can be computed
from five points that lie in a
plant [28]

Fig. 4.3 Space-time shapes
of “jumping-jack”, “walk”,
“run” actions [5]

and Shah [46] to achieve view-invariant action recognition. On the basis of this
work, a novel 4D action feature (4D-AFM) was presented for recognizing actions
from arbitrary camera views [44]. The above methods are all based on the assump-
tion that point correspondences are available in parts of images. Interest points are
likely to be unreliable in cases of smooth surfaces, motion singularities and low-
quality videos, so their applications are limited to some special occasions. Another
approach was proposed by Blank and Gorelick [5] that represented human actions
as three-dimensional shapes induced by the silhouettes in the space-time volume,
as shown in Fig. 4.3. This method extracts space-time features that do not require
computing point correspondence. This method is not fully view-invariant, however
it is robust to large changes in viewpoint (up to 54 degrees).

A novel framework is proposed that fuses multiple features including a quan-
tized vocabulary of local spatio-temporal volumes and a quantized vocabulary of
spin-images to improve the action recognition. The results demonstrate that fusion
of multiple features helps in achieving improved performance [20]. The template
based approach is a two-stage method. It first directly investigates view-invariant
action representations, then considers the action recognition as a classification prob-
lem. The key to template-matching approaches is to find the vital and robust feature
sets. The advantages of template-based methods are the low computational cost and
the simple implementation, however they are usually more sensitive to noise and
variance of movement duration [15].

Meantime, the methods based on state-space models, e.g., Hidden Markov Mod-
els (HMMs), have been widely applied to express the temporal relationships in-
herent in human actions [2, 12, 23, 30, 35]. These methods usually define each
static human posture as a state of the model. These states are connected by cer-
tain probabilities, and any motion sequence is considered as a tour going through
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Fig. 4.4 Action graph models [22]

various states of these static poses. Probabilities are computed through these tours,
and maximum values are selected as the criteria for human action classification and
recognition [1]. State-space methods usually utilize the results of 3D pose estima-
tion as input to achieve view-invariant action recognition. Lv et al. [21] decomposed
a high dimensional 3D joint space into a set of feature spaces, in which each fea-
ture corresponds to the motion of a single joint or combination of related multiple
joints. In the learning process, for each feature, the dynamics of each action class
are learned with one HMM. In the recognition process, given an image sequence,
the observation probability is computed in every HMM to recognize each action
class, where an AdaBoost scheme is formed to detect and recognize the feature.
The proposed algorithm is effective in that the results are convincing in recogniz-
ing 22 actions on a large number of motion capture sequences as well as several
annotated and automatically tracked sequences. Lv and Nevatia [22] presented an
example-based view-invariant action recognition system that explored the use of
contextual constraints. Those constraints were inherently modelled by a novel ac-
tion graph model representation called Action Net, as shown in Fig. 4.4. Each link
in the action net specified the possible transition of the key poses within an action
class or across different action classes. This approach was demonstrated on chal-
lenging video sets consisting of 15 complex action classes. Owing to the complex-
ity of the action net, modelling transitional probability for each link is not applica-
ble in practice. So, this action net representation neglects the transitional probabil-
ity.

A similar work on exemplar-based HMMs was proposed for view-invariant hu-
man motion analysis [42]. This model can account for dependencies between three
dimensional exemplars, i.e., representative pose instances and image cues. Inference
is then used to identify the action sequence that best explains the image observa-
tions. This work uses a probabilistic formulation instead of the deterministic linked
action graph introduced in [22], so it can handle uncertainties inherent to actions
performed by different people and different styles. However the learning process
is relatively complex. HMM and its variants have been widely used to recognition



4 A New Framework for View-Invariant Human Action Recognition 75

Fig. 4.5 Original image and transformed image for frontal: (a) “rear-diagonal”, (b) “diagonal”
[34]

problems such as modelling human motions. However assumption of independence
is usually required in such generative models, which makes the methods unsuit-
able for accommodating multiple overlapping features or long-range dependences
among observations.

Apart from the above-mentioned approaches, there is another kind of methods
based on image normalization. Those methods pre-process the image sequence be-
fore abstract the human motion feature. In order to remove viewpoint effect, those
methods directly transform all observations into a canonical coordinate frame, then
template matching method and state space method can be used to recognize the hu-
man actions. Normally the actual motion direction must be detected in advance by
using the detected body parts or walking direction. Then matching takes place af-
ter the observations have been normalised. For example, Kale et al. [16] proposed
a method for view invariant gait recognition, in which a person is walking along a
straight line (i.e., make a constant angle with the images plane), then a side-view is
synthesized by homography. The viewpoint invariance is also achieved by project-
ing all the images onto the ground plane [32]. A method was presented by Rogez
et al. [34] that selects a 2D viewpoint-insensitive model (made of shape and stick
figure), then uses the 3D principal directions of man-made environments and the
direction of motion to transform both 2D Model and input images to a common
frontal view, as shown in Fig. 4.5. Though these approaches can remove the view-
point effect directly, a problem with them is that all results completely depend on
the robustness of the body orientation estimation. Furthermore the computational
cost is significantly high.

As the above discussion, the tradeoffs have to be handled between computational
cost and recognition performance in the view-invariant human action recognition.
On the basis of the works [22, 42], we propose a simplified view-invariant human
action recognition framework using exemplar-based HMMs. In our framework, each
human action is modelled by a sequence of static key poses, which are represented
by a set of 2D silhouette images captured from multiple camera viewpoints. Ac-
tion recognition is achieved by using Viterbi search on the exemplar-based HMMs.
The silhouette distance signal is abstracted as shape feature of silhouette image,
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which is efficiently obtained. Hence the reduction of the computational complex-
ity is achieved in action modelling and recognition. Furthermore, the second level
action recognition is introduced to discriminate the similar human actions by using
the weighted contour shape features in the observation probability. It is helpful to
improve the discrimination capability of the proposed framework.

The remainder of this chapter is organized as follows. Section 4.2 overviews
the proposed framework. Exemplar selection and representation are introduced in
Sect. 4.3. Action modelling and recognition are proposed in Sect. 4.4. The experi-
mental results are presented and discussed in Sect. 4.5. The chapter is concluded in
Sect. 4.6 with analysis on future research challenges and directions.

4.2 Overview of the Proposed Approach

Human actions involve both spacial (the body pose in each time step) and temporal
(the transition of the body poses over time) characters in their representations. The
actual appearance of the spacial-temporal representation varies significantly with
camera viewpoint changes. A simplified action representation was utilized in our
method only using remarkable key poses instead of including body poses in all
frames [22, 26]. For example, a cross arm action can be represented by using three
key poses, e.g., stand, raise two arms, cross two arms, as shown in Fig. 4.6. This
representation cannot only reduce the computational complex, but also deal with
the variance in execution styles of the actions.

To accommodate variants of human action in appearance due to camera view-
point, the action model should include appearances at different camera viewpoints.
A exemplar-based view-invariant action recognition method is proposed. The frame-
work of the proposed method is shown in Fig. 4.7, the details are provided in the
following:

1. Key pose extraction and representation: the key poses of each action class are
extracted from a given small set of action sequences from Inria Xmas Motion
Acquisition Sequences (IXMAS) dataset [43] by clustering the 3D visual hull
representations. This dataset provides the 3D visual hull representations which
have been computed using a system of 5 calibrated cameras. Then the 3D key
poses are projected into multiple-view 2D silhouette images using the camera
projection principle under the assumption that only the orientation of an actor

Fig. 4.6 The key pose representation of human action
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Fig. 4.7 The framework of proposed approach

around the vertical axis is variable. Contour shape feature is utilized to represent
those silhouette images.

2. Action representation and model learning: each human action class is modelled
by an exemplar-based HMM. Each state in the HMMs accords with a key pose
exemplar which is represented by a collection of silhouette images observed from
36 different viewpoints. The dynamics, (i.e., transfer matrices) are learned by
utilizing the expectation maximization (EM) algorithm from the given action se-
quences. At the same time, the contextual constraints are imposed in the transfer
matrices to reduce the searching scope.

3. The first level action recognition: the exemplar-based HMMs are used to find the
most likely sequence of actions seen from a single viewpoint video which is ob-
tained by applying the Viterbi algorithm in recognition phrase. At each frame the
observation probability is computed based on shape similarity which is achieved
by calculating the Euclidean distance between the observation and the exemplar.
In this process, we force the camera viewpoint to remain constant or change
smoothly from one key pose to the next consecutive pose.

4. The second level action recognition: according to some similar actions, espe-
cially arm-related actions, it is possible to get the wrong recognition results in
the first level recognition. In order to efficiently discriminate those similar ac-
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tions, the categories of those similar arm-related actions are revalidated by the
second level action recognition. In this process, the weighted contour shape fea-
tures is introduced in calculating the observation probability to obtain the best
matching result.

4.3 Exemplar Selection and Representation

In the proposed framework, each class of human action is modelled as a sequence
over a set of 3D key poses, the exemplars, which are described by multiple view sil-
houette images. It is evident that collecting multiple view human pose images from
real experimental conditions is a difficult task. So we directly obtain multiple view
pose dataset by projecting 3D key poses into multiple view 2D silhouette images
by using the camera projection principle where the camera parameters are known
[42]. 3D key poses are extracted from a small set of action sequences by k-means
clustering.

4.3.1 Key Pose Extraction

There are some popularly used methods of extracting human key poses to describe
human action, including motion capture data based motion energy minima and max-
ima [22], image based optical flow magnitude of foreground pixels extremum [26],
3D pose representation based k-means clustering and wrapper [42]. As we know,
the key point in the process of key pose extraction is to obtain as much key poses as
possible for a special action class and to keep as much distance as possible between
key poses of different actions. In the framework, firstly, we manually select a small
set of human action sequences for each action class from IXMAX dataset which is
a multiple-actor and multiple-action dataset. In this dataset human poses in every
frame are represented in 3D visual hulls that have been computed using a system of
5 calibrated cameras as shown in Fig. 4.8.

Fig. 4.8 3D visual hull presentation
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Fig. 4.9 The exemplars for an action punch

Key poses are extracted for each action by clustering those given 3D visual hull
representations. We extracted 4 exemplars for each action by using k-means method,
which is sufficient to accurately recognize those actions. The exemplars of the action
punch are shown in Fig. 4.9.

4.3.2 2D Silhouette Image Generation

A camera is a mapping between a 3D world (object space) and a 2D image. Let
(Xw,Yw,Zw) be the 3D coordinates of a point in the world coordinate system. Its
projection on the image plane (u, v) is given by:

⎡

⎣
u

v

1

⎤

⎦ =
⎡

⎣
αx 0 u0 0
0 αy v0 0
0 0 1 0

⎤

⎦
[

R t

0T 1

]
⎡

⎢
⎢
⎣

Xw

Yw

Zw

1

⎤

⎥
⎥
⎦ = M1M2

⎡

⎢
⎢
⎣

Xw

Yw

Zw

1

⎤

⎥
⎥
⎦ . (4.1)

M1 is the internal parameter of the camera. M2 is the external parameter of the
camera that is decided by the camera position in world coordinate. R is the rotation
matrix, t is the transition vector.

Due to the fact that a camera is a mapping device between a 3D world (object
space) and a 2D image, 3D visual hull presentations are projected into multiple-view
2D silhouette images by using the camera projection principle. It is only considered
that the orientation of a person around the vertical axis is variable. The orientation
angle is discretized into 36 equally spaced angles within [0,2π], the multiple views
for a given 3D key pose are shown in Fig. 4.10; multiple-view silhouette images of
a given key pose are provided in Fig. 4.11.

The multiple-view silhouette images are centred and normalized in order to con-
tain as much foreground as possible, it leads to the fact that the motion shape is not
distorted and all input frames are equal dimensions.
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Fig. 4.10 Multiple views for
a given key pose

Fig. 4.11 Multi-view silhouette images of a given key pose

4.3.3 Contour Shape Feature

There are some representative shape features of the silhouette image in the previous
chapters, such as shape context descriptor [4], width feature [8], block-based feature
[40] and orientation code [39]. We describe the silhouette images using the silhou-
ette distance matrix, in which it not only can capture both structural and dynamic
information for an action, but also it can be efficiently obtained [10]. An example
of the distance signal is shown in Fig. 4.12, which is generated by calculating the
Euclidean distance between the centroid of the mass points and each edge point of
the silhouette images in clockwise direction.

In order to obtain image rotation invariance, firstly the principle axis of the sil-
houette is computed before computing shape feature, the calculation process is de-
scribed as follows:
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Fig. 4.12 Contour shaper feature of the silhouette image

1. The centroid of silhouette image at time t , is

μt =
(

1

P

P∑

j=1

Vt,j

)

(4.2)

Vt is the coordinate representation of the silhouette image at time t , P is accord-
ing to the total number of the silhouette image points.

2. The covariance matrix, is
(

1

p − 1

) P∑

j=1

(
Vt,j − μt

)∗ (
Vt,j − μt

)T
. (4.3)

3. Calculate the eigenvalues and eigenvectors of above covariance matrix. The di-
rection according to the maximal eigenvalue is the principle axis of the silhouette
image [3].

Before computing shape feature, the rotation angle of the principle axis is com-
pensated so that the principal axis is vertical. That means the silhouette image is
vertical. Furthermore, in order to achieve the scale invariant feature, the contour of
the silhouette image is uniformly re-sampled to 200 edge points, and the distance is
normalized into [0,100], as shown in Fig. 4.12.

By utilizing above method, we selected four exemplars for every action, and
built up a multiple-view dataset for those exemplars. Meantime the representation
of those multiple-view silhouettes is scale and rotation invariance that is a very
useful feature for action modelling and recognition.
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4.4 Action Modelling and Recognition

Human actions evolve dynamically over time, so temporal models such as HMMs
and their variants have been widely applied to model human actions [2, 12, 23,
30, 35]. In our method, each action class is modelled from multiple-person and
multiple-view datasets by learning an exemplar-based HMM. In order to achieve
view-invariant human action recognition, each state in this graph model corresponds
to one human static key pose, which is represented as a collection of contour shape
features of multiple-view 2D silhouette images. Action recognition is achieved by
using the standard HMM algorithm, i.e., the maximum a posteriori estimate, to find
the most likely sequence of actions seen in a single viewpoint video. Observed from
the arbitrary viewpoint, some silhouette images in different human actions look very
similar. That will lead to wrong recognition results. So in our framework, after the
first level action recognition, some similar actions will be revalidated by using the
weighted contour shape feature in the observation probability.

4.4.1 Exemplar-based Hidden Markov Model

The exemplar-based HMM has been used in action recognition to solve the prob-
lem that the space of observations is not Euclidean [12, 42]. In this case, the mean
and variance cannot be defined. The novelty of the exemplar-based HMM is that
mixture density functions are not entered on arbitrary means values, but centred on
prototypical data instances, the exemplars.

A representative graphical model is shown in Fig. 4.13. An action class is mod-
elled as a hidden state sequence Q, e.g., a motion sequence in a pose space which
follows a first order Markov chains over time. An exemplar space is specified by a
set of exemplars, X = {xt , t = 1,2, . . . ,M}. The exemplars are intermediate obser-
vations that are being emitted by the underlying process Q. The final observation yt

at time t derives from a geometric transformation of exemplars, yt ≈ Tαt xt . Tαt is a
geometric transformation with parameter αt .

Fig. 4.13 Graphical model
for exemplar-based tracking
[12, 38]
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Learning this probability model involves learning the exemplars from the train-
ing set, learning the dynamics, i.e., transfer matrix in the form of P(xt |xt−1), and
learning the exemplar probability given the state P(xt |qt ) [12, 38].

4.4.2 Action Modelling

In our method, each action class is modelled by an exemplar-based HMM. Exem-
plars estimation is no longer coupled with the HMMs parameter estimation. Ex-
emplars previously are selected by using the method that has been introduced in
Sect. 4.3. Then the exemplars are represented by a set of contour shape feature of
multiple view 2D silhouette images, which don’t deterministically link to motion
states Q. So there is no coupling between the states and the exemplars. Under this
condition, exemplar probability given the state P(xt |qt ) need not be estimated. Only
the dynamic i.e., transfer matrix P(xt |xt−1), need to be learned by using the tradi-
tional EM approach, in which each exemplar can be treated as a discrete symbol.

The EM procedure iterates is as follows:

1. E-step Using the current parameter values and training data, the expected suffi-
cient statistics(ESS) are estimate.

2. M-step The parameters are re-estimate using the ESS, which for HMMs is
achieved by normalizing the ESS into conditional probabilities.

Note that efficient implementations of the EM iteration usually use the forward-
backward algorithm to estimate the ESS.

Actually learning the dynamics in the form of P(xt |xt−1) needs a large number
of training data. In order to deal with this problem, special action temporal con-
straints are imposed in the dynamics i.e., P(xt |xt−1). Such constraints represent
two aspects: first, the key poses in an action should occur according to some spe-
cific order, for example, during the process of sitting down, pose “went down” must
happen between the pose “standing” and the pose “sitting down”. Some transitions
from one key pose to another one is impossible or no meaning in the real human
actions. Second, change in actor’s orientation should be smooth. That is to say, the
camera viewpoint should remain constant or change smoothly from one key pose to
the next consecutive pose [22]. In our method, we used left-right HMMs to impose
some constraints on the dynamics which lead to better generalization since there are
less transition parameters to consider.

4.4.3 Action Recognition

Separate action models Hc are learned for each action class c ∈ 1, . . . ,C. Given a
set of observations Y = {y1, y2, . . . , yT }, the task is to calculate the probability of
that observation sequence given each of the action models. Then the sequence of
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observation Y can be recognized with maximum of the probability. The algorithm
detail is as follows:

The actual observation y is the detected edge features at each new input frame.
The observation probability is a probabilistic function of the current state of the
action model i.e., p(y|x) is defined as

p(y|x = i) = 1

Zi

exp(−d(y, xi)
2/σ 2

i ) (4.4)

where d is a distance function between the observation and the exemplar, e.g. Eu-
clidean distance or more specialized distance such as the chamfer distance. In our
method the Euclidean distance is employed. The variance σi and the normalization
constant Zi are selected as the method proposed in [12], i.e., σi = σ, i = 1, . . . ,M

(M is the number of exemplars).
Given a sequence of observation Y , using Bayes theorem the posterior of a class

c ∈ 1, . . . ,C is

p(Hc|Y) = p(Y |Hc)p(Hc)

p(Y )
. (4.5)

Because p(Y ) is independent of the class, it follows that

p(Hc|Y) ≈ p(Y |Hc)p(Hc). (4.6)

Then the sequence of observation Y can be recognized with respect to the maxi-
mum a posteriori estimate:

p(Y ) = arg max
c

p(Y |Hc)p(Hc). (4.7)

The joint probability of observation sequence p(Y |Hc) can be obtained by the
Viterbi algorithm, which is efficiently based on dynamic programming. The prior
probabilities p(Hc) is used as an uniformly distributed prior in the framework.

4.4.4 Action Category Revalidation

After the previous action recognition, some similar actions (e.g. check watch and
cross arm, wave hand and scratch head) may get wrong recognition results. In order
to improve the recognition rate, the categories of those similar arm-related actions
are revalidated by the second level action recognition that introduces weighted con-
tour shape features in the observation probability. That is, in our framework, the
action recognition is a two level process as shown in Fig. 4.14. The aim of the first
level process of the recognition is to decide an action set(including multiple simi-
lar actions) in which the testing action is included instead of directly achieving the
final action recognition results. In the second level, weighted contour shape feature
is used to discriminate the similar actions that are included in the same action set to
obtain the best matching result [12].

After the first level action recognition, we know the action set in which the similar
actions are included. In the same action set, the most of parts of the action silhouettes
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Fig. 4.14 The flowchart of
the two levels action
recognition

look very similar from a given camera viewpoint, some difference exists in some
relative small parts. For example, the head, torso, crura parts of the body are likely
to be similar in different silhouette images, while the arm parts of the body are
very different at different silhouette images, especially in the arm-related action.
Since the arm part is represented by only a small number of coutour shape features
with respect to the whole silhouette image, it is possible that the matching between
the observation and exemplar is decided by the major body parts. However, it is
desired that the feature of arm parts is crucial to calculate the matching probability
since these parts will be more discriminative between different silhouette images of
similar actions.

To achieve this goal, different weights are assigned to different feature points in
each silhouette image, that has been used in [12]. Therefore each exemplars xt is
represented as a set of feature locations as well as a set of weights ωt . According
to each feature of exemplar, the relatively big weights are assigned to the feature of
arm-related parts and the smaller weights are assigned to the other parts. It is very
easy to achieve in our framework because our contour shape feature is scaled and
rotate invariant and that has been normalised to the equal dimensions.

In order to efficiently discriminate those similar actions, weighted contour shape
feature is introduced in the observation probability, as shown in (4.8):

p(y|x = i) = 1

Zi

exp(−ωi ∗ d(y, xi)
2/σ 2

i ). (4.8)

According to the similar actions in the same action set, we discriminate them by
advising the observation probability of above HMMs to obtain the best matching
results. In our framework, the second level action recognition is only used to recog-
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nize the arm-related similar actions. It is ineffective to discriminate the actions that
are involved by whole human body.

4.5 Experiments

We demonstrate the proposed framework on a public dataset, the multiple view IX-
MAS dataset. It contains 12 actions (i.e., check watch, cross arms, scratch head,
sit down, get up, turn around, walk in a circle, wave a hand, punch, kick, point,
pick up), and each of them was performed 3 times by 12 actors (5 females and 7
males). Each action is recorded by 5 cameras with the frame rate of 23 fps. In this
dataset, actor orientations are arbitrary since no specific instruction is given during
the acquisition, as shown in Fig. 4.15. So this dataset is very suitable for testing the
effectiveness of the view-invariant action recognition algorithm.

Human silhouette extraction from image sequence is relatively easy for current
vision techniques. How to achieve the silhouette images is not considered in our
framework. We directly use the human silhouette images of the observation se-
quences that are provided with the dataset. The quality of the silhouette image is
general good but many leaks and intrusions are also presented due to imperfect
background subtraction. So morphological close and open operations are applied to
the silhouette image in order to deal with noise, as shown in Fig. 4.16. However, not
all the defects can be repaired, as shown in Fig. 4.17.

It is a challenging task to recognize the actions from this dataset. Human actions
are not absolutely consistent when they perform a given action. The same action
looks quite different when observed from different camera viewpoints, in addition

Fig. 4.15 The IXMAS
database [43]
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Fig. 4.16 An example of defect in the provided silhouette image, (a) observe image, (b) the sil-
houette image, (c) the image after repairing

Fig. 4.17 Other example of defect in the provided silhouette image, (a) observe image, (b) the
silhouette image, (c) the image after repairing

that the same action executed multiple times by the same person, or by different
persons will exhibit variation as shown in Fig. 4.18.

Since male and female actors’ execution styles are significantly different, we
chose 10 actions (i.e., check watch, cross arms, scratch head, sit down, get up, turn
around, walk in a circle, wave a hand, punch, kick), performed by 5 female actors,
each 3 times, and viewed by 4 cameras (except top camera) as training and testing
objects in our experiment. The action sequences were all manually segmented in
advance, so no action segmentation was considered. 4 actors were used for exem-
plar extraction and model learning each time, and another one was used to test the
models. Finally the average recognition rate was calculated.
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Fig. 4.18 Multiple view video of kicking action performed by two actors. It can be seen that the
same action may be look quite different when being observed from different camera viewpoint.
Variation also exists when the same action is performed by different actors. (a) Kicking action of
Alba. (b) Kicking action of Andreas
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Table 4.1 The recognition
rate Action Recognition rate (%)

check watch 78.0

cross arms 80.0

scratch head 75.0

sit down 86.7

get up 85.0

turn around 71.7

walk in a circle 70.0

wave a hand 76.7

punch 83.3

kick 81.7

overall 78.8

Fig. 4.19 Confusion matrix
for recognition

We extracted 4 exemplars for each action, which is sufficient to accurately rec-
ognize those actions. One exemplar-based HMM is used to model each action class,
then a sequence of observation is recognized by using the maximum a posteriori
estimate. The recognition rates for each action class are listed in Table 4.1 after the
first level action recognition. The confusion matrix is provided in Fig. 4.19 to show
the effectiveness of the method.

The results showed that, our system achieved a satisfying average recognition
rate of 78.8% by using a single camera. Our system runs at 15 frames/second, so
it has potential to implement the proposed work into the real time human motion
recognition. Furthermore, among those 10 actions, “sit down” and “get up” were
the easiest actions to recognize because they were more remarkable than the other
actions. Some arm related actions such as “check watch”, “cross arm”, “scratch
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Table 4.2 The recognition
rate Action Recognition rate (%)

check watch 81.7

cross arms 85.0

scratch head 81.7

wave a hand 83.8

overall 83.1

head” and “wave hand” got relatively low recognition rate in that some silhouette
images of the key poses were very similar from a single camera.

The confusion matrix showed that action “check watch” and “cross arm”,
“scratch head” and “wave hand” were very easy to be confused. So after the first
level recognition, actions “check watch” and “cross arm”, “scratch head” and “wave
hand”, were separately defined as the similar action set. We revalidated those similar
actions by using the weighted contour shape features in the observation probability.
The recognition rates are listed in Table 4.2.

The results showed that the weighted contour shape feature was effective to rec-
ognize those similar arm-related actions even under the condition of the arbitrary
camera viewpoint. The average recognition rate rises to 83.1%. Weighted feature
is useful to discriminate the similar actions that just involve the small parts action.
Although the actions “walk” and “turn around” are with high confusion possibil-
ity, those actions involve almost the whole body action. It is no sense to revalidate
them by using the weighted contour shape features. There were some view-invariant
works proposed and tested on the IXMAS dataset, however it is difficult to directly
compare our results with others due to different experimental settings.

4.6 Conclusion

An exemplar-based view-invariant action recognition framework has been proposed
and tested on a challenge dataset (IXMAS dataset) in this chapter. The novelty of
the method is two-fold: (a) a simplified two-level exemplar-based action recogni-
tion framework was proposed for view-invariant action recognition, (b) weighted
contoure shape feature was utilized to recognize the similar human actions. Ex-
perimental results have demonstrated that the proposed framework can effectively
recognize human actions performed by different people and different actions types
in nearly real time without the camera viewpoint constraints. Furthermore, it was
verified that the weighted contour shape feature was effective to discriminate the
similar arm-related actions. Our future works are targeted as follows:

1. Single feature is weak to recognize the complex human actions. Different human
action features have various discriminative abilities, such as silhouettes, shapes,
appearances, optical flow etc. It is necessary to study the characterise of those
cues and fuse multiple features of action to improve the algorithm’s effectiveness
and robustness [8, 14, 20, 40].
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2. Assumption of independence is usually required in HMMs, which makes the
method unsuitable for accommodating multiple overlapping features or long-
range dependences among observations. Researchers have been attempting to
introduce conditional random fields (CRFs) to overcome the independence as-
sumption between observations in human motion analysis [25, 36, 37, 41, 49].
Thereby it is interesting to investigate how to effectively combine CRFs and
HMMs to deal with the viewpoint issue in human motion analysis [24, 40].

3. At present, human behaviour understanding is still restricted to simple and spe-
cial action patterns and special scenes. Therefore, research on semantic descrip-
tion of human behaviours in complex unconstrained scenes still remains an open
issue. Research on behaviour patterns constructed by fusing fuzzy qualitative
description for unknown scenes is another future research direction [9, 19].
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10. Dedeoğlu, Y., Töreyin, B., Güdükbay, U., Çetin, A.: Silhouette-based method for object clas-
sification and human action recognition in video. In: Proc. European Conf. Computer Vision,
pp. 62–77 (2006)

11. Elgammal, A., Lee, C.: Inferring 3D body pose from silhouettes using activity manifold learn-
ing. In: Proc. IEEE Conf. Computer Vision and Pattern Recognition, pp. 681–688 (2004)

12. Elgammal, A., Shet, V., Yacoob, Y., Davis, L.: Learning dynamics for exemplar-based gesture
recognition. In: Proc. IEEE Conf. Computer Vision and Pattern Recognition, vol. 1, pp. 571–
578 (2003)

13. Fathi, A., Mori, G.: Action recognition by learning mid-level motion features. In: Proc. IEEE
Conf. Computer Vision and Pattern Recognition, pp. 1–8 (2008)

14. Hu, Y., Cao, L., Lv, F., Yan, S., Gong, Y., Huang, T.S.: Action detection in complex scenes
with spatial and temporal ambiguities. In: Proc. IEEE Conf. Computer Vision, pp. 1–8 (2009)



92 X. Ji et al.

15. Ji, X., Liu, H.: Advances in view-invariant human motion: a review. IEEE Trans. Syst. Man
Cybern., Part C, Appl. Rev. 40, 13–24 (2010)

16. Kale, A., Chowdhury, A., Chellappa, R.: Towards a view invariant gait recognition algorithm.
In: Proc. IEEE Conf. Advanced Video and Signal Based Surveillance, pp. 143–150 (2003)

17. Lee, C., Elgammal, A.: Simultaneous inference of view and body pose using torus manifolds.
Proc. Int. Conf. Pattern Recognit. 3, 489–494 (2006)

18. Li, H., Lin, S., Zhang, Y., Tao, K.: Automatic video-based analysis of athlete action. In: Proc.
IEEE Conf. Image Analysis and Processing, pp. 205–210 (2007)

19. Liu, H.: A fuzzy qualitative framework for connecting robot qualitative and quantitative rep-
resentations. IEEE Trans. Fuzzy Syst. 16(6), 1522–1530 (2008)

20. Liu, J., Ali, S., Shah, M.: Recognizing human actions using multiple features. In: Proc. IEEE
Conf. Computer Vision and Pattern Recognition, pp. 1–8 (2008)

21. Lv, F., Nevatia, R.: Recognition and segmentation of 3-D human action using HMM and
multi-class AdaBoost. In: Proc. European Conf. Computer Vision, vol. 4, pp. 359–372 (2006)

22. Lv, F., Nevatia, R.: Single view human action recognition using key pose matching and Viterbi
path searching. In: Proc. IEEE Conf. Computer Vision and Pattern Recognition, pp. 1–8
(2007)

23. Mori, T., Segawa, Y., Shimosaka, M., Sato, T.: Hierarchical recognition of daily human ac-
tions based on Continuous Hidden Markov Models. In: Proc. IEEE Conf. Automatic Face and
Gesture Recognition, pp. 779–784 (2004)

24. Natarajan, P., Nevatia, R.: View and scale invariant action recognition using multiview shape-
flow models. In: Proc. IEEE Conf. Computer Vision and Pattern Recognition, pp. 1–8 (2008)

25. Ning, H., Xu, W., Gong, Y., Huang, T.: Latent pose estimator for continuous action recogni-
tion. In: Proc. European Conf. Computer Vision, pp. 1–7 (2008)

26. Ogale, A., Karapurkar, A., Aloimonos, Y.: View-invariant modeling and recognition of human
actions using grammars. Proc. IEEE Conf. Comput. Vis 5, 115–126 (2005)

27. Ong, E., Micilotta, A., Bowden, R., Hilton, A.: Viewpoint invariant exemplar-based 3D human
tracking. Comput. Vis. Image Underst. 104(2–3), 178–189 (2006)

28. Parameswaran, V., Chellappa, R.: View invariants for human action recognition. In: Proc.
IEEE Conf. Computer Vision and Pattern Recognition, vol. 2, pp. 83–101 (2003)

29. Parameswaran, V., Chellappa, R.: View independent human body pose estimation from a sin-
gle perspective image. In: Proc. IEEE Conf. Computer Vision and Pattern Recognition, vol. 2,
pp. 16–22 (2004)

30. Patrick, P., Vand Geoff Svetha, W.: Tracking as recognition for articulated full body human
motion analysis. In: Proc. IEEE Conf. Computer Vision and Pattern Recognition, pp. 1–8
(2007)

31. Rao, C., Yilmaz, A., Shah, M.: View-Invariant representation and recognition of actions. Int.
J. Comput. Vis. 50(2), 203–226 (2002)

32. Ribeiro, P., Santos-Victor, J., Lisboa, P.: Human activity recognition from video: model-
ing, feature selection and classification architecture. In: Proc. Int Workshop. Human Activity
Recognition and Modelling, pp. 1–10 (2005)

33. Rittscher, J., Blake, A., Roberts, S.: Towards the automatic analysis of complex human body
motions. Image Vis. Comput. 20(12), 905–916 (2002)

34. Rogez, G., Guerrero, J., Martınez, J., Orrite, C.: Viewpoint independent human motion anal-
ysis in man-made environments. In: Proc. British Machine Vision Conference, pp. 659–668
(2006)

35. Shi, Y., Bobick, A., Essa, I.: Learning temporal sequence model from partially labeled data.
In: Computer Vision and Pattern Recognition, pp. 1631–1638 (2006)

36. Sminchisescu, C., Kanaujia, A., Metaxas, D.: Conditional models for contextual human mo-
tion recognition. Comput. Vis. Image Underst. 104(2–3), 210–220 (2006)

37. Sutton, C., McCallum, A., Rohanimanesh, K.: Dynamic conditional random fields: factorized
probabilistic models for labeling and segmenting sequence data. J. Mach. Learn. Res. 8, 693–
723 (2007)

38. Toyama, K., Blake, A.: Probabilistic tracking with exemplars in a metric space. Int. J. Comput.
Vis. 48, 9–19 (2002)



4 A New Framework for View-Invariant Human Action Recognition 93

39. Ullah, F., Kaneko, S.: Using orientation codes for rotation-invariant template matching. Pattern
Recognit. 37(2), 201–209 (2004)

40. Wang, L., Suter, D.: Recognizing human activities from silhouettes: motion subspace and
factorial discriminative graphical model. In: Proc. IEEE Conf. Computer Vision and Pattern
Recognition, pp. 1–8 (2007)

41. Wang, S., Quattoni, A., Morency, L., Demirdjian, D., Darrell, T.: Hidden conditional random
fields for gesture recognition. In: Proc. IEEE Conf. Computer Vision and Pattern Recognition,
vol. 2, pp. 1521–1527 (2006)

42. Weinland, D., Grenoble, F., Boyer, E., Ronfard, R., Inc, A.: Action recognition from arbitrary
views using 3D exemplars. In: Proc. IEEE Conf. Computer Vision, pp. 1–7 (2007)

43. Weinland, D., Ronfard, R., Boyer, E.: Free viewpoint action recognition using motion history
volumes. Comput. Vis. Image Underst. 104, 249–257 (2006)

44. Yan, P., Khan, S., Shah, M.: Learning 4D action feature models for arbitrary view action
recognition. In: Proc. IEEE Conf. Computer Vision and Pattern Recognition, vol. 12, pp. 1–8
(2008)

45. Yang, Y., Hao, A., Zhao, Q.: View-invariant action recognition using interest points. In: Proc.
Int. Conf. Multimedia Information Retrieval, pp. 305–312 (2008)

46. Yilmaz, A., Shah, M.: Actions as objects: a novel action representation. In: Proc. IEEE Conf.
Computer Vision and Pattern Recognition, pp. 984–989 (2005)

47. Yu, H., Sun, G., Song, W., Li, X.: Human motion recognition based on neural network. In:
Proc. IEEE Conf. Communications, Circuits and Systems, vol. 2, pp. 977–982 (2005)

48. Yu, S., Tan, D., Tan, T.: Modelling the effect of view angle variation on appearance-based gait
recognition. In: Proc. Asian Conf. Computer Vision, vol. 1, pp. 807–816 (2006)

49. Zhang, J., Gong, S.: Action categorization with modified hidden conditional random field.
Pattern Recognit. 43, 197–203 (2010)





Chapter 5
Using Fuzzy Gaussian Inference and Genetic
Programming to Classify 3D Human Motions

Mehdi Khoury and Honghai Liu

Abstract This research introduces and builds on the concept of Fuzzy Gaussian In-
ference (FGI) (Khoury and Liu in Proceedings of UKCI, 2008 and IEEE Workshop
on Robotic Intelligence in Informationally Structured Space (RiiSS 2009), 2009)
as a novel way to build Fuzzy Membership Functions that map to hidden Probabil-
ity Distributions underlying human motions. This method is now combined with a
Genetic Programming Fuzzy rule-based system in order to classify boxing moves
from natural human Motion Capture data. In this experiment, FGI alone is able to
recognise seven different boxing stances simultaneously with an accuracy superior
to a GMM-based classifier. Results seem to indicate that adding an evolutionary
Fuzzy Inference Engine on top of FGI improves the accuracy of the classifier in a
consistent way.

5.1 Introduction

This study presents a novel machine learning technique tested in the application do-
main of behaviour understanding, that is to say the recognition and description of
actions and activities from the observation of human motions. The process of be-
haviour understanding is usually performed by comparing observations to models
inferred from examples using different learning algorithms. Such techniques pre-
sented in [3] and [4] can be used either in the context of template matching [5],
state-spaces approaches [6], or semantic description [7]. Our application domain is
focused on sport, and more precisely, boxing. We have discarded template match-
ing as it is generally more susceptible to noise, variations of the time intervals of
the movements, and is viewpoint dependent [4]. We are not interested in a pure
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semantic description as we need to analyse and evaluate a boxing motion in a rela-
tively detailed way. We therefore focus on identifying static states during a motion
(i.e., state-spaces approach). Conventionally, machine learning techniques in use
for solving such problems vary from dynamic Time Warping [8], to Hidden Markov
Models [9], Neural Networks [10], Principal Component Analysis [11], or varia-
tions of HMM or NN such as Coupled Hidden Markov Models [9], Variable-Length
Markov Models [12], Fuzzy HMM [13], or Time-Delay Neural Networks [14]. This
chapter introduces a different method that allows us to build from learning sam-
ples fuzzy qualitative models corresponding to different states. An automated way
to generate fuzzy membership function is proposed [1]. It is applicable to biologi-
cally “imprecise” human motion, by mapping an estimation of centroid and range
from a cumulative normal distribution to a membership function. Refined qualitative
statement are then extracted from membership scores using Genetic Programming
instead of using a standard Mangmani-typed rule-based system like in [15]. First the
human skeletal representation in use will be described, then the process by which
stances are recognized (Guard, Jab, Cross, Lower Cross, Lower Jab, Right Hook,
Left Hook, Lower Left Hook, and Right Uppercut) with fuzzy membership func-
tions, then some mathematical properties of this technique, some informations on
the Genetic Programming based rule extraction process, and finally, experimental
results will be presented and discussed.

5.2 Human Skeletal Representation

There exists a wide range of ways to represent the human body in the study of hu-
man motion. In kinesiology or biomechanics, models of the human body are based
on precise 3-D joint data, kinematic analysis, and analytical dynamics (forces and
torques for a movement are also of interest [16]). In this experiment, such detailed
information might not be needed, especially considering that models like the Inter-
national Society of Biomechanics Joint-Coordinate system [17, 18] or the Tilt-Twist
representation system [19] are still incomplete and computationally expensive. The
next step of our work will be focused not only on motion recognition but also per-
formance analysis. There might be a need to assess the correctness of a given mo-
tion. This means that focusing on watching the displacements of the end-effectors
of a chain of links (for example watching the trajectory of the end of a foot and
hands instead of the whole body) to understand a motion [5, 20] is not sufficient.
It is important to be able to decompose the motion into subcomponents such as
the rotations of individual joints. Therefore, the representation system must be able
to keep track of multiple joints rotations. For this research, representation system
in use is the widely spread .BVH motion capture format [21] in which a human
skeleton is formed of skeletal limbs linked by rotational joints (see Fig. 5.1). It
uses Euler angles to quantify rotations of joints having three Degrees of Freedom.
This system is not perfect (Gimbal Lock is a possible issue), but allows to gather
data easily when using motion capture while keeping track of subcomponents such
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Fig. 5.1 Optical markers—resulting BVH representation

as the rotations of individual joints. The following choices and assumptions are
made:

• Knowing that motion capture data cannot give absolutely exact skeletal displace-
ments of the joints [22] due to soft tissues movements, this work simply seeks to
use it to obtain an approximation which would be good enough to characterize
the motion.

• The body is simplified to nineteen main joints and it is assumed that this number is
sufficient to characterize and understand the general motions of a human skeleton
performing boxing combinations. (Human being can after all identify a motion
from the observation of a limited number of points moving in space.) Reference
to the psychology study. . .

• Each joint is seen as having three degrees of freedom. The rotations of such joints
are represented by Euler ZXY angles. A joint rotation is therefore characterized
by three rotation angles Z, X and Y given in degrees by the .BVH motion capture
format sampled at the speed of 120 frames per second.

In practice, for every frame, our observed data takes the shape of a nineteen-by-three
matrix describing ZXY Euler Angles for all nineteen joints in a simplified human
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skeletal representation. In other words, 57 continuous variables (each between 0 and
360) characterize a stance at any time.

5.3 The Learning Method

To learn to recognize a stance, a model needs to be extracted (i.e., a fuzzy member-
ship function) for this stance from learning data. This stance is later identified during
a motion by evaluating the membership score of the observed data with respect to
the learned model. This chapter will first describe the model itself (the notion of
fuzzy membership function). It will then describe the novel process by which this
model is generated: Fuzzy Gaussian Inference. Finally, it will show how the degree
of membership of observed data to a given template is computed.

5.3.1 Model Description: the Fuzzy Membership Function

The fuzzy linguistic approach introduced by Zadeh [23] allows us to associate a lin-
guistic variable such as a “guard” stance with linguistic terms expressed by a fuzzy
membership function. Using a trapezoid fuzzy-four-tupple (a, b,α,β) which de-
fines a function that returns a degree of membership in [0,1] (see Fig. 5.2 and (5.1))
seems to be more interesting as there is a good compromise between precision and
computational efficiency (compared with, for example, the triangular membership
function):

μ(x) =

⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

0, x < a − α,

α−1(x − a + α), x ∈ [a − α a],
1, x ∈ [a b],
β−1(b + β − x), x ∈ [b, b + β],
0, x > b + β.

(5.1)

Fig. 5.2 Fuzzy-4-tuple
membership function
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5.3.2 Model Generation: Fuzzy Gaussian Inference

Frames identified as “Guard” of membership equal to one are used as learning sam-
ples. The identification of these example data is made by a system similar to Reverse
Rating [24], which is to say that, in our case, an expert (a human observer) is asked
to do the following: identify a group of frames whose motion indicates a stance that
possesses the degree 1.0 of membership in the fuzzy set “Guard”. Once these learn-
ing data are obtained, a fuzzy membership function can be generated. Many kinds
of procedures for the automated generation of membership functions can be found
in the literature. Fuzzy Clustering [25], Inductive Reasoning [26], Neural Networks
[27] and Evolutionary Algorithms [28] have been used, among others, to build such
functions. Estimation of S-Function from Histograms [29] has also been done, some
of it based on the optimization of fuzzy entropy [30]. So far, one downside of such
techniques has been the difficulty to link the notion of fuzzy membership to the no-
tion of probability distribution. One noticeable attempt to link both concepts in the
generation of membership functions has been done by Frantti [31] in the context of
mobile network engineering. Unfortunately, this approach is relatively limited as the
minimum and maximum of the observed data are the absolute limits of the mem-
bership function. As a consequence, such a system ignores motions which are over
the extremum of the learning range of the examples. This work presents a method
that overcomes this problem by introducing a function that maps the probability that
values fall within a given cumulative normal distribution to a degree of membership.
This relies on the assumption that, for a population of samples representing a given
motion, the Z, X and Y Euler angles characterizing the motion tend to be normally
distributed. Assuming that the space of known boxing motions is informationally
structured by these hidden Gaussian Distributions, there is a need to build fuzzy
membership functions that map to these underlying structures. The mapping from
probability distribution to membership score is done by examining the range and
center of density of the learning data for one specific motion. In our experiment,
there is a limited number of motion capture learning samples of a given stance (let
us say a defensive posture called “Guard”). Looking at each Euler angle Z, X, Y for
every joint j for this type of motion, it can be observed that, in our training sample,
each Euler Angle e in each joint has a global minimum and maximum. This range
is defined between minimum and maximum of the learning sample as the range
δ(e, j) of degree of membership one in the fuzzy set “Guard”. Knowing the size of
our training sample, it is possible to estimate how much the range of our learning
sample represents compared to the range of all possible guards. For example, if the
range of our sample represents around 68.2% of the maximum range of all possible
guards (γ = 0.682), then there is a degree of membership 1 for two standard devia-
tions (one on each side) on the population maximum range. This means that the rest
of the distribution that will have membership inferior to one will take three remain-
ing standard deviations on each side. To summarize the salient points of our method,
considering the range and center of density of the learning sample, the shape of a
fuzzy membership function will be defined by the following four factors:
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Fig. 5.3 Influence of the
cumulative normal
distribution parameter on the
shape of the fuzzy
membership function

Fig. 5.4 Moving the centroid
shifts the distribution and
deforms the fuzzy
membership function

• The maximum number of standard deviations covered by the fuzzy membership
function. In this example, the maximum range is approximated by assuming that
it is four standard deviations away in both directions from the mid-point of the
range of membership one. This will define the length of the base of the trapezoid
shape.

• Depending on the cumulative normal distribution evaluation defining the parame-
ter γ , a portion of the four standard deviations representing the total range will be
allocated to the membership-one-range and the remaining part will be allocated
to the lower membership degrees. This will define the length of the top part of the
trapezoid shape (see Fig. 5.3).

• The average of the means is extracted out of each learning sample. This will
correspond to the centroid of the data samples of membership one.

• While the distance |(b + β) − (a − α)| will be constant, a − α and b + β will
be shifted to the side proportionally to the way the centroid is shifted from the
midpoint (see Fig. 5.4 and (5.3)). This will shift the base of the trapezoid shape
to either side.

For example, if the centroid is at the same position with the middle of the
membership-one-range δ(e, j), and this range is evaluated as representing 95%
of the maximum theoretical range, then our fuzzy membership function will be
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symmetric (α = β = 2 standard deviations on each side of the membership-one-
range). The centroid c and the constant μ are such that:

|c − a| = μ × |b − a|. (5.2)

Let this range be evaluated as representing 95% of the global theoretical range,
then the fuzzy membership function would be shifted to the left such that:

{
α = (1 − μ) × (α + β),

β = μ × (α + β).
(5.3)

5.3.3 Membership Evaluation

Our observed data take the shape of a nineteen-by-three matrix describing ZXY
Euler Angles for all nineteen joints. One evaluates how close this matrix is from a
“Guard” stance by calculating the degree of membership of every Euler Angle in
every joint (we have previously built a fuzzy-4-tuple corresponding to the “Guard”
stance for every one of these Euler angles), and then, an average membership score
is computed. This approach could probably be improved in the near future by intro-
ducing weighted average for certain joints (for example, the position of the elbow
might be more important than the position of the knee when in guard). If a frame
has a high membership score for several fuzzy sets, an order of preference of these
sets can be established by comparing the Euclidean distance of the observed data to
the centroid of each fuzzy set.

5.4 Mathematical Properties

Fuzzy Gaussian Inference (FGI) does not have the problem linked to dimensional-
ity reduction of methods such as PCA as we keep the initial number of dimensions
when building the model. The method decompose what would normally be a Gaus-
sian Mixture of a number x of m-dimensional Normal distributions into x×m Fuzzy
Membership Functions (see Fig. 5.5). In this study nineteen 3-dimensional rotation
continuous data are used to produce 19 × 3 = 57 fuzzy membership functions.

The flexibility of a machine learning method is generally determined by how suc-
cessfully it can be applied to different application domains. Empirically speaking,
making use of supervised machine learning techniques generally involves testing a
data sample with different parameter values in order to reach an optimal combina-
tion leading to a maximized performance of the given system. Two of the contribut-
ing factors to the degree of usability for such methods are the number of parameters
in use and the sensitivity the system exhibits to slight variations in parameters val-
ues. In other words, if our classifier is parameter dependant like most machine learn-
ing techniques, we want to know what is the relationship between the parameters,
and how do variations in these parameters influence the overall system performance.
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Fig. 5.5 How FGI
decomposes Gaussian
mixture models

Fuzzy Gaussian Inference is based on two parameters which, combined with input
data, produce a classification with a certain degree of accuracy. The first parameter
is the evaluation of the “relative size” of our sample. Intuitively it could be defined
as the ratio of the correct “guard” movements that the learning sample represents
over the range of all possible correct “guard” movements. This number would be
a percentage lying in the interval ]0,0.999936657516[ where the maximum range
considered is 4 standard deviations in both directions. This ratio is transformed into
a z-score n. To be more precise, this ratio represents the average over x × m dimen-
sions of the area under the bell curve between μ − nσ and μ + nσ in terms of the
cumulative normal distribution function φ given by:

φ(n) − φ(−n) = 2φ(n) − 1 = erf(n/
√

2) (5.4)

where erf( ) is defined as the error function such that:

erf(x) = 2√
π

∫ x

0
e−t2

dt. (5.5)

The z-score n can therefore be deduced from the parameter by using the inverse er-
ror function. The second parameter is a ratio representing the membership threshold
in use with the classifier. A membership threshold of 0.95 means for example that
we are interested in identifying all frames which have a membership score ≥ 95% of
the fuzzy membership function “Guard”. When classifying different types of move-
ments, for a given specific accuracy, there seems to be a mathematical relationship
between the parameter φ and the membership threshold t . Let g be the function that
maps the parameter φ (an estimation of the relative-size of the learning sample) to
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Fig. 5.6 Function mapping
the relative-size φ to the
threshold t

Fig. 5.7 Function mapping
the error to over-estimation of
φ in the “Guard” learning
sample

the membership threshold t for a given accuracy such that: g(φ) = t . One can ob-
serve that for any parameter φ, it seems that: ġ(φ) < 0, that is to say that the slope
of the function g is always negative. For a given accuracy, the threshold t seems to
vary as a function of φ following a general curve with an equation of the form:

t = δ + 1/ (γ × logφ) (5.6)

where δ and γ are constants linked to the dataset considered. Figure 5.6 shows dif-
ferent plots of the function g mapping the relative-size parameter φ on the x-axis
to the threshold t on the y-axis using three different data sets. Using the concept of
elasticity to evaluate if the threshold t is φ-elastic, it becomes noticeable that the
elasticity is poor when using a very high φ value (superior to 0.95). The maximum
elasticity is obtained when φ is between 40 and 95%. This means that in our data
set, the variations of the φ parameter are more likely to influence the threshold t if
φ is kept between 0.4 and 0.95. Regarding the relationship between accuracy and
parameters, the accuracy seems to falter with higher values of φ. This makes sense
because, our sample being of limited size, over-estimating its relative-size will dam-
age the accuracy of the classifier. The loss in accuracy is determined as a function
of the relative-size parameter φ. When classifying a guard, the error is rising with
over-estimation of φ up to a maximum of 10% which is relatively reasonable (see
Fig. 5.7).
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5.5 Extracting Fuzzy Rules Using Genetic Programming

FGI classifies frames into identified motions using membership scores. However,
this classification is done frame by frame and is not time-based. Neither does it take
into account previous or following motions. In this context, refining the qualitative
output using some kind of context-aware fuzzy-rules becomes the next logical step.
Rules are inferred using evolution, and more specifically Genetic Programming. For
the purpose of this research, a Strongly-Typed Genetic Programming open-source
distribution was built [32]. The genetic programming (GP) system evolves rules of
the type If Then Replace X by Y that are applied to qualitative output of each frame.
The GP terminal and function sets contain the following elements:

• Operators that return the frames that belong to motions of a given duration. e.g.
is_short expresses a duration of less than 5 frames, is_medium expresses a du-
ration between 5 and 19 frames, is_long expresses a duration of more than 19
frames. These duration figures seemed to be empirically the most suited to the
observed data set.

• Operators that return the groups of frames that belong to the first, second and
third best membership scores of a motion e.g. membership_1(jab) return groups
of frames with the best membership score for a motion as a jab, member-
ship_2(left_hook) return groups of frames with the second best membership score
for a motion as a left hook, membership_3(lower_left_hook) return groups of
frames with the third best membership score for a motion as a lower left hook.

• Operators that return the groups of frames that have specific previous motions e.g.
left_2(guard, jab) returns groups of frames preceded in order by a guard and then
a jab motion, and right_3(hook, guard, jab) returns groups of frames succeeded
by a hook, a guard and then a jab motion.

• Logical operators e.g. and, or, not
• An If Then Replace X by Y statement that use the previous operators to identify

groups of frames and replace their best motion membership score by a differ-
ent one, e.g. If Then Replace X by Y(membership_2(guard), jab, cross) replace
the “jab” first membership score with “cross” in groups of frames defined by a
“guard” second best membership score.

Fig. 5.8 A typical set of rules generated by GP
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One individual consists of four interconnected If Then Replace X by Y rules. The
GP parameters are:

• A population size of 1000 individuals, with a maximum number of 400 genera-
tions per evaluation.

• Tournament selection of size seven and selection probability 0.8.
• The probabilities of crossover, mutation, and reproduction are respectively 0.5,

0.49 and 0.01.

The fitness function simply sums the number of frames that have a different quali-
tative output from the frames present in a “perfect” sequence as defined by a human
observer. So if y is the total number of frames observed, 	 is one unit that expresses
a difference of classification on one frame between FGI and the human observer,
then the fitness F is such that:

F =
y∑

r=1

	r. (5.7)

The Koza operators such as the tree building “ramped half and half” algorithm,
and operators such as crossover, mutation are all modified with a Strongly-Typed
flavour. In practice, this means that the structure of all the individuals generated will
be defined by a set of rules. These rules associate for each parent node an ordered set
of children nodes. To be more precise, each parent node maps to a list of possible
children nodes which can be either function nodes or terminal nodes as shown in
Table 5.1.

5.6 Experiment and Results

5.6.1 Apparatus

The motion capture data are obtained from a Vicon Motion Capture Studio with
eight infra-red cameras. The motion recognition is implemented in MATLAB 2007
on a single machine: a PC with an Intel core duo 2 GHz with 2 Gigs of RAM.
An additional MATLAB toolbox [33] is also used for extracting Euler Angles from
.BVH files.

5.6.2 Participants

Three male subjects, aged between 18 and 21, of light to medium-average size
(167 cm to 178 cm) and weight (59 to 79 kg), all practising boxing in competition
at the national level. None of them presented any abnormal gait. Optical Markers
were placed in a similar way on each subject to ensure a consistent motion capture
(see Fig. 5.9).
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Table 5.1 Grammar rules
defining the individuals
produced with strongly typed
GP

Parent nodes Associated children nodes

Function nodes Terminal nodes

Root If Then Replace X by Y Empty

If Then Replace X by Y Membership_1 Is_Short

Membership_2 Is_Medium

Membership_3 Is_long

Left_1 Mvt Type 1

Left_2 Mvt Type 2

Left_3 Mvt Type 3

Right_1 Mvt Type 4

Right_2 Mvt Type 5

Right_3 Mvt Type 6

And Mvt Type 7

Or

Not

Membership_1 Empty Mvt Type 1

Membership_2 Mvt Type 2

Membership_3 Mvt Type 3

Left_1 Mvt Type 4

Left_2 Mvt Type 5

Left_3 Mvt Type 6

Right_1 Mvt Type 7

Right_2

Right_3

And Membership_1 Is_Short

Or Membership_2 Is_Medium

Membership_3 Is_long

Left_1

Left_2

Left_3

Right_1

Right_2

Right_3

And

Or

Not
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Table 5.1 (Continued)
Parent nodes Associated children nodes

Function nodes Terminal nodes

Not Membership_1 Is_Short

Membership_2 Is_Medium

Membership_3 Is_long

Left_1

Left_2

Left_3

Right_1

Right_2

Right_3

And

Or

5.6.3 Procedure

The motion capture data is obtained from several subjects performing each boxing
combination four times. There are twenty-one different boxing combinations, each
separated by a guard stance. These are performed at two different speeds (medium-
slow and medium fast). The boxing combinations are using in different order basic
boxing stances. There are in total nine quite precisely defined basic stances (the level
of precision needed to identify such motions is non-negligible). These are described
in [34] as follow:

• Guard: a defensive position where the boxer stands with the legs shoulder-width
apart and the rear foot a half-step behind the lead foot. The lead (left) fist is held
vertically about six inches in front of the face at eye level. The rear (right) fist is
held beside the chin and the elbow tucked against the ribcage to protect the body.

• Jab: a quick, straight punch thrown with the lead hand from the guard position.
The jab is accompanied by a small, clockwise rotation of the torso and hips, while
the fist rotates 90 degrees, becoming horizontal upon impact.

• Lower Jab: similar to a jab in a crouching stance.
• Cross: a powerful, straight punch thrown with the rear hand. From the guard po-

sition, the rear hand is thrown from the chin, crossing the body and travelling to-
wards the target in a straight line. The rear shoulder is thrust forward and finishes
just touching the outside of the chin. At the same time, the lead hand is retracted
and tucked against the face to protect the inside of the chin. For additional power,
the torso and hips are rotated counter-clockwise as the cross is thrown.

• Lower Cross: similar to a cross in a crouching stance.
• Right Hook: a semi-circular punch thrown with the lead hand to the side of the

opponent’s head. From the guard position, the elbow is drawn back with a hori-
zontal fist (knuckles pointing forward) and the elbow bent. The rear hand is tucked
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Fig. 5.9 Optical markers placement—front and back view

firmly against the jaw to protect the chin. The torso and hips are rotated clock-
wise, propelling the fist through a tight, clockwise arc across the front of the body
and connecting with the target. At the same time, the lead foot pivots clockwise,
turning the left heel outwards.

• Left Hook: similar to a Right Hook, but done with the rear hand.
• Lower Left Hook: similar to a Left Hook in a crouching stance.
• Right Uppercut: a vertical, rising punch thrown with the rear hand. From the

guard position, the torso shifts slightly to the right, the rear hand drops below the
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level of the opponent’s chest and the knees are bent slightly. From this position,
the rear hand is thrust upwards in a rising arc towards the opponent’s chin or torso.
At the same time, the knees push upwards quickly and the torso and hips rotate
anti-clockwise and the rear heel turns outward, mimicking the body movement of
the cross.

Due to time constraints, we use a subset of seven stances in the experiments in-
volving the GP qualitative output filter: Guard, Jab, Cross, Right Hook, Left Hook,
and Lower Left Hook. The fuzzy membership function template corresponding to
a “Guard” stance is extracted from various samples. First all three participants are
used to learn and to test how well the system recognizes some of their Guard stances.
Then, an evaluation is done to see how the system cope to learn from only two par-
ticipants, and test how well it recognize stances from a third different participant.
The accuracy of the system is examined when learning to recognize seven differ-
ent boxing stances simultaneously. At first there is an evaluation on how accurately
each frame is classified individually (see Fig. 5.10). Then, a Genetic Programming
fuzzy rule-based system is used to classify frames by looking at groups of frames
and their relative positions (see Fig. 5.11). The inputs for each given time frame are
the seven membership scores of each known move. These membership scores si are
re-scaled (see Fig. 5.10) by fine-tuning the thresholds ti linked to each input i the
following way:

si = (si − ti ) ÷ / (1 − ti ) . (5.8)

Fuzzy rules are generated using Strongly-Typed Genetic Programming (a specific
Python based open source package has been built for this purpose [32]). They have
an If-Then type of structure, and take as input for each group of frames the first,
second and third highest membership scores. They produce as output groups of
frames with modified first membership scores (see Fig. 5.11). There can be seven
different types of moves, therefore seven possible qualitative outputs for a group of
frames. The system generates four rules. Let j = 1,2, . . . ,4 be the identifier of a
given rule. Each rule fj can be seen as a function of the form that is applied to each
group of frames k:

{
fj : Xk → Xk|Xk = 1,2, . . . ,N

}
N = 7, and j = 1,2, . . . ,4. (5.9)

Each rule produces an output which is used in turn as an input for the next rule. This
means that one set of 4 rules is in fact a function composition of the type:

{f1 ◦ f2 ◦ f3 ◦ f4(Xk) : Xk → Xk|Xk = 1,2, . . . ,N}N = 7. (5.10)

The fitness of set of rules is evaluated by looking at the accuracy the classification of
groups of frames depending on their relative positions. This “context-aware” accu-
racy (as opposed to the “short-sighted” accuracy of an individual frame) is evaluated
by summing the overall number of frames that differ from the classification made
by a human observer.
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Fig. 5.10 Extraction of the
three best membership scores
for all frames

5.6.4 Results

An evaluation of the classifier is done by comparing its performance to a human
observer. One expert identifies “Guard” frames of membership 1 and of member-
ship 0 (non-guard frames). The number of false positives (frames identified by the
expert as non-guards, but identified by the classifiers as guards) and false negatives
(frames identified by an expert as guards, but classified as non-guards by the system)
are taken into account. ROC analysis is used to plot the true positive rates versus the
false positive rates as a function of different membership thresholds. The data are
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Fig. 5.11 Fuzzy rule-based
improved classification of a
right hook movement

Fig. 5.12 3-fold
cross-validation ROC
analysis of the guard classifier

partitioned into sub-samples and tests are run using K-fold cross-validation. We
present results for a 3-fold cross-validation (as we have three different participants)
where one third of the data is used for learning while the rest is used for testing as
shown in Fig. 5.8. The testing samples represent in total about 107000 unidentified
frames. In this example, we analyse two situations:

• first situation: all participants are used for learning and testing. This means there
is a greater similarity between the learning and the test samples, as the gait dif-
ferences are reduced. This situation generally leads to better results in the classi-
fication task, and is the approach in use most of the time in the research area.

• second situation: two participants are used for learning and a third one with a
different gait for testing (all combinations are averaged to produce a single es-
timation). In this case, there are greater gait differences between the learning
sample and the test sample as we do not use the same subjects for learning and
for testing. This approach generally leads to weaker results but also validates the
generalisation power of the classifier.

As seen in both the ROC Fig. 5.12 and Table 5.2, the optimum accuracy of the
classifier is 0.95 if the same participants are used for learning and testing, or 0.88
when different participants are used for learning and testing. Crisp evaluation(the
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Table 5.2 Optimal accuracy
of the classifier and the
corresponding threshold
values

3-fold validation Accuracy Threshold

3/3 boxers 0.95 0.997

3/3 boxers 0.906 1

2/3 boxers 0.885 0.978

2/3 boxers 0.506 1

Fig. 5.13 Comparing
accuracy on seven stances:
GMM versus FGI

accuracy obtained for detecting frames of “Guard” membership only equal to 1.0)
gives inferior results: 0.906 in the first case and 0.506 in the second case. Accuracy
is defined as:

accuracy = tp + tn

tp + fp + fn + tn
(5.11)

where tp represents true positive rate, tn true negative rate, fp false positive rate,
and fn false negative rate. Figure 5.13 shows a comparison between the accuracy of
Fuzzy Gaussian Inference(FGI) and a standard Gaussian Mixture Models (GMM)
algorithm when classifying seven different stances (Guard, Jab, Cross, Lower Cross,
Right Hook, Left Hook, and Lower Left Hook).

The system can recognize nine different stances with an average accuracy of
88.68% with half/half of the data used for learning and testing, on all three par-
ticipants. When these movements have very few learning examples available, the
threshold is fine-tuned by decreasing it to compensate for the data sparsity. Time
performance of FGI alone is measured on a laptop, using non-optimized Matlab
code (average times over a thousand runs obtained using Matlab Profiler and Tic
Toc tools):

• Around 0.2 milliseconds to learn one fuzzy membership function for one joint.
• Around 13.2 milliseconds to learn a full model of 57 joints.
• Around 0.05 milliseconds to compute the membership score of one joint (2.85 ms

for 57 joints).

Beside looking at the individual accuracy of a given frame, we also look at the ac-
curacy of frames depending on the context. On its own, a stance could be classified
as a Right Hook movement. But if is surrounded by Cross stances, this short Cross
stance corresponds in fact to the middle of a Cross movement. The relative positions
of groups of frames contain crucial informations taking into account the time dimen-
sion. We compare this “context-aware” accuracy (as opposed to the “short-sighted”
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Fig. 5.14 Comparing “context-aware” accuracy: FGI versus FGI+GP

accuracy of an individual frame) of FGI to a mixture of FGI and Genetic Program-
ming (see Fig. 5.14) over six different moves (Guard, Jab, Cross, Right Hook, Left
Hook, and Lower Left Hook) performed by each one of all three individuals (data
are 3-fold validated). Results show the accuracy when the same individuals are used
for learning and testing and when the individuals used for learning are different from
the individuals used for testing.

5.7 Discussion

The following observations can be made:

• This system is not a binary but a fuzzy classifier. The threshold value will there-
fore stay between 0 and 1, which might give the illusion of an “unfinished” ROC
curve if the learning and test samples are similar enough. That is the case in
Fig. 5.12 where the membership-one point which marks the beginning of the up-
per curve starts with a higher True Positive rate. This is because the learning and
testing are done on the same boxers (even if the samples in use are different, these
use participants with the same gait).

• The ROC curves show that, the fuzzy classifier performs better than its crisp
counterpart (the one that only identifies Guards of membership one). This gain is
especially noticeable when the learning and the testing data present less similarity.
It has been observed that a high threshold value is needed to obtain good results.
If the threshold is inferior to a membership degree of 0.8, we obtain a maximum
True Positive Rate (most of known guards are correctly identified) and a minimum
false Negative rate (nearly all known non-guard are identified as guards).

• A t-test shows with 95% confidence that FGI seems to perform significantly better
than the GMM-based one (besides, it is worth noting that it has a general average
individual frame accuracy of 87.71% while the GMM algorithm is 49% accurate).

• Hidden Markov Models have been tested but perform poorly with our small data
set which seems to be insufficient in size to allow significant results. One likely
explanation is that, in our natural motion data sample, when the observer de-
termines manually the clusters defining a movement, these clusters are imposed
by the observer and they do not necessarily follow the distribution that would
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have resulted from standard clustering techniques such as k-means. This seems
to make HMM obtain consistently infinite negative log-likelihoods due to the
near-singularity of some matrices.

• Another t-test confirms with 95% confidence that the mixture of FGI and Genetic
Programming performs significantly better than FGI alone, even with as little as
four rules in total. Although the models performed well when the individual con-
cerned formed part of the training group, the classifier performance worsened
significantly when they were removed. Despite this phenomenon in line with pre-
vious findings [35, 36], it is worth noticing that the association of FGI and GP
still shows consistently better results than FGI on its own. It takes in average less
than 17 milliseconds to create a template and evaluate a membership score for
one stance using FGI.

• The FGI time complexity for recognizing n stances is of the order O(n). As the
recognition of a stance takes less than 3 milliseconds on non-optimized Matlab
code, we can expect applicability of the order of real time. This time evaluation,
however, is valid on FGI alone, and does not include the generation of fuzzy logic
rules to filter the qualitative output.

5.8 Conclusion

Fuzzy Gaussian Inference can be used to learn and classify boxing stances with
several distinct advantages. First, there is no need for pre-processing the data (which
can be a problem when using techniques such as GMM). Another good point is that
static models can be obtained from very few examples. Our method also allows one
to use different parameters to tailor the precision of every model to the quantity of
available data. It is worth noticing that FGI alone appears to be fast enough to allow
real-time recognition. The addition of Fuzzy Logic Rules created through Genetic
Programming to filter the qualitative output of the system improves the “context-
aware” accuracy of the classifier and makes it possible to refine the classification
by taking into account the time dimension and identify combinations of moves.
Having validated our method on a real-life data set, the next step is to prioritise the
recognition of new moves from partial information. Future work might include a
robot kinematics [37–39] representation system to deal with the occluded data.
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Chapter 6
Obstacle Detection Using Cross-Ratio
and Disparity Velocity

Huiyu Zhou, Andrew M. Wallace,
and Patrick R. Green

Abstract In this chapter we consider the detection of hazards within the ground
plane immediately in front to a moving pedestrian. Consecutive views of the scene
are acquired by a standard video camera. Using epipolar constraints between the
two views, detected features are matched to compute the camera motion and recon-
struct the 3-D geometry. Assuming the ground is planar, projective invariance of
the cross-ratio and the presence or absence of significant peaks in a Lomb-Scargle
periodogram are used in a region-growing technique to label a triangulated mesh
as obstructed or unobstructed ground plane. On the other hand, for a less feature
based scene a new disparity velocity based obstacle detection scheme is presented.
This scheme can be used to find image points of large disparity estimates and hence
single out suspicious obstructed ground points. The experimental work shows the
performance of these two algorithms in real image sequences.

6.1 Introduction

6.1.1 Background

Systems for vehicle navigation have included road following, tactical-level plan-
ning, and the avoidance of large obstacles [1–4]. For pedestrians, previous work
has been directed to locate and avoid large obstacles (e.g., waste bins, lamp-posts)
[5, 6], but there is no reliable system to detect small obstacles such as kerbs, small
stones or uneven pavements. Developing such an aid is valuable, especially for older
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people who have less efficiency in detecting and anticipating tripping hazards [7],
typically obstacles of size ∼ 3 cm at a range of ∼ 3 m. Walking obstacle detection
is a challenging problem as the environment is dynamic and unknown to any pro-
posed system. In addition, the system is under real-time constraints since the 3 m’s
distance only leads a normal male pedestrian to walking 2–3 seconds.

Conventional systems such as the Automated Highway System [2] and the guid-
ing robot [8] cannot be feasibly implanted into the proposed system due to the two
manifolds: firstly, the former-like systems aim to solve the problem of finding small
obstacles at long distances, indicating instant reactions of the systems are not de-
manded. Secondly, the latter-like ones put much cognitive load on the pedestrians
so as to be reliably working.

Before the proposed system is configured, a realistic situation must be taken into
account, which is that an ordinary CCD camera without wide angle lens (500-by-
500 pixels2) is only able to view an area with the width of 5–8 m. Suppose a potential
obstacle having a size of 0.05 × 0.05 mm2 is lying 3 m ahead. This implies that the
obstacle in the field of view approximately occupies 5-by-5 pixels2. As such, the
detailed information on the surface of the obstacle will be too difficult to retrieve.
Any attempt to detect the obstacle by analysing its shape or characteristic intensity
will hence be unsuccessful. To distinguish an obstacle from the background, the
height of any point on the obstacle should be identified, followed by clarifying this
point’s relationship to the neighbouring areas in terms of height and intensity. Based
on this cue, in the first algorithm we suggest to use the perspective invariance of the
cross-ratio, coupled with periodic frequency analysis, to identify safe regions in the
ground plane. In a scene of less image features, we consider a map of disparity
velocity that can be used to distinguish the potential obstacles from the computed
3-D points.

6.1.2 Algorithm Overview

The first proposed algorithm, illustrated in Fig. 6.1, is based on automatic feature
tracking across successive frames from the calibrated single camera, followed by es-
timation of the ego-motion and the tracked feature positions. In stage 1, we obtain a
robust estimate of the ground plane and sets of included and excluded features from
the 3-D coordinates of tracked corner features, represented as a triangular mesh. It
must be pointed out that the feature points are tracked through frames in combi-
nation with the dynamically extracted gait model, and may arise from reflectance
and textural variations on smooth surfaces, or from small or large physical obstacles
in the field of view. In stage 2 the mesh is extended by adding untracked feature
points that may have been missed in stage 1 (and may be hazardous). We verify the
hypotheses by additional co-planarity checks (using the simple cross-ratio invari-
ant) and periodic analysis of the triangular regions to find additional evidence for
the probable safety of those areas. Eventually a safe route on the ground plane is
determined, and unsafe regions containing potential obstacles are marked.
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In the second proposed algorithm, the computation used to reconstruct 3-D data
is the same as that of the first algorithm. After the 3-D structure is obtained, being
different form the first algorithm, the second algorithm applies the disparity velocity
computed from the neighboring frames to differentiate the obstacle points from the
computed 3-D points. This algorithm has the advantage of effectively working in a
less feature based scene.

6.2 Generation of Mesh Maps

The combination of mesh and perspective invariance modalities was pointed out as
a solution to the identity of potential obstacles. The former is adopted as it provides
clearly structured details within each triangle [9], whilst the latter has been well-
developed to evaluate surfaces with coplanar properties [10]. The fundamental of
mesh generation is therefore briefly described in the following section, and that of
perspective invariance will be explored in the later application.

6.2.1 Mesh Generation

Meshes, represented by triangles or tetrahedra, are used to model the geometries
of physical quantities, i.e., terrains or cups. The produce of meshes is based on
the intuition that an object under investigation can be partitioned into small pieces
of simple shape. This is compelled by the fact where numerical methods, such as
the finite element method (FEM), are not able to simulate an observed object in a
closed-form due to arbitrary complexities.

The Delaunay triangulation by Delaunay [11] in 1934 is a geometric structure
that accompanies mesh generation after the latter was born. This technique seems
unique to tackle the meshing problem due to its effectiveness. In two dimensions, the
Delaunay triangulation works in such a way: given a set M of vertices (or nodes), let
m1 and m2 are two of them. Define an empty circle as the one that does not enclose
any vertex of M , and a circumcircle of the edge m1m2 as any circle of passing
through m1 and m2. The edge m1m2 is thus in the Delaunay triangulation if and
only if there exists an empty circumcircle of m1m2 [12]. The edge m1m2 is hence
Delaunay. Figure 6.2 shows a Delaunay triangulation. The Delaunay triangulation
of the set M of vertices is obviously unique. Also, it has the properties represented
as follows.

Lemma 6.1 Let N be a triangulation. If all the triangles of N are Delaunay, then
all the edges of N are Delaunay, and vice versa.

Before the second lemma is prompted, let us introduce the flip algorithm, which
leads all the edges of the triangulation created by itself to being Delaunay. The
flip algorithm starts with an arbitrary triangulation of M , and seeks an edge that is
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Fig. 6.2 Illustration of a Delaunay triangulation. (a) Vertices. (b) Delaunay triangulation. Vertex
data courtesy of Shewchuk, J.R., University of California at Berkeley

Fig. 6.3 Illustration of
locally Delaunay. Left: L is
locally Delaunay. Right: L is
not

not locally Delaunay (a local Delaunay refers to the edge on the boundary of the
triangulation). This is illustrated in Fig. 6.3.

If an edge has been judged by the flip algorithm to be not locally Delaunay, the
edge can be flipped that means its absence from the triangulation. The triangulation
at right in Fig. 6.3 is thereby converted into the one at left.

Lemma 6.2 Let L be an edge of a triangulation of M . L is either locally Delaunay
or flippable, and the edge generated by making L flipped is locally Delaunay.

Lemma 6.3 Let N be a triangulation, which only has edges of locally Delaunay.
Thus, each edge of N is globally Delaunay.

Lemma 6.4 Suppose there is a triangulation out of M vertices. The flip algorithm
only can stop unless a triangulation whose edges are all Delaunay after M2 edge
flips.
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Lemma 6.5 Let M be a set of vertices that are not all collinear. Without four co-
circular vertices, the Delaunay triangulation of M is the one produced by the flip
algorithm.

Lemma 6.6 Of all triangulations of a vertex set, the Delaunay triangulation is the
one that maximizes the minimum angle in the triangulation, minimizes the largest
circumcircle, and minimizes the largest min-containment circle, which is the small-
est circle of enclosing itself.

These six lemmas help define the Delaunay triangulation of a vertex set, and the
reader can directly conduct the proofs or alternatively refers to the literature [12]. In
the proposed project, the mesh generation in two dimensions is preferred to the other
dimensional for the height and the distance (to the camera) of a potential obstacle
can be identified and bound within the two-dimensional meshes. For instance, a
point within one of the triangles is marked at a specific height by 3-D rendering,
and the distance from the point with the height to the camera position is estimated
as well.

6.3 Estimation of the Ground Floor

Estimation of the ground floor is so crucial that any potential obstacle can be de-
duced by computing the relative height of any point in the scene in terms of that of
the ground floor. This procedure is illustrated in Figs. 6.4 and 6.5, where a group of
3-D points have been retrieved by using the proposed camera system. Meanwhile, it
should be noticed that the discrimination between the floor and the potential obstacle
points is dependent on the pre-defined threshold.

Before the ground floor is determined, an assumption is undertaken as follows:

Assumption 6.1 The ground floor is a flat surface.

Fig. 6.4 Illustration of a pedestrian carrying the proposed camera system
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Fig. 6.5 Illustration of the
floor and potential obstacle
points

Li [13] and Molton [14] propose a dynamic ground plane recalibration (DGPR)
algorithm to determine the ground floor, which normally works based on the dispar-
ity map of a cyclopean image. Let the ground disparity, Ddis , change linearly with
cyclopean image plane position as

Ddis = auc + bvc + c, (6.1)

where (uc, vc) is the cyclopean image coordinate, which is the mid-point of the left
and the right image coordinates. A least square fit is then employed to estimate the
parameter vector [a, b, c]. In the real application of obstacle detection, any potential
obstacle will be coincident with a larger disparity than the pre-defined threshold,
Ddis . This approach undoubtedly works in a variety of circumstances. However,
due to the inaccurate correspondences and image distortions the ground plane dis-
parity fitting cannot be well-achieved, resulting in unstable judgement on ground or
obstacle points [14].

Zhou [15] raises a concept of dominant plane that is regarded as the potential
ground floor. This strategy works in the case of which deserves most feature points
(minimally 50%) on the flat ground, but fails when most points reside on other
planes, e.g. surfaces of buildings, since these planes might be incorrectly identified
as the flat ground.

Here, our aim is to develop a novel scheme, which works as a compensation of
Zhou’s approach [15] in the circumstance where a few feature points can be tracked.
It is evident that, with a few feature points being tracked, the ground floor cannot
be meshed densely, resulting in missed localization of potential obstacles due to
the shortage of remarkable features on surfaces. The introduction to the framework
starts from several propositions, which are described as follows.

Proposition 6.1 On the flat ground, the points closer to the camera have higher
disparities.

Proof Referred to Fig. 6.5, the disparity, Ddis , is defined as Ddis = f dint /Zdis ,
where f is the focal length of the camera, dint is the interocular distance, and Zdis

is the distance between the camera and the ground points [16]. Decreasing Zdis

leads to the increase of Ddis , indicating that the points closer to the camera have
higher disparities than the others, and vice versa. The proof is complete. �
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Fig. 6.6 Illustration of two
points on or over the flat
ground (P1—obstacle and
P2—ground)

Proposition 6.2 The points on obstacles, whose heights are assumed to be less than
that of the camera, deserve larger disparities than those of the corresponding points
on the flat ground.

Proof Referred to Fig. 6.6, there are two points on or over the flat ground (P1—
obstacle and P2—ground). Their distances to the camera are denoted as d1 and
d2, respectively. Due to the height of the obstacle point, �h, β > α that leads to
d1 < d2 where d1 = d/ sin (β), and d2 = d/ sin (α). On the revisitation of Ddis =
f dint /Zdis , one can replace Zdis by d1 or d2. The obstacle point, P1, has larger
disparity than that of the ground point, P2.

�

Proposition 6.3 The points on the flat ground but with mismatches across frames
are of irregular disparities.

Proof Replacing Zdis of Ddis = f dint /Zdis by (Zdis + �Zdis), one gets a new
disparity, Ddis ’, depending on the sign of �Zdis . If �Zdis ≤ 0, then the disparity
increases; otherwise it decreases. �

Proposition 6.4 The disparity velocity of a point on or over the flat ground is limited
by the upper and lower boundaries, which are defined by the moving distance of the
camera.

Proof Differentiating the both sides of Ddis = f dint /Zdis in terms of time t , one
has

∂Ddis

∂t
≡ −∂Zdis

∂t
· f dint

Zdis
2

+ f

Zdis

· ∂dint

∂t
. (6.2)

Due to Zdis = d/ sin(α), referred to Fig. 6.6, the above equation is equivalent to the
form as

∂Ddis

∂t
≡ −∂(d/sin(α))

∂t
· f dint

Zdis
2

+ f

Zdis

· ∂dint

∂t
. (6.3)
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Since α changes slightly (≤ 0.1 rads per frame) during motion, one obtains

∂Ddis

∂t
≈ −∂d

∂t
· f dint

Zdis
2 sin(α)

+ f

Zdis

· ∂dint

∂t
=

(
f

Zdis

− f dint

Zdis
2 sin(α)

)
vz, (6.4)

where vz is the gait velocity along the walking direction (here Z-axis), falling in
the range [0.0,2.0] (m/s) for normal walking [17], and ∀α ∈ (0,π) (the viewing
angle of the mobile camera). Hence, the disparity velocity has the lower and upper
boundaries, which ends the proof. �

A real scene contains nearer and further feature points referred to the camera
position. Imagine that a pedestrian stands on a pathway where there is no obstacle
nearby before he/she starts walking. Propositions 6.1–6.3 demonstrate the complex-
ity and uncertainty of feature points on the floor so the assumption of no obstacle
nearby is demanding in this case! Making this assumption allows to predetermine
the flat floor and its characteristics that will be used to discriminate the points on or
over the floor. Consequently, such a property is enclosed as follows:

Property 6.1 The flat ground is constructed by the feature points that are close to
the camera position, and have disparity velocities bound by (6.4).

Proof The proof can be divided into two parts, where the first one results from the
assumption of no obstacle nearby leading to the residence of only ground points
around the camera, and the second one has been proved in Proposition 6.4. �

To feasibly implement the above definition, two parameters must be prior de-
fined: (1) What is the concerned area for determining the ground plane? (2) What
is the lower or upper boundary for (6.4). These two parameters are interactive and
coherent. To effectively define them, (6.4) is reviewed here. One expects to de-
tect potential obstacles of 3–5 m ahead, so Zdis > 3 m but dint < 2 m per second.
For a camera system with regular sampling rate, e.g., 25 frames per second in our
case, dint < 0.08 m during 0.04 s. Let us look at such a typical example, where the
overall parameters are chosen by taking into account the configuration and motion
of the real camera during 0.04 s: (1) if f = 0.00567 m, Zdis = 5 m, α = 0.43π ,
and vz = 1.0 m/s, then the minimum disparity velocity will be 0.00113 m/s; (2) if
f = 0.00567 m, Zdis = 1 m, α = 0.25π , and vz = 1.0 m/s, then the maximum
disparity velocity will be 0.00567 m/s. That is to say, only those points with the
disparity velocities of [0.00113,0.00567] m/s are considered as the candidates for
determining the ground plane.

Given a short interval such as 0.04 s, vz is treated constant during two consecutive
periods. Thus, (6.4) is only determined by Zdis . In tests, two neighboring images
are required in tracking in order to compute disparities. We then study those points
whose disparity velocities are bound by vdis

5.0 ∼ vdis

2.0 (vdis is the disparity velocity of
the closest feature point to the camera). It is possible that some feature points from
further areas are incorrectly contained in the candidates. A 3 or 5 m trade-off (along
the walking direction z-axis) is defined to artificially “remove” the further feature
points from the candidate list.
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Once the candidates of the ground floor have been specified, SVD technique is
used in the sense of least square in order to seek a unique solution to the Cartesian
equation of the ground plane:

c1X + c2Y + c3Z + c4 = 0. (6.5)

Due to the availability of more than four points in the scene the system equation is
over-determined.

6.4 Identification of Safe Regions within the Ground Plane

Without loss of generality, a couple of images are chosen to show how the proposed
algorithm works in achieving obstacle detection. Assume these images have been
corresponded using a tracking strategy (e.g., the STK [18] or the gait-based tracker
[19]). The well-established epipolor constraints are then used to further refine the
corresponding of features and recover the camera and scene geometry [20]. Fig-
ure 6.7(a) shows 150 feature points extracted in the first image using the SUSAN
corner detector, and (b) refers to a reduced set of features after tracking (31 in this
example). Due to the prior definition of the ground floor, the tracked feature points
can be considered as belonging or not to the plane on the basis of their Euclidean
distances to the plane [15]. Figure 6.7(c) illustrates the 20 tracked features that are
effectively included in the ground plane.

To identify safe regions in the scene, we use proximity, co-planarity and a mea-
sure of intensity variations in the triangles formed between feature points. A 2-D
Delaunay triangulation of the feature points in the latest image is used to define the
basic structure: the vertices of the triangles are the points in the image that have
known (x, y, z) coordinates, the interiors of the triangles are regions that are on or
off the ground plane.

6.4.1 Incremental Addition of Feature Points

However, we also wish to obtain a denser tessellation of the ground plane in front
of the pedestrian, as this is the area of principal interest. To do this, each triangle in
the tessellation is examined.

The vertices define 3 coplanar points. Using any of the three adjacent triangles
which have two vertices in common, chosen at random, the third vertex of that
adjacent triangle defines a fourth coplanar point. Then, using the original output
from the SUSAN corner detector, several additional feature points are selected from
within the original triangle, provided the magnitude of the response is above a fixed
threshold. Each of these additional interior points is added to the already defined
four coplanar points to define a cross-ratio, a projective invariant that is formed
from five coplanar points [21].
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Fig. 6.7 Feature detection, tracking and recovery of the epipolar geometry. (a) Corner features;
(b) Tracked features; (c) Features in the ground plane. Two epipolar lines are shown in images (a)
and (b)

With reference to Fig. 6.8, Di , i = 1,2,3,4, is a set of lines formed from a
set of five points with Q0(x, y) as the common intersection. (xi,0) and (0, yi) are
the Cartesian coordinates whose origin is (0,0) with the axes X0 and Y0, where
Q1(0, y1), Q3(0, y3), Q2(x2,0), and Q4(x4,0) are the other four points. From pro-
jective geometry, we can write for each line Di under a translated Cartesian coordi-
nate system,

x

xi

= y

yi

. (6.6)

Hence:

x

(
1

xi

− 1

xj

)
= −y

(
1

yi

− 1

yj

)
(6.7)

and:

CR = (y3 − y1)(y2 − y4)

(y2 − y1)(y3 − y4)
= (x3 − x1)(x2 − x4)

(x2 − x1)(x3 − x4)
(6.8)
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Fig. 6.8 (a) Cross-ratio and projective geometry in a translated Cartesian coordinate system;
(b) Sampling within a triangular region

where CR is one of the cross-ratios computed. Therefore, we compute one of the six
cross-ratios of the five points in the first view. Denoting (ui, vi) the image coordi-
nates of Qi , i = 0,1,2,3,4, in the first image coordinate system, let (u′

i , v
′
i ) be the

coordinates of an expected point in the second image that corresponds to Qi(ui, vi)

in the first image. Suppose we are looking for the correspondence of (u3, v3) and
(u′

3, v
′
3). Assume, in the second image, (u′′

1, v
′′
1 ) is the intersection between lines

Q0Q1 and Q2Q4, and (u′′
3, v

′′
3 ) between lines Q0Q3 and Q2Q4. With the known

epipolar constraint,

pT
2 Fp1 = 0, (6.9)

we have

αu′
3 − v′

3 + β = 0 (6.10)
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where

α = −f11u3 + f12v3 + f13

f21u3 + f22v3 + f23
, (6.11)

β = −f31u3 + f32v3 + f33

f21u3 + f22v3 + f23
, (6.12)

and fjk (j, k = 1,2,3) refer to the components of the fundamental matrix. Hence
we can express the square of the known CR in terms of the image coordinates in the
second image:

CR2 = ((u′′
1 − u′′

3)
2 + (v′′

1 − v′′
3 )2)((u′

2 − u′
4)

2 + (v′
2 − v′

4)
2)

((u′′
1 − u′

2)
2 + (v′′

1 − v′
2)

2)((u′′
3 − u′

4)
2 + (v′′

3 − v′
4)

2)
. (6.13)

(u′
3, v

′
3) can be deduced from (6.10), (6.13) and from the line equations Q0Q3

and Q2Q4. This gives the projected position of the additional point in the second
image, assuming it is on the ground plane and is visible. Visibility is checked by
a correlation of the intensity values around the hypothetical points matched in the
two views. Coplanarity is verified by checking the independent cross-ratios, using a
threshold that has the form |crossratio1−crossratio2|

crossratio1+crossratio2
, where crossratio1 and crossratio2

refer to the cross-ratios in the two frames respectively.

6.4.2 Safe Path Detection

If we can confirm the addition of a further co-planar feature point, this one is added
to the set of points of the mesh included in the ground plane; otherwise, it is added to
the set of excluded points. A safe path through the mesh might be one that traverses
the mesh from vertex to vertex within the ground plane. However, we also examine
the variation of intensity in each triangle that has one of its three sides defined by
the vertex to vertex boundary under consideration.

Usually a natural small obstacle (kerb, uneven paving stone, pothole, etc.) will
result in a spatial distribution of intensity values that can be detected. We have ex-
perimented with the use of the Lomb-Scargle normalized periodogram [22] to detect
structures in the images by combining a number of scans in a triangular region into
a single, non-uniformly sampled scanline, as illustrated in Fig. 6.8(b). The non-
uniformity arises because a fixed number of points are sampled on each of the scans
which are of unequal length, and because there is irregularity when successive scans
are concatenated.

Assume that there are N pixels in the combined scan, pi ≡ p(si), i =
1,2, . . . ,N , where si is the distance of the point from the beginning of the com-
bined scanline. Then the Lomb-Scargle normalized periodogram, which expresses
the spectral power of the data as a function of the angular frequency ω, is defined as

PN(ω) ≡ 1

2σ 2
×

{
[∑i (pi − p) cosω(si − s0)]2

∑
i cos2 ω(si − s0)

+ [∑i (pi − p) sinω(si − s0)]2

∑
i sin2 ω(si − s0)

}
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where p and σ 2 are the mean and variance of the pixel intensities. s0 is an offset
that lets P N(ω) be independent of shifting the si ’s by any constant, defined by the
equation:

tan(2ωs0) =
∑

i sin(2ωsi)∑
i cos(2ωsi)

. (6.14)

If there are significant peaks in a periodogram, indicating strong spatial struc-
tures in the region’s intensity distribution, this is assumed to be a potential hazard.
Repeated occurrence of that structure in successive scans should be indicated by the
presence of a periodic signal in the periodogram. To evaluate the significance of a
peak in the spectrum PN(ω) it is assumed that the pixels in the field of view have
independent Gaussian random values, so that P N(ω) has an exponential probability
distribution with unit mean. Letting X = P N(ω), the probability distribution pQ

that Q lies between q̃ and (q̃ + dq̃) is given by

pQ(q̃)dq̃ = e−q̃ dq̃. (6.15)

Then the cumulative distribution Fz is represented as

FQ(q̃) = P(Q < q̃) = 1 − e−q̃ . (6.16)

The false-alarm probability P is the significance level of any peak in P N(ω). If we
have the largest value

Qm = max
M

P N(ω) (6.17)

in the spectrum over M independent frequencies, the probability that q is smaller
than Qm, i.e. that there is a significant periodic signal, is

P(Qm > q̃) ≡ 1 − (1 − e−q̃ )M. (6.18)

A relatively small P demonstrates the appearance of a periodic signal.
Figure 6.9 illustrates two triangles formed between matched feature points in

successive frames. The associated spatial data and periodograms are shown in
Figs. 6.10 and 6.11 respectively. In Fig. 6.10(A), there are 290 samples at sampling
intervals from 1.7 to 2.0 pixels. This leads to a periodogram of M = 290 values, at a
maximum frequency of 0.13 pixel−1 (see Fig. 6.11(A)). As shown in Table 6.1, we
have a very significant peak,

P = 1 − (1 − e−44.5)290 ≈ 290e−44.5 = 1.3 × 10−17, (6.19)

which is expected from the clear periodic structure in the intensity data of
Figs. 6.10(A) and 6.10(B) (caused by the lamp-post). There is a clear harmonic

structure as shown by the frequency ratio
|Fai

−Fbi
|

|Fai
| and height of the second peak,

also recorded in Table 6.1. In contrast, considering Fig. 6.11(C), there is no domi-
nant peak or harmonic structure, and the significance level of the highest peak is

P = 1 − (1 − e−5.4)291 = 7.3 × 10−1. (6.20)

Comparing the rows A and B in Table 6.1, we also note that the relative peak heights
and frequency differences of the second harmonic suggest firstly that the same struc-
ture is observed, and secondly, that the object is not in the immediate path of the



6 Obstacle Detection Using Cross-Ratio and Disparity Velocity 131

Fig. 6.9 Two pairs of triangles used as examples. A and B refer to the upper triangles, C and D to
the lower triangles in the images (a) and (b) respectively

Fig. 6.10 Variation of pixel intensity in a composite scanline of triangles A–D

pedestrian. Given the perspective projection, near objects will result in much larger
periodic differences between successive frames, as the corresponding triangle in the
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Fig. 6.11 The periodograms of triangles A–D corresponding to Fig. 6.9

Table 6.1 Periodogram characteristics for triangles A–D, where F —frequency; E—power

Number of
frequencies

Dominant peak (ai/bi)(Fai/bi
,Eai/bi

)
|Fai

−Fbi
|

|Fai
|

Ebi

Eai

A 290 a1(0.018,44.5); b1(0.035,11.7) 0.944 26.3%

B 289 a2(0.016,54.6); b2(0.031,16.5) 0.938 30.2%

C 291 no significant peak n/a n/a

D 289 no significant peak n/a n/a

mesh (e.g. the lower one in Fig. 6.9) becomes much larger while the fundamental
frequency is reduced.

Figure 6.12 shows the complete mesh for the region in front of the pedestrian.
The vertices in the picture are marked safe (clear) or unsafe (solid) by membership
of set of ground plane points, the regions are safe (clear) or unsafe (solid) according
to the periodic analysis. This figure illustrates the successful identification of the
small (stones) and large (lamp-post) obstacles in front of the pedestrian, but also the
mis-classification of additional points to the left and right of the central stone. These
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Fig. 6.12 (a) Labelled feature nodes, clear (co-planar) and filled (not co-planar); (b) Labelled
regions, clear (unobstructed) and filled (obstructed)

points are not present in the original data, but are introduced by the incremental ad-
dition of points and co-planarity checking. This problem is not fully resolved but is
caused essentially by error propagation from the tolerance in fitting the plane, com-
putation of the fundamental matrix and tolerance on the coplanarity. Maintaining
error consistency is not trivial and remains a significant goal. Figure 6.13 demon-
strates the effect of the addition of extra points to make the mesh more dense at
stage 2. It should be noted that these additional points, marked “+”, are well within
the error bound of the original points denoted by “*”.

6.5 Further Evaluation

The intention of this section is to justify the gait-assisted strategy proposed in
Sect. 6.3. In other words, once the feature points have been tracked over frames,
we need to evaluate the performance of the new system in a sequence with lesser
feature points on the floor. To do so, we utilise a new image sequence collected in
Heriot-Watt University of United Kingdom to demonstrate the performance of the
proposed strategy.

6.5.1 Estimation of Ground Floor

The determination of ground floor is based on the disparity velocities computed
over a couple of images (see Sect. 6.3). Therefore, before tracking starts, two neigh-
bouring images are collected. The short interval allows the gait velocity Zdis to be
ignored in the calculation of disparity velocity. The whole procedure of achieve-
ment in estimating ground floor is illustrated in Fig. 6.14. Figure 6.15 shows that
there totally exist 11 features that are identified on the ground plane and labelled
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Fig. 6.13 The 3-D positions of the feature points of Fig. 6.12 at different view-angles (x-axis is
vertical to the paper’s plane, and y-axis is parallel to the direction of the sentences on the paper.
Unit: meter). The matched features in stage 1 are marked by “*”; the additional points added at
stage 2 by “+”
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Fig. 6.14 The flow-chart of estimating ground floor

Fig. 6.15 Illustration of
feature points on the ground
floor, labeled as 1,2, . . . ,11
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Table 6.2 Disparity velocities against feature coordinates. F.C.—Feature coordinates [pixels];
D.V.—Disparity velocities [1/(ms)]

Feature no. F.C. D.V.

1 (213.7,177.3) 0.001184

2 (225.8,182.4) 0.001229

3 (316.5,157.7) 0.000852

4 (330.8,166.8) 0.000948

5 (26.7,201.6) 0.001212

6 (39.7,198.5) 0.001385

7 (66.4,167.3) 0.000894

8 (28.0,180.3) 0.001005

9 (243.1,197.8) 0.001353

10 (230.1,235.5) 0.001795

11 (264.8,229.6) 0.001804

Plane parameters c1, c2, c3, c4 0.030852,0.694906,−0.056642,−0.716201

in the graph. Their disparity velocities are tabulated in Table 6.2, where the plane
parameters in terms of the Cartesian equation are presented as well. Interestingly,
the point marked as “A” has not been recognized as a ground point. By checking its
disparity velocity, we find it is just 0.000251, which is much lower than the largest
one, 0.001804. This is due to the mismatch of the feature points across frames.

6.5.2 Obstacle Detection

Figure 6.16 shows a real sequence with the corner features superimposed. As the
feature points are tracked using the STK-based method, their number is gradually
decreased due to leaving the view of the camera. The motion estimates conducted
in 50 frames are illustrated in Fig. 6.17. Figure 6.18 shows the comparison of the
55th frame and its texture-map by using the gait-based scheme, which provides fast
and consistent motion estimates [23]. In addition, all the tracked feature points in
frame 55 can be recovered in 3-D space, which are used to study their properties
on or over the floor. Figure 6.19 illustrates the tracked feature points, including five
potential obstacle points labelled as a, b, . . . , e. The 3-D positions of these five points
are substituted into the Cartesian equation of the ground plane, whose computed
residuals are tabulated in Table 6.3. It shows that alerts shall be triggered when the
residuals are larger than 0.1 in this case.
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Fig. 6.16 Video clip with the detected and tracked feature points on the floor. (a) First frame.
(b) 10th frame. (c) 20th frame. (d) 30th frame. (e) 40th frame. (f) 50th frame

6.6 Summary

We have described methods for detection of the ground plane and potential obsta-
cles in an image sequence. Recovery of the 3-D geometry is dependent on signif-
icant displacement of features between frames, but this limitation is balanced by
the observation that pedestrians concentrate on the area about 3 m ahead. The de-
tection of structures by a periodic analysis does not discriminate between structural
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Fig. 6.17 Estimation of camera positions for the image sequence
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Fig. 6.18 Comparison of a real frame and its texture-map in the image sequence

Fig. 6.19 Frame 55 and
tracked feature points
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Table 6.3 Residuals of
estimating the ground plane Features Coordinates Residuals (m)

a (171.7,163.7) −2.5082

b (81.2,179.5) −0.6047

c (231.5,202.2) 1.0351

d (144.6,196.9) −0.5818

e (131.6,226.3) 0.0867

(i.e. hazards) and shadow or reflectance edges, so that greater dependence is placed
on measurement of co-planarity and deviations from a ground plane. Indeed, the
method assumes recovery of features from objects or textured data; if there is a
featureless environment then some kind of active projection is necessary. In future
work, we wish to extend the matching scheme to track feature points over several
frames, using a model of gait to limit the search and 3-D recovery processes, and
in due course to eliminate the need for the ground plane assumption. For effective
deployment, it is also necessary to improve the efficiency, or to use parallel or hard-
ware implementation of parts of the process, in order to achieve real time operation.

References

1. Kuan, D., Phipps, G., Hsueh, A.: Autonomous robotic vehicle road following. IEEE Trans.
Pattern Anal. Mach. Intell., 648–658 (1988)

2. Hancock, J.: High-speed obstacle detection for automated highway applications. CMU-RI-
TR-97-17, Pittsburgh, PA (1997)

3. Kunwar, F., Benhabib, B.: Rendezvous-guidance trajectory planning for robotic dynamic ob-
stacle avoidance and interception. IEEE Trans. Syst. Man Cybern., Part B 36(6), 1432–1441
(2006)

4. Zhu, Y., Comaniciu, D., Pellkofer, M., Koehler, T.: Reliable detection of overtaking vehicles
using robust information fusion. IEEE Trans. Intell. Transp. Syst. 7(4), 401–414 (2006)

5. Hatsopoulos, N., Gabbiani, F., Laurent, G.: Elementary computation of object approach by a
wide-field visual neuron. Science 270, 1000–1003 (1995)

6. Gehrig, S., Stein, F.: Collision avoidance for vehicle-following systems. IEEE Trans. Intell.
Transp. Syst. 8(2), 233–244 (2007)

7. Maylor, E., Wing, A.: Age differences in postual stability are increased by additional cognitive
demands. J. Gerontol., 43–54 (1996)

8. Lacey, G., Dawson-Howe, K.: The application of robotics to a mobility aid for the elderly
blind. Robot. Auton. Syst., 245–252 (1998)

9. Baker, T.: Automatic mesh generation for complex three-dimensional regions using a con-
strained Delaunay triangulation. In: Engineering in Computers, pp. 161–175. Springer, Berlin
(1989)

10. Lei, G.: Recognition of planar objects in 3-d space from single perspective views using cross
ratio. IEEE Trans. Robot. Autom., 432–437 (1990)

11. Delaunay, B.: Sur la sphere vide. Izv. Akad. Nauk SSSR, VII Seria, Otdelenie Matematicheskii
i Estestvennyka Nauk, 793–800 (1934)

12. Shewchuk, J.: Lecture notes on Delaunay mesh generation. citeseer.nj.nec.com/
shewchuk99lecture.html (1999)

http://citeseer.nj.nec.com/shewchuk99lecture.html
http://citeseer.nj.nec.com/shewchuk99lecture.html


6 Obstacle Detection Using Cross-Ratio and Disparity Velocity 141

13. Li, J., Brady, F., Reid, I., Hu, H.: Parallel image processing for object tracking using dispar-
ity information. In: Second Asian Conference on Computer Vision (ACCV’95), pp. 762–766
(1995)

14. Molton, N., Se, S., Brady, J., Lee, D., Probert, P.: A stereo vision-based aid for the visually
impaired. Image Vis. Comput. 16, 251–263 (1998)

15. Zhou, H., Wallace, A.M., Green, P.R.: A multistage filtering technique to detect hazards on
the ground plane. Pattern Recognit. Lett. 24, 1453–1461 (2003)

16. Horn, B.: Robot Vision. MIT Press, Cambridge (1986)
17. Sutherlan, D., Olshen, R., Biden, E., Wyatt, M.: The Development of Mature Walking. Black-

well Scientific Publications, Oxford (1988)
18. Shi, J., Tomasi, C.: Good features to track. In: IEEE Conf. on Comput. Vis. Pattern Recogn.,

pp. 593–600 (1994)
19. Zhou, H., Green, P., Wallace, A.: Efficient motion tracking using gait analysis. In: Proc. of

International Conference on Acoustics, Speech, and Signal Processing (2004)
20. Zhang, Z., Deriche, R., Faugeras, O., Luong, Q.: A robust technique for matching two un-

calibrated images through the recovery of the unknown epipolar geometry. Artif. Intell. 78,
87–119 (1995)

21. Duda, R., Hart, P.: Pattern Classification and Scene Analysis. Wiley, New York (1973)
22. Scargle, J.: Studies in astronomical time series analysis, II: statistical aspects of spectral anal-

ysis of unevenly spaced data. Astrophys. J. 263, 835–853 (1982)
23. Zhou, H., Wallace, A., Green, P.: Efficient tracking and ego-motion recovery using gait anal-

ysis. Signal Process. 89(12), 2367–2384 (2009)





Chapter 7
Learning and Vision-Based Obstacle Avoidance
and Navigation

Jiandong Tian and Yandong Tang

Abstract A novel algorithm for camera calibration and correction is proposed in
this chapter. A model of camera distortion is built without any prior knowledge.
The calibration parameters are obtained by optimizing an objective function about
the sum of the back projection errors using the LM algorithm. Also the distorted
images are corrected by using the LM algorithm. A comparative study based on
both synthetic data and real images corrupted by noise shows that the proposed
algorithm successfully calibrated and corrected the distorted image.

7.1 Introduction

Robotic vehicles can perform exploration, search, rescue, and data collection in dif-
ficult or hazardous areas such as nuclear pollution, war, or extreme environmental
conditions, e.g., environments beyond our planet. Some particular purpose robots
are shown in Fig. 7.1. Obstacle avoidance and autonomous navigation are funda-
mental abilities for mobile robots. They are also challenging issues, especially in
unstructured outdoor environments. Mobile robots are dependent on sensory infor-
mation for their operation. Popular sensors for range-based obstacle detection sys-
tems include laser rangefinders [28], ultrasonic sensors [8], and radar [2]. When it
comes to the vision-based methods, the majority of them use binocular vision (using
two cameras working together [18, 22], and optical flow [4]. However, none of these
sensors is perfect. Ultrasonic sensors are cheap but suffer from cross talk and usually
from limited sampling rate. Laser rangefinders and radars provide better resolution

J. Tian (�) and Y. Tang
State Key Laboratory of Robotics, Shenyang Institute of Automation, Chinese Academy
of Sciences, Shenyang, China
e-mail: tianjd@sia.cn; ytang@sia.cn

J. Tian
Graduate School of the Chinese Academy of Sciences, Beijing, China

H. Liu et al. (eds.), Robot Intelligence,
Advanced Information and Knowledge Processing,
DOI 10.1007/978-1-84996-329-9_7, © Springer-Verlag London Limited 2010

143

mailto:tianjd@sia.cn
mailto:ytang@sia.cn
http://dx.doi.org/10.1007/978-1-84996-329-9_7


144 J. Tian and Y. Tang

Fig. 7.1 Robotics in State Key Laboratory of Robotics, Shenyang Institute of Automation, Chi-
nese Academy of Sciences, Shenyang, P.R. China

but are more expensive. They may bring dangers to human and animals and are of
high power-consumption. While camera sensors have obvious advantages such as
lightness, power saving, as well as provide rich information that make cameras suit-
able to be embedded in any robot, they cannot directly provide depth information.
This chapter focuses on vision-based methods for obstacle avoidance and naviga-
tion. The main motivation comes from the fact that human and animals use their
vision systems for walk in their world. The recent DARPA challenges (Learning
Applied to Ground Robots 2004–2008; Grand Challenges 2005, 2006; Urban Chal-
lenge 2007) have emphasized the need for utilizing visual information in real-world
applications.

For a robot to operate reliably in real world, it should have the ability to first per-
ceive obstacles. For vision-based methods, they are classified into binocular vision
and monocular vision. Binocular stereo vision is widely used in the most applica-
tions. It requires matching corresponding points in multiple images to reconstruct
3D information according to David Marr’s theory [13]. However, looking for corre-
sponding points is a challenging issue that has not been solved well until now. Fur-
thermore, this technique assumes that camera parameters do not change. However,
modern cameras tend to adjust their parameters automatically in order to acquire
clearer images. In this situation, calibration has to be repeated every time the scene
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or the camera state changes. Due to the above-mentioned difficulties in binocular
vision, some researchers start to pay attention to monocular vision recently. Y. Lila
et al. [11] use multi-neural network to obtain object’s depth ordering in monocu-
lar image. Jeff Michels et al. [14] proposed an algorithm that learns relative depth
and can drive a car using only monocular visual cues on single images of outdoor
environments. After supervised learning, they model the car control problem as a
Markov decision process. Ashutosh Saxena et al. use a supervised learning and
Markov Random Fields (MRFs) approach to recover depth in outdoor environments
[19], and employ supervised learning and MRFs to learn the relationship between
several monocular cues and depth and further to estimate 3D structure [20].

For the vision-based autonomous navigation, visual odometry and simultaneous
localization and mapping are two popular techniques. Visual odometry [21] is the
process of determining the position and orientation of a robot by analyzing the as-
sociated camera images. It has been used in a wide variety of robot applications,
such as on the Mars Exploration Rovers [12]. Simultaneous localization and map-
ping (SLAM) [10, 24] is a technique for robots and autonomous vehicles to build up
a map within an unknown environment that is used to calculate their current posi-
tion. The SLAM is usually applied when the robot lacks a global positioning sensor.
However, it has some problems that has been not solved effectively, such as dead
reckoning, noisy sensory measurements, failure data association. These problems
cause uncertainties in SLAM that could be solved in high-dimensional space, and
require complex computation. Human being cannot perceive the accurate depth us-
ing their eyes, but they can do well in obstacle avoidance and path planning, even
though with one eye. We believe that, with monocular vision and only with rela-
tive depth, it is feasible to find the passable path. In viewpoint of depth, robot can
choose a path whose depth is deepest to pass through. In this chapter, our focus is
on learning depth from a single camera inputs. We specifically focus on two topics:
(a) Finding passable regions from a single still color image. (b) Making the robot
vision less sensitive to illumination changes.

7.2 Depth Perception

Depth perception is the ability to perceive distance in three dimensions. It arises
from a variety of depth cues. These cues are typically classified into binocular cues
that provide depth information when viewing a scene with both eyes, and monocular
cues that allow us to perceive depth with just one eye.

7.2.1 Absolute Depth and Binocular Vision

Absolute Depth Absolute depth is the accurate distance from objects to observer.
In computer vision, absolute depth is calculated from binocular cues. As shown by
the left illustration in Fig. 7.2, our eyes are spaced about 7 cm apart. The left and
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Fig. 7.2 Binocular disparity and 3D perception of human beings and cameras

right retinas receive slightly different images. This difference in the left and right
images is called binocular disparity. Human brain integrates these two images into
a single three-dimensional image, allowing us to perceive depth and distance.

As shown by the right illustration in Fig. 7.2, by using two images of the same
scene obtained by two cameras from slightly different angles, the distance to an ob-
ject can be triangulated with a high accuracy. A three dimensional point (X,Y,Z) in
real world is projected to image 1 at pixel (u1, v1) and to image 2 at pixel (u2, v2)

respectively. The projection matrix is M1 and M2, respectively (both M1 and M2
are 3 × 4 matrix, and can be gotten by camera calibration methods) [38]. The rela-
tionship between homogeneous coordinates of projected pixels and 3D point can be
denoted as:
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where s1 and s2 are two scale factors and can be removed by row dividing. There are
four equations by combing (7.1) and (7.2) with three unknowns. So, (X,Y,Z) can be
solved. This process is called as binocular vision or stereo vision. Many binocular
vision-based algorithms on depth computation and terrain 3D reconstruction for
robot automatic navigation have been proposed in the past two decades. D. Murragy
et al. [15] and G.N. Desouza et al. [5] presented several real-time stereo vision
approaches for mobile robot navigation; C.F. Olson et al. [16, 17] presented a feature
matching algorithm using a probabilistic formulation and applied it on the wide
base-line stereo system of mars rover.

In Fig. 7.3, we show the reconstructed 3D terrain which can be used in obsta-
cle avoidance and navigation. However, binocular disparity is only effective over a
fairly short range. In Fig. 7.4, we show that as distance increases, the accuracy of 3D
reconstruction decreases sharply. The denotations in Fig. 7.4 are listed as follows:
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Fig. 7.3 In the first row, the first two images are captured by panoramic camera pair and the last
is the disparity result. The images at the second row are captured by risk avoidance camera and the
disparity result. The figures in the third row are reconstructed 3D terrain of the first row

Fig. 7.4 Relationship
between 3D reconstruction
accuracy and depth
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f : focus of the camera;
Z: real depth;
�Z: error of recovered depth;
u: length of base line;
�X: match error along base line direction;
X: error in real word along base line direction;
O: origin; R: real 3D point; R′: recovered 3D point.
From homothetic triangles, we have X = Z∗�X

f
, �Z

�Z+Z
= X

u
, and further yielding

�Z = Z2 ∗ �X

uf − Z ∗ �X
. (7.3)

Matching pixel without any error is impossible. From (7.3), we can find that if a
pixel matching error �X exists, the depth recover error �Z is proportional to the
square of depth Z. Therefore, as distance increases, the accuracy of 3D reconstruc-
tion decreases sharply.

7.2.2 Relative Depth and Monocular Vision

Relative depth is the relative distance of observed object depth position compared
to other objects in a scene. It allows an observer to create a “ranking” of relative
nearness (e.g., the blue car is between my car and the red car). We can perceive the
relative distance of the objects within our sight, even with one eye. Some cues on
the scene in sight, such as object size, perspective, occlusion and motion cues, help
us to perceive the object relative distance from us. These depth cues can be also
used in monocular vision for depth perception. That is, these depth cues or features
within an image can be used to perceive the object relative depth. The important
depth cues within an image are interposition, edge direction and linear perspective,
texture gradient, size cues, height cues, and motion parallax.

Edge Direction and Perspective Some edges in some directions on an image
can tell the depth growing trend as illustrated in Fig. 7.5. Perspective is the special

Fig. 7.5 The edges labeled with red lines can tell the depth growing direction
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Fig. 7.6 Closer objects show more detail, articulation than those farther away

Fig. 7.7 Relationship between pixel position and depth. (a) a real image; (b) pin-hole model

case of this situation (two parallel edges converging at a vanishing point). The most
widely known example of this phenomenon is the illusion of a pair of railroad tracks
receding into the distance-the two rails appear to grow smaller and closer together
and finally to converge at infinity.

Clarity of Detail and Texture Gradient Near scenes show more details than far-
ther ones. As shown in Fig. 7.6, near flowers can be clearly seen in terms of shape,
size and color. As your vision shifts towards the distant road the texture cannot be
clearly differentiated. We can also notice that the apparent texture of the narrow road
changes over distance. The texture of the road near observer appears more detailed
than that farther away. Texture change is a good cue for depth perception. When ob-
jects are placed at different locations along a texture gradient, judging their distance
from you becomes fairly easy.

Pixel Position: As shown in Fig. 7.7, the pixel position in 2D image has a strong
relation to depth in 3D structure. If ground is planar, then the distance is a monoton-
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Fig. 7.8 As objects become smaller, they appear to recede into the distance or move farther away;
objects that appear to be getting larger seem to be coming closer

Fig. 7.9 Closer objects
appear to move faster than
those farther away

ically increasing function of the pixel height in an image. This phenomenon can be
explained by the image formation principle (perspective projection of the pin-hole
model) of a camera. As shown in Fig. 7.7(b), an object nearer to observers occupies
lower position in images.

Size Cues Another visual cue to apparent depth is closely related to size con-
stancy. Through experience, we become familiar with the standard size of certain
objects, such as, people, animals, cars, and houses. Knowing the size of these ob-
jects helps us judge our distance from them. As shown in Fig. 7.8, objects that
appear to be getting smaller when moving farther away.

Motion Depth Cues This effect can be seen clearly on a moving car: nearby
things pass quickly, while far objects appear stationary. Some animals that lack
binocular vision due to wide placement of their eyes employ such motion depth
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Fig. 7.10 Interposition:
Objects that are nearer should
occlude objects that are
farther away

cues more explicitly than human for depth perception (e.g. some birds bob their
heads to achieve motion depth perception) as shown in Fig. 7.9.

Occlusion (Also Referred to as Interposition) It is probably the most impor-
tant monocular cue that provides information about relative distance. As shown in
Fig. 7.10, when one object is overlapped or partly blocked by another object from
our view, we judge the covered object as the farther one from us. This depth cue is
all around us-look around you and notice how many objects are partly obscured by
other objects.

7.3 Why Learning and How to Learn for Monocular Visions

7.3.1 The Role of Experience

Experience in interacting with the real world is vital to perception. Without vi-
sual experience, our visual system does not develop properly. Looking at these two
upside-down pictures of Mona Lisa in Fig. 7.11, man could not easily find out the
difference between the two images, they seems similar. However, in Fig. 7.12, man
can find their difference very easily from the right side up. The Role of context vi-
sual experience is useful because it creates memories of past stimuli that can later
serve as a context for perceiving new stimuli. Thus, we can think of experience as a
form of context that we carry around with us.

7.3.2 Learning Methods

Existing study in neural science has provided much knowledge about biological
multilayer networks. The popular applied artificial networks include Feed-Forward
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Fig. 7.11 Could you find the difference quickly? (http://www.exploratorium.edu/exhibits/mona/
mona.html)

Fig. 7.12 You can find the difference very easily and detailed this time. (http://www.
exploratorium.edu/exhibits/mona/mona.html)

Networks (FFN) with back-propagation learning, Radial Basis Functions (RBF),
Error Back-Propagation, Linear Discriminant Analysis (LDA), Self-Organization
Maps (SOM), Support Vector Machines (SVM), Cascade-Correlation Learning
Architecture (CCLA) [6], and Incremental Hierarchical Discriminant Regression
(IHDR) [9, 32]. Much research already exists in the field of learning using super-

http://www.exploratorium.edu/exhibits/mona/mona.html
http://www.exploratorium.edu/exhibits/mona/mona.html
http://www.exploratorium.edu/exhibits/mona/mona.html
http://www.exploratorium.edu/exhibits/mona/mona.html
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Fig. 7.13 The architecture of
the Multi-layer In-place
Learning Networks. A circle
indicates a cell (neuron). The
thick segment from each cell
indicates its axon. The
connection between a solid
signal line and a cell indicates
an excitatory connection. The
connection between a dashed
signal line and a cell indicates
an inhibitory connection

vised, reinforcement, and unsupervised networks. For an autonomous vehicle oper-
ating in unstructured outdoor terrain, unsupervised learning is limited in use since
in an unsupervised learning task, the system receives no feedback about desired out-
puts. The reinforcement learning in this domain consists of a reward or punishment,
but the vision system receives no feedback on its outputs. Most of learning based
navigation systems are supervised learning, which work well but generally need
large amounts of training data.

In 2007, Juyang Weng et al. [33] proposed a biologically inspired network: Mul-
tilayer In-Place Learning Network (MILN). MILN is a biologically inspired network
which is designed for autonomous mental development. Compared to popular arti-
ficial networks such as RBF, SOM, etc., this network have some significant advan-
tages such as simplicity, low computational complexity, free of local minima prob-
lem, enabling both unsupervised and supervised learning to occur concurrently, and
in-place learning and so on. Gradient-based methods used by FFN, RBF, and SOM
update the network along the greedy gradient direction computed by the last input
data, without properly taking into account the observations along the past nonlinear
search trajectory. In contrast, MILN takes into account all the observations along the
nonlinear search path of every neuron. This can deal with the local minima problem
(free from minima).

The architecture of MILN is shown in Fig. 7.13. The network takes a vector
as input (e.g., feature vector of image). The output of the network corresponds to
control signals or classifications. It is a recurrent network. The output from each
layer is not only used as input for the next layer, but is also feed back into other
neurons in the same layer through lateral inhibition (dashed lines in the figure). For
each neuron i, at layer l, there are three types of weights:

1. bottom-up (excitatory) weight vector ωb that links input lines from the previous
layer l − 1 to this neuron;
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2. lateral (inhibitory) weight ωh that links other neurons in the same layer to this
neuron;

3. top-down (excitatory or inhibitory) weight ωp . It consists of two parts: (a) the
part that links the output from the neurons in the next layer l + 1 to this neuron.
(b) The part that links the output of other processing areas (e.g., other sensing
modality) or layers (e.g., the motor layer) to this neuron.

All the inputs to a neuron can be divided into three parts: bottom-up input from
the previous layer y which is weighted by the neuron’s bottom-up weight vector
ωb, lateral inhibition h from other neurons of the same layer which is weighted
by the neuron’s lateral weight vector ωh, and the top-down input vector a which is
weighted by the neuron’s top-down weight vector ωp . So, the response z from this
neuron can be written as:

z = g(ωb · y − ωh · h + ωp · a) (7.4)

where g is nonlinear sigmoid function.

MILN Learning Initialize the time t = 0.

1. Grab the current input x(t). Let y0 = x(t).
2. If the current desired output is given, set the output at layer l, yl ←− z(t).
3. For j = 1,3, . . . , l, run the lobe components analysis (LCA) algorithm (for de-

tail, please refer to [33]) on layer j , yj = LCA(yj−1), where layer j is also
updated.

4. Produce output z(t) = yl ; t ←− t + 1.

The importance of MILN is indicated by its conjunctive consideration of 8 chal-
lenging properties that are motivated by biological development and engineering
applications:

1. high-dimensional (HD) input;
2. incremental learning;
3. without a significant local minima problem for regression (No Local Extrema,

NLE);
4. without a significant loss of memory problem (Long Term Memory, LTM);
5. in-place learning;
6. enable supervised and unsupervised learning in any order suited for develop-

ment;
7. local-to-global invariance from early to later processing (Soft invariant);
8. a rich completeness of response at the scale corresponding to a layer and the

given layer resource (e.g., the number of cells).

FFN suffers problems in (1), (3), (4), (5), (7), and (8). RBF has major problems
with (3), (4), (7), and (8). SOM does not meet (7) and (8). CCLA is problematic
in (1), (3), (5), (7) and (8). SVM is significantly limited in (1), (2) and does not
meet (5), (6), (7) and (8). IHDR does well in (1) through (6) but does not satisfy (7)
and (8). MILN introduced here is the only computational network designed for all
Property (1) through (8). A summary of these comparison is provided in Table 7.1
[34].
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Table 7.1 A comparison of major network models

Network HD Inc NLE LTM In-place Sup Soft-Inv Complete

FFN N Y N N N Y N N

RBF N Y N N N Y N N

SOM Y Y Y Y Y N N Y

CCLA N Y N Y N Y N N

SVM N N Y Y N Y N N

IHDR Y Y Y Y N Y N N

MILN Y Y Y Y Y Y Y Y

7.4 Special Problem: Illumination Changes in Outdoor Scenes

In vision (especially monocular vision) based depth perception and obstacle detec-
tion, lighting variance often brings great trouble to visual algorithm. For example,
shadows may be detected as obstacles. In the recent DARPA challenges several ap-
proaches to illumination invariance on real-world mobile robot navigation [29] are
used to improve the performance of robot vision systems. More recently, Finlayson
et al. proposed projected method to derive an intrinsic image that not sensitive to
illumination variance [7]. It relies upon finding a special direction in a 2D chro-
maticity feature space. When this “invariant direction” projected into 1D, produce
a grayscale image which is approximately invariant to intensity and color of scene
illumination. Since components for image formation involve uncertainty and non-
linearity, probabilistic and learning methods are becoming popular for shadow de-
tection and illumination invariance. Tsin et al. [31] present a Bayesian MAP (max-
imum a posteriori) approach to achieve color constancy. Anzani et al. [1] describe
another Bayesian approach for illumination invariance on wheeled robots. They use
a Mixture of Gaussians (MoG) to model the distribution of each color. The label-
ing of color classes and association with mixture components is done by human
supervision, and the Bayesian decision is used to determine the color label. Wu
et al. employ the Bayesian learning approach [36] to extract shadows in a single
image, but their method requires user interaction as input. In their work on color
learning on legged robots, Sridharan and Stone [25, 27] model illuminations us-
ing autonomously collected image statistics. Mohan Sridharan and Peter Stone [26]
gave a good survey of color learning and illumination invariance on mobile robots.

7.5 Finding Passable Regions for Obstacle Avoidance from
Single Image Using MILN [30]

7.5.1 Feature Vector

We have shown in Sect. 7.2.2 that many image features can be used to predict rel-
ative depth. However, not all of them are easily to be applied. Taking size cues as
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Fig. 7.14 Original image and its corresponding edge image

an example, object should be detected and recognized before measuring the size. In
the following experiments for finding passable regions, we employ the edge, texture
gradient, and pixel position as depth cues.

Edge Canny edge detector [3] is utilized to extract the edge features. The gotten
edge image marked as binary image (1:white and 0:black) is as shown in Fig. 7.14.

Clarity of Detail and Texture Gradient Given a pixel (x, y) of image f , the
extraction method of the clarity of detail and texture gradient is presented as follow-
ing:

D(x,y) = f (x + 1, y) + f (x − 1, y) + f (x, y + 1) + f (x, y − 1)

− 4 ∗ f (x, y). (7.5)

The result of D is binarized by the threshold T :

T = 1

M ∗ N

∫ ∫
D(x,y)dxdy (7.6)

where M ∗ N is the size of image D. The output binary image is marked as image
I2 (1:white and 0:black) as shown in Fig. 7.15.

Color Similarity with Lighting Invariance Pixels with similar color may have
the similar depth and passable property in an image. For example, in an images,
the pixels of one upright tree or one vertical wall that have same depth from top to
bottom in real world usually possess similar color values. Therefore, color similar-
ity is a useful feature in relative depth measurement. Color similarity is sensitive to
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Fig. 7.15 Original image and its corresponding clarity and detail image

lighting variance such as shadows or reflections. By far, there is not any method that
can totally eliminate the lighting effect. Although there are many researches on il-
lumination invariance, they are hard to be used practically because of the limitation
of preconditions and the complexity of the algorithm. Here, we use popular normal-
ized RGB to weaken the affection of shadows, based on observation that a shadow
mainly change pixel intensity but seldom change the chromaticity [35].

⎡

⎣
r
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b

⎤

⎦ =
⎡

⎣
R/(R + G + B)

R/(R + G + B)

R/(R + G + B)

⎤

⎦ (7.7)

where [R,G,B]is original color and [r, g, b] is transformed color. The color simi-
larity is calculated in normalized color space.

To measure the similarity, we select an initial region both in image I1 and image
I2 as a reference. In the edge image I1, we get line segment Lj for each column as
follows: the line starts vertically from a point in the bottom of the image and ends at
the point where it meets the first edge. The initial region R1 in image I1 is defined
as:

R1 = {
(x, y) | (x, y) ∈ ∪Lj (1 ≤ j ≤ c)

}
(7.8)

where c equals to the column number of image I1. Defined δ as a scale parameter
and T as the threshold, the initial region R2 in image I2 is composed of the points
whose values are lower than δT in image

R2 = {(x, y) | D(x,y) < δT } . (7.9)



158 J. Tian and Y. Tang

Here, δ is empirically set to 0.8; T equals to the threshold in (7.6). The initial
region in the original RGB image is R1 ∩R2. The mean value of the initial region is
calculated in each color channel as:

M(k) = 1

Area(R1 ∩ R2)

∫ ∫

R1∩R2

f (x, y, k)dxdy (7.10)

where f is the original RGB image, k = 1,2,3 denotes the three color channels,
and Area(R1 ∩ R2) the initial region in f :

Area(R1 ∩ R2) =
∫ ∫

R1∩R2

dxdy. (7.11)

The similarity between the initial region Area(R1 ∩ R2) and the rest parts in
image f is described as:

I3(x, y) =
{

1 if f (x, y, k) ∈ [T1M(k),T2M(k)],
0 others.

(7.12)

Here, 1 defined as similar and 0 as dissimilar. T1 and T2 are the thresholds to
measure the degrees of similarity. We set T1 and T1 to be 0.9 and 1.1 respectively. In
image I3, all the pixels in the initial region Area(R1 ∩ R2) are set to 1 while others
are determined by (7.12).

Pixel Position and Region Connection Because robots cannot stride across im-
passable regions or big obstacles, the connection between passable regions is taken
into account in our method. For simplicity, we calculate the connection between one
passable region and the below one next to it.

The edge, image clarity and details as well as color similarity with lighting in-
variance are the image content properties while pixel position and connection are
the image geometry properties. We divided each image into equal 40 × 40 windows
indexed by row in m and by column in n. 5 features are extracted in each window.
Defined H(m,n) as the feature vector, the three content properties are computed as
following:

H(i,m,n) =
∑

(x,y)∈window(m,n)

Ii(x, y), i = 1,2,3. (7.13)

For the two geometry properties:

H(4,m,n) = m ∗ n,

H(5,m,n) =
3∑

i=1

H(i,m − 1, n).
(7.14)

After calculation, we get totally 1600 five-dimensional feature vectors for each im-
age.
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7.5.2 Training Data Generation and Experiment

We collect five hundred images downloaded from the internet, and most of them are
different (including indoor and outdoor scenes, such as scene with sidewalks, build-
ing, grass, trees, even water, also including different lighting illumination as well
as different weather conditions). Among these images, four hundred are used for
training and the remaining one hundred for testing. Each training image is divided
into 40 × 40 windows. For each window, five features described in Sect. 7.5.1 are
extracted. 1600 five-dimensional feature vectors are obtained totally per image. The
windows in each training image are marked as passable and non-passable regions
manually. MILN combines the feature vectors as inputs and the corresponding pass-
able regions as outputs for supervised learning. The trained MILN is to predict the
passable regions of the testing images, which also takes the five-dimensional feature
vectors as inputs and the passable regions as its outputs.

In the experiment, the MILN is of three layers. The number of neurons for each
layer is 40 × 40 = 1600, 5 × 5 = 25, and 2, respectively. Every input neuron deals
with one window, taking the 5-dimensional feature vector of the window as its in-
put. The outputs are 0 and 1, where 0 denotes impassable regions and 1 denotes
passable regions (shown in Fig. 7.16). In each window, if more than 50% pixels of
the window belong to 0 or 1, the whole window is set to 0 or 1.

Figure 7.17 shows some results of passable regions found by our method. In order
to be easily viewed, the output of MILN is superimposed on the original image and
the passable regions are labeled with red color.

Fig. 7.16 Original image and its corresponding output from MILN
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Fig. 7.17 (Color online) Some results of the experiments. The original images are on the left; the
result images labeled with the passable regions by the red zone are on the right. Results (a), (b),
(c), (d) show that our method can identify passable regions in different scenes, and can exclude
obstacles from the passable regions. Result (e) shows that our method is not sensitive to shadow.
Result (f) gives an example of outdoor scenes with complex texture ground
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7.5.3 Performance Evaluation

We employ evaluation metrics introduced in [23, 37] for performance evaluation of
our method. The evaluation metrics are defined as follows:

True positive (TP): the number of passable windows which are detected as pass-
able windows.

True negative (TN): the number of non-passable windows which are detected as
non-passable windows.

False positive (FP): the number of non-passable windows which are detected as
passable windows.

False negative (FN): the number of passable windows which are detected as non-
passable windows.

Correctness: TP
TP+FN .

Accuracy: TP
TP+FN+FP .

Branching: TP
TP .

The correctness metric is a measure of the correctly detected passable windows
among all the passable windows. The accuracy metric reports the total accuracy
of the method, which takes both FP and FN into account. The branching factor
is a measure of the degree to which the system detects non-passable windows as
passable windows. For a good vision system, correctness and accuracy should be
high and branching factor should be low.

Just taking Fig. 7.18 as an example, in which, TP = 491, TN = 1100, FP = 5,
FN = 4. So, it is calculated that correctness = 99.2%, accuracy = 98.2%, branching
factor = 1%. Evaluation metrics of the results in Fig. 7.17 and Fig. 7.19 are tabulated
in Table 7.2.

Experiment results showed that more than 90% of the tested images have
fairly good response to the method (here, ‘good’ means correctness > 85%, ac-

Fig. 7.18 Passable property
of each window
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Fig. 7.19 Two examples of not good results

Table 7.2 Correctness, accuracy, and branching factor of results

a b c d e f g h

correctness 99.2% 98.8% 96% 96% 89.2% 97.1% 99.5% 75.6%

accuracy 98.2% 98.3% 93.2% 96% 88.3% 96% 94% 75.6%

branching factor 1% 0.6% 3% 0% 1.2% 1.1% 6% 0%

curacy > 85%, and branching factor < 5%), and two not good results were given in
Fig. 7.19.

Figure 7.19 shows two results that are not good in the far field of the images.
(g) has some false detect and (h) misses some passable regions. There are two rea-
sons for the problem. On the one hand, in the false parts, the image quality is not
high enough so that the features cannot be detected well; on the other hand, the fea-
tures that we used may not be suitable for these two images, that is, the features do
not have close relation to the depth perception of the scenes.

7.6 Control Law and Navigation

Once passable way or obstacles are detected, a mobile robot will take actions to
avoid running into obstacles during navigation. The found passable regions can be
used by the robot obstacle avoidance system to choose a sequence of actions to
change the trajectory of the robot.
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7.6.1 From Obstacle Boundaries to Motor Commands

To convert the output of the vision system into actual steering commands, a con-
trol policy must be developed. The robot should turn away from obstacles, and the
degree of the turning depends on the depth information.

In Fig. 7.20, W is the width of image, and H is the height of image. A is the loca-
tion of robot (for big robot or accurate control, the size of robot and the arrangement
of camera on the robot should be considered). B is the center of the most top line
of the image. Therefore, vector AB denotes the current direction of the robots. C is
the largest depth in the passable regions, such that:

C(x, y) = arg max
y

({(x, y) | (x, y) ∈ P }) (7.15)

where P denotes the passable regions.
The turning angle is determined by:

Turning_angle = k · cos−1
(

AB ∗ AC

|AB| · |AC|
)

(7.16)

where k is a constant dependent on motor and ∗ denotes dot product. A trajectory
of navigation is shown in Fig. 7.21.

Fig. 7.20 From passable regions to steering commands
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Fig. 7.21 Trajectory of
navigation

7.7 Discussion

A mobile robot should be able to autonomously learn environmental features, to rec-
ognize environmental changes, and to adapt the learned models in response to such
changes. Autonomous learning and adaptation on mobile robots is a challenging
problem. Some basic issues need further study.

7.7.1 Learning Ability

The major challenge to mobile robots is the ability to learn, to adapt and to op-
erate autonomously. A mobile robot deployed in real-world domains is frequently
required to operate in new environments where the surroundings, including objects,
may change dynamically. However, current learning systems generally assume that
the training data and the test data are drawn from the same underlying distribution.
When the new environments are sharply different to the train environments, learn-
ing methods may trend to fail. The theory on ability to learn, ability to generalize,
network structure, e.g., number of layers and neurons, remain challenge issues.

7.7.2 Changing Lighting Conditions

The sensitivity to illumination is a major challenge to the use of color on robot vi-
sion. As seen in Sect. 7.4, illumination invariance (i.e., color constancy) has been
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a major research focus for years, but the problem is still far from being solved.
Algorithms often make unrealistic assumptions, such as being able to measure the
properties of the operating environment or knowing all possible illuminations ahead
of time. Robot vision algorithms for on-board robot do not have robust performance
under a range of illuminations. In complex environments, how to make mathemat-
ical model of the effects of illuminations whose parameters can be learned au-
tonomously by the robot remains still a difficult problem.

7.7.3 Learning from Experience

For one application, we program our designed algorithm and our priori knowledge
into robots. It is similar with that we open a robot’s ‘brain’ and put our knowl-
edge and intelligence into it. That is, we impose our intelligence into robots. Hence,
machine intelligence today, actually, is human’s intelligence rather than machine’s.
Robots should learn their knowledge by communicating with their environments,
should promote its intelligence through experience. Unfortunately, we have little
knowledge on how human learn from experience and communication. Just taking
size constancy of an object for an example: When an object is near to us, its image
on the retina is large. When the object is far away, its image on the retina is small. In
spite of the image size on the retinal changes, we perceive the real object as the same
size. For example, when you see a person at a great distance from you, you do not
perceive that person as very small. Instead, you think that the person is of normal
size and far away. People learn the general size of objects through experience and
use this knowledge to judge object size and depth. Learning this experience seems
very simple for human, while it is extremely difficult for computer vision. Learning
from experience is still an open problem in artificial intelligence.

Acknowledgements The work in this chapter was supported in part by Natural Science Foun-
dation of China (Grant Number: 60871078 and 60835004).
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Chapter 8
A Fraction Distortion Model for Accurate
Camera Calibration and Correction

Yonghuai Liu, Ala Al-Obaidi, Anthony Jakas,
and Junjie Liu

Abstract While camera calibration is a fundamental yet challenging problem for
3D measurement, it has attracted intensive attention from 3D vision community. In
this paper, we propose a new model to characterise camera distortion in the pro-
cess of the camera calibration. This model attempts to blindly characterise the over-
all camera distortion without taking the specific radial, decentring, or thin prism
distortion into account. To estimate the parameters of interest, the well-known
Levernburg-Marquardt algorithm is applied. To initialise the Levernburg-Marquardt
algorithm, the results from the classical Tsai algorithm are estimated. After both
the camera intrinsic and distortion parameters have been estimated, the distorted
image points are corrected using again the Levernburg-Marquardt algorithm ini-
tialised by these distorted image points themselves. The performance of algorithms
is measured as absolute and relative correction errors and collinear fitting errors.
The experimental results based on both synthetic data and real images show that the
proposed algorithm often successfully characterises the camera overall distortion,
producing encouraging results for camera calibration and correction.

8.1 Introduction

The acquisition and analysis of 3D data attract more and more attention from the
robot vision community for the representation of the objects of interest in the pro-
cess of object modelling, classification and recognition [1]. Accurate camera cal-
ibration is a pre-requisite step for 3D metric measurement using either the latest
laser scanning techniques or stereo vision systems. Without correction, the captured
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data are distorted, which may give an illusion to the shape of the objects of interest.
Subsequent analysis of such data is not accurate or even meaningless. As a matter
of fact, there are a number of parameters (intrinsic, extrinsic and distortion param-
eters) to be calibrated. These parameters often interact with each other to achieve
some objectives (e.g., minimisation of the average squared back-projection errors).
Various models (Table 8.1) have been proposed to model the camera distortions,
and calibration usually involves non-linear optimisation which is usually sensitive
to both the initialisation and the parameters inside the non-linear optimisation al-
gorithm such as the Levernburg-Marquardt algorithm. Consequently, accurate and
stable camera calibration is challenging and still remains open.

8.1.1 Previous Work

The existing camera calibration techniques can be classified broadly into the follow-
ing four main categories: calibration rig based, self calibration, autocalibration, and
parameter free correction:

• The calibration rig based approaches require the knowledge of correspondences
between the 3D calibration rig and its projective image. The rig contains either
non-coplanar points [12, 13, 20] or coplanar points [7, 22]. While the approach in
[22] is based on the rigidity constraint on the rigid rotation matrix, that in [16, 20]
is based on the radial alignment constraint. The calibration usually involves two-
steps. In the first step, a crude estimate of the parameters of interest is obtained
often with closed form solutions. In the second step, all parameters of interest
are globally and iteratively optimised through minimising some error functions.
One of the most widely used objective functions is the sum of the squared back-
projection errors;

• The self calibration techniques requires just a single projective image. The distor-
tion parameters can be estimated using either the projective geometry [5, 6, 9] or
in the frequency domain [8]. The former applies the property that the projections
of lines are still lines in the corrected image. Thus, the curvatures of line seg-
ments in the distorted image are due to the camera distortion. In this case, various
objective functions can be constructed: minimising distances from the points to
best fit line segments [5], slope variation of the line segments [9], etc. In contrast,
the latter observes that the Fourier transform of the signal before and after distor-
tion is correlated which can be defined as the bicoherence. The first order radial
distortion parameter can be estimated as one of the candidates sampled from an
interval that minimises the bicoherence. The experimental results show that the
frequency domain method is by no means comparable to that based on calibration
rigs for camera calibration and correction;

• Autocalibration approaches require at least two projective images of the same
scene and are often based on epipolar geometry [14, 18]. To calibrate the intrinsic
camera parameters, the constraints on the plane at infinity and the quadrics in that
plane are often constructed. Usually, autocalibration approaches do not consider
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the camera distortion. Even so, it was observed in [3] that it is often difficult to
estimate the focal length, the estimate of the principal point is often unstable, and
there is an ambiguity in calibrating the focal length, the principal point, and the
camera position; and

• Parameter free approaches [11] take only the radial distortion into account and
estimate the distortion factor for each point. To estimate the distortion factors, a
planar calibration grid is required and a constraint on the center of distortion and
the homography H transforming calibration grid points in the Euclidean space
into the undistorted image points in pixel coordinates is derived. Interestingly
enough, the constraint is very similar to that on the fundamental matrix which
results in the estimation of the first two rows of H. To estimate the third row of
H, an assumption of monotonicity of distortion with regard to the radial distance
is made. This assumption implies that the neighbouring undistorted points should
not differ significantly whose squared difference can be minimised, resulting in
the relative parameters being estimated in the least squares sense.

8.1.2 The Proposed Work

In this chapter, we propose a novel camera distortion model which attempts to
blindly model the overall camera distortion. In this case, no knowledge is required
about what the camera distortion is: radial, decentring, or thin prism. This attempt
is practical, since in reality, we probably have little idea about what distortion the
captured image is subject to. On the other hand, the novel model attempts to combat
the imaging noise. This is very important to the subsequent data analysis, since all
imaging devices introduce some amount of noise caused by point sampling, quanti-
sation of measurements, reflective properties, etc.

In order to estimate the parameters in the novel camera distortion model, we
employ the Levernburg-Marquardt (LM) algorithm to globally optimise all the pa-
rameters of interest through minimising the sum of squared differences between
the transformed distorted projected 3D world points and their given distorted im-
age points. Four parameters are used to model the image formation: focal length f ,
aspect ratio s, and the principal point (u0, v0). Seven parameters are used to model
the camera orientation and position: a quaternion q is used to describe the camera
orientation and a 3D vector t is used to describe the camera position in the world
coordinate system. Five parameters are used to describe the camera distortions.

We implement the classical Tsai algorithm [20]. The resulting estimates of both
the intrinsic and extrinsic parameters are then used to initialise the LM algorithm
with the camera distortion parameters all set to zero. After both the camera intrinsic
and distortion parameters have been obtained, the distorted image points are finally
corrected using again the LM algorithm that minimises the squared difference be-
tween the distorted image points and the transformed corrected points. The LM
algorithm is initialised by the distorted image points themselves. Since the distor-
tion is generally small, the distorted and undistorted image points thus should not
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be too far apart from each other, implying that the distorted points often provide a
good initialisation for their optimised correction.

For the sake of fair testing, we did not use the results from the Tsai algorithm di-
rectly for a comparative study. Instead, we employ again the LM algorithm to glob-
ally optimise its estimation results through minimising the sum of squared differ-
ences between the transformed distorted projected 3D world points and their given
distorted image points with the camera distortion explicitly modelled as both ra-
dial and decentring ones in 4 parameters altogether. The improved Tsai algorithm
is called the Tsai+LM algorithm in this chapter. Such a comparative study is valu-
able, since it can reveal whether the explicit knowledge of the camera distortion is
beneficial to successful image point correction. The performance of camera calibra-
tion algorithms are measured from two aspects: (1) absolute and relative correction
errors. This is in contrast with the commonly used average correction error which
does not take into account the fact that the distortion in the middle area of images
is little, while the distortion in the peripheral area is more pronounced. As such, the
average correction error may not be informative to the performance of algorithms;
and (2) the collinearity constraint on points. While the collinear points lie on curves
in the distorted image, they should lie on the collinear line segments after correc-
tion. To get a further idea about the extent to which the proposed camera calibration
and correction algorithm reduces the collinear fitting errors, we also implement for
a comparative study the self-calibration algorithm [6] that operates for the calibra-
tion and correction of the distorted points in the projective image on the collinearity
constraint alone. The collinear fitting errors are measured as: maximum fitting er-
ror (MFE), average fitting error (AFE), and the standard deviation of fitting errors
(SDFE) of points on different line segments. The experiments based on both syn-
thetic data and real images show that the proposed algorithm produces encouraging
camera calibration and correction results.

The rest of this chapter is structured as follows: Sect. 8.2 proposes a novel cam-
era distortion model, Sect. 8.3 proposes a novel camera calibration and correction
algorithm, while Sect. 8.4 presents the experimental results based on both synthetic
data and real images. Finally, Sect. 8.5 draws some conclusions and indicates future
research directions.

8.2 A New Distortion Model

The following notations are used throughout this chapter: capital letters denote vec-
tors or matrices, lower case letters denote scalars, | · | denotes the absolute value of
a scalar, ‖ · ‖ denotes the Euclidean norm of a vector, I is an identify matrix, a × b
denotes the cross product of vectors a and b, det(A) denotes the determinant of the
square matrix A, the subscripts w and c denote the 3D points described in the world
and camera centred coordinate systems, the subscripts f , u, and d denote the points
in the frame buffer, undistorted, and distorted image points, respectively, variables
with ˆ signs denote the corrected or estimated ones, and superscript T denotes the
transpose of a vector or a matrix.
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Table 8.1 Commonly used camera distortion models

Type Model Applicability

Radial polynomial model rd = ru(1 + κ1r
2
u + κ2r

4
u + · · · + κpr

2p
u ) Projected/Image points

Radial model [17] rd = ru(1 + κ1ru + κ2r
2
u) Projected points

Radial model [20] rd = ru(1 + κ1r
2
u) Projected points

Radial division model [10] P̂f = 1
1+κ1‖Pf ‖2 Pf Image points

Radial model [19] P̂f − C = (Pf − C)
∑d

i=0 κi‖Pf − C‖i Image points

Radial rational model [4] P̂f =
(

AT
1 χ(i,j)

AT
3 χ(i,j)

,
AT

2 χ(i,j)

AT
3 χ(i,j)

)
Image points

Decentring model [21] xd = p1(r
2
u + 2x2

u) + 2p2xuyu

yd = 2p1xuyu + p2(r
2
u + 2y2

u)

Projected points

Thin Prism model [21] xd = s1r
2
u

yd = s2r
2
u

Projected points

Inspired by the various camera distortion models summarised in Table 8.1 pro-
posed in the literature and with an attempt to blindly model the overall distortion the
camera is subject to and combat the imaging noise for accurate camera calibration
and correction, we propose the following camera distortion model:

xdi = xui

1 + κ2xui + κ3yui

1 − κ1r
2
ui

,

ydi = yui

1 + κ4xui + κ5yui

1 − κ1r
2
ui

(8.1)

where κ1, κ2, κ3, κ4, and κ5 are unknown distortion parameters to be calibrated,
Pdi = (xdi, ydi)

T is distorted image points, Pui = (xui, yui)
T is undistorted image

points: xui = f
R1pwi+tx
R3pwi+tz

, yui = f
R2pwi+ty
R3pwi+tz

, R1, R2, and R3 are the three rows of
the camera orientation matrix R in the world coordinate system, tx , ty and tz are
three components of the camera position t, and r2

ui = x2
ui + y2

ui is the squared radial
distance from the principal point.

This model which is called a fraction model, is applied to the projected 3D world
points, and clearly has the property that when ru = 0, the point has no distortion at
all. With the increase of ru, the distortion in the points also increases. This property
conforms to the normal observation that the points in the middle of the image are
subject to little distortion, while the distortion of the points in the peripheral area is
more pronounced, as illustrated in Figs. 8.1 through 8.4.

8.3 A Novel Calibration Algorithm

In this section, we estimate the unknown parameters in the proposed camera dis-
tortion model (see (8.1)) described in the last section and then summarise the main
steps in the proposed algorithm for camera calibration and correction. To this end,
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Fig. 8.3 The correction results using different algorithms with non-coplanar point data subject to
more severe radial distortion as well as decentring distortion and corrupted by a multiple 10 of a
basic noise. Left column: κ1 = −0.1; Right column: κ1 = −0.12. Top row: Self-calibration; Middle
row: The Tsai+LM algorithm; Bottom row: FMC

we minimise the sum of the squared differences between the transformed distorted
projected 3D world points pwi = (xwi, ywi, zwi)

T and their given corresponding
distorted projective image points Pf i = (xf i, yf i)

T (i = 1,2, . . . , n). The details of
optimisation are given as follows.
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Fig. 8.4 The correction results of different algorithms measured by the collinearity constraint
based on synthetic data corrupted by a multiple 10 of a basic noise. Left column: non-coplanar
points; Right column: coplanar points. Top row: maximum fitting error (MFE); Middle row: average
fitting error (AFE); Bottom row: standard deviation of fitting errors (SDFE)

8.3.1 Pin-Hole Camera Model

The relationship between a 3D world point pwi = (xwi, ywi, zwi)
T and its image

point Pf i = (xf i, yf i)
T in the image plane without distortion can be represented as:
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Zci

⎛

⎝
xf i

yf i

1

⎞

⎠ = A(R t)
(

pwi

1

)
= Hpwi + T (8.2)

where H = AR, T = At, matrix

A =
⎛

⎝
sf/dx 0 u0

0 f/dy v0
0 0 1

⎞

⎠

encodes the camera intrinsic parameters, s is the aspect ratio of the pixel, f is the
focus length of the camera, dx and dy are the actual width and height of the pixel,
(u0, v0) is the principal point, and Zci is the depth of 3D world point pwi in the
camera centred coordinate system. dx and dy are assumed to be known which can
usually be found in the specifications of the cameras.

8.3.2 Optimisation of All Parameters

Taking the proposed camera distortion model equation (8.1) and the pin-hole camera
model equation (8.2) into account, the distorted image points are modelled as:

xui = f
R1pwi + tx

R3pwi + tz
,

yui = f
R2pwi + ty

R3pwi + tz
,

xdi = xui

1 + κ2xui + κ3yui

1 − κ1r
2
ui

,

ydi = yui

1 + κ4xui + κ5yui

1 − κ1r
2
ui

,

xf i = sxdi/dx + u0,

yf i = ydi/dy + v0.

(8.3)

Then altogether 16 parameters need to be optimised: 4 intrinsic parameters IP =
(f, s, u0, v0), 7 extrinsic parameters EP = (q, t) where a quaternion q is used to
represent the camera orientation matrix R and three parameters are used to represent
the camera position t in the world coordinate system, and 5 distortion parameters
DP = (κ1, κ2, κ3, κ4, κ5). For more accurate and efficient optimisation, the normali-
sation of the quaternion q is ignored: q ← q/‖q‖. To optimise these 16 parameters,
the following objective function is built:

J1 = min
IP,EP,DP

n∑

i=1

((x̂f i − xf i)
2 + (ŷf i − yf i)

2) (8.4)
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which minimises the differences between the re-projected 3D points P̂f i =
(x̂f i , ŷf i)

T in the image plane and given image points Pf i = (xf i, yf i)
T . The opti-

misation is performed using the Levernburg-Marquardt algorithm. The initialisation
was provided using the intrinsic and extrinsic parameters estimated by the classical
Tsai algorithm [20] with the distortion parameters all set to 0.

8.3.3 The Correction of the Distorted Image Points

From (8.1), it can be seen that given the distorted image points Pf i = (xf i, yf i)
T ,

generally, there is no closed form solution to the undistorted points Pui =
(xui, yui)

T . While some researchers turn to the approximation method [12, 13],
in this chapter, we propose using the LM algorithm to correct the distorted points.
To this end, the following objective function is built:

J2 = min
x̂ui ,ŷui

(x̂di − xdi)
2 + (ŷdi − ydi)

2 (8.5)

where x̂di = x̂ui
1+κ̂2x̂ui+κ̂3ŷui

1−κ̂1 r̂
2
ui

, ŷdi = ŷui
1+κ̂4x̂ui+κ̂5ŷui

1−κ̂1 r̂
2
ui

, r̂2
ui = x̂2

ui + ŷ2
ui , xdi = (xf i −

û0)dx/ŝ, and ydi = (yf i − v̂0)dy, κ̂1, κ̂2, κ̂3, κ̂4, κ̂5, ŝ, û0 and v̂0 are the distortion
and intrinsic parameters calibrated in the last section. The LM algorithm was ini-
tialised by the distorted image points. Since the undistorted points around the prin-
cipal point are always very close to the distorted points and the undistorted points
should not be far away from the distorted points, the distorted points thus often pro-
vide a good initialisation for their optimised correction. As long as both the intrinsic
and distortion parameters have been calibrated with reasonable accuracy, then the
objective function J2 usually well poses the image correction problem, leading the
distorted points to be accurately corrected.

8.3.4 Summary of the Novel Camera Calibration and Correction
Algorithm

From (8.4), it is known that 15 camera intrinsic, extrinsic and distortion parame-
ters need to be calibrated. From (8.2) and (8.3), it can be seen that a single 3D-2D
correspondence provides two constraints. Consequently, at least 8 such 3D-2D cor-
respondences are required for the calibration of these 15 parameters. Given a set
of 3D-2D correspondences (pwi,Pf i ) (i = 1,2, . . . , n|n ≥ 8), the main steps in the
proposed camera calibration and correction algorithm can be summarised as fol-
lows:

1. Use (8.1) to model the camera distortion;
2. Use the traditional Tsai algorithm [20] to estimate both the intrinsic and extrinsic

parameters;
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3. Apply the LM algorithm to minimise the objective function equation (8.4) for an
optimal estimation of the camera intrinsic, extrinsic and distortion parameters.
The LM algorithm is initialised by the intrinsic and extrinsic parameters that are
estimated above by the Tsai algorithm and the distortion parameters that are all
set to zero;

4. Apply again the LM algorithm to minimise the objective function equation (8.5)
to correct the distorted points with the LM algorithm initialised by the distorted
points themselves.

Since the proposed algorithm is based on a fraction distortion model for camera
calibration, it is called the FMC algorithm in the rest of this chapter. Since it oper-
ates directly on 3D-2D correspondences, it has a computational complexity of O(n)

where n is the number of 3D-2D correspondences used for camera calibration and
correction.

8.4 Experimental Results

In this section, we experimentally validate the proposed camera calibration algo-
rithm described in Sect. 8.3 using both synthetic data and real images. For a com-
parative study, we also implemented the Tsai+LM algorithm, which is an improved
version of the traditional two-step Tsai algorithm [20]. The improvement lies in two
aspects: (1) the camera distortion was explicitly modelled as the second order radial
and decentring ones, instead of just the first-order radial one:

xdi = xui(1 + κ1r
2
ui + κ2r

4
ui) + 2ν1xuiyui + ν2(r

2
ui + 2x2

ui),

ydi = yui(1 + κ1r
2
ui + κ2r

4
ui) + ν1(r

2
ui + 2y2

ui) + 2ν2xuiyui,
(8.6)

and (2) the LM algorithm was used to globally optimise the calibration results of
the Tsai algorithm.

8.4.1 Synthetic Data

In this section, we use the synthetic data to validate the proposed FMC algorithm for
camera calibration and correction. The following parameters were used to generate
the synthetic data: Ncx = 649, Nf x = 512, dx = dy = 0.015, u0 = 367.6093, v0 =
305.8503, and aspect ratio: s = Ncx/Nf x. 3D calibration patterns were created as:
xm = i ∗ δx + Ox (i = 1,2, . . . , nx ), ym = j ∗ δy + Oy (j = 1,2, . . . , ny ), and zm =
k ∗ δz +Oz (k = 1,2, . . . , nz), where m = ((k −1)∗nx + i −1)∗ny + j , δx , δy , and
δz are the distance between neighbouring points along x, y and z axes respectively,
Ox , Oy , and Oz are the offsets of the starting points of the calibration pattern in the
world coordinate system. Then these points were subject to a rotation, consisting of a
rotation angle of 30° around the x axis, 1° around the y axis, and 2° around the z axis
followed by a translation vector t = (−100,−85,2000)T . The transformed points
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Table 8.2 Absolute and relative calibration errors of different algorithms based on non-coplanar
and coplanar points subject to different levels of noise defined as a multiple τ of a basic noise

Points τ Self-calibration Tsai+LM FMC

ACE (pixels) RCE (%) ACE (pixels) RCE (%) ACE (pixels) RCE (%)

Non-coplanar 1 0.0434 2.50 0.1516 8.74 0.2529 14.58

10 0.8963 51.32 0.2441 13.98 0.1726 9.88

20 2.0735 114.73 0.4008 22.62 0.3361 19.15

Coplanar 1 0.1819 12.18 0.1004 6.77 0.1482 10.01

10 0.9064 59.30 0.3478 22.37 0.2209 14.21

20 8.3068 507.66 0.4249 25.97 0.4216 25.76

were described in the camera centred coordinate system and projected onto a plane
with a focal length equal to f = 8.3431. Finally, the projected image points were
distorted using the model described in (8.6) above. In the experiments, the following
parameters, unless otherwise stated, were used: nx = 10, ny = 10, nz = 3, Ox = 10,
Oy = 10, Oz = 0, δx = 20, δy = 20, δz = 20, κ1 = −0.08186, κ2 = 0.008755, ν1 =
−0.0003275, and ν2 = −0.0001565. For coplanar points, we simply set zm = 0.

In order to simulate the real world imaging noise due to quantisation, different
reflectance properties of the object surface, mechanical errors, etc, the Gaussian
white noise with standard deviation σ = 0.04τ was added to the coordinates of 3D
world points pwi (i = 1,2, . . . ,300) and σ = 0.005τ was added to image points Pf i

where τ varied from 0 to 16 at intervals of 2, simulating different levels of noise.
Due to the fact that the image points around the principal point are subject to little

distortion and only the peripheral pixels are subject to heavier distortion, the aver-
age and standard deviation of the differences between the corrected image points
and the given undistorted image points may not be informative to the performance
of algorithms. In this case, two new performance measures were defined: absolute
correction error (ACE) and relative correction error (RCE). ACE was defined as
the maximum coordinate difference in pixels between the corrected image points
and the given undistorted image points. RCE was defined as: ACE/MCD*100%
where MCD is the maximum coordinate difference in pixels between the distorted
and undistorted image points. ACE and RCE measure the extent to which the most
heavily distorted points have been corrected. Once such points have been accurately
corrected, then the other points will also be accurately corrected. The experimen-
tal results are presented in Tables 8.2, 8.3, 8.4, and 8.5 and Figs. 8.1, 8.2, 8.3, 8.4,
and 8.5.

8.4.1.1 Calibration and Correction

From Figs. 8.1 and 8.2 and Table 8.2, it can be seen that (1) both the proposed FMC
and the improved Tsai+LM algorithms successfully calibrate the camera parameters
and superimpose the corrected points accurately on the undistorted points, no matter
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Table 8.3 Absolute and relative calibration errors of different algorithms based on non-coplanar
points subject to different radial distortions κ1 as well as decentring distortion corrupted by a
multiple 10 of a basic noise

Points Self-calibration Tsai+LM FMC

ACE (pixels) RCE (%) ACE (pixels) RCE (%) ACE (pixels) RCE (%)

κ1 = −0.10 0.9502 44.23 0.4352 20.26 0.1757 8.18

κ1 = −0.12 0.9988 38.54 1.1645 44.93 0.2509 9.68

Table 8.4 The average μ and standard deviation δ of the maximum fitting error (MFE), average
fitting error (AFE) and standard deviation of fitting errors (SDFE) of points on different line seg-
ments using different algorithms based on synthetic data corrupted by a multiple 10 of a basic
noise

Points Algorithm μ (pixels) δ (pixels)

MFE AFE SDFE MFE AFE SDFE

Non-coplanar BeforeCorrection 0.2902 0.1309 0.2016 0.0652 0.0359 0.0522

Self-calib. 0.2423 0.1070 0.1691 0.0641 0.0314 0.0458

Tsai+LM 0.2675 0.1116 0.1778 0.0530 0.0286 0.0425

FMC 0.2567 0.1102 0.1743 0.0527 0.0303 0.0444

Coplanar BeforeCorrection 0.2751 0.1231 0.1913 0.0308 0.0204 0.0286

Self-calib. 0.2235 0.0890 0.1559 0.0471 0.0151 0.0220

Tsai+LM 0.2335 0.1003 0.1595 0.0226 0.0163 0.0221

FMC 0.2467 0.1008 0.1605 0.0491 0.0203 0.0309

Table 8.5 The average μ and
standard deviation δ of
calibration errors of the
parameters of interest using
different algorithms based on
the synthetic data corrupted
by different multiples of a
basic noise

Para. Tsai+LM FMC

μ δ μ δ

ACE (pixels) 0.35 0.15 0.32 0.11

RCE (%) 19.20 7.73 17.46 5.67

f (%) −2.20 3.51 −5.86 4.12

s (%) −0.11 0.07 −0.03 0.07

u0 (%) 1.35 0.64 0.29 0.84

v0 (%) 0.65 0.67 0.73 0.64

q (%) 0.38 0.19 0.24 0.17

t (%) 20.31 14.00 20.32 14.00

whether these points lie in the middle or peripheral area of the image. Such accurate
superimposition indicates that the distorted points have been satisfactorily corrected
with remaining errors as small as 0.40 pixels; (2) when the noise levels are too low,
the Tsai+LM algorithm is more accurate than the proposed FMC algorithm. This is
because the Tsai+LM algorithm makes full use of the prior knowledge of the cam-
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Fig. 8.5 The relative calibration errors of different parameters using different algorithms based on
synthetic non-coplanar point data with various multiples of a basic noise. Top left: ACE; Top right:
RCE. Second row left: focal length; Second row right: aspect ratio. Third row left: u0; Third row
right: v0. Bottom left: rotation; Bottom right: translation
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era distortion models. However, with the noise level increasing, the noise weakens
the regularities existing in the data about the distortions the camera was subject to.
In this case, the Tsai+LM algorithm failed to take advantages of the prior knowl-
edge of the camera distortions for the camera calibration and correction. This shows
that the knowledge of radial and decentring distortions does not necessarily always
bring benefits to the Tsai+LM algorithm for accurate camera calibration and cor-
rection. The proposed FMC algorithm clearly outperforms the Tsai+LM algorithm
for the correction of the distorted points with the RCE being reduced up to 8%; (3)
when the coplanar points are corrupted by higher levels of noise, both the proposed
FMC and Tsai+LM algorithms produced worse results. This shows that the non-
coplanar points can better pose the calibration problem than the coplanar points;
and (4) heavy noise often renders all the algorithms to degrade their performance,
as expected.

From Fig. 8.3 and Table 8.3, it can be observed that after the radial distortion
coefficient κ1 was increased from −0.08186 to −0.12, both the self-calibration and
the Tsai+LM algorithms displace the corrected points with regard to the undistorted
points, while the proposed FMC algorithm superimposes the corrected points per-
fectly on the undistorted points. This observation shows that severe radial and de-
centring distortions render both the self-calibration and the Tsai+LM algorithms to
degrade considerably, they do not really impose a significant impact on the proposed
FMC algorithm for accurate camera calibration and correction. In this case, the lat-
ter decreases the RCE by 35% compared with the Tsai+LM algorithm and by 28%
compared with the self-calibration algorithm despite the fact that the proposed FMC
algorithm knew nothing about that the camera was subject to severe radial distor-
tion as well as decentring distortion. Such a significant performance improvement
clearly shows that the proposed fraction camera distortion model successfully de-
scribed both the radial and decentring distortions and effectively combated imaging
noise for accurate camera distortion calibration and correction.

8.4.1.2 Collinearity Constraint

To get a further idea about the extent to which the proposed FMC algorithm is ac-
curate, in this section, we compare it against the self-calibration algorithm proposed
in [6]. This self-calibration algorithm does not require a calibration rig and attempts
to straighten the collinear points which appear as a curve in the distorted image. To
this end, we manually extracted the non-coplanar points which should lie on 8 line
segments in this chapter with the largest curvatures in the distorted image and then
estimated the coordinates of the principal point and the coefficients κ1 and κ2 for
the first two orders of the radial distortion. After these parameters of interest had
been estimated, all points (including both the selected and non-selected points for
camera distortion calibration) were corrected using these parameters. It is interest-
ing to note that we also applied Equation 8.6 to model both the radial and decentring
distortions. However, no better results were obtained. Thus, we finally modelled the
radial distortion alone. The performance of algorithms is measured as: maximum
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fitting error (MFE), average fitting error (AFE) and the standard deviation of fitting
errors (SDFE) of points on different line segments. The experimental results are
presented in Fig. 8.4 and Table 8.4.

From Fig. 8.4 and Table 8.4, it can be seen that (1) All the self-calibration,
Tsai+LM and FMC algorithms successfully reduce the collinear fitting errors. This
shows that all these three algorithms somewhat successfully correct the distorted
points; (2) While the self-calibration algorithm manipulates the collinearity con-
straint, it usually produces the smallest collinear fitting errors. Even though the pro-
posed FMC algorithm did not take into account the collinearity constraint, it usually
produces smaller collinear fitting errors than the Tsai+LM algorithm. This shows
that the proposed FMC algorithm is more accurate than the Tsai+LM algorithm
for camera calibration and correction despite the fact that it does not require the
prior knowledge of the camera distortion which is usually difficult to obtain; and
(3) As demonstrated in Figs. 8.1 and 8.2, when the noise corrupting the points is
light, the self-calibration algorithm is sufficient for accurate camera distortion cor-
rection. As demonstrated in Fig. 8.1, when the noise was heavy and used to corrupt
the non-coplanar points, it failed completely to correct the distorted points, since
the corrected points are very close to the distorted points, instead of the undistorted
points. As demonstrated in Fig. 8.2, when the noise was heavy and used to cor-
rupt the coplanar points, it produced completely wrong correction results, since the
corrected points have been shifted a very large distance from their corresponding
undistorted points. This shows that the self-calibration algorithm is very sensitive
to imaging noise. In contrast, both the proposed FMC and Tsai+LM algorithms
however still successfully correct the distorted points, superimposing the corrected
points accurately on the undistorted points.

8.4.1.3 Different Levels of Noise

In this section, we present experimental results based on non-coplanar points cor-
rupted by different levels of noise defined as various multiples of a basic noise. The
experimental results are presented in Fig. 8.5 and Table 8.5. From Fig. 8.5, it can be
clearly observed that (1) the proposed FMC algorithm is always more accurate than
the Tsai+LM algorithm in the sense of correcting the distorted image points when
the imaging noise is heavy enough (τ > 5, for example) and in the sense of cali-
brating the intrinsic and camera rotational parameters when the data were corrupted
by a medium level of noise (τ ∈ [10,25], for example). It is interesting to note that
even when the data were free from noise, both the proposed FMC and the Tsai+LM
algorithms did not correct the camera distortion completely. This is because the ob-
jective function (see (8.4)) is a highly non-linear function of 16 parameters. Even
though the data are free from noise, the global minimum of (8.4) is often difficult
for the LM algorithm to find. In this case, the correction error still exists; (2) even
though all parameters have not been perfectly calibrated, the correction error can
still be small. This is because the intrinsic and distortion parameters that eventually
determine the amount of correction errors interact with each other and their errors
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counteract with each other. When images have been successfully corrected, the es-
timation of the camera position still can have a relative error of up to 48%; (3) both
the intrinsic and distortion parameters are crucial to successful image correction.
If they have a large error, then image correction will generally fail; (4) while the
aspect ratio is the most reliably calibrated, the camera position is consistently the
most difficult to calibrate. This explains why the depth from the surface of the ob-
ject of interest to the camera is often difficult to measure, since it is a function of the
camera position; and (5) heavy noise usually leads to less accurate estimation of the
parameters of interest, which is often within expectation.

8.4.2 Real Images

In this section, we use real image data to validate the proposed FMC algorithm
for camera calibration and correction. The real image data were downloaded from
[15] and used in [13] and from the website of the Calibrated Imaging Laboratory
at CMU [2]. The control points [15] are circles which were extracted using the mo-
ment and curvature preserving ellipse detection technique and the renormalisation
conic fitting. 491 out of 512 points were finally used for camera calibration. The
experimental results are presented in Tables 8.6, 8.7, 8.8, and 8.9 and Fig. 8.6.

From Tables 8.7, 8.8, and 8.9, it can be seen that both the proposed FMC and
Tsai+LM algorithms produce similar results for the calibration of intrinsic and ex-
trinsic parameters, as expected, while the distortion parameters are different and
have different interpretations. It seems that both the intrinsic and distortion pa-
rameters are critical for the correction of distorted images, the extrinsic parame-
ters impose little impact on the correction of the images, even though they do af-
fect the optimisation of the intrinsic and distortion parameters. This conclusion has
been confirmed by Fig. 8.6. Both the proposed and Tsai+LM algorithms success-
fully correct distorted images as expected with curved line segments having been

Table 8.6 The correction
made in pixels by different
algorithms based on different
real images

Algorithm Grid Castle WallandTower

Tsai+LM 13.34 8.02 4.85

FMC 11.10 8.08 4.90

Table 8.7 The calibration
results of intrinsic parameters
using different algorithms
based on different real images

Para. Grid Castle WallandTower

Tsai+LM FMC Tsai+LM FMC Tsai+LM FMC

f 8.35 8.32 57.45 57.42 148.39 147.54

s 1.0034 1.0038 1.0003 1.0009 1.0014 1.0015

u0 367.31 371.23 258.59 253.36 255.34 257.53

v0 306.63 288.76 197.24 202.20 207.05 203.05
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Table 8.8 The calibration results of the extrinsic parameters using different algorithms based on
different real images

Para. Grid Castle WallandTower

Tsai+LM FMC Tsai+LM FMC Tsai+LM FMC

q0 0.9066 0.9079 0.9997 0.9999 0.9999 0.9999

q1 −0.1174 −0.1093 0.0004 −0.0006 0.0056 0.0059

q2 0.3669 0.3696 −0.0038 −0.0049 −0.0011 −0.0009

q3 0.0646 0.0611 0.0056 0.0057 0.0032 0.0032

tx −0.6154 −1.7976 −558.0944 −554.6412 −318.8117 −320.8479

ty −97.8920 −92.7628 −506.0734 −509.5744 −301.0551 −301.9105

tz 308.8881 370.4704 1741.5957 1741.7843 1133.8702 1133.3641

Table 8.9 The calibration results of distortion parameters using different algorithms based on
different real images

Para. Grid Castle WallandTower

Tsai+LM FMC Tsai+LM FMC Tsai+LM FMC

κ1 −0.003130 0.000059 0.000538 −0.000024 0.000519 0.000053

κ2 0.000044 −0.001355 0.000001 0.000136 0.000001 0.000004

κ3 n/a −0.002594 n/a 0.000595 n/a 0.000558

ν1 0.000009 0.000248 −0.000066 −0.000033 0.000051 0.000018

ν2 −0.000035 −0.000991 0.000071 0.000035 −0.000040 0.000034

straightened. The points in the middle areas of the images before and after correc-
tion perfectly superimpose, while those in the peripheral area stay apart due to the
correction made by different algorithms. Even though we have no knowledge about
the ground truth of the actual distortion of different points, we believe that the cor-
rection of the distorted points made is reasonable, since the calibrated intrinsic and
extrinsic parameters are very close to the values provided on the website [2].

8.5 Conclusion

In this chapter, we have proposed a novel algorithm for camera calibration and cor-
rection. This algorithm is based on a novel camera distortion model which attempts
to blindly model the overall distortion of the camera and combat the imaging noise
for more accurate camera calibration and correction. To estimate the parameters
of interest, we globally optimise an objective function about the sum of the back-
projection errors using the LM algorithm. For the initialisation of the LM algorithm,
the classical Tsai algorithm was implemented. The initialisation must be sufficiently
accurate. Otherwise, the LM algorithm can easily fail to optimise the parameters
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of interest. After both the intrinsic and distortion parameters have been calibrated,
the distorted image points have been corrected using again the LM algorithm ini-
tialised by the distorted image points themselves. This LM algorithm minimises
the squared difference between the distorted points and the transformed corrected
points. As long as both the intrinsic and distortion parameters have been calibrated
with reasonable accuracy, then the minimisation is usually successful. The proposed
algorithm took fewer than 2 seconds on a Pentium IV, 2.80 MHz computer for any
experiment reported in this chapter.

In summary, we have made the following contributions in this chapter:

• we have proposed a fraction formula to blindly model the overall camera dis-
tortion without any prior knowledge about what distortion the camera is subject
to;

• we have proposed using the LM algorithm to correct the distorted images ini-
tialised by the distorted points themselves;

• two novel parameters have been defined to measure the performance of camera
calibration and correction algorithms; and

• we experimentally demonstrate that the prior knowledge about the camera distor-
tion does not necessarily always bring benefits to algorithms for accurate camera
calibration and correction. What the accurate camera calibration and correction
algorithm requires is a powerful model to blindly characterise the overall camera
distortion and effectively resist the imaging noise in data.

A comparative study based on both synthetic data and real images corrupted by
reasonable levels of noise shows that the proposed algorithm successfully calibrated
and corrected the distorted image points, while the self-calibration method often
produced good results when the noise level was very low. Further research is to
investigate the reason why while the distorted images can be satisfactorily corrected,
the calibration of the camera position parameters is often poor, and how the depth
of points in the camera coordinate system can be accurately estimated. Research is
underway and results will be reported in the future.
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Chapter 9
A Leader-Follower Flocking System Based
on Estimated Flocking Center

Zongyao Wang and Dongbing Gu

Abstract This chapter introduces a robot flocking system in which only minority
members are the group leaders who have global trajectory knowledge, while major-
ity members are the group followers who do not have global trajectory information,
but can communicate with neighbors. The followers even do not know who the
leaders are in the group. In order to keep the flocking group connected, all the group
members estimate the position of flocking center by using a consensus algorithm via
local communication. Based on the estimated positions of flocking center, a leader-
follower flocking algorithm is proposed. A group of real robots, “wifibots”, are used
to test the feasibility of the flocking algorithm. The simulation is conducted for a
large group to demonstrate its scalability. The results show that this leader-follower
flocking system can track desired trajectories led by the leaders.

9.1 Introduction

For animals that forage or travel in groups, few individuals have global informa-
tion, such as knowledge about the location of a food source or a migration route.
The informed individuals play an important role in guiding those who are less ex-
perienced [2]. For example, the foraging behavior of fish shoals is known to be
influenced by few informed individuals and such a group can navigate towards a
target [11]. Honeybee swarms can be guided to a new site by very few individu-
als [12]. Such a leader-follower flocking strategy can be used for mobile robots,
where few robots possess complicated sensory ability, such as GPS, and powerful
computation ability to plan the global trajectory. The global trajectory is a desired
robot trajectory to which the flocking system is designed to track. The followers
simply use local sensors or limited communication to exchange information and
flock without separation and collision.
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In robotics, the leader-follower strategy has been applied in formation control
for many years. The formation control needs to build dynamic models of relative
distance and bearing between leaders and followers. The chain structure is used,
in which a follower can also be a leader of another follower and every follower
knows who the leaders are. Some formation systems can change the leader follower
relationships. In [3], a framework for multi-robot coordination that allows robots
to maintain or change formation while following a specified trajectory or perform-
ing cooperative manipulation tasks is introduced. In the system, a follower has to
follow a specific leader and a switching protocol is required to allow robots to se-
lect the most appropriate formation depending on the environment. The work in [4]
investigates the formation changing by using graph theory. A transition matrix is
introduced to govern the addition and deletion of edges in the network and manage
the changing of communication protocol.

In robotic flocking systems, neighbor robots exchange information via local wire-
less communication. A flocking network is formed according to the wireless com-
munication connection. The topology of flocking network is varied with time due to
the motion of robots. The flocking robots should have a cohesion control ability in
order to keep the flocking network connected. Cohesion control is a challenging is-
sue in the leader-follower robot flocking systems. In recent years, many distributed
algorithms have been provided. However, the group split into multiple components
may happen during manoeuvres under these distributed algorithms, which prevents
a robot group from forming a flock. The system stabilization is always established
by assuming that the topology of the flocking network is connected at all time.
A flocking system is investigated in terms of controllability and optimal control
given that the flocking network is connected [8]. In [14], a convergent condition is
constructed by using the contraction theory. However, the convergent condition can
only be applied in a flocking system with connected network topology.

If all the members know the global trajectory information, the cohesive force
generated by this global trajectory information can keep the flocking group con-
nected [9, 10]. Some researchers have attempted to find a distributed way to keep
the connectivity of a flocking system. One approach is to define a measure of local
connectedness to check if the connection is maintained and the measure can be used
as a constraint for the motion control law [13]. Using a specific potential function
can also maintain the connectivity [5, 7, 15] as the potential function generates an
infinite force to keep them connected when the distance between two connected
robots approaches a threshold.

In the leader-follower flocking system considered in this chapter, only leaders
have the global or desired trajectory information, while followers do not have. Thus
the followers have the potential to move away from the flocking group and lead
to group split. To solve this problem, we propose to estimate the position of the
flocking center by all the robots in the flocking system. All the members includ-
ing followers can use this knowledge to keep their connections by moving to the
position of the flocking center. The position of the flocking center is the global in-
formation. Its accurate calculation requires a centralized approach. In this chapter,
we propose to use a consensus algorithm to estimate the position of the flocking cen-
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ter. It only requires the robots to communicate with their neighbors and therefore it
is a distributed algorithm.

The experimental tests are conducted on a group of wifibots [1]. The wifibots are
networked robots which can use wireless communication to exchange information
with neighbors. In the proposed algorithm, followers do not need to know the global
or desired trajectory, but all the members need to know their own positions. Our
testing is carried out in an in-door environment (circular Robot Arena in University
of Essex, around 100 m2). There is a 3D tracking system (the Vicon tracking system)
equipped in the lab with high accuracy. All wifibots can connect with the Vicon
system via TCP/IP protocol and acquire their positions.

In the rest of this chapter, Sect. 9.2 introduces the structure of the flocking system
and the estimation of flocking center. Section 9.3 presents the leader-follower flock-
ing algorithm. The algorithm stability is analyzed in Sect. 9.4. Section 9.5 shows
experimental results. Three real robots are used to test the algorithm. To show the
system scalability, a simulation for thirty robots is conducted in Sect. 9.6. A brief
conclusion is given in Sect. 9.7.

9.2 Flocking System

We consider a flocking system consisted of N robots. The state of these N robots
can be represented by a vector q = [qT

1 , qT
2 , . . . , qT

N ]T ∈ R2N , where qi = [xi, yi]T
is the position of robot i. The topology of flocking system can be represented by a
graph G = (V , E ) where V is the set of vertices (robots) and E is the set of edges
(communication channels). The communication range of robots is denoted as C.
The topology of flocking system depends on the distance between robots; a link
only exists between a robot pair when their distance is smaller than C. When robot
j is the neighbor of robot i, we have j ∈ Ni = {j ∈ V , j �= i : ‖qi − qj‖ ≤ C}. We
assume that the communication range is the same for all the robots, so the graph of
flocking system is undirected. For a connected graph, Laplacian matrix L is sym-
metric and positive semi-definite [6].

Each robot can contact with the tracking system (Vicon system) to obtain its own
state qi . Each robot is required to send out its state qi via wireless communication in
order to estimate the position of flocking center. Due to the limited space used in the
experiment, all the robots can receive states from all other robots. To simulate the
limited range, a robot only receives states from neighbors who are located within
the distance of C and discards states from other robots whose distances are larger
than C.

Figure 9.1 is a diagram of the internal software structure of robot. The core com-
ponent is the controller which takes state information as input and outputs forward
velocity vi and rotation velocity ωi to move the robot. The robot model we used is
kinematic model:

⎧
⎪⎨

⎪⎩

ẋb
i = vi cos θi,

ẏb
i = vi sin θi,

θ̇i = ωi

(9.1)
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Fig. 9.1 Software structure

where θi is the heading of robot i and (qb
i = [xb

i , yb
i ]T ) represents the center point

of robot. The robot hand position qi = [xi, yi]T is a point located at the heading axis
with distance L to the center of robot. In the following, we will use qi as the robot
state for our investigation. By using the hand position, the relationship between
[xi, yi] and [vi,ωi] can be written as:

{
ẋi = vi cos θi + Lωi cos(θi + π

2 ),

ẏi = vi sin θi + Lωi sin(θi + π
2 ).

(9.2)

A coordination transformation can be made to obtain vi,ωi from q̇i .
{

vi = ẋi cos θi + ẏi sin θi,

ωi = 1
L
[ẋi cos(θi + π

2 ) + ẏi sin(θi + π
2 )]. (9.3)

All other components in Fig. 9.1 are related to the state estimation, including ac-
quiring neighbor’s state qj via wireless communication and estimating the position
of flocking center qc

i . The TCP/IP protocol is used to obtain the state qi from the
Vicon system. We assume a full state observation without noise can be obtained.

The estimation of flocking center is a key element in our algorithm. It can be used
for each robot to move close towards each other and avoid flocking split. Flocking
robots can reach agreement on their aggregate information via consensus between
adjacent robots. The consensus algorithm of robot i to estimate the position of flock-
ing center is as follows:

q̇c
i = −

∑

j∈Ni

(qc
i − qc

j ) − qc
i + qi (9.4)
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where qc
j is the estimate made by neighbor j . The vector form

q̇c = −Lqc + q − qc. (9.5)

For a connected graph, the symmetric and positive semi-definite L guarantees that
qc
i will asymptotically converge to the average of coordinates qi :

qc
i → 1

N

N∑

i=1

qi. (9.6)

9.3 Flocking Algorithms

The leader-follower flocking system in this chapter is composed of minority lead-
ers and majority followers. The leaders have knowledge of a desired trajectory and
need to track this trajectory. At the same time, they also need to avoid collision
and move to the flocking center. Eventually, the leaders can lead the entire flocking
group to track the desired trajectory. The followers do not know who the leaders
are in the group and do not know the desired trajectory. They only need to avoid
collision and move to the flocking center. Assume that there are L leader robots
and F follower robots in a group and L + F = N . The leader states denoted as
ql = [qT

l1
, qT

l2
, . . . , qT

lL
]T and qf = [qT

f1
, qT

f2
, . . . , qT

fF
]T are follower robot states.

The position estimation of flocking center is the same to both leaders and fol-
lowers. Also all of them need to avoid collision with other members or external
obstacles. The collision avoidance can be established by keeping neighbor robots a
specific distance. If the distance between neighbor robots is too small, they attempt
to separate. There are several approaches to design a separation potential function
Hs(‖qi −qj‖) where ‖qi −qj‖ is the Euclidean distance between robots i and j . We
have used fuzzy logic to design Hs(dij ). It is continuous function and its gradient
∇Hs(‖qi − qj‖) owns the following properties:

• When the distance (‖qi − qj‖) between robots i and j is smaller than a specific
distance C, ∇Hs(‖qi − qj‖) is negative. Robot i moves away from j .

• When the distance (‖qi − qj‖) between robots i and j is larger than the specific
distance C, ∇Hs(‖qi − qj‖) is close to zero and equal to zero when dij = C.

Figure 9.2 illustrates an example of Hs(‖qi −qj‖) and its corresponding ∇Hs(‖qi −
qj‖) designed by using fuzzy logic.

The follower flocking algorithm is designed as follows:

q̇fi
= −

[
kc(qfi

− qc
fi

) +
∑

j∈Ni

∇qfi
Hs(‖qi − qj‖)

]
(9.7)

where kc is the cohesion control gain.



196 Z. Wang and D. Gu

Fig. 9.2 Separation potential function and its force function

The leader controller is designed as follows:

q̇li = −
[
kc(qli − qc

li
) +

∑

j∈Ni

∇qli
Hs(‖qli − qj‖) + kt (qli − qr)

]
(9.8)

where kt is the tracking control gain.

9.4 Algorithm Stability

The key to use stability theory to analyze the algorithm stability is to find a proper
potential function for the entire flocking system. The system potential function
should include several potential sub-functions, which reflect the system perfor-
mance. Firstly all the robots have two common potential sub-functions. One is the
separation potential sub-function Hs(‖qi − qj‖), which is used for robots to move
away from neighbor robots to avoid collisions. Another one is the cohesion potential
sub-function Hc(‖qi − qc

i ‖) = 1
2kc‖qi − qc

i ‖2, which is used for robots to keep the
flocking system connected. Furthermore, the leader robots need to track the desired
trajectory qr and an additional potential sub-function for the leader tracking is re-
quired Ht(‖qli − qr‖) = 1

2kt‖qli − qr‖2. In our analysis, another common potential
sub-function for all the members is considered: Ha(‖qc

i − qc
j‖) = 1

2kc‖qc
i − qc

j‖2.
This potential sub-function is used for all robots to achieve the consensus on the
position estimation of flocking center. Summarizing all potential sub-functions to-
gether, the potential function of the entire flocking system is defined as:

H =
N∑

i=1

∑

j∈Ni

Ha(‖qc
i − qc

j‖) +
N∑

i=1

Hc(‖qi − qc
i ‖)

+
N∑

i=1

∑

j∈Ni

Hs(‖qi − qj‖) +
L∑

i=1

Ht(‖qli − qr‖). (9.9)
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The derivative of the potential function can be found according to the definitions
of the potential sub-functions:

Ḣ =
N∑

i=1

∑

j∈Ni

kc(q
c
i − qc

j )
T q̇c

i +
N∑

i=1

kc(qi − qc
i )

T q̇i −
N∑

i=1

kc(qi − qc
i )

T q̇c
i

+
N∑

i=1

∑

j∈Ni

∇qi
HT

s q̇i +
L∑

i=1

kt (qli − qr)
T q̇li −

L∑

i=1

kt (qli − qr)
T q̇r (9.10)

or

Ḣ =
N∑

i=1

kc

[∑

j∈Ni

(qc
i − qc

j )
T − (qi − qc

i )
T

]
q̇c
i

+
L∑

i=1

[
kc(qli − qc

li
)T +

∑

j∈Ni

∇qli
HT

s + kt (qli − qr)
T

]
q̇li

+
F∑

i=1

[
kc(qfi

− qc
fi

)T +
∑

j∈Ni

∇qfi
HT

s

]
q̇fi

−
L∑

i=1

kt (qli − qr)
T q̇r . (9.11)

To simplify the presentation, define:

E =
N∑

i=1

kc

∥∥∥∥
∑

j∈Ni

(qc
i − qc

j ) − (qi − qc
i )

∥∥∥∥

2

+
L∑

i=1

∥∥∥∥kc(qli − qc
li
) +

∑

j∈Ni

∇qli
Hs + kt (qli − qr)

∥∥∥∥

2

+
F∑

i=1

∥∥∥∥kc(qfi
− qc

fi
) +

∑

j∈Ni

∇qfi
Hs

∥∥∥∥

2

. (9.12)

Substituting the controllers (9.7), (9.8) and the consensus algorithm (9.4) into the
derivative of the potential function (9.11), we have

Ḣ = − E −
L∑

i=1

(qli − qr)
T q̇r . (9.13)

In the theoretical analysis, we can consider the tracking trajectory as a reference
point at each time step. Namely, the velocity of the tracking trajectory can be con-
sidered as zero (q̇r = 0). Then,

Ḣ = − E. (9.14)
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According to the definition E, we have:

E ≥ 0. (9.15)

From (9.14), we have:

Ḣ = −E ≤ 0. (9.16)

According to the above results and LaSalle’s invariance principle, H will decrease
until Ḣ = 0 where the � = {q, qc|E = 0} is an invariance set. It also proves that
the flocking system continuously consumes its energy until reaching a stable state.
From E = 0, it is concluded that the equilibrium of follower states lies in ‖kc(qfi

−
qc
fi

) + ∑
j∈Ni

∇qfi
Hs‖ = 0 and the equilibrium of follower states lies in ‖kc(qli −

qc
li
) + ∑

j∈Ni
∇qli

Hs + kt (qli − qr)‖ = 0.

9.5 Experiments

The experimental tests were conducted in the Robot Arena at University of Essex.
The Vicon system was used to provide position information to each of wifibots. We
used the TCP/IP protocol to implement the communication.

In the experiment, it was assumed that there existed only local neighbor-to-
neighbor information exchange among the robots and the robots can only receive
their own states from the Vicon system. The maximum velocity of robot was set to
2000 mm/s. The global or desired trajectory was a circle centered at [0,0] with a
radius of 1700 mm and the leader robot knew this trajectory:

xr = 1700 cos 0.05t,

yr = 1700 sin 0.05t.

Firstly, we tested the flocking algorithm without external obstacles. Four robots
were used and all the four robots were leaders. The main purpose of this experi-
ment was to examine the performance of flocking center estimation and distributed
cohesion control.

Figure 9.3 shows the video snapshots of the tracking process at time t = 0 s,
t = 47 s, t = 94 s and t = 142 s. At the initial state, the four wifibots were placed
randomly in the robot arena. The desired trajectory is plotted in Fig. 9.3(a) with the
solid line. It can be seen that the flocking system kept cohesion and no collision
happened during the whole process.

The trajectory of the flocking system with four leader robots is shown in Fig. 9.4.
The solid line denotes the desired trajectory. Four dotted lines are the trajectories of
four robots. The connections between robots at four time instants t = 0 s, 47 s, 94 s,
142 s are illustrated. The square mark on the solid trajectory represents the desired
position at four time instants. Initially four robots were not very close to the desired
position at t = 0 s. After t = 142 s, the four robots gradually moved close to the
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Fig. 9.3 The flocking system with four leaders tracks a circle trajectory

Fig. 9.4 Flocking system
experiment with four leader
robots
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Fig. 9.5 Cohesion radius

Fig. 9.6 Minimum distance
between robots

desired position. Generally speaking, four robots can track the desired trajectory as
a connected group during the whole process.

The minimum distance between any two robots was used to show if there was
a collision in the flocking system. The cohesion radius and minimum distance are
shown in Figs. 9.5 and 9.6. Both of them kept stable during the tracking process.
They show that the flocking group kept the group connection without separation
and there was no collision.

The results of flocking center estimation by four robots are shown with four
dotted lines in Fig. 9.7. The solid line shows the real flocking center, i.e. the position
of the flocking center calculated by averaging four robot positions. All estimated
lines were very close to the real flocking center. Four triangle marks encircled the
square mark at four time instants. This justifies the stability of the flocking center
estimation algorithm.
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Fig. 9.7 Estimated flocking centers and true flocking center

Fig. 9.8 Errors of flocking
center estimation

Figure 9.8 shows the errors of flocking center estimation. The four lines are the
estimation errors of the four wifibots. It can be seen that all the errors of estimation
were less than 120 mm. Compared with the cohesion radius of the flocking system
(600 mm) shown in Fig. 9.5, the errors were much smaller and the accuracy was
acceptable.

Secondly, we tested the obstacle avoidance of the flocking system by placing
an obstacle on the desired trajectory. The obstacle position was provided to each
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robot by the Vicon system. No change was made to the flocking controller. Both
leaders and followers treated the obstacle as a neighbor and avoided it through the
separation function.

It has been mentioned that the advantage of the flocking system is the leader-
follower relationship can be changed to adapt to the environment. Any robot con-
trolled by the flocking controller can freely join or leave the flocking system at any
time. To test the ability of the flocking system, we designed an experiment in which
one single robot (Wifibot1) was placed in the front of the flocking system and it did
not have a neighbor at the initial state. Wifibot2 was the leader of the flocking sys-
tem and has one neighbor: Wifibot3. Wifibot3 was placed at the back of the flocking
system and followed the leader (Wifibot2). Furthermore, an obstacle was placed on
the trajectory as well. Our purpose was to make Wifibot1 join the flocking system,
and the flocking system pass over the obstacle.

Figure 9.9 shows the video snapshots of the whole process. At the initial state
(Fig. 9.9(a)), Wifibot1 was placed at a point where no neighbor robots can be con-
nected. Wifibot2 led Wifibot3 running towards Wifibot1. At that moment, Wifibot1
did not sense the other robots because of the limited communication range. Fig-
ure 9.9(b) shows that Wifibot1 sensed Wifibot2 and started joining the flocking sys-
tem. Under the flocking control, Wifibot1 was moving to the estimated position of
the flocking center. In Figs. 9.9(c) and 9.9(d), the robots gradually reached a stable
state and a new flocking network was formed. The flocking system was passing the
obstacle in Fig. 9.9(e). It can be seen that the flocking network was changed into
a line pattern. After passing the obstacle, the flocking system changed its network
back to the triangular pattern (Fig. 9.9(f)).

Figure 9.10 illustrates the trajectories of the flocking system. The dashed lines
denote the trajectories of the three robots. The connections between robots at four
time instants t = 22 s, 45 s, 74 s, 105 s are illustrated. It shows that Wifibot1 moved
back at the beginning as it wanted to move close to the estimated flocking center.
The middle robot (marked by a triangle) was the leader. Gradually three robots
moved from a line pattern to a triangle pattern (t = 45 s). The obstacle is marked
with a big solid circle on the top of the figure. It can be seen that the flocking system
smoothly avoided the obstacle and the flocking network changed to a line pattern
(t = 74 s). Finally, the flocking system regrouped together after passing the obstacle
(t = 105 s).

Figure 9.11 illustrates the cohesion radius of the flocking system. Initially, the
cohesion radius was quite large. At t = 22 s, Wifibot1 joined the group and the cohe-
sion radius was stabilized at about 600 mm. When the flocking system encountered
the obstacle at about t = 74 s, the cohesion radius increased due to the manoeuvre
of obstacle avoidance. However they were still connected as a group. After passing
the obstacle, the cohesion radius decreased and the flocking system reached a stable
state again.

The errors of flocking center estimation of the three robots are shown in Fig. 9.12.
At the beginning of the tracking, all the errors were quite large because Wifibot1
cannot communicate with the flocking system and the flocking network was dis-
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Fig. 9.9 Flocking system experiment of three wifibots avoiding obstacle
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Fig. 9.10 Flocking system
with three robots avoids
obstacle

Fig. 9.11 Cohesion radius

Fig. 9.12 Errors of flocking
center estimation
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Fig. 9.13 Thirty robots track
a circle

connected. After Wifibot1 joined the flocking system (at about t = 22 s), the errors
gradually decreased. When the flocking network was formed and changed from the
line pattern to the triangle pattern, the errors of the estimation results became smaller
and were stabilized at around 150 mm. The fluctuation at about t = 70 s was caused
by the behavior of obstacle avoidance.

9.6 Simulations

In the simulation, thirty robots were placed randomly in a 5×5 m2 area. Their initial
velocities were 0 m/s. The desired trajectory was a circle with center [0,−10 m] and
radius 10 m. Figure 9.13 illustrates the flocking system with six leaders tracking the
desired trajectory. The desired trajectory is represented by a solid line. The leaders
are marked with solid circles. It clearly shows that the flocking system was formed
and it tracked the circle. Furthermore, almost all of the individuals in the flocking
system maintained the specific distance. The flocking center position was calculated
during the tracking and is shown in Fig. 9.14 (the solid line). The dashed lines
are the results of the flocking center estimation by robots. It can be seen that the
estimates gradually reached a stable state and closely attached to the real flocking
center.

The mean error of flocking center estimation was also calculated during the track-
ing. Figure 9.15 shows that the mean error slightly fluctuated at the beginning of the
tracking. Finally, the mean error was stabilized around 0.5 m. Figure 9.16 shows
that the cohesion radius of the flocking system gradually reached a reasonable value
and maintained a relatively stable level (2.5 m). It proves that the flocking sys-
tem kept cohesion during the tracking and the cohesion controller worked prop-
erly.
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Fig. 9.14 Real flocking
center position (real line) and
flocking center estimates by
robots (dashed lines)

Fig. 9.15 Mean error of
flocking center estimation

Fig. 9.16 Cohesion radius
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9.7 Conclusions

Some biological flocking systems have shown that a leader-follower flocking group
consists of few individuals who have global information and other members who
even do not know which individuals, if any, have such information. The informed
individuals play an important role in guiding those who are less experienced. This
chapter proves such a leader-follower flocking system is stable and demonstrates the
simulations and experiments of such a leader-follower flocking system.

To keep the cohesion of the flocking system, a consensus algorithm is used to
estimate the position of the flocking center in a distributed way. The robots keep
the flocking system cohesion by moving to the estimated position of the flocking
center. The potential function approach is used to design a leader follower flocking
controller. The fuzzy potential function is used to achieve the separation control and
the flocking center estimation is used as a key element for the cohesion control.

Real robot experiments and simulations are conducted for testing the flocking
controller. In both experiments and simulations, the robots only used local com-
munication to exchange the information. The results experimentally proved that the
flocking system works as a flocking group to track the desired trajectory without
separation.

Our further work will focus on the scalability problem of this flocking algorithm.
We are proving the group can keep the connectivity by using the flocking center
information.
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Chapter 10
A Behavior Based Control System
for Surveillance UAVs

John Oyekan, Bowen Lu, Bo Li, Dongbing Gu,
and Huosheng Hu

Abstract Unmanned Aerial Vehicles (UAVs) is required to carry out duties such
as surveillance, reconnaissance, search and rescue and security patrol missions. Au-
tonomous operation of UAVs is a key to the success of these missions. In this chapter,
we propose to use a behavior based control architecture to implement autonomous
operation for UAV surveillance missions. This control architecture consists of two
layers: a low level control layer and a behavior layer. The low level control layer de-
composes 3D motion of UAVs into several atomic actions, such as yaw, roll, pitch,
altitude, and 2D position control. These atomic actions together serve as a basis for
the behavior layer. The behavior layer consists of a number of necessary behaviors
used for surveillance missions, including take-off, object tracking, hovering, land-
ing, trajectory following, obstacle avoidance amongst other behaviors. These behav-
iors can be instantiated individually or collectively to fulfill the required missions
issued by human operators. To evaluate the proposed control architecture, the com-
mercially available DraganFlyer QuadRotor was used as the UAV platform. With the
aid of an indoor positioning system, several atomic actions and a group of behaviors
were developed for the DraganFlyer. Real testing experiments were conducted to
demonstrate the feasibility and performance of the proposed system.

10.1 Introduction

Within the last decades, the use of Unmanned Aerial Vehicles (UAVs) in military and
security operations has increased tremendously, including surveillance, reconnais-
sance and even search and destroy missions because of the significant advantages
over manned aerial vehicles. For example, small size of an UAV enables it to pen-
etrate an enemy’s radar defences while maintaining a low radar signature. Its low
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noise level gives it a low profile when stalking or collecting status data of an object
of interest. This prevents it from being detected easily and hence shot down. An
UAV also carries more payload than a manned aerial vehicle since the space that is
occupied by a human pilot and life support systems can be filled up with equipment.
In addition to these advantages, if an UAV were shot down, no human life would be
lost as the operator would not be on-board [1].

However, most of UAVs require a human operator to remotely control it. This re-
introduces the weakness of the human factor into the control loop as humans may
lose concentration, get tired and bored after extended periods of time leading to mis-
takes. Furthermore, the probability of making mistakes increases with an increase
with the degree of complexity required to fly the UAV . This was made more obvious
with the amount of effort required to manually fly the platform used in our work.

Currently enormous effects on autonomous operations have been made to ad-
dress this problem. The evidence can be found from many research projects that
have carried out investigations into controlling UAVs autonomously. The Multiple
Agent Intelligent Coordination and Control (MAGICC) lab at the Brigham Young
University used fixed-wing UAVs during their outdoor investigation of autonomous
tracking of way-points [2]. They used the force field vector method to fly UAVs to a
desired way-point. The OATs project of the University of Oxford implemented au-
tonomous visual tracking of intelligent ground targets and way-points using a com-
mercial airframe [3]. The Stanford Testbed of Autonomous Rotorcraft for Multi-
Agent Control (STARMAC) project [4] used a QuadRotor platform to investigate
autonomous multi-agent control of numerous QuadRotors in real-world scenarios.
The platform was developed so that it carried sufficient computing power in order to
carry out computations in real-time. The UAVs in this project followed a trajectory
autonomously in order to reach a desired way-point [5]. The Vanderbilt Embedded
Computing Platform for Autonomous Vehicle (VECPAV) project at Vanderbilt Uni-
versity aimed to develop an autonomous intelligent control system that replaces a
human operator in the flight control process of an UAV [6]. The Raven project of
the Massachusetts Institute of Technology investigated the development of a test bed
for the rapid prototyping of UAV technologies. It used a multi-vehicle platform com-
prising of autonomous ground and aerial vehicles. It aimed to develop mission-level
algorithms [7]. This project made use of a motion-capture system during its inves-
tigations. The Bear Aerobot team of the Berkeley University used a rotary winged
platform to investigate obstacle avoidance and trajectory path planning in an ur-
ban environment [8]. The Carnegie Mellon Robotics Institute used a rotary winged
helicopter to investigate autonomous flight and have achieved autonomous takeoff,
trajectory following and landing [9]. The Georgia Institute of Technology has devel-
oped a visual target designation and tracking system algorithm for an autonomous
helicopter platform [10]. The WITAS Laboratory at the Linkoping University aims
to develop algorithms that would enable an UAV to be autonomously deployed to
monitor traffic networks. This would enable the UAV to navigate in such environ-
ment and identify vehicles and their behaviors and react accordingly [11].

Furthermore, some UAVs are small enough to be flown through windows to be
used for indoor surveillance of human subjects or objects of interest. These UAVs do
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not have access readily to GPS data for flying indoors. In this situation, alternative
means of providing reference points is necessary. The use of lasers on an UAV is
one way of solving this problem [12]. Another way of solving this problem would
be to use vision algorithms.

Vision is an essential sensory component for UAVs to carry out surveillance mis-
sions. A Teleos Corp. Advanced Vision Platform (AVP) in combination with GPS
was used to control a UAV in [13]. They used the color segmentation ability of the
AVP to identify and subsequently track objects. Saripalli et al. used vision to iden-
tify a helipad and control their UAV to land on the helipad [14]. Zufferey described
an algorithm capable of efficient course stabilization and collision avoidance using
optic flow and inertial information [15]. Erdinc et al. used a pose estimation algo-
rithm in their work, i.e. blobs on the base of the Quadrotor to determine an estimate
of x,y, and z positions in the image plane. The image of blobs on the UAV was
captured by setting up a camera pointing upwards at the UAV base. They also used
the blobs to determine the estimate of yaw, roll and pitch angles. Their technique
was sensitive to noise as a result of using the number of pixels per unit area of the
camera [16]. A visual servo tracking controller which makes UAV stay at a fixed
relative position and orientation was developed in [17]. By comparing the feature
points on the fixed target and a corresponding feature points in the template, projec-
tive geometric relationships are exploited to construct a Euclidean homograph. In
[3], a mean shift algorithm for object tracking was used. It also presents a way of
re-acquiring an object by using camera rotations and helicopter movement.

Our research group has experience on the building of autonomous control sys-
tems for quadruped robots to play football and for robotic fishes to navigate in wa-
ter. The successful implementation of these autonomous control systems indicates
that we can build an autonomous control system for UAVs to carry out surveillance
missions as well. The methodology used is to build a behavior based architecture.
A two-layer architecture is sufficient for complicated missions. The low level layer
is responsible for the atomic actions used for controlling UAVs in a 3D space. The
atomic actions include angle control of yaw, roll, and pitch, altitude control, and 2D

position control. With the implementation of these atomic actions, UAVs will have
the capability to motion in a 3D space. The high level layer is termed as behavior
layer which contributes a group of orthogonal behaviors used for surveillance mis-
sions. These behaviors are constructed based on the atomic actions and are targeted
to meaningful tasks, including takeoff, object tracking, hovering, landing, trajectory
following, and obstacle avoidance. A tracking behavior using either vision or GPS-
like co-ordinates could be used to stalk and investigate a moving object of interest.
If the object becomes stationary, a hovering behavior is used to maintain a fixed
position for continuous observation. Obstacle avoidance behavior is used to avoid
obstacles in a flight path of the UAV while the trajectory tracking behavior is used
to maintain a flight path or trajectory precisely. Landing behavior can be used for
landing in a static spot or in a movable platform.

Most UAVs rely on its IMU unit for providing sensory inputs to the angle con-
trol of atomic actions, and rely on GPS or other sensors for providing sensory in-
puts to the altitude control and 2D position control. In this investigation, all the



212 J. Oyekan et al.

atomic actions rely on an GPS-like indoor positioning system, the VICON position-
ing system, which can provide precise 3D location information to the QuadRotor.
As the behavior layer is built on the atomic actions, all the behaviors also rely on
the VICON positioning system. In addition, some behaviors also require the use of
vision information. For example, object tracking behavior, landing behavior, and
hovering behavior use vision information to identify a target, estimate its position,
and eventually track it based on the estimated result.

The SURF algorithm is widely used in many applications, including object
recognition, robotic mapping and navigation, image stitching, 3D modelling, ges-
ture recognition, video tracking, and match moving due to faster computation and
comparison capability. Its advantage also includes the robustness to viewpoint angle
change, scale change, and illumination change. Furthermore, it has a high repeata-
bility even when the image is blurred [21, 22]. A visual SURF algorithm is used
to identify an object of interest in our system. Based on the result of the SURF
algorithm, a Kalman filter is developed to estimate a moving target and the result
estimated from the Kalman filter is used for corresponding behaviors.

In the following, we will introduce the DraganFlyer Quadrotor platform used in
this research, our system structure, and atomic actions in Sect. 10.2. In Sect. 10.3, we
will present our proposed behavior based control architecture and a group of surveil-
lance behaviors. The vision processing algorithms are discussed in Sect. 10.4. All
the proposed algorithms have been implemented in our lab. And the experimental
result was obtained and they are presented in Sect. 10.5. We conclude our work and
discuss future work in Sect. 10.6.

10.2 Platform and Atomic Actions

10.2.1 UAV Platform

The platform used during this investigation was a DraganFlyer Quadrotor as shown
in Fig. 10.1. Its power supply and physical size made it possible to conduct exper-
iments in a space constrained indoor facility—the Robotics Arena in University of
Essex. The platform is easy to maintain and repair—things that are difficult to do on
other types of rotary platforms due to the use of mechanical linkages.

As shown in Fig. 10.1, the Quadrotor we used is made up of four electric motors.
By controlling the speed of the motors, it is possible to control the Quadrotor to
fly in a 3D space. This platform is highly mobile and unstable and is not humanly
possible to control without the use of onboard embedded system. This is partly due
to its highly dynamic and coupled nature. However, even with the onboard embed-
ded system, controlling this platform remotely is not a trivial task neither as the
human operator has to keep making minute adjustments to make the platform hover
at a particular location or follow a path directly. This leads to tiredness and sore
thumbs [18]. As a result, we were not able to fly this platform manually during our
experiments.
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Fig. 10.1 The DraganFlyer
Quadrotor

Fig. 10.2 System structure

10.2.2 System Structure

Our system structure is shown in Fig. 10.2. The computer client on the left of the
figure sits on a ground station computer. It obtains the positioning data of objects
from the VICON positioning system. It obtains the vision information from the on-
board camera of the DraganFlyer via wireless communication. It sends out the con-



214 J. Oyekan et al.

Fig. 10.3 Local coordinate
frame xyz

trol packets to a remote controller which communicates with the DraganFlyer via
wireless communication.

Inside the computer client, the core part is the control algorithm module which
implements all the atomic actions and behaviors. The VICON client is used to con-
vert the positioning data of objects from the VICON positioning system into po-
sition, altitude, and attitude information and feed them to the control algorithm
module. The coordinate system convert module and the vision module are used to
identify objects and estimate their positions. The estimated result is feeded to the
control algorithm module. Based on the information from the VICON client and the
vision module, atomic actions and behaviors inside of the control algorithm module
produce a control packet and it is passed to the remote controller via a COM port.

10.2.3 Atomic Actions

Basic motion manoeuvre in a 3D space is fundamental to UAVs missions. A local
coordinate frame xyz is defined as shown in Fig. 10.3. The angles rotated around
x, y, and z axes are called roll, yaw, and pitch, respectively. Zero degree of yaw
angle corresponds to the horizontal plane. The height in z axis corresponds to the
altitude of the UAV . In this research, we identify six atomic actions for basic motion
maneuver of an UAVs in order to decouple 3D motion into a combination of 1D

motion. They are three angle control actions (yaw, roll, pitch), one altitude control
action, and two 2D position control actions in x and y directions. Based on these
atomic actions, the UAV is able to achieve complex behaviors.

PID controllers are used to implement these atomic actions because of its robust-
ness as observed in [19, 20]. Six PID controllers are running in parallel to achieve
the atomic actions. These PID controllers are shown in Figs. 10.4, 10.5, and 10.6.

In all the feedback loops of the PID controllers, the position, altitude and atti-
tude information were obtained by using the VICON positioning system operating
at a frequency of 50 Hz. This positioning system emulates using a GPS indoors
and allows us carry out experiments similar to that would be carried out outdoors
if GPS information is available. For the angle controllers, it should be note that
the feedback signals may also be obtained from IMU for those UAVs equipped
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Fig. 10.4 PID controllers for
the roll, yaw, and pitch angles

Fig. 10.5 PID controller for
the altitude control

Fig. 10.6 PID controllers for 2D position control in x and y directions

with IMU. Three angle controllers and altitude controller are designed straightfor-
wardly. However, the 2D position controllers are implemented by controlling roll
and pitch angles. The controllers are adaptive according to the distance to target
position.

10.3 Software Architecture and Behavior Development

10.3.1 Software Architecture

The control algorithm module shown in Fig. 10.2 consists of atomic actions, surveil-
lance behaviors, and vision identification and estimation of objects. Its internal
structure is shown in Fig. 10.7.

The low level layer is shown at bottom of the figure where four controllers for
yaw, roll, pitch, and throttle control are included. They are corresponding to yaw,
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Fig. 10.7 Internal architecture of control algorithm module

roll, pitch, and altitude atomic actions. The position control atomic actions are im-
plemented by a combination of these four controllers. The VICON positioning sys-
tem provides accurate altitude and attitude information of DraganFlyer to this layer.

The high level layer is shown in the middle of the figure where a group of be-
haviors are stacked together and managed by a task manager. The task manager will
read the behavior setting from an indicator every 20 milliseconds and then select
one behavior to run. The behavior indicator contains necessary information for a
behavior to run and the information can be modified from two different sources.
One source is from the end-user, which comes from the advanced control system
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or user interface, while the other source is from the internal control mechanism -
the auto switcher. Every time the task manager reads from the behavior indicator,
it searches for a behavior which matches to the requirement, and then generates a
new target position for low level atomic actions according to some rules. The new
target position information will be sent to the low level layer and the auto switcher.
The auto switcher is responsible for checking whether the DraganFlyer moves to the
new target position or not. Then the behavior indicator can be modified accordingly.

On the top of the behavior layer, there is an advanced control system, which
is also named as user interface. It offers encapsulated function modules, and each
function module may contain a serial of behaviors. With this encapsulation design,
the end-user can ignore the internal operating procedures, which make the system
easy to use and protected from an incorrect manipulation.

The feedback from the vision camera provides the position information of object
being tracked. This information is used as the reference for the vision tracking and
vision landing behaviors. The vision processing module will be explained further in
Sect. 10.4.

10.3.2 Behavior Development

Several behaviors have been developed using the system discussed above. With
these behaviors as the base, a customizable behavior based control system can be
built up easily with the auto switcher mechanism. The following subsections give
details on ten developed behaviors for surveillance missions.

10.3.2.1 Ground Behavior

Ground behavior is the default state of behavior indicator. This behavior cuts off the
throttle of DraganFlyer and initializes all the control variables.

10.3.2.2 Takeoff Behavior

Takeoff behavior is a transition behavior, which enables the DraganFlyer takeoff
from the ground and reaches to a predefined height. After that, the auto switcher
will change the behavior indicator into a setting to trigger the hovering behavior.

10.3.2.3 Hovering Behavior

Hovering behavior is one of the fundamental behaviors of our system. With this be-
havior, it is possible for the DraganFlyer to maintain a position precisely whilst fly-
ing. This behavior is achieved by using the altitude PID controller shown in Fig. 10.5
to maintain a height of the DraganFlyer and the 2D position PID controllers shown
in Fig. 10.6 to maintain the 2D position of the DraganFlyer.
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10.3.2.4 GPS Landing Behavior

Landing behavior is needed for autonomous landing after completing a mission.
This landing behavior relies on the use of the VICON system to find the landing
position. The main atomic action used in the landing behavior is the altitude PID
controller, along with the position controllers. The landing behavior implements
an adaptive altitude PID control strategy by changing the PID parameter values
according to the height of the DraganFlyer. The adaptive controller can produce a
fast and safe landing behavior. When the DraganFlyer is far from the ground, it
should go down fast. When it is close to the ground, it should go down slowly to
avoid large overshoot and crashing into the ground.

10.3.2.5 Vision Landing Behavior

Vision landing behavior relies on the use of the vision module to find the landing
position and uses the similar strategy as in the GPS landing behavior for landing.
However, the landing position is prone to be lost due to blurred images during the
landing process. Here we take a step by step strategy: each time when the vision
module finds the landing target with certain confidence, the behavior controls the
DraganFlyer to get lower in a small step, otherwise the behavior controls the Dra-
ganFlyer to get higher and tries to find the target again.

10.3.2.6 Emergency Landing Behavior

Emergency landing behavior uses information from the VICON system to land. This
behavior aims to minimize the time taken to land and thus is faster for landing than
the normal landing behavior. It is designed for emergency situations, such as low
battery, huge disturbance in the environment. As a tradeoff, the accuracy of this be-
havior for landing at a particular position is worse than the normal landing behavior.

10.3.2.7 GPS Tracking Behavior

GPS tracking behavior can track a marked moving target with the assistant of
VICON system. It is built based on the hovering behavior by providing a moving
target position to the hovering behavior. A remote control car is used as the moving
object. The VICON system identifies the car and provides its position information
to this behavior.

10.3.2.8 Vision Tracking Behavior

Vision tracking behavior is similar to the GPS tracking behavior, but the target po-
sition is provided from the vision module.
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10.3.2.9 Obstacle Avoidance Behavior

Obstacle avoidance behavior is developed by using a potential filed approach. An
extra input about the distance to the obstacle is necessary to this behavior. In current
experimental setting up, this information is provided by an simulated obstacle inside
of the ground station computer. This behavior is programmed to move away from
the obstacle with a distance of 1000 mm. Aiming at this distance away from the
obstacle enables the low level PID controllers to recover from any overshoots so
that the DraganFlyer would be able to fly without hitting the obstacle.

10.3.2.10 Trajectory Tracking Behavior

Trajectory tracking behavior is to follow a predefined trajectory precisely. The pre-
defined trajectory is represented by using minute way-points. This behavior simply
moves through the way-points sequently by repeating the atomic actions—2D po-
sition controllers argumented with way-points. However some obstacles may block
the predefined trajectory. In order to avoid obstacles, the final trajectory tracking
behavior combines both the trajectory tracking behavior without obstacles and the
obstacle avoidance behavior.

The combination of two behaviors is implemented by a fuzzy logic approach
where the final output of trajectory tracking behavior with collision avoidance ca-
pability is a weighted sum of outputs from the trajectory tracking behavior without
obstacle and the obstacle avoidance behavior. The weights are generated from trian-
gle fuzzy logic membership functions of the distance to way-points and the distance
to obstacle. Figure 10.8 shows the mechanism of this combination.

10.4 Vision Module Development

The vision module captures images from the onboard camera and yields an esti-
mated position of object being tracked. It consists of three stages: object identifica-
tion, coordination transformation, and position estimation. In the first stage, SURF
algorithm is used to detect the object and generates the position of object in image
plane. In the second stage, the position of object in image plane is transformed into
the position in the local coordinate frame xyz and then in global frame. Finally a
Kalman filter is used to filter the position of object in the global frame.

10.4.1 SURF Algorithm

SURF algorithm works by first matching each key feature in the present image inde-
pendently to a database of key features extracted from a desired stored target image.
The best candidate match for each key feature is found by identifying its nearest
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Fig. 10.8 Trajectory tracking behavior with collision avoidance capability

neighbor in the database. The nearest neighbor is defined as the key feature with
the minimum Euclidean distance for the invariant descriptor vector [23]. For more
information on the details of the SURF algorithm, the reader is advised to refer to
the reference [23].

Figure 10.9 shows how the SURF algorithm matches key features of an input
image to the key features of a stored image in the database. The point of intersection
of the two catercorners denotes the target center. Figure 10.10 shows the accuracy
of the point of intersection when the corners are not well defined.

10.4.2 Coordination Transformation

The coordinate transformation projects the coordinate information from the image
plane into the local coordination frame of the DraganFlyer. As a result, the global
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Fig. 10.9 Feature matching

Fig. 10.10 Feature matching
for tilted image

position of object can be obtained by summing the local coordinates and the Dra-
ganFlyer’s present coordinates together. The coordinate transformation is shown in
Fig. 10.11 where H is the height of the DraganFlyer, xL is the local coordinate of
object, h is the focus of camera, x is the object coordinate in image plane, and α is
a angle of the DraganFlyer. The coordinate transformation equation is as follows:

xL = H · tanα + x · H
h

cosα(1 − x · sinα
h

)
. (10.1)

10.4.3 Kalman Filter

Although the SURF algorithm can produce a result of object position, it is noise and
unstable due to the motion of the on-board camera. Kalman filter can minimize the
estimation error and generate an unbiased estimation. It is used in the vision module
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Fig. 10.11 Coordination
transformation

of our system. In the Kalman filter, the object is modelled as a discrete time linear
time-invariant system defined by the system equation:

qt+1 = Aqt + Bwt

where qt is the object position. wt is the state noise and its mean and covariance
matrix are zero and Q ≥ 0, respectively. A and B are defined as follows.

A =

⎡

⎢⎢
⎣

1 0 T 0
0 1 0 T

0 0 1 0
0 0 0 1

⎤

⎥⎥
⎦ , B =

⎡

⎢⎢
⎣

T 2/2 0
0 T 2/2
T 0
0 T

⎤

⎥⎥
⎦ ,

where T is the sample interval.
The SURF algorithm generates an observation of object and it is denoted as pt .

The measurement equation is defined as

pt = Cqt + vt

where C = [ 1 0 0 0
0 1 0 0

]
. vt is the Gaussian noise and its mean and covariance matrix

are zero and R > 0, respectively.
The Kalman filter based on the above equations is a standard iterative process.

It goes through a prediction step and updating step. The final result is the estimated
position of object.

10.5 Experiment Results

10.5.1 Hovering Behavior

The DraganFlyer was commanded to hover at (x, y, z) = (−500,0,1020) mm for
approximately 100 seconds. Its height was recorded and shown in Fig. 10.12. Its x
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Fig. 10.12 Height of the
DraganFlyer during hovering
behavior

Fig. 10.13 Vision tracking
experiment

and y position were maintained within 700 mm and 300 mm. These results show
the Draganflyer was able to hover on the spot steadily.

10.5.2 Vision Tracking Behavior

A moving unmanned ground vehicle (UGV) with a pattern on it was tracked by
the Draganflyer using camera as shown in Fig. 10.13. The UGV was commanded
to move in a circle during data collection. We tested the tracking performance by
using UGV speed of 150 mm/s and the result is shown in Fig. 10.14. Three trajecto-
ries are the UGV trajectory obtained from the VICON system, estimated trajectory
obtained from the vision module, and the Draganflyer’s trajectory obtained from the
VICON system. From these trajectories, it can be seen that the tracking behavior
was successfully completed without losing the tracking target.
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Fig. 10.14 Vision tracking
trajectories

Fig. 10.15 Trajectory tracking behavior

10.5.3 Trajectory Tracking Behavior

Trajectory behavior was investigated by simulating a snake like trajectory in the
Robot arena. A few way-points were defined at corners of the snake like trajectory as
shown in Fig. 10.15. The result shows both the actual trajectory of the DraganFlyer
and the snake like trajectory. As can been seen from this figure, the DraganFlyer
was able to follow a complex trajectory path in the Arena.
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Fig. 10.16 Trajectory
tracking and obstacle
avoidance

10.5.4 Trajectory Tracking Behavior with Obstacle Avoidance
capability

An obstacle was simulated by using coordinates (x, y) = (0,0) mm. The Dragan-
Flyer was commanded to go from the home way-point (x, y, z) = (500,1600,0) mm
to a destination way-point of (x, y, z) = (−500,−1600,1020) mm and then back
home. This was repeated three times to prove that the behavior was effective in
avoiding the obstacle. The trajectory from the VICON system in Fig. 10.16 shows
the DraganFlyer was far enough from the obstacle and there was no collusion oc-
curring.

10.5.5 GPS Landing Behavior

Figure 10.17 shows the height of the DraganFlyer during its landing process. The
DraganFlyer took off first and then reached at a height of 1000 mm. After 150 s, it
started to land. When the height of the DraganFlyer was within 600 mm or 320 mm,
the behavior outputted a reduced throttle value so that the thrust generated by the ro-
tors were slightly below the weight of the DraganFlyer. In this way, the DraganFlyer
can land to the ground slowly and accurately.

10.5.6 Vision Landing Behavior

Vision landing behavior was tested when it was used for landing on a moving target
with speed of 50 mm/s. The result is shown in Fig. 10.18. It takes approximately 40
seconds to land.
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Fig. 10.17 The height
changes in the landing
behavior

Fig. 10.18 The height
changes during landing at a
moving UGV

10.6 Conclusion and Future Work

In this chapter, we have developed a behavior based control architecture for UAV
surveillance mission. This architecture contains two layers: atomic action layer and
behavior layer. We have also developed six atomic actions and ten behaviors for
these layers. Various techniques have been used in the development, including adap-
tive PID controller, fuzzy logic controller, SURF algorithm, and Kalman filter. All
the behaviors have been tested by using a real DraganFlyer in our lab.

Our future work would extend the work to control a swarm of both UAVs and
UGVs for autonomous multiple target tracking, continuous surveillance and cover-
age of an area.
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Chapter 11
Hierarchical Composite Anti-Disturbance
Control for Robotic Systems Using Robust
Disturbance Observer

Lei Guo, Xin-Yu Wen, and Xin Xin

Abstract A new anti-disturbance control strategy is presented for a class of nonlin-
ear robotic systems with multiple disturbances. This strategy is named hierarchical
composite anti-disturbance control (HCADC). Two types of disturbances are stud-
ied. One is generated by an exogenous system with uncertainty and the other is
described by an uncertain vector with the bounded H2 norm. The hierarchical con-
trol strategy is established which includes a disturbance observer based controller
(DOBC) and an H∞ controller, where DOBC is used to reject the first type of dis-
turbance and H∞ controller is used to attenuate the second. Stability analysis for
both the error estimation systems and the composite closed-loop system is provided.
Simulations for a two-link manipulator system show that the desired disturbance at-
tenuation and rejection performances can be guaranteed.

11.1 Introduction

Robots can be modeled by nonlinear systems with disturbances from various
sources, un-modeled dynamics and parametric uncertainties (see [1] and references
therein). And, actually the un-modeled dynamics and parametric uncertainties can
also be described by an ‘equivalent’ disturbance. Thus, the highly precise control
for robotic systems can be regarded as a typical anti-disturbance control problem for
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systems with disturbances. Theoretically, analysis and synthesis for nonlinear con-
trol systems with disturbances have been one of the most active research fields in the
past decades. Up to date, many feasible anti-disturbance control methodologies have
been presented for nonlinear systems with unknown disturbances, such as the output
regulation theory, H∞ control, adaptive control theory, nonlinear constructive the-
ory, and active disturbance rejection (see e.g. [2–4] and references therein). Among
them, mainly there are two different types of anti-disturbance control methodolo-
gies. One is the disturbance attenuation method such as H∞ control where the in-
fluence of the disturbance can be decreased for the reference output [2, 3]. It is
generally a conservative anti-disturbance control method, but feasible for a class of
bounded uncertain disturbances. On the other hand, the disturbance rejection meth-
ods can realize the compensation of the disturbance with the internal mode con-
trollers or the disturbance observers (see e.g. [4–7]). However, these methods may
require some strict confinements on the systems model or involve the solution of
partial differential equations (PDEs). Alternatively, the disturbance-observer-based
control (DOBC) strategies, which was established in the late of 1980s for linear
frequency-domain systems, have a simple structure and is easily implemented in
engineering (see surveys [8, 9] and references therein). In [10], the DOBC of lin-
ear robotic systems was studied and compared with the passivity-based approaches.
In [11], friction compensation was studied by using of a reduced-order observer
for a linear robotic model. Recently, DOBC has been extended from linear sys-
tems to nonlinear systems (see also [12–16]). In [12], a novel DOBC approach in
state space has been firstly presented for a class of multiple-input-multiple-output
(MIMO) nonlinear systems, where the disturbances were generalized by a linear
exogenous system as in the nonlinear regulation theory. In [13], DOBC for single-
input-single-output (SISO) nonlinear robotic systems with well-defined disturbance
relative degree were investigated in the presence of constant disturbances.

However, most of the above previous works only focused on plants with a single
“equivalent” disturbance, for which either disturbance attenuation or rejection ap-
proaches have been investigated. In practical, together with the rapid development
on sensor and data processing technologies, the disturbances or noises from differ-
ent sources (e.g. sensor and actuator noise, friction, vibration, etc.) can be charac-
terized by different models. This is why multiple types of disturbances should be
considered for a controlled plant. For such a kind of complex systems, either the
pure disturbance attenuation or the pure disturbance rejection strategy is difficult
to realize the desired anti-disturbance control performance. As such, the composite
anti-disturbance control with both attenuation and rejection performance have been
presented respectively for flight control systems with different multiple types of
disturbances in ([17, 18]). It is noted that the proposed hierarchical anti-disturbance
controller has attractive of flexible structure and is easily combined with other con-
troller to deal with various types of disturbances.

As a class of strong-coupled nonlinear system, the robotic system models have
measurement error, friction, varying load, and un-modeled dynamics, which can be
characterized as different types of disturbances. Some classic robust control strat-
egy shows lager conservativeness and results in high gain when high-frequency and
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low-frequency disturbance appears synchronically. For the above purposes, a hier-
archical composite anti-disturbance control (HCADC) strategy is firstly designed
for a class of robotic systems in this chapter. Following the recent developments in
DOBC fields, the disturbance considered in this chapter includes two parts. One part
is the bounded vector in H2-norm context. The other part is supposed to be gener-
ated by an exogenous system. Especially, the exogenous system is also supposed to
have the modeling perturbation. On the other hand, we also consider the nonlinear
uncertainties in the mass matrices, which actually corresponds to a kind of uncertain
neutral systems that have been less studied in robust control before. This approach
can avoid the heavy computation of Hamilton-Jacobian partial differential equations
or the inverse of mass matrix. Simulations on a two-link robotic manipulator demon-
strate the advantages of the proposed control scheme. Comparisons have been given
with the classic H∞ control and DOBC strategy.

11.2 Formulation of the Problem

The robotic models considered in this chapter is described as

ẋ(t) + F00f00(ẋ(t), t) = A0x(t) + F01f01(x(t), t)) + B0(u(t) + d0(t)) + B1d1(t),

z(t) = Cx(t) (11.1)

where x ∈ Rn, u ∈ Rm and z ∈ Rq are the state vector, the control input, and the ref-
erence output respectively. A0,B0,B1,F0, and F01 are the compatible coefficient
matrices. d1(t) ∈ Rp is the external disturbance in the H2-norm caused by para-
metric uncertainties and the un-modeled dynamics. d0(t) ∈ Rm is supposed to be
described by an unknown exogenous system as shown in Assumption 11.1, which
can represent the constant or the harmonic noises.

Assumption 11.1 The disturbance d0(t) in the control input path can be formulated
by the following exogenous system

{
ẇ(t) = Ww(t) + B2δ,

d0(t) = V w(t)
(11.2)

where W ∈ Rr×r , B2 ∈ Rr×l and V ∈ Rm×r are proper known matrices. δ(t) ∈ Rl is
the additional disturbance resulting from the perturbations and uncertainties in the
exogenous system. It is also supposed that δ(t) is bounded in the H2-norm.

f0(ẋ(t), t), f01(x(t), t)) are nonlinear functions, which are supposed to satisfy
bounded conditions described as Assumption 11.2.

Assumption 11.2 For any ẋ(t) ∈ Rn,x(t) ∈ Rn, the nonlinear functions
f00(ẋ(t), t), f01(x(t), t) satisfy f00(0, t) = 0, f01(0, t) = 0, ∀t ∈ R, and

‖f0(ẋ(t), t)‖ ≤ ‖U0ẋ(t)‖, ∀ẋ(t) ∈ R, ∀t ∈ R,
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‖f01(x(t), t)‖ ≤ ‖U01x(t)‖, ∀x(t) ∈ R, ∀t ∈ R

where U01 and U0 are given constant weighting matrices.

The following assumption is a necessary condition for the DOBC formulation.

Assumption 11.3 (A0,B0) is controllable and (W,B0V ) is observable.

If d0(t) is considered as a part of the augmented state, then a reduced-order ob-
server is needed provided that the system state is available. In this chapter, we con-
struct the reduced-order observer for d0(t) and then design a hierarchical composite
controller with the disturbance observer and a H∞ controller so that the multiple
disturbances can be rejected and attenuated, simultaneously. And, the stability of
the resulting composite system can also be guaranteed.

11.3 Hierarchical Composite Anti-Disturbance Control
(HCADC)

In this section, we propose the HCADC scheme with combining DOBC and H∞
Control Strategy.

Suppose that f01(x(t), t) is given and all states of the system are available. We
firstly concern with the following disturbance observer

{
d̂(t) = V ŵ(t),

ŵ(t) = ν(t) − Lx(t)
(11.3)

where ν(t) is the auxiliary vector as the state of the observer satisfying

ν̇(t) = (W + LB0V )(ν(t) − Lx(t)) + L(A0x(t) + B0u(t) + F01f01(x(t), t)).

The estimation error is denoted as ew(t) = w(t) − ŵ(t). Based on (11.1), (11.2)
and (11.3), it is shown that the error dynamics satisfies

ėw(t) = (W + LB0V )ew(t) + LB1d1(t) + B2δ(t) − LF0f00(ẋ(t), t)).

The objective of disturbance rejection can be achieved by designing the observer
gain L such that ew(t) satisfies the desired stability and robustness performance.
The hierarchical structure of the controller is formulated as u(t) = −d̂0(t)+Kx(t),
then closed-loop system is described as

{ ˙̄x(t) + Ff0( ˙̄x(t), t) = Ax̄(t) + F1f1(x̄(t), t) + Bd(t),

z(t) = Cx̄(t)
(11.4)

where

x̄(t) :=
[

x(t)

ew(t)

]
, d(t) :=

[
d1(t)

δ(t)

]
,

f0( ˙̄x(t), t) = f01(ẋ(t), t), f1(x̄(t), t) = f01(x(t), t),
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and

A :=
[
A0 + B0K B0V

0 W + LB0V

]
, B :=

[
B1 0

LB1 B2

]
, C := [

C1 C2
]
,

F :=
[

F0
LF0

]
, F1 :=

[
F01
0

]
, F0 := [

F00 0
]
, F01 := [

F001 0
]
.

The following two results can be seen derived based on the results in [3] and their
proofs are listed in Appendixes.

Lemma 11.1 Consider system

ẋ(t) + Ff (ẋ(t), t) = Ax(t) + F1f1(x(t), t) + Bd(t),

z(t) = Cx(t)
(11.5)

where ‖f (ẋ, t)‖2 ≤ ‖Ux‖2, ‖f1(x, t)‖2 ≤ ‖U1x‖2. If for given λ > 0, λ1 > 0, there
exits P > 0 satisfying

⎡

⎢
⎣

AT P + PA PBH CT
H

BT
H P −I DT

H

CH DH −I

⎤

⎥
⎦ < 0 (11.6)

where

BH = [
λF λ1F1

]
, CH =

[
1
λ
UA 1

λ1
U1

]
, DH =

[
UF λ1

λ
UF1

0 0

]

(11.7)

then system (11.5) is asymptotic stable.

Proof See Appendix A. �

Lemma 11.2 For given λ > 0, λ1 > 0, γ > 0, if there exits P > 0 satisfying
⎡

⎢⎢⎢⎢⎢⎢⎢
⎣

AT P + PA PBH CT
H PB CT

BT
H P −I DT

H 0 0

CH DH −I EH 0

BT P 0 ET
H −γ 2I 0

C 0 0 0 −I

⎤

⎥⎥⎥⎥⎥⎥⎥
⎦

< 0 (11.8)

where BH , CH , DH is denoted by (11.7), and EH = [ 1
λ
UB

0

]
, then system (11.5) is

asymptotically stable in the absence of the disturbance d(t), and satisfies ‖z‖2 <

γ ‖d(t)‖2.

Proof See Appendix B. �

With the above two results, we can transform the HCADC problem to a robust
H∞ control problem for an uncertain neutral system.
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Theorem 11.1 For given λ > 0, λ1 > 0, γ > 0, if there exit Q1 > 0, P2 > 0, R1, R2
satisfying (11.9)
⎡

⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢
⎢⎢⎢
⎣

∏
1 λF0 λ1F01

∏
3

1
λ
Q1U

T
01 B1 0 Q1C

T
1 B0V

∗ −I 0 FT
0 UT

0 0 0 0 0 λFT
0 RT

2

∗ ∗ −I λ1
λ

(U0F01)
T 0 0 0 0 0

∗ ∗ ∗ −I 0 1
λ
U0B1 0 0 1

λ
U0B0V

∗ ∗ ∗ ∗ −I 0 0 0 0

∗ ∗ ∗ ∗ −γ 2I 0 0 BT
1 RT

2

∗ ∗ ∗ ∗ ∗ ∗ −γ 2I 0 (P2B2)
T

∗ ∗ ∗ ∗ ∗ ∗ −I C2

∗ ∗ ∗ ∗ ∗ ∗ ∗ ∏
2

⎤

⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥
⎥⎥⎥
⎦

< 0

(11.9)

where
∏

1 = sym(A0Q1 + B0R1),
∏

2 = sym(P2W + R2B0V ),
∏

3 =
1
λ
[Q1A

T
0 UT

0 + RT
1 BT

0 UT
0 ]. When K = R1Q

−1
1 ,L = P −1

2 R2, the composite system
(11.4) is asymptotically stable in the absence of the disturbance d(t), and satisfies
‖z(t)‖2 < γ ‖d(t)‖2.

Proof For composite system (11.4), denote

P =
[
P1 0
0 P2

]
=

[
Q−1

1 0
0 P2

]
> 0.

Based on Lemma 11.2 and applying

A =
[
A0 + B0K B0V

0 W + LB0V

]
, B =

[
B1 0

LB1 B2

]
,

C = [
C1 C2

]
, F =

[
F0
0

]
, F1 =

[
F01
0

]

and U = [U0 0], U1 = [U01 0] into (11.8), then it can be seen that (11.13) holds. Ex-
changing of rows and columns, pre-multiplied and post-multiplied simultaneously
by diag{Q1, I, I, I, I, I, I, I, I }, thus (11.9) is obtained. �

11.4 Applications to a Two-Link Robotic System

To show the efficiency of the proposed scheme, a two-link robotic manipulator is
considered in this section. The model of a two-link robotic manipulator can be rep-
resented by (see e.g. [19])

M(q)(q̈) + C(q̇, q)q + G(q) = τ + f (11.10)

where q is the n×1 vector of joint positions, τ is a n×1 vector of torques applied to
the joints, M(q) is the n × n symmetric bounded positive definite mass (or inertia)
matrix, q is the n×1 vector of joint angle, C(q, q̇)q̇ is the n×1 vector of centrifugal
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Table 11.1 The parameters
in two-link manipulate
system

Parameter Symbol Value

Mass of the ith arm mi (i = 1,2) 8 kg

The ith arm’s moment inertia term Ii (i = 1,2) 0.4 kg m2

Length of the ith arm li (i = 1,2) 0.5 m

and Coriolis terms, and G(q) is the n × 1 gravity vector, f is a disturbance torque
or force vector. For the sake of simplicity, the mass matrices is give as follows, and
is readily extended to the more general case.

M(q) =
[
p1 + p2 + 2p2 cos(q2) p3 + p2 cos(q2)

p3 + p2 cos(q2) p3

]
, q =

[
q1
q2

]
.

The vector of centrifugal and Coriolis terms and gravity may be expressed as

h(q, q̇) = C(q, q̇)q̇ + G(q), h(q, q̇) =
[
h1
h2

]
=

[−p3(2q̇1q̇2 + q̇2
2 ) sinq2

p3q̇
2
1 sinq2

]

and p1 = (m1/4 + m2)l
2
1 + I1, p2 = m2l1l2/2,p3 = m2l

2
2/4 + I2.

The significance of the parameters in (11.10) are given in Table 11.1 as in [19].
The exogenous system f is exogenous disturbance caused by actuator, including
nonlinear function � sin(4t + ϕ) and measurement noise δ. As � and ϕ are un-
known, it can be seen as (11.3), with unknown w(0). To construct nonlinear observer
for f , the nonlinear vector M(q)q̈ and h(q̇, q) is decomposed as

M(q)q̈ = M0q̈ + M1(q)q̈ + 	M (11.11)

where

M0 =
[
p1 + p2 p3

p3 p3

]
, M1(q) =

[
2p2 cos(q2) p2 cos(q2)

p2 cos(q2) 0

]
,

h(q̇, q) = h1(q̇, q) + 	h.

	M and 	q represents system uncertainty or measurement noise, and without loss
of generalize, they are supposed to be bounded. Then (11.10) can be rewritten as

M0q̈ + M1(q)q̈ + 	M + h1(q̇, q) + 	h = τ + f.

For a given reference trajectory qd = [ qd1
qd2

]
, set

τ = M0(q)q̈d + M1(q)q̈d + M0u + h1(q̇, q),

q̈ − q̈d + M1(q)(q̈ − q̈d )/M0 = u + f/M0 − 	M/M0 − 	h/M0.

Then the dynamic model above may be transferred to former of (11.4) and the cor-
responding coefficient can be got easily, where

x =

⎡

⎢⎢
⎣

q1 − qd1
q2 − qd2
q̇1 − q̇d1
q̇2 − q̇d2

⎤

⎥⎥
⎦ .
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Fig. 11.1 Error of position
with no model uncertainty

Furthermore, according to characteristic of M1(q), Assumption 11.2 can be satis-
fied.

The acceleration signal is not available in many robotic manipulators, and it is
also difficult to construct the acceleration signal from the velocity signal by differ-
entiation due to measurement noise. Although tracking differentiator can be used to
provide a high-quality differential signal for effective and robust performance in the
presence of measurement noise, it is difficult to select the tracking parameter theo-
retically. The proposed disturbance observer (DO) is implemented on the two-link
robotic manipulator to avoid the calculation of the acceleration signal which is nec-
essary for construction of DO in general. Simulation results for a computed torque
controller with and without the DO are compared.

The HCADC structure combines a computed torque H∞ controller with the DO,
such that the effect of the disturbance is compensated by the outputs of the DO.
As mentioned above, the disturbance observer is constructed as (11.3). Based on
Theorem 11.1, it can be obtained that

K =
[−280.7153 2.0490 −42.5783 −0.3533

2.0595 −284.8095 −0.3511 −41.8709

]
,

L =
[

0 0 −16640 −3734
0 0 −3783 −4244

]
.

Firstly, we verified the proposed HCADC algorithm for the case of no model
uncertainty for the disturbance. Figures 11.1 and 11.2 demonstrate that the steady
tracking error disappears.

Nextly, we focus on the case that there is model uncertainty for the disturbance.
Suppose that there is δ as a random signal varying in (−2,2), and parameter of pi

(i = 1,2,3) varies +10%. It has been shown in [12] that when the frequency of the
harmonic noise has perturbations, the classical DOBC method is unfeasible practi-
cally. The disturbance estimation error by using the proposed method is plotted in
Fig. 11.3, where it is shown that the satisfied tracking performance can be obtained
comparing with the DOBC method.
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Fig. 11.2 Error of velocity
with no model uncertainty

Fig. 11.3 Error of position
trajectory of link1 and link2
using H∞

The performance by using the H∞ control can be seen in Figs. 11.3 and 11.4.
The tracking performance by using the proposed HCADC method can be seen in
Figs. 11.5, 11.6, 11.7 and 11.8, which illustrates that the proposed method is more
effective than the previous DOBC and H∞ control methods.

11.5 Conclusions

In this chapter, a new anti-disturbance controller is presented for a class of robotic
systems with multiple disturbances. A hierarchical composite anti-disturbance con-
trol (HCADC) strategy is designed with enhanced disturbance attenuation and rejec-
tion performance. There are the following features of the proposed results combin-
ing with the previous works. The disturbance considered in this chapter has multiple
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Fig. 11.4 Error of velocity
trajectory of link1 and link2
using H∞

Fig. 11.5 The estimation
error of d1 and d2

types, which can be divided into two parts. One part is the bounded vector in H2-
norm context. The other part is supposed to be generated by an exogenous system.
Especially, the exogenous system is also supposed to have a perturbation. Also, we
considered the nonlinear uncertainties in the mass matrices and transformed to a
kind of uncertain neutral systems. The hierarchical control strategy consisting of
disturbance observer and a H∞ controller, where the first type of disturbances can
be estimated and rejected, and another can be attenuated. Simulations on a two-link
robotic manipulator demonstrate the advantages of the proposed control scheme. It
is expected that the HCADC approach can be used to many other robotic systems
with multiple disturbances.
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Fig. 11.6 Position trajectory
of link1 using HCADC

Fig. 11.7 Position trajectory
of link2 using HCADC
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Appendix A: Proof of the Lemma 11.1

Denoting a Lyapunov candidate


(x, t) = xT Px + 1

λ2

∫ t

0

[
‖Uẋ‖2 − ‖f (ẋ, τ )‖2

]
dτ
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Fig. 11.8 Error of velocity
trajectory of link1 and link2
using HCADC

+ 1

λ2
1

∫ t

0

[
‖U1x‖2 − ‖f1(x, τ )‖2

]
dτ (11.12)

then we have


̇(x, t) = ẋT P x + xT P ẋ + 1

λ2

[
‖Uẋ‖2 − ‖f (ẋ, τ )‖2

]

+ 1

λ2
1

[
‖Uẋ‖2 − ‖f (ẋ, τ )‖2

]

= xT
[
PA + AT P + 1

λ2 AT UT UA + 1
λ2

1
UT

1 U1

]
x

+ xT
[
λPF + 1

λ
AT UT UF λ1PF1 + λ1

λ2 AT UT UF1

]
q

+ qT
[
λPF + 1

λ
AT UT UF λ1PF1 + λ1

λ2 AT UT UF1

]T

x

+ qT

⎡

⎣
FT UT UF − I λ1

λ
FT UT UF1

λ1
λ

FT
1 UT UF

λ2
1

λ2 FT
1 UT UF1 − I

⎤

⎦q

=
[

x

q

]T
[

PA + AT P + CT
H CH PBH + CT

H DH

BT
H P + DT

H CH DT
H DH − I

][
x

q

]
(11.13)

where BH , CH , DH is denoted by (11.7), and qT = [−( 1
λ
f )T ( 1

λ1
f1)

T ]. Denote

M1 =
[

PA + AT P + CT
H CH PBH + CT

H DH

BT
H P + DT

H CH DT
H DH − I

]

.

Based on Schur complement, it can be seen that M1 < 0 ⇔ M2 < 0 where

M2 =
⎡

⎢
⎣

PA + AT P PBH CT
H

BT
H P −I DT

H

CH DH −I

⎤

⎥
⎦ .
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Thus 
̇(x, t) < 0 ⇔ M2 < 0, i.e. if M2 < 0 holds, system (11.1) is asymptotic sta-
ble.

Appendix B: Proof of the Lemma 11.2

For system (11.5), select a Lyapunov candidate as (11.12), and denote the following
auxiliary function (known as the storage function)

J :=
∫ t

0

[
zT z − γ 2wT w + 
̇(x, t)

]
dt.

It can be verified that

zT z − γ 2wT w + 
̇(x, t)

= xT CT Cx − γ 2wT w + ẋT P x + xT P ẋ + 1

λ2

[
‖Uẋ‖2 − ‖f (ẋ, τ )‖2

]

+ 1

λ2
1

[
‖Uẋ‖2 − ‖f (ẋ, τ )‖2

]

= xT

[

PA + AT P + 1

λ2
AT UT UA + 1

λ2
1

UT
1 U1 + CT C

]

x

+ wT

[
+ 1

λ2
BT UT UB − γ 2I

]
w

+ qT

⎡

⎣
FT UT UF − I λ1

λ
FT UT UF1

λ1
λ

FT
1 UT UF

λ2
1

λ2 FT
1 UT UF1 − I

⎤

⎦q

+ qT

[
1
λ
FT UT UF1

λ
λ
FT

1 UT UB

]

w + wT

[
1
λ
FT UT UB

λ1
λ2 FT

1 UT UB

]T

q

+ xT
[
λPF + 1

λ
AT UT UF λ1PF1 + λ1

λ2 AT UT UF1

]
q

+ qT
[
λPF + 1

λ
AT UT UF λ1PF1 + λ1

λ2 AT UT UF1

]T

x

+ xT
[
PB + 1

λ2 AT UT UB
]
w + wT

[
PB + 1

λ2 AT UT UB
]T

x

=
⎡

⎣
x

q

w

⎤

⎦

T
⎡

⎢
⎣

PA + AT P + CT
H CH + CT C PBH + CT

H DH PB + CT
H EH

BT
H P + DT

H CH DT
H DH − I DT

H EH

BT P + ET
H CH ET

H DH ET
H EH − γ 2I

⎤

⎥
⎦

×
⎡

⎣
x

q

w

⎤

⎦ . (11.14)

Denote M3 as
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M3 =
⎡

⎢
⎣

PA + AT P + CT
H CH + CT C PBH + CT

H DH PB + CT
H EH

BT
H P + DT

H CH DT
H DH − I DT

H EH

BT P + ET
H CH ET

H DH ET
H EH − γ 2I

⎤

⎥
⎦

(11.15)

where BH , CH , DH is also denoted by (11.7), and

EH =
[

− 1
λ
UB

0

]

, qT =
[
−( 1

λ
f )T ( 1

λ1
f1)

T
]
.

Based on Schur complement, it can be seen that M3 < 0 ⇔ M4 < 0 where

M4 =

⎡

⎢⎢⎢
⎢⎢⎢⎢
⎣

PA + AT P PBH PB CT
H CT

BT
H P −I 0 DT

H 0

BT P 0 −γ 2I ET
H 0

CH DH EH −I 0

C 0 0 0 −I

⎤

⎥⎥⎥
⎥⎥⎥⎥
⎦

.

Exchanging of rows and columns yields that M4 < 0 ⇔ M5 < 0, where

M5 =

⎡

⎢⎢⎢⎢⎢⎢⎢
⎣

PA + AT P PBH CT
H PB CT

BT
H P −I DT

H 0 0

CH DH −I EH 0

BT P 0 ET
H −γ 2I 0

C 0 0 0 −I

⎤

⎥⎥⎥⎥⎥⎥⎥
⎦

.

Since M5 < 0 implies that M2 < 0, system (11.5) is asymptotically stable in
the absence of the disturbance d(t) with zero initial condition. Furthermore, since
J = ∫ ∞

0 [zT z − γ 2wT w]dt + 
(x, t), then J < 0 holds when M5 < 0 holds, which
implies that ‖z‖2 < γ ‖d‖2.

References

1. Spong, M.W., Vidyasagar, M.: Robot Dynamics and Control. Wiley, New York (1989)
2. Basar, T., Bernhard, P.: H∞-Optimal Control and Related Minimax Design Problems: a Dy-

namic Game Approach. Springer, Berlin (1995)
3. Guo, L.: H∞ output feedback control for delay systems withnonlinear and parametric uncer-

tainties. IEE Proc., Control Theory Appl. 149, 226–236 (2002)
4. Byrnes, C.I., Delli Priscoli, F., Isidori, A.: Output Regulation of Uncertain Nonlinear Systems.

Birkhauser, Basel (1997)
5. Ding, Z.T.: Asymptotic rejection of asymmetric periodic disturbances in output-feedback non-

linear systems. Automatica 43, 555–561 (2007)
6. Nikiforov, V.O.: Nonlinear servocompensation of unknown external disturbances. Automatica

37, 1647–1653 (2001)



11 Hierarchical Composite Anti-Disturbance Control for Robotic Systems 243

7. Serrani, A.: Rejection of harmonic disturbances at the controller input via hybrid adaptive
external models. Automatica 42, 1977–1985 (2006)

8. Guo, L., Feng, C., Chen, W.: A survey of disturbance-observer-based control for dynamic
nonlinear system. Dyn. Contin. Discrete Impuls. Syst., Ser. B, Appl. Algorithms 13E, 79–84
(2006)

9. Radke, A., Gao, Z.: A survey of state and disturbance observers for practitioners. In: Proceed-
ings of American Control Conference, Minneapolis, 14–16 June 2006

10. Bickel, R., Tomizuka, R.: Passivity-based versus disturbance observer based robot con-
trol:equivalence and stability. ASME J. Dyn. Syst. Control Meas. 121, 41–47 (1999)

11. Mallon, N., van de Wouw, N., Putra, D., Nijmeijer, H.: Friction compensation in a controlled
one-link robot using a reduced-order observer. IEEE Trans. Control Syst. Technol. 14, 374–
383 (2006)

12. Guo, L., Chen, W.-H.: Disturbance attenuation and rejection for systems with nonlinearity via
DOBC approach. Int. J. Robust Nonlinear Control 15, 109–125 (2005)

13. Chen, W.: Disturbance observer based control for nonlinear systems. IEEE/ASME Trans.
Mechatron. 9(4), 706–710 (2004)

14. She, J., Ohyama, Y., Nakano, M.: A new approach to the estimation and rejection of distur-
bances in servo systems. IEEE Trans. Control Syst. Technol. 13, 378–385 (2005)

15. Yang, Z., Tsubakihara, H.: A novel robust nonlinear motion controller with disturbance ob-
server. IEEE Trans. Control Syst. Technol. 16(1), 137–147 (2008)

16. Back, J., Shimb, H.: Adding robustness to nominal output-feedback controllers for uncertain
nonlinear systems: a nonlinear version of disturbance observer. Automatica 44, 2528–2537
(2008)

17. Guo, L., Wen, X.-Y.: Hierarchical anti-distance adaptive control for nonlinear systems with
composite disturbances. Trans. Inst. Meas. Control (2009, to appear)

18. Wei, X., Guo, L.: Composite disturbance-observer-based control and H∞ control for complex
continuous models. International Journal of Robust and nonlinear Control (2009, to appear).
doi:10.1002/rnc.1425

19. Xu, J.M., Zhou, Q.J., Leung, T.P.: Implicit adaptive inverse control of robot manipulators.
In: Proceedings of the IEEE Conference on Robotics and Automation, Atlanta, pp. 334–339
(1993)

http://dx.doi.org/10.1002/rnc.1425




Chapter 12
Autonomous Navigation for Mobile Robots
with Human-Robot Interaction

James Ballantyne, Edward Johns,
Salman Valibeik, Charence Wong,
and Guang-Zhong Yang

Abstract Dynamic and complex indoor environments present a challenge for mo-
bile robot navigation. The robot must be able to simultaneously map the environ-
ment, which often has repetitive features, whilst keep track of its pose and location.
This chapter introduces some of the key considerations for human guided naviga-
tion. Rather than letting the robot explore the environment fully autonomously, we
consider the use of human guidance for progressively building up the environment
map and establishing scene association, learning, as well as navigation and plan-
ning. After the guide has taken the robot through the environment and indicated
the points of interest via hand gestures, the robot is then able to use the geometric
map and scene descriptors captured during the tour to create a high-level plan for
subsequent autonomous navigation within the environment. Issues related to gesture
recognition, multi-cue integration, tracking, target pursuing, scene association and
navigation planning are discussed.

12.1 Introduction

As demands for mobile robots continue to increase, so does the pursuit for intel-
ligent, autonomous navigation. Autonomous navigation requires the robot to un-
derstand the environment, whether static or dynamic, and to interact with peo-
ple seamlessly. In practice, there are several key components that enable a robot
to behave intelligently. They include localization and mapping, scene association,
human-robot interaction, target pursuing and navigation. Localization and mapping
is a well studied topic in robotics and autonomous vehicles for dealing with both
known and unknown environment whilst keeping track of the current location. For
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Fig. 12.1 A schematic illustration of the use of gesture recognition, pursuit, scene association and
environment mapping for human guided navigation. Under this scheme, the gesture recognition
system detects commands issued by a guide, which then activates a specific component based on
the detected gesture. The pursuit component is activated on specific gestures and when an “atten-
tion” gesture is detected, a scene descriptor is built, which is then integrated with the environment
model

purposeful navigation, it also requires learning and scene association to build pro-
gressively the surrounding environment. For complex scenes, such as those encoun-
tered in a crowded indoor setting, gesture recognition is necessary to ensure seam-
less human-robot interaction so that they can follow specific commands or pursue
relevant tasks. Figure 12.1 outlines an example configuration when these compo-
nents are required to work together for autonomous navigation within an indoor
environment.

In terms of human robot interaction, vision based approaches represent a key
technique for establishing natural and seamless interaction. For understanding hu-
man gesture or intention, static or dynamic hand gestures and facial expression can
be used [9, 14, 23, 28, 42]. Static gesture normally relies on identifying different
postures whereas dynamic gestures include interpreting cascade of events through
different time space. In other words, static gestures are extracted by analyzing the
contextual information at each time instance, whereas dynamic gestures are rec-
ognized by analyzing the temporal information across consecutive time periods.
Effective use of human-robot interaction enables a person to initiate various tasks
for the robot to carry out. In this chapter, we will use human guided exploration
for a robot in a novel environment as an example. The technical details for gesture
recognition are described in Sect. 12.2. Key to any successful gesture recognition
system is the incorporation of natural, socially acceptable gestures similar to those
used in human-human interaction. The technical details for gesture recognition are
described in Sect. 12.2.

Following a guide also requires the robot to maintain and keep track of the lo-
cation of the person continuously. To this end, a tracking system as described in
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Sect. 12.3 is proposed. The method is based on the use of multiple cues from two
main sensor modalities based on vision and laser scanning systems. The visual cues
from each sensor are fused to create a robust map of people within the environ-
ment. Once the location of the guide is obtained, the robot is able to follow the
guide through the environment whilst avoiding visible obstacles autonomously vis-
ible obstacles. The basic approaches used are also described in Sect. 12.3. Even
with human guidance, However, situations may arise when the person goes outside
the field-of-view of the robot. In this situation, the robot needs to predict where the
guide may end up and autonomously navigate to the position and re-establish visual
tracking.

In order to build a global map of the new environment through a guided tour,
qualitative localization is necessary. We have proposed in Sect. 12.4 a concept called
scene association, which enables the robot to identify salient features of different lo-
cations as it navigates around. This information is then incorporated with the inter-
nal map generated at relevant locations. The proposed scene association framework
uses visual data to learn key features of a scene, which are distinctive but can be
consistently identified from different viewpoints.

After the guide has taken the robot through the environment and indicated the
points of interest via hand gestures, the robot is then able to use the geometric map
and scene descriptors captured during the tour to create a high-level plan for sub-
sequent autonomous navigation within the environment. In Sect. 12.5, an A* graph
search algorithm is used to plan the route of the robot for goal directed naviga-
tion and localization. We will also discuss how learning techniques can be used
to improve the robot’s ability for autonomous navigation. Throughout this chap-
ter, the examples used are for indoor environments with people moving around. So
the proposed framework is ideally suited for museum, office, home-care and hospi-
tal wards. The theoretical concepts of using directed navigation to reinforce vision
based autonomous localization and mapping can also be extended to other environ-
ment. To this end, human gesture recognition can be replaced by other signalling
methods, but the basic concept of scene association and high-level planning can
remain the same.

12.2 Human-Robot Interaction

In this section, we will describe a robust gesture recognition framework suitable for
human guided navigation in normal indoor environment including crowded scenes.
For this purpose, the method proposed in [35] is to be used. In this approach, vision
based dynamic hand gestures are derived for robotic guidance. The gestures used
include “hello” (wave gesture for initialization), “turn left”, “turn right”, “follow
forward” and “attention” (for building new scene descriptors). The overall system
structure is depicted in Fig. 12.2.

Hitherto, three distinctive factors are commonly employed for extracting hands
for gesture recognition. These include skin color, hand motion and shape. We have
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Fig. 12.2 Key processing components for the proposed gesture recognition sub-system. Raw im-
ages taken from the vision sensor are used to extract low-level cues such as motion information
and skin colored objects. Regions of Interest (ROI) consisting of dynamic skin regions are then
extracted and tracked with Kalman Filters. Finally, in the high-level reasoning phase, a Hidden
Markov Model (HMM) is used to extract specific gestures

integrated the first two components, since hand shape is not robust enough for sys-
tems using wide angle cameras. In the proposed method, skin segmentation is first
performed to identify skin-colored objects which consist of faces, hands or any other
skin colored regions. Subsequently, motion segmentation is used to prune out back-
ground objects, which are mostly static. The remaining skin-colored objects now
mostly consist of hands and faces.

In order to extract temporal information suitable for dynamic gesture recogni-
tion, a robust tracking algorithm is required. To this end, Least Median Square Error
(LMeds) motion restoration is performed to remove outliers due to rapid illumina-
tion changes, partial motion occlusions and depth discontinuities. In practice, object
deformation is also important to consider, which is more evident for tracking non-
rigid objects. In this work, hand tracking is mainly used to extract dynamic hand
gestures. With the proposed framework, pose variability and occlusions are also
taken into account by incorporating multiple cues to associate the extracted regions
of interest at each time instance to previous measurements. Kalman-filter is used to
provide robust tracking across time [35].

Once the hand motion trajectories are accurately tracked, the next step is to per-
form detailed motion analysis to evaluate if the extracted trajectory is similar to
pre-defined gestures. For this purpose, Hidden Markov Models (HMMs) are used.
HMM is particularly suitable for modeling time series. The main advantage is that
it is based on a probabilistic framework and is beneficial when multiple gestures are
evaluated for the same sequence.

To demonstrate the practical value of the proposed gesture recognition frame-
work, Fig. 12.3 demonstrates some example results when different subjects are
asked to perform the aforementioned gestures for human guided navigation. Ini-
tially, the wave gesture is used to attract the attention of the robot. Subsequently, the
robot can be guided by using “move forward”, “turn left” or “turn right” commands.

In Fig. 12.3, all the tracked objects are color coded and the recognized gestures
are illustrated. After successful gesture recognition, the next challenge is to identify
and maintain the commanding person within the field-of-view in a crowded envi-
ronment. This requires the robot to keep track of the person’s location at all times
once engaged. Furthermore, the robot must be able to follow the guide through the
environment and build a detailed map of the environment for future navigation pur-
poses. In the next section, we will introduce the tracking and pursuit system and
explain how the identified gestures are used to control the robot during navigation.
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Fig. 12.3 Illustration of different gestures used in the proposed system. Each set of images shows
the sequence of motions involved for each gesture. Tracked hand locations are color coded and
each detected gesture is indicated in the last image of the sequence; (a), (b), (c), (d) and (e) show
“wave”, “follow forward”, “turn left”, “turn right”, and “attention”, respectively

12.3 Subject Following with Target Pursuing

In order to follow the commands given by a person in the scene, the proposed system
relies on the robot’s ability to detect and track humans based on the sensor data. In
this section, we will use information from both vision sensors and Laser Range Find-
ers (LRF) to accurately track and pursue the movement of the person. For human
guided navigation, negotiating corners can be problematic as the guiding person can
easily move out of the field-of-view. To overcome this problem, the guide can issue
a “left” or “right” signal to activate an autonomous corner manoeuvre during which
path planning and obstacle avoidance is performed autonomously.

12.3.1 Correspondence

The proposed framework relies on multiple cues from different sensors to accurately
track the guide. However, the cues in the current setup reside in two different camera
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reference systems. Therefore, calibration is required to fuse both sets of cues into a
common reference frame. This establishes a transformation to allow the projection
of a laser range point into the vision space. The system utilizes the method defined
in [39] to establish the transformation defined as

i ≈ K(Φ · P + ∇) (12.1)

where i = [u,v]T , P = [x, y, z]T , and K are the intrinsic parameters of the camera.
To initiate the calibration procedure, a standard checkerboard calibration pat-

tern as proposed by Zhang [39, 40] is used to calibrate the vision sensor. The aim
of the procedure is to take multiple instances of the checkerboard within the view
of both vision and LRF sensors. The vision calibration provides both the intrinsic
parameters, K , and the extrinsic parameters, (Ri, ti) with respect to each checker-
board location. Furthermore, the extrinsic parameters provide the normal for each
checkerboard grid as

N = −Ri,3(R
T
i,3 · ti ) (12.2)

where Ri,3 is the third column of the rotation matrix for the ith checkerboard ob-
tained from the extrinsic parameters.

After calibration, the laser points on each checkerboard are collected. These
points fall on the xz-plane and can be represented by P f = [x, z,1]T . Therefore,
a point falling on the calibration plane with surface normal must satisfy the plane
equation N · P = −D. From (12.1), we have

N · Φ−1(P f − ∇) = −D. (12.3)

This can be rewritten as

N · HP f = −D,

H = Φ−1

⎛

⎝
1 0
0 0 −Δ

0 1

⎞

⎠ .
(12.4)

For each pose of the camera, there exist several linear equations for the unknown
parameter H , which can be solved with standard linear least squares algorithms.
Once H is determined, the relative orientation and position between the two sensors
can be calculated as

ΦR = [H1,−H1 × H2,H2]T ,

Δ = −[H1,−H1 × H2,H2]T H3

(12.5)

where ΦR is the Rodrigues representation of the rotation matrix. To further enhance
the accuracy of the rotation and translation parameters, a non-linear optimization
technique can be used [39]. It aims to minimize the Euclidean distance from the
laser points to the checkerboard grids by using the following equation:

∑

i

∑

j

(Ni · (Φ−1(P
f
ij − Δ)) + D)2. (12.6)

The final result provides the optimized transformation that allows for accurate
projection of the laser data points into the image space.
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12.3.2 Multi-Cue Integration

One of the most common methods for identifying people in vision is to locate the
head in each image [10, 11, 13, 16, 20, 38, 41]. These techniques suffer from three
major issues; (1) the assumption of the availability of a priori background infor-
mation; (2) the requirement of large size silhouettes; (3) the need for a controlled
environment in terms of illumination changes. Due to the relative positioning of the
LRF, laser scanning systems usually identify humans using leg detection schemes.
One common approach is to search for local minima [3, 8] in the scan data. This
has shown promising results for relatively simple environments. However, as soon
as the environment becomes cluttered, the detection results become unreliable and
error prone [33]. A second common approach is to use motion detection to identify
humans [7, 17] as people are often the only moving objects in most environments.
These methods usually compare the current and previous scans to determine the
dynamics objects within the environment. The areas from the current scan, which
are not found in the previous scan, are considered as the moving objects. The very
nature of the algorithm means that the system is not able to detect stationary persons
in the environment.

To overcome these drawbacks, we propose to utilize cues from each sensor for
person identification. A person is identified if it is evident from both the vision and
laser systems. The vision system uses the head detection approach employed by Vi-
ola and Jones [36]. In addition, a cascade of adaptive boosting classifiers is used to
quickly prune the background and place more emphasis on potential targets. In the
examples shown in this chapter, 32 cascades of classifiers are used to provide accu-
rate localization with minimal number of false positives. Furthermore, about 1,399
heads with different orientation, poses and illumination conditions along with 800
background images have been gathered for training. By using adaptive boosting of
Haar-like features, a multi-pose head detection classifier has been created. To in-
crease sensitivity, a Kalman filter based tracking system is employed. Head position
is updated using Shi-Tomasi features [29]. The method proposed by Valibeik and
Yang [35] is used to measure the correlation between newly detected regions with
the tracked ones.

The cues from the laser scanning system are formed using a new approach for
human detection [4]. The system aims to identify people by searching for three
patterns associated with the presence of a person, which are typically found in laser
scans. These patterns include split leg (LSA), forward straddle (FS), and two legs
together (SL) as illustrated in Fig. 12.4.

The patterns are detected by finding the correct left and right edge sequences
where an edge is defined as a segment between two points {xi, xi+1} such that the
distance between them is greater than a predefined threshold. An edge is defined as
a left edge if xi > xi+1 and a right edge if xi < xi+1. The edges are generated and
stored in a list

∑ = {e1, e2, . . . , en}. The aim of the algorithm is to find a subset of
the edges that follow one of the three patterns with constraints on the size between
each segment. The patterns are defined as:

1. LA pattern with quadruplet {L,R,L,R}.
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Fig. 12.4 Illustration of the three patterns used to detect human legs in the laser scan data. The top
row illustrates the patterns with the three constraints used. In the proposed system, constraint (a)
is between 10 cm and 40 cm, constraint (b) is under 40 cm, and constraint (c) is also under 40 cm.
The bottom row shows a real example from the laser range finder for each type of pattern, where
the blue squares represent the right edges, while green squares represent left edges

2. FS pattern with triplet {L,L,R} or {L,R,R}
3. SL pattern with doublet {L,R}

A single edge from the list can only belong to a single pattern and is thus removed
from further consideration. Furthermore, each pattern is searched sequentially, i.e.,
the edge list is initially search for LA patterns, then for FS patterns, and finally for
SL patterns. This is to help reduce the number of false positives.

In order to reduce the number of false positives from each sensor individually, the
system fuses both sets of candidates into a single list. To this end, all people detected
in the laser scan data are projected into image space using the transformation found
in (12.6). Only those candidates that fall into the horizontal view of the camera are
considered. The remaining candidates are then matched with the head detected in the
vision system using a nearest-neighbor approach. Therefore, the final list consists
of matched pairs from each sensor.

12.3.3 Robust Tracking

The previous section provides a way of identifying humans in the environment based
on cues from both vision and LRF sensors. To maintain a continuous estimate of the
location of the commanding person, a temporal tracking system is used. Traditional
systems have used cues from multiple sensors to identify targets [2, 12, 18]. The
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proposed system attempts to handle the tracking problem in a similar fashion by
using cues from the two sensor modalities, i.e., vision and laser. As mentioned in
Sect. 12.2, the system is activated when a “hello” command is received from a per-
son in the environment. Upon receiving the gesture, the robot identifies the most
likely candidate from the observation data set by choosing the head most likely to
be part of the arm giving the gesture. This observation is used to initialize the track-
ing system. For tracking, an Interacting Multiple Model (IMM) [27] filter equipped
with three motion models is used to deal with unpredictable movement of people.
The IMM filter has been shown to provide more accurate tracking results than us-
ing a Kalman filter on its own [27]. The three motion models used assume constant
acceleration, constant velocity, or a stationary motion model. The system tracks the
location of the guide on the xz-plane with a weighted model to provide the most
likely estimate of the location of the guide. The key component for ensuring accu-
rate tracking is data association. Potential observations come from the fused infor-
mation obtained from the two sensors as described in Sect. 12.3.2. To help limit the
number of potential observations, the minimum gate of the three motion models [6]
is used which is defined using a distance metric:

d =
√√√√(ym − zi)T

−1∑

m

(ym − zi) (12.7)

where (ym − zi) is the measurement residual vector and
∑−1

m is the measurement
residual covariance matrix. Finally, only observations that fall in the χ2 distribution
with a probability of 99% of the gate are considered. The tracking system ensures
that there is always an estimate of the location of the guide, enabling the robot to
follow the guide through the environment when requested.

12.3.4 Pursuing

The tracking system provides the robot with the necessary information to follow
the commanding person through the environment. In the example presented in this
chapter, the robot uses the given position to ensure:

1. Robot is required to face the guide at all times;
2. Robot is required to maintain a distance of roughly 1.5 m to the guide;
3. Movements can only be performed if all objects are avoided.

To adhere to these three goals, the robot follows the pursuit movement as defined
in [24]. The steering behavior for each frame determines the necessary velocity
vector (rotation and translation) that the robot should follow to adhere to Rules (1)
and (2). The velocity vector is determined by the current predicated location of the
guide and the robot’s current velocities.

vdesired = norm(posr − post ) · vmax,

vactual = vdesired − vcurrent .
(12.8)
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Fig. 12.5 Illustration of the
pursuit strategy employed by
the robot for following the
guide through an indoor
scene. The system chooses
the best set of velocities that
will allow the robot to
approach the guide without
colliding with any of the
objects in the environment. In
the above example, the
central path is chosen, which
is highlighted in dotted lines.
This path allows the robot to
arrive at the desired location
at about 1.5 m from the guide

Upon arriving at the actual velocity to use, the robot must ensure that Rule (3) is
preserved. To this end, the robot selects a series of velocities within a window of
vactual and generates the curves that the robot would follow at the selected veloci-
ties. The robot then chooses the velocity that allows the robot to arrive at the desired
location, 1.5 m from the guide while avoiding all obstacles. Figure 12.5 illustrates
the potential paths that the robot could take to approach the guide marked with a
blue square. In this example, the red, dotted path is chosen because it brings the
robot closest to the desired position of 1.5 m in front of the guide.

The secondary pursuit goal is to handle situations when the guide leaves the
field-of-view of the robot. This situation arises when the guide either goes around a
corner or enters into a room through a doorway. To circumvent these problems, the
guide is able to direct the robot either with a “left” or “right” signal depending on
the traveling direction. When the robot receives one of the two gestures, it predicts
the future location of the guide around the corner in the desired direction. To do
this, the robot projects the current location of the guide to the left or right of the
field-of-view.

When the projected location has been found, the robot plans a path to the location
that avoids all obstacles. An example situation is shown in Fig. 12.6 when the user is
leaving a room and moving to the right and down the hallway. The robot chooses a
position about 1 m to the right of the latest predicted location of the guide, creating
a path through the doorway to the goal location shown in red.

12.3.5 Mapping

During a guided tour of an environment, the robot has the ability to use the laser
data to build a geometric estimate of the environment. To this end, an occupancy



12 Autonomous Navigation for Mobile Robots with Human-Robot Interaction 255

Fig. 12.6 Illustration of the method used by the robot to turn around a corner. The left image
presents a guide standing in a hallway, while the robot is still in the room. After the guide has
issued a “turn right” gesture, the robot assumes the guide will leave the field-of-view and begins
to perform a corner manoeuvre autonomously. The right image illustrates the path in a solid line
connecting two box labelled positions, generated to allow the robot to arrive at the projected future
location of the guide

Fig. 12.7 A sample
occupancy grid generated
during a tour of our lab at
Imperial College London.
The square illustrates the
current location of the robot
in the environment

grid is constructed, while the location of the robot in the environment is tracked
using a scan-matching system. In the proposed framework, an implementation based
on the “vasco” scan-matching system, which is part of the Carnegie Mellon Robot
Navigation Toolkit [22], is used. A sample map generated for our lab at Imperial
College London is shown in Fig. 12.7.

The map generated during the tour of the environment provides only a geometric
perspective of the environment. This introduces ambiguities as locally, many of the
architecture features are very similar across a building. The robot can easily become
confused to its actual location. To address this limitation, a vision based scene de-
scriptor is used to build a global perspective based on appearance. These descriptors
are generated after receiving a “signal” gesture from the guide during the tour.
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12.4 Qualitative Localization

The laser mapping system presented so far is capable of calculating the quantita-
tive location of the robot in a defined coordinate system. In practice, however, its
robustness is far from perfect, and it is important to provide complementary loca-
tion information. To this end, our proposed system relies on visual information to
qualitatively identify the scene that the robot is currently in view of, working in-
dependently of the mapping system, and ultimately with both systems reinforcing
each other.

For indoor scenes, rooms are often geometrically similar, and this can cause prob-
lems with the proposed mapping system when only building a rough geometrical
view of the environment. Visually, however, these rooms are often very distinctive.
Features of a room, such as pictures on the wall or lights on the ceiling, present in-
formation that a laser system is unresponsive to. Visual information can help reveal
the room and significantly reduce the search space for localizing the robot.

The ability of the robot to understand in which room it is located also adds to
the pervasive nature of the system. For example, should the robot be required to
relay its location for repair, simply stating the name of the room to the engineer
is more meaningful than providing a series of numbers representing its location.
In addition, visual representations of a scene lend contextual information that laser
systems cannot provide. This is of great benefit when the robot is required to interact
with its environment.

It is also worth noting that no navigation system should rely entirely upon one
type of sensor. Combining visual and laser sensing provides both depth and con-
tent information, which presents a sound framework upon which to build a robust
navigation system. This overcomes the malfunctioning of a sensor and/or an envi-
ronment poorly suited to a single sensor.

The compliment to the laser mapping system in the proposed framework is based
on scene recognition. Scene recognition for robotic applications is a field that can
often be considered as a special case of image matching. Finding the image in a
database most similar to a candidate image has been widely addressed in literature.
Many approaches represent images by a distribution of features such as SIFT [19],
with matches between features based upon similarity in feature descriptors, as well
as the spatial relationships of features [25, 26, 30]. The transfer of these techniques
to robot localization must deal with the problems associated with indoor scenes.
Such scenes often have a lower presence of discriminating features, and instead
contain a large number of uniform regions representing commonly-occurring bod-
ies such as walls, floors and ceilings. This results in images not only having fewer
features to match, but those features found are often present in other similar rooms.
A further issue is that viewpoint changes in indoor environments are often large
relative to images of outdoor scenes, which is generally the focus of the above tech-
niques. As such, most approaches for indoor scenes use more advanced methods
such as supervised learning [34], probabilistic matching [15], feature grouping [1],
or a combination of both global and local features [37].
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12.4.1 Scene Association

The ability to recognize specific features of a scene is important for a robot to in-
teract with and navigate within a scene. For this purpose, our method of scene as-
sociation allows a scene to be recognized from a number of viewpoints, whilst still
identifying specific features. We propose that we call features that are viewpoint-
invariant and are consistently detected across different viewpoints as association
features.

In order to extract the association features from a scene, several images of the
scene are captured from varying viewpoints, and features which occur across all
images are retained. In this work, SIFT features are used. During the training phase,
a match is tested between each feature in an image, and all features in the other
images of the scene. Those features which are found in all images are retained as
association features. In our equations, fa represents an association feature and fc

represents a candidate feature which we are attempting to match to an association
feature. To determine whether a match is made, three steps are taken, and steps with
the least computational expense and most likely to eliminate the greatest number of
false matches, are handled first.

In the examples shown in this chapter, it is assumed that the robot maintains an
upright position, such that the features will only vary by small amounts due to affine
viewpoint changes and not absolute camera rotations. Thus a candidate feature is
firstly discarded if its orientation differs to that of an association feature by more
than a threshold, tθ :

abs(fa(θ) − fc(θ)) > tθ . (12.9)

Then, for any candidate feature that is not eliminated by (9), the difference in de-
scriptors between fa and fc is calculated, by summing the dimension-by-dimension
differences between the SIFT descriptors, d1 · · ·d128. The feature is discarded if this
difference is more than tsif t :

128∑

i=1

abs(fa(di) − fc(di)) > tsif t . (12.10)

For those candidate features not eliminated by (10), elementary graph theory is then
used to eliminate matches that are not verified by the local neighborhood. The neigh-
borhood of a feature is defined as the 10 spatially-closest features captured in the
same image, as proposed in [25]. Then, a feature f

(n)
c in the neighbor-hood of fc is

considered a neighborhood match, if there exists a feature f
(m)
a in the neighborhood

of fa , which has a similar orientation and descriptor to fc(n), as defined in (9) and
(10). Additionally, the angle between fc and f

(n)
c must differ to the angle between

fa and f
(m)
a by no more than tϕ . Then the candidate feature fc is discarded if the

number of neighborhood matches to is fa less than N :

10∑

n=1

NumMatches(f (n)
c , fa) < N (12.11)
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where

NumMatches(f (n)
c , fa) =

{
1 if

∑10
m=1 IsMatch(f

(n)
c , f

(m)
a ) ≥ 1,

0 otherwise
(12.12)

where

IsMatch(f (n)
c , f (m)

a ) =

⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

1 if abs(f (n)
c (θ) − f

(m)
a (θ)) < tθ

and
∑128

i=1 abs(f (n)
c (di) − f

(m)
a (di)) < tsif t

and abs(ϕ(f
(n)
c , fc) − ϕ(f

(m)
a , fa)) < tϕ,

0 otherwise.

(12.13)

In the above equation, ϕ(f1, f2) represents the orientation of the line connecting
features f1 and f2. If a candidate feature satisfies all these criteria, then it is con-
sidered a match between the two images. It is then passed on to the next image of
the scene to determine whether the same feature is found again. Once an associa-
tion feature is found across all images, its descriptor is calculated by computing the
dimension-by-dimension average of the descriptors of all the features contributing
to this association feature.

In the example shown below in Fig. 12.8, three images of each scene are used,
and an association feature is recorded if it is present in all three images. Using more
images can significantly reduce the number of detected association features, thus
affecting its ability to perform scene association on a captured image in later stages.
The top row shows all the originally detected features, and the bottom row showing
only the association features, which were found in all three of the top row images.

Fig. 12.8 Example of the training phase during which association features are detected for a scene.
Images (a)–(c) are taken from different viewpoints of the same scene. SIFT features are then de-
tected in the images and highlighted. Those features that are found in all three images (a)–(c) are
memorized as association features and highlighted in images (d)–(f)
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In Fig. 12.8, it is worth noting that the association features all form part of the
background of the images, and all features on foreground objects are eliminated.
There are two reasons for this. First, a background feature across all three images
has a similar incident viewpoint than foreground features, and hence the feature de-
scriptor varies less between the viewpoints. Second, background features which lie
against a wall have no background clutter to confuse the feature descriptor, whereas
the descriptor for foreground features varies as different elements of the background
come into view behind the feature.

12.4.2 Scene Recognition

With association features learnt for each room, the next task is to match features
from a captured image as the robot navigates through the environment, to those
association features stored in the robot’s memory. This is done in a similar manner
as during the training phase. First, candidate SIFT features, fc, are extracted from
the latest captured image. Then, for every association feature, fa , in each scene in
memory, a match is attempted to every candidate feature, fc. A match is classified
as positive if it is similar in orientation to fc, has a similar descriptor to fc, and is
verified by the local neighborhood of fc. This is identical to the process of learning
association features in Sect. 12.4.1, except that we now use a smaller value for
tsif t . This adjustment is necessary because in the training phase, features are only
compared to those from a small number of images of the same scene. However,
during the recognition stage, features are compared to features from all scenes in the
database, and so descriptors are required to be closer to have sufficient confidence
of a match.

Choosing the actual values of tsif t in the two phases is a compromise between
feature discrimination, and viewpoint invariance. In our example results, we found
that for the training phase, tsif t = 25 was an optimum value, generating a large num-
ber of positive matches and leaving only 10% false positive matches, which were
then all eliminated during neighborhood verification. For the recognition phase, tsif t

can be tweaked in accordance with the number of rooms in the environment and for
the examples shown in this chapter, tsif t = 45. With a smaller value, the same fea-
ture detected across large viewpoints was often eliminated, and with a larger value,
too many false positive matches were found that could not be eliminated by neigh-
borhood verification.

If a match between an association feature and a candidate feature is positive, the
algorithm attempts to find a match to the next association feature. For each scene, the
percentage of association features which have been matched then enters the scene
into a ranking system, where the scene with the highest percentage of association
feature matches is output as the scene within which the robot is located.

Figure 12.9 demonstrates a typical arrangement within the boundaries of a room
where the proposed scene association is used. At each location, the robot captures
a series of 8 images at 45° intervals to form a panoramic sequence, and computes
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Fig. 12.9 Arrangement of robot locations within a room during training and recognition phases.
During the training phase, scenes are captured at three points of the triangle, whereas during the
recognition phase, scenes are captured randomly within the circle tangential to the triangle. At each
location, the robot rotates to capture multiple images to form a panoramic sequence

Fig. 12.10 Panoramic images with SIFT features highlighted for scene association. Images
(a)–(h) are captured at 45° intervals as the robot rotates within a room. This is performed in both
the training and recognition phases

SIFT features for each image. Figure 12.10 shows the panoramic images with all
detected features highlighted. An image matched which match to an association
feature in memory increases the likelihood of it being associated that scene.
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Table 12.1 Recognition
accuracy by using the scene
association method proposed
for a laboratory scene consists
of 7 rooms. Bold numbers are
percentage of true positive
feature matches, non-bold
numbers are the percentage of
false positive feature matches.
Parameters used in (9)–(11):
tθ = 20, tϕ = 45, N = 1,
tsif t = 45 for training phase,
25 for recognition phase

% Feature matches in each room

Room number 1 2 3 4 5 6 7

1 60 4 17 1 9 17 29

2 2 48 2 1 0 0 4

3 13 11 82 16 27 16 1

4 2 45 0 55 42 17 3

5 8 7 6 37 72 25 1

6 7 18 3 14 31 36 0

7 0 10 7 4 7 3 63

During the training phase, the robot is initially instructed by hand gestures to cap-
ture panoramic images in 7 rooms of the building. In each room, the robot learns the
association features by capturing images at each of the three locations in Fig. 12.9.

During the recognition stage, the robot captures one set of panoramic views and
calculates the percentage of matches to association features for each scene. In this
experiment, 93% of the test scenes were identified with the correct room, by consid-
ering the highest percentage features matches across all scenes in the database. Ta-
ble 12.1 shows the recognition performance across the seven rooms visited, showing
the average results across multiple recognition attempts for each room. The numbers
in bold represent the percentage of association features recognized in the correct
room (true positives), whilst the non-bold numbers represent the percentage of as-
sociation features recognized in all the other incorrect rooms (false positives).

It is evident that some rooms have generated a higher confidence in their correct
identification. For example, Rooms 1, 2, 3, 5 and 7 have large differences between
the most likely and second most likely rooms, whereas with Rooms 4 and 6, the
system is less confidence that the most likely room was indeed identified correctly.
This is largely due to the presence of similar objects in different rooms, such as
television screens, whose features are similar across different scenes, and who also
have similar features in the local neighborhood, drawn from the same object.

Nonetheless, with a 93% positive scene identification, this vision system is well
equipped to work in tandem with the laser mapping system, and integrates appro-
priately with the gesture-recognition task. The final challenge is then to incorporate
both the qualitative and quantitative localization data, into a system that is able to
autonomously navigate between rooms, as instructed by the user.

12.5 Planning and Navigation

As the robot is guided around the environment, laser data is collected in order to
build a geometric map of its surroundings. As mentioned earlier, the guide indicates
points of interest within the environment by performing an “attention” gesture. The
tour is to enable the robot to map the environment using quantitative and qualitative
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Fig. 12.11 A topological map of the environment storing scene descriptors at the key locations
indicated by the user during the tour

localization techniques; incorporating scene association improves localization and
also the high-level planning used for navigation.

After mapping and localization, in order to autonomously navigate towards a
goal, there needs to be a plan. A plan can be described as a sequence of moves or re-
actions which lead towards the goal [21]. Formulating a plan when the environment
map is discrete is simpler since classical graph-searching algorithms such as A* and
Dijkstra can be used [21]. The two main approaches for discetizing the environment
is to either store it as a grid, grid-based (metric) paradigm, or as a graph, topological
paradigm [32]. By using the laser mapping system and scene association descrip-
tors, we can integrate both grid-based and topological paradigms to allow for fast
path planning on the easy to construct occupancy map, utilizing the advantages of
each representation, as mentioned by Thrun and Bücken [32].

During a guided tour, the robot constructs the occupancy map of its environment
and, when gestured by the user, records a scene descriptor for its current location,
which is mapped onto the occupancy map as shown in Fig. 12.11. In addition to the
scene descriptors created, a key location is also indicated. It would also be useful, for
navigation purposes, if descriptors are captured automatically through-out the tour
as waypoints, since this will allow the topology of the environment to be captured
more accurately.
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Fig. 12.12 An example topological map built during a guided tour. Capturing scene descriptors
periodically during the guided tour allows the robot to build a more detailed topological map of
the environment, better recording the path taken by the user

Scene descriptors are periodically captured during the tour, allowing the graph-
based map to also contain information about the path taken by the guide, and not
just the points of interest; we captured these waypoints when turns greater than 5 m
were made to ensure the robot would be able to later retrace the path taken during
automated runs as shown in Fig. 12.12.

Once the robot localizes itself on the occupancy map, we can plan a route to the
target locations using the topological map, starting from the current nearest node.
This high level planning procedure is done by using the A* graph-search algorithm.
The system uses cues from the LRF and camera to recognize when it reaches way-
points or the goal location.

In autonomous systems, learning can potentially provide the flexibility the sys-
tem needs to adapt to dynamic environments [5]. Consider, for example, that a new
optimal path is discovered between two locations, it would be desirable for the robot
to update its internal model to reflect this discovery. Based on Thrun’s idea of sen-
sor interpretation [31], a learning method which interprets readings from different
sensors, such as the laser range finder and color camera, could be utilized for coping
with varying environments. For example, in repetitive scenes, such as the corridor
shown in Fig. 12.13, the ability for accurate localization using scene recognition
would decline dramatically. In such scenarios, it would perhaps be more beneficial
if the robot could learn to rely more on other sensory information.
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Fig. 12.13 Localization within a scene with repetitive visual features. Scenes (a) and (b) are cap-
tured from different locations in the environment, however, many features in both images indicate
a match; scene association is not useful in all situations as most of the matches shown are incorrect

Other factors, besides a changing environment, would benefit from updates to
the robot’s internal model. Graph searching can be a computationally demanding,
especially in complex environments. Our focus is to capture scenes to store as a
node on the graph-based map automatically when a significant rotational motion
is executed or if a large distance has been covered since the last recorded node.
Although the topological map allows for faster planning, when compared to the grid-
based occupancy map, the robot should seek to further simplify its representation of
the environment as shown Fig. 12.14.

The simplified representation of the environment allows the robot to carry out
future tasks in an autonomous fashion. Furthermore, the simplified map provides
a user-friendly interface for control of the robot. This type of interface allows the
proposed system to work in a variety of environments including museums, offices,
home-care and hospital wards. Not only is the robot able to identify different rooms
in the environment, whether it be to carry out a task or alert an engineer for repair,
but also does the proposed system allow the robot to interact with people in the
environment, whilst avoiding all obstacles.

12.6 Conclusion

Mobile robots present many opportunities to carry out mundane tasks in everyday
life. Before robots are able to perform such tasks, basic intelligence must be devel-
oped. In this chapter, we have addressed several key challenges related to robotic
navigation and the value of using HRI for environment mapping and scene associa-
tion. Effective use of HRI allows the user to naturally interact with a mobile robot via
gestures, which can be detected using a vision based system. We have demonstrated
the practical use of the proposed gesture recognition system for guided exploration
in a novel environment. These gestures help the robot in difficult situations and
build scene descriptors. Upon being informed to follow, the proposed system used a
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Fig. 12.14 Topological simplification for route planning. A simplified topological map of the
environment, in comparison to Fig. 12.12, brings performance benefits for route planning and ease
of visualization

multi-cue tracking system to maintain an estimate of the location of the guide at all
times.

During a guided tour, the robot uses the laser data to create an occupancy map of
the environment. However, there are scenarios where localization using this quan-
titative approach can be improved by using qualitative data. To this end, a vision
based scene association is used to complement the occupancy map by capturing
descriptors of particular scenes on the map. These descriptors are built at salient
locations of the environment. The visual descriptors consist of distributions of SIFT
features, which the robot has learned to memorize as they occur consistently across
multiple viewpoints of a scene.

To autonomously navigate within the recorded environment, the robot uses both
the geometric occupancy map and topological map of the scene descriptors. Quan-
titative and qualitative localization techniques are complementary with each other,
providing accurate localization in geometrically similar environments. To accurately
retrace the path taken by the guide, scene information is captured periodically by the
robot during the guided tour. High level path planning is carried out by performing
A* search on the topological map from the current scene to the goal destination.
In this chapter, we have described our considerations on how autonomous naviga-
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tion can be improved by incorporating mechanisms that will allow it to cope with
a changing environment and uncertainty from sensor readings. We demonstrated
how visually similar scenes can potentially cause confusion for scene association
and suggest how the robot could adapt its interpretation of sensor data under these
conditions.

While the proposed system attempts to handle many of the issues related au-
tonomous navigation, future work will aim to improve the robustness of the system.
More sensor modalities could be used to further help the robot understand the en-
vironment. For example, 3D time-of-flight cameras could be used to accompany
the 2D laser scanner to provide a more detailed view of the environment. This could
help the robot identify the exact location of objects in the environment. Furthermore,
a more detailed tracking system could help the robot to maintain the motion of all
moving objects in the environment for improved planning and obstacle avoidance.
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Chapter 13
Prediction-Based Perceptual System of a Partner
Robot for Natural Communication

Naoyuki Kubota and Kenichiro Nishida

Abstract This chapter discusses the adaptation of perceptual modules of a part-
ner robot based on classification and prediction through actual interactions with a
human. The prediction is very important to extract the perceptual information for
natural communication with a human. Therefore we proposed a prediction-based
perceptual system composed of four layers: the input layer, clustering layer, predic-
tion layer, and perceptual module selection layer. The proposed system has three
main functions; (1) the clustering of perceptual information (i.e., the extraction of
spatial patterns), (2) the prediction of transition among the clusters (the extraction of
temporal patterns), and (3) selection of perceptual modules (the control of sampling
intervals). In this chapter, we apply the proposed method to the actual interaction
between a human and a human-like partner robot. Finally, we show experimental
results on the interaction with a human to discuss the effectiveness of our proposed
method.

13.1 Introduction

Capabilities of social communication are required for human-friendly robots such
as pet robots, partner robots, and robot-assisted therapy to realize natural commu-
nication with humans [3, 13–16, 19, 20, 22, 24, 27, 30, 34, 35]. These capabilities
need to be based on verbal communication and non-verbal communication. Rele-
vance theory is helpful to discuss the social communication between human and
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Fig. 13.1 Mutual cognitive
environment in
communication between
humans

robot [29]. In relevance theory, human thought is not transmitted, but is shared be-
tween two people. Each person has his or her own cognitive environment (Fig 13.1).
Even though two people speak different languages, one person can understand the
meaning of an unknown term spoken by the other through communication because
the person can consider the unknown term as a symbol corresponding to the percept.
Here an important role of utterances or gestures is to make a person pay attention to
a specific target object or person. As a result, the cognitive environment of the other
can be enlarged by utterances or gestures. The cognitive environment shared be-
tween two people is called a mutual cognitive environment. Consequently, a robot
also needs to have such a cognitive environment, and keep updating it according
to the current perception through interaction with a human in order to realize the
natural communication.

In the classical approach of environmental perception in artificial intelligence,
a robot tries to extract environmental information and to build a complete environ-
mental model in the robot [26]. When the robot interacts with a human, the robot
selects the perceptual information from the built environmental model for natural
communication with the human. However, it is very difficult for the robot to extract
the perceptual information to be shared with the human beforehand. Furthermore,
it is computationally expensive to build a complete environmental model includ-
ing unnecessary perceptual information for human-robot interaction. Therefore, the
robot should have the predictive capability [5, 8] to extract the perceptual informa-
tion to be shared with the human.

Most of the previous research on prediction has focused on the prediction of
given patterns [2, 6]. If patterns to be predicted are given, the robot has only to
memorize and recall them. However, the robot does not know exact patterns to be
predicted in communication with a human, because each human has his or her own
unique behavior patterns. Therefore, in order to predict human behavior patterns,
the robot should divide human behaviors into several action segments according to
its own criteria, and learn transitions of action segments. Moreover, we can unite a
time-series of meaningful action segments into a behavior pattern from the view-
point of hierarchy and granularity of behaviors. In this study, we have focused
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on the prediction capabilities based on the spatio-temporal dynamics of behavior
patterns [17], because the patterns included in perceptual information required for
the communication can vary dependent on the spatio-temporal context or situa-
tion.

Next, we discuss the mechanism of prediction for the perception. In general, a
human behavior is restricted by the situation, while the meaning of a situation is
specified by the series of behaviors. For example, assume that we see other peo-
ple rushing to the platform. We can easily guess that the next train is coming to
the station, and will check the time or a display of the time-table. In such way,
we can understand the situation by observing behaviors of other people in a spe-
cific environment, and predict what to be perceived. Consequently, the robot should
perceive both the human behavior and its related environmental states. Therefore,
we proposed a prediction-based perceptual system composed of four layers: the in-
put layer, clustering layer, prediction layer, and perceptual module selection layer
[17, 18]. The proposed system has three main functions; (1) the clustering of percep-
tual information (the extraction of spatial patterns), (2) the prediction of transition
among the clusters (the extraction of temporal patterns), and (3) selection of per-
ceptual modules (the control of sampling intervals). To represent a human behavior
pattern as the internal state of the robot, the robot should use a set of primitive per-
ceptual information obtained by image processing, voice recognition, and others.
The robot extracts the patterns of primitive perceptual information to be paid at-
tention to. According to the transition of perceptual information, the robot selects
perceptual modules suitable to the dynamics of human interactions in the next per-
ception. Furthermore, we applied the proposed method to a PC-based partner robot,
and discussed the learning capability of the proposed method by using the recorded
movies [17]. In this chapter, we discuss the applicability of the proposed method to
actual interaction between a human and a human-like partner robot.

This chapter is organized as follows. Sections 13.2 and 13.3 propose a prediction-
based perceptual system and image processing methods for visual perception of a
robot. Section 13.4 shows experimental results on real-time interaction with a person
of a partner robot based on the proposed method and discusses the effectiveness of
our proposed method.

13.2 Prediction-Based Perceptual System for A Partner Robot

13.2.1 A Partner Robot; Hubot

We developed a human-like partner robot, Hubot [20] in order to realize the social
communication with a human (Fig. 13.2). This robot is composed of a mobile base,
a body including two CPUs, two arms with grippers. The robot has various sensors
such as a Pan-tilt CCD camera, two line sensors, microphone, ultrasonic sensors,
touch sensors in order to perceive its environment. In the previous researches, we
proposed (1) a human detection method using a series of images from the CCD



272 N. Kubota and K. Nishida

Fig. 13.2 A partner robot;
Hubot

camera, (2) an interactive trajectory planning method for a hand-to-hand behavior
based on human evaluations [10], (3) utterance and voice recognition for natural
communication based on relevance theory [14], (4) reinforcement learning based on
multiple value functions, (5) map building through interaction with a human [15],
and (6) multi-objective behavior coordination for reproducing acquired behaviors
[20]. These methods were proposed for the situation sharing between the robot and
a human based on behaviors, but we should discuss the perceptual capabilities of
partner robots to realize more natural communication.

In ecological psychology, the smallest unit of analysis must be the perceiving-
acting cycle situated in an intentional context [7, 28, 33]. Especially, situated per-
ception enables the prediction suitable to the spatio-temporal context of the environ-
ment. Predictions of goal-directed behaviors may arise from knowledge of human
cognitive and physical abilities and constraints. The robot should extract the hu-
man behavior patterns in finite time, because the prediction of the human behavior
patterns is important to interact with the human.

13.2.2 A Prediction-Based Perceptual System

The prediction-based perceptual system is composed of four layers: the input layer
(I-layer), clustering layer (C-layer), prediction layer (P-layer), and perceptual mod-
ule selection layer (S-layer), respectively (Fig. 13.3). The I-layer is composed of
spiking neurons used for recognizing a specific state. Here spiking neurons for the
I-layer is called SN-I. Each perceptual module outputs the inputs to SN-I from sen-
sory inputs.

Next, the C-layer performs unsupervised classification based on the spike outputs
of the SN-I by using reference vectors. As a result of unsupervised classification,
each neuron at the C-layer acquires the relationship among the sets of perceptual
information. Here, a clustered perceptual state is called a perceptual mode. The di-
mension of a reference vector in each perceptual mode is the same as the number of
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Fig. 13.3 A prediction-based
perceptual system

the spiking neurons of I-layer. Each perceptual mode relates with a specific combi-
nation of perceptual modules to extract its perceptual information.

The transition of perceptual modes can represent the dynamics of human interac-
tions. Therefore, the robot should select perceptual modules suitable to the dynam-
ics of human interactions in the next perception. Next, the robot learns the transition
among perceptual modes to select perceptual modules for the next perception. The
P-layer calculates the mode transition probability among perceptual modes.

According to the transition probabilities among perceptual modes, the S-layer
selects the perceptual modules for extracting perceptual information required in the
next perception. The S-layer is composed of spiking neurons used for selecting the
perceptual modules and for controlling the sampling interval of each perceptual
module. Here spiking neuron for the S-layer is called SN-S. Each perceptual mod-
ule outputs the inputs to SN-I from sensory inputs according to the spike output
of the SN-S corresponding to the perceptual module. Therefore, the time series of
spike outputs from the SN-I and SN-S construct the spatio-temporal pattern of the
perception. Since the change of the firing patterns indicates the dynamics of percep-
tion, the robot can select perceptual modules to be used in the next perception by
learning the changing patterns as a result of prediction.
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Table 13.1 Perceptual information outputted from the perceptual modules

Perceptual module Outputs

1st SN-S: Differential extraction 1st SN-I:

Magnitude of the human motion

2nd SN-S: Human detection 2nd–4th SN-I:

Whether human is detected or not. Face direction
(right and left)

3rd SN-S: Object detection 5th–11th SN-I:

Whether object is detected or not.

Color (red, green, and blue)

Shape (circle, triangle and square)

4th SN-S: Hand motion recognition 12th–14th SN-I:

Horizontal, vertical and slanting motion

13.2.3 Perceptual Modules

Vision includes much perceptual information for the communication with humans,
but image processing takes much time. Therefore, the sampling interval control of
perceptual modules is very important to extract perceptual information necessary
to the communication with humans. Table 13.1 shows the SN-Ss corresponding to
perceptual modules and their output information to SN-Is. An image is taken from
the CCD camera attached on the top of the robot. We explain the detail of percep-
tual modules used for differential extraction, human detection, object detection, and
human hand motion recognition in the following subsections.

13.2.4 Differential Extraction

The differential extraction module calculates the difference of the number of pixels
between the previous and current images. First, the color difference between pixels
at the current discrete time t and the previous time t − 1 is calculated. If the color
difference is larger than the predefined threshold, we assume the pixel is included
in the. If the robot does not move, the center of gravity (COG) of the difference
represents the location of the moving object. Therefore, the main search area for the
human detection can be formed according to the COG for the fast human detection.
Furthermore, the magnitude of the difference is used as the perceptual information
inputted to the SN-I for measuring the magnitude of human motion.
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13.2.5 Human Detection

We use a steady-state genetic algorithm (SSGA) for human detection and object
detection as one of search methods, because SSGA can easily obtain feasible solu-
tions through environmental changes with low computational costs. SSGA simulates
a continuous model of the generation, which eliminates and generates a few indi-
viduals in a generation (iteration) [31]. Here SSGA for human detection is called
SSGA-H, while SSGA for object detection is called SSGA-O.

Human skin and hair colors are extracted by SSGA-H based on template match-
ing. Figure 13.4 shows a candidate solution of a template used for detecting a target.
A template is composed of numerical parameters of g

i,1
H , g

i,2
H , g

i,3
H , and g

i,4
H . The

number of individuals is G. One iteration is composed of selection, crossover, and
mutation. The iteration of SSGA-H is repeated until the termination condition is
satisfied. In this chapter, the worst candidate solution is eliminated (“Delete least
fitness” selection), and is replaced with the candidate solution generated by the
crossover and the mutation. We use elitist crossover and adaptive mutation. The
elitist crossover randomly selects one individual and generates an individual by
combining genetic information from the randomly selected individual and the best
individual. Next, the following adaptive mutation is performed to the generated in-
dividual,

gH
i,j ← gH

i,j +
(

αH
j · f H

max − f H
i

f H
max − f H

min

+ βH
j

)
· N(0,1) (13.1)

where f H
i is the fitness value of the ith individual, f H

max and f H
min are the maximum

and minimum of fitness values in the population; N(0,1) indicates a normal random
variable with a mean of zero and a variance of one; αH

j and βH
j are the coefficients

(0 < αH
j < 1.0) and offset (βH

j > 0), respectively. In the adaptive mutation, the
variance of the normal random number is relatively changed according to the fitness
values of the population. Fitness value is calculated by the following equation,

f H
i = CH

Skin + CH
Hair + ηH

1 · CH
Skin · CH

Hair − ηH
2 · CH

Other (13.2)

where CH
Skin, CH

Hair and CH
Other indicate the numbers of pixels of the colors corre-

sponding to human skin, human hair, and other colors, respectively; ηH
1 and ηH

2 are
the coefficients (ηH

1 , ηH
2 > 0). Therefore, this problem results in the maximization

Fig. 13.4 A template used
for human detection in
SSGA-H
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problem. The fitness value of the best individual is used as the perceptual informa-
tion inputted to SN-I for the perception of the human detection. The facial direction
can be approximately extracted by using the relative positions of human hair and hu-
man face. We use the relative position of the COG of areas corresponding to human
hair and human face. The relative positions of the COG against the central position
of the detected face region are used as the input to SN-I for extracting the human
facial direction.

13.2.6 Object Detection

We focus on color-based object detection with SSGA-O based on template match-
ing. The shape of a candidate template is generated by the SSGA-O. Figure 13.5
shows a candidate template used for detecting a target where the j th point g

i,j
O of

the ith template is represented by (gi,j
O + g

i,j
O cos(gi,j+1

O ), g
i,2
O + g

i,j
O sin(g

i,j+1
O )),

i = 1,2, . . . , n, j = 3, . . . ,2m + 2; Oi (= (g
i,1
O ,g

i,2
O )) is the center of a candidate

template on the image; n and m are the number of candidate templates and the
searching points used in a template, respectively. Therefore, a candidate template is
composed of numerical parameters of (g

i,1
O ,g

i,2
O , . . . , g

i,2m+2
O ). We used an octago-

nal template in this chapter (m = 8). The fitness value of the ith candidate template
is calculated as follows.

f H
i = CH

Skin + CH
Hair + ηH

1 · CH
Skin · CH

Hair − ηH
2 · CH

Other (13.3)

where ηO is the coefficient for penalty (ηO > 0); CO
T arget and CO

Other indicate the
numbers of pixels of a target and other colors included in the template, respectively.
The target color is selected according to the pixel color occupied mostly in the tem-
plate candidate. The fitness value of the best individual is used as the perceptual
information inputted to the SN-I for perception of the object detection. Further-
more, the number of acute angles in a template candidate is used as the perceptual
information inputted to SN-I for extracting the shape of the detected color object.
We use three SN-Is for extracting the shapes of the circle, triangle, and rectangle.

Fig. 13.5 A template used
for object recognition in
SSGA-O
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13.2.7 Hand Motion Recognition

In order to the natural communication with a human, a robot should recognize basic
human hand motions to understand what a human performs with objects. Here we
assume a human has and moves an object. Consequently, the human hand motions
are regarded as the movement of an object. The change of a human hand posi-
tion, i.e., the velocity extracted on the image, is used as the perceptual information
inputted to the SN-I. The SN-I corresponding to a specific moving direction fires
according to a human hand motion.

13.3 Architecture of Prediction Based Perceptual System

13.3.1 Input Layer Based on Spiking Neurons

Various types of artificial neural networks have been proposed to realize clustering,
classification, nonlinear mapping, and control [1, 4, 9–12, 21, 23, 25, 32]. Basically,
artificial neurons are classified into pulse-coded and rate-coded neuron models from
the viewpoint of abstraction level [21]. A pulse-coded neuron approximates the dy-
namics introduced from the ignition phenomenon of a neuron, and simulates the
propagation mechanism of the pulses between neurons. A pulse-coded neuron is
often called a spiking neuron, and we use the term “spiking neuron” in the fol-
lowing. Hodgkin-Huxley model is one of the classic neuronal spiking models, and
uses four differential equations. An integrate-and-fire model with a first-order lin-
ear differential equation is known as a neuron model of higher abstraction levels.
A spike response model is slightly more general than the integrate-and-fire model,
because the spike response model can choose kernels arbitrarily [21]. On the other
hand, a rate-coded neuron neglects the pulse structure, and is considered as one of
the much higher level of abstraction. A neuron model of McCulloch-Pitts is well
known as a famous rate-coded model, and Perceptron was proposed as a rate coded
neural network [1].

An important feature of spiking neurons is the capability of temporal coding.
In fact, various spiking neural networks have been applied to memorizing spatial
and temporal context. Therefore, we apply spiking neurons to representing the time
series of perceptual information. And, we use a simple spike response model to
reduce computational cost. First of all, the internal state of the ith SN-I, Ihi(t), is
calculated as follows;

Ihi(t) = γ1 · Ihi(t − 1) + Ih
ref
i (t) + XI

i (t) (13.4)

where γ1 is the discount rate (0 < γ1 < 1.0). The internal state is calculated by the
external input, XI

i (t), and the refractoriness of the SN-I, Ih
ref
i (t). In general, the

outputs from other spiking neurons are also used in the calculation of the internal
state, but in this model, we don’t use the connection among spiking neurons because
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we focus on the temporal patterns of spike outputs. The number of neurons is NI

(NI = 14). The external input, XI
i (t) is the perceptual information from perceptual

modules. For example, XI
2(t) is calculated based on fitness value f H

i in the human
detection module according to the spike output from the 2nd SN-S. This value is
inputted to the 2nd SN-I corresponding to the perception of the human detection
(see Table 13.1 and (2)). When the SN-I is fired, R is subtracted from Ih

ref
i (t) in

the following,

Ih
ref
i (t) =

{
γ2 · Ih

ref
i (t − 1) − R if pI

i (t − 1) = 1,

γ2 · Ih
ref
i otherwise

(13.5)

where γ2 is the discount rate (0 < γ2 < 1.0); pI
i (t) is the output of the ith SN-I at

the discrete time t . When the internal state of ith SN-I is larger than the predefined
threshold for firing, θI

i , a spike is outputted as follows;

pI
i (t) =

{
1 if IhI

i (t) ≥ θI
i ,

0 otherwise.
(13.6)

The presynaptic spike output is transmitted to the next layer of the C-layer according
to an excitatory postsynaptic potential (EPSP). The EPSP of the SN-I, IhEPSP

i (t),
is calculated as follows;

IhEPSP
i (t) =

T∑

n=0

κnpI
i (1 − n) (13.7)

where κ is the discount rate (0 < κ < 1.0); T is the time sequence to be considered.

13.3.2 Clustering Layer Based on Unsupervised Learning

The spatio-temporal context in the perception can be represented by the simulta-
neous spikes and sequential spikes of SN-Is. The C-layer performs the clustering
based on unsupervised learning of spike outputs. Cluster analysis is used for group-
ing or segmenting observations into subsets or clusters based on similarity. A self-
organizing map (SOM), growing neural gas, K-means algorithm, and Gaussian mix-
ture model have been often applied as clustering algorithms [11, 12]. SOM can
be used as incremental learning, while K-means algorithm and Gaussian mixture
model need all data in the learning phase (batch learning). SOM is often applied for
extracting a relationship among data, since SOM can learn the hidden topological
structure from the data. Furthermore, a growing neural gas can update the number
of nodes according to the structure of a data set.

The sequence of the spikes from SN-Is is used as the inputs for clustering by the
unsupervised learning. The input to a neuron of the C-layer is a set of the EPSP
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from SN-Is of the I-layer,

XC = (IhEPSP
1 , IhEPSP

2 , . . . , IhEPSP
NI ) (13.8)

where NI is the number of inputs (the number of SN-Is at the I-layer). Here, a two-
dimensional structure is used for representing the neighboring relationship among
neurons of the C-layer. Next, the d th neuron minimizing the Euclidean distance
between the input vector and the j th reference vector, rj = (rj,1, rj,2, . . . , rj,NC ), is
selected by

d = arg min
j

{‖XC − rj‖}. (13.9)

The number of neurons (reference vectors) at the C-layer is NC . Furthermore, the
reference vector of the j th neuron is trained by

rj ← rj + ξC · ξC
d,j · (XC − rj ) (13.10)

where ξC is the learning rate (0 < ξC < ξC
max < 1.0); ξC

d,j is the neighborhood func-

tion (0 < ξC
d,j < 1.0). In the unsupervised learning algorithm, the parameters of ξC

and ξC
d,j are gradually reduced toward 0 according to the learning state.

13.3.3 Prediction Layer and Perceptual Module Selection Layer

The robot learns the transition patterns among perceptual modes. The output from
the j th neuron of the C-layer is used as the input to the neuron of the P-layer and
calculated by,

yC
j (t) = exp(−‖XC − rj‖). (13.11)

The number of neurons at the P-layer is NP . The output of the kth neuron of the
P-layer is

yP
k (t) =

NC∑

j=1

wC
j,ky

C
j (t), with xP

k (t) = yC
j (t) (13.12)

where wC
j,k is the connection weight between the j th neuron of the C-layer and kth

neuron of the P-layer. The connection weight wC
j,k indicates the strength of the mode

transition.
Next, we explain how to select perceptual modules for the next perception. The

internal state of the lth SN-S, Shl(t) is calculated as follows,

Shl(t) = γ3 · Shl(t − 1) + xS
l (t), (13.13)
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Table 13.2 The relationship
between inputs and outputs of
each layer. pI

i (t) and pS
l (t)

are spike outputs (0 or 1); the
other parameters are
continuous values; XC

i (t) is
calculated by EPSP according
to spike outputs of pI

i (t)

Layer Index Input Output

I-Layer i XI
i (t) pI

i (t)

C-Layer j XC
j (t) yC

j (t)

P-Layer k XP
k (t) yP

k (t)

S-Layer l XS
l (t) pS

l (t)

xS
l (t) = ξS1 ·

k=1∑

NP

wP
k,l · yP

k (t) + qS (13.14)

where γ3 is the discount rate (0 < γ3 < 1.0); ξS1 is the learning rate (0 < ξS1 <

ξS1
max < 1.0); wP

k,l is the connection weight between the kth neuron of the P-layer

and lth neuron of the S-layer; qS is the regular input to a SN-S (qS = 1 − ξS1).
The 1st term of (13.14) represents the sum of outputs from the P-layer. The number
of neurons at the S-layer is NS (NS = 4). If Shl(t) is higher than the threshold
θS , SN-S outputs pS

l (t) as the same manner with SN-I (see (6)). As a result of the
spike output, its corresponding perceptual module is selected. Table 13.2 shows the
relationship between inputs and outputs of each layer.

13.3.4 Update of Learning Rate for Perceptual Module Selection

In the beginning of learning, all of the perceptual modules are easily selected to
extract various perceptual information because the learning rate S1 is small and
the input to a SN-S qs (qs = 1 − ξS1) is nearly equal to 1. The learning rate ξS1

gradually increases according to the learning state. As a result, the internal state of
lth SN-S comes to increase or decrease dependent on the outputs from the P-layer.
According to this update process, the robot gradually starts to select the perceptual
modules needed for extracting necessary perceptual information based on predic-
tion results. Therefore, the robot can control the sampling interval of the perceptual
modules and can concentrate on extracting necessary perceptual information.

The learning rate ξS1 is updated according to prediction difference dP . When the
perceptual mode transits to the other mode, the prediction difference dP is calcu-
lated by a Gaussian membership function to evaluate the learning state of SN-S as
follows,

dP = 1 − exp

(

−
∑NC

k=1 wj ′,k(rj ′,(t) − rk(t − 1))2

2σ 2

)

(13.15)

where σ 2 is the variance and wj ′,k is the connection weight between the j ′th neuron
of the C-layer and kth neuron of the P-layer. The j ′ indicates the selected neuron
NO in the C-layer at time t − 1. The standard deviation σ determines the shape of
the curve of the Gaussian membership functions. The value of the standard deviation
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σ is determined by preliminary experiments. Since the prediction difference is not
an error index, this value does not converge to zero.

The learning rate ξS1 is increased if the prediction difference dP is lower than
the threshold θP in the P-layer

ξS1 ← ξS1/αS1. (13.16)

Otherwise, the learning rate is decreased,

ξS1 ← βS1 · ξS1 (13.17)

αS1 and βS1 are the update rates for the learning rate. The learning phase is stopped
when the learning rates converges to a certain value, e.g., ξS1

max . The number of
training times till the convergence varies dependent on the complexity and length of
human behaviors to be predicted.

13.3.5 Learning for Prediction and Perceptual Module Selection

The learning of connection weights between the C-layer and P-layer is performed
by the Hebbian rule. Since the prediction is performed by the changing pattern of
clustering state of perceptual modes, the connection weight between the j th neuron
of the C-layer and kth neuron of the P-layer is updated according to the temporal
input values at t and t − 1

wC
j,k ← (1 − ξS1)wC

j,k + ξP · yC
j (t − 1)yC

k (t) (13.18)

where ξP is the learning rate (0 < ξP < ξP
max < 1.0). The connection weights are

normalized as follows,

w′C
j,k = wC

j,k
∑NC

n=1 wC
j,k

. (13.19)

Next, the w′C
j,k is substituted for wC

j,k . The learning rate ξP is updated according to
the learning state of the C-layer because the boundary among clusters is under the
learning if the clustering is not efficiently performed. In this way, the learning of the
P-layer is performed according to the accuracy of the C-layer.

Next, we explain how to update the connection weights between the P-layer and
S-layer. The connection weight, wP

k,l is updated according to the reference vectors
as follows,

wP
k,l ← (1 − ξS2) · wP

k,l + ξS2 ·
∑

n⊆PMl
rj ′,n

Sl

(13.20)

where PMl and Sl are the set and the number of features extracted in the lth per-
ceptual module, respectively; ξS2 is the learning rate (0 < ξS2 < ξS2

max < 1.0).
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13.4 Experimental Results

This section shows experimental results of the proposed system to the interaction be-
tween a person and the partner robot; Hubot. The important feature of the proposed
method is in the control of perceptual modules. In order to discuss the effectiveness
of the proposed method, we conducted several experiments on the learning of the
robot based on the human interaction composed of different behavior patterns.

13.4.1 Clustering for Prediction

The clustering is the most important in the system, because the clustering deter-
mines the boundaries among perceptual modes used for the prediction in the visual
perception. If the clustering result is different, the prediction also becomes differ-
ent. The size of an image (X,Y) is (160, 120). Table 13.3 shows parameters used
in this experiments. First, we conducted a preliminary experiment on the relation-
ship between the number of neurons of the C-layer and the clustering performance.
The number of neurons of the C-layer determines the clustering performance which
affects the prediction performance directly.

In this experiment, the robot observed human behaviors composed of (a) talking
on a green ball in a human hand, (b) writing some sentences concerning with the ball
on the whiteboard, and (c) erasing them from the whiteboard. The person repeats the
series of behaviors 15 times for 40 minutes (Fig. 13.6), but the person sometimes
talks to the robot without having these items (Fig. 13.6(d)). These behaviors are
taken into a movie, and the robot learns by observing the movie for the performance
comparison at different numbers of neurons. The numbers of neurons in the C-layer
are set at 9, 16, 25, 36, and 49 for the performance comparison in the experiment.
Figure 13.7 and 13.8 show the change of the learning rates in each case. In cases

Table 13.3 Parameters used
in experiments Threshold of the I-layer θI

i 1.0

Discount rate of the I-layer γ1 0.9

Discount rate of the I-layer γ2 0.1

Discount rate of the I-layer κ 0.96

Maximum of the learning rate in the C-layer ξC
max 0.3

Maximum of the learning rate in the P-layer ξP
max 0.3

Threshold of the prediction difference θP 0.6

Maximum of the learning rate in the P-layer ξS1
max 0.8

Maximum of the learning rate in the P-layer ξS2
max 0.3

Discount rate of the S-layer γ3 0.9

Threshold of the S-layer θS 0.7

Standard deviation of the prediction difference σ 1.83
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Fig. 13.6 Snapshots of human behaviors

Fig. 13.7 Changes of the
learning rates in each case (a)

of 9 and 16 neurons, the time required to reach the convergence is much longer
than that of 25, 36, and 49. The learning rate C is increased more as the Euclidean
distance in the clustering is shorter. If the number of neurons is less than the minimal
number required for the learning, the clustering is not performed well. On the other
hand, the learning rates ξS1 and ξS2 used for the perceptual module selection have
similar tendency with C, but their convergence are later than that of C, because
the learning of the perceptual module selection cannot be performed without the
learning of clustering and prediction. Table 13.4 shows the number of neurons not
contributed much in the C-layer in the case that the usage rate for the 8 minutes
after the learning is less than the value that is 10 divided by the number of neurons.
All neurons are used for the prediction of human behaviors in the case of 9 neurons,
while the number of not contributed neurons is much larger than other cases. It
is obvious that the learning speed is faster if the number of neurons is enough or
redundant for the distribution of the data. However, the human action segment used
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Fig. 13.8 Changes of the
learning rates in each case (b)

Table 13.4 Number of
neurons not contributed much
in the C-layer

Neurons of the C-layer Neurons not used

9 0

16 2

25 3

36 5

49 11

for prediction might become too small even if the number of neurons is redundant.
The suitable number of neurons is 25 in this experiment. The size of human action
segments to be predicted depends on the number of neurons in C-layer, but it is very
difficult to correspond with the size of action segments in the robot perception level
as that in the human perception beforehand.
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13.4.2 Real-Time Learning in Interaction

Next, we conducted an interaction experiment by using other human behaviors for
20 minutes. In the experiment, a human showed a ball (Fig. 13.9(a)–(c)) and drank
a cup of water (Fig. 13.9(d)–(f)) while speaking English. If we assume this learning
as an imitative learning composed of model observation and model reproduction,
the robot first performs the model observation (learning phase). As the prediction
becomes correct, the robot performs the model reproduction (testing phase). The
learning phase ends when the learning rates converge to the predefined value. In the
testing phase, the robot has the blue ball in the left hand and the red cup in the right
hand. The robot moves its arms based on the prediction if the robot predicts that a
human shows a blue ball, or a human lifts a red cup. Otherwise, the robot puts its
hands down.

Figure 13.10 shows the changes of the prediction difference and the learning
rates. The prediction difference is gradually decreasing, but it does not converge
to zero and sometimes becomes large because the human does not repeat the com-
pletely same behavior to the robot in the real-time experiment. In fact, the unpre-
dictability is included necessarily in the human interaction. On the other hand, each
learning rate converges to the predefined value after 18 minutes learning. In this
experiment, the training times of learning phase is about 12,000.

Figure 13.11 shows the reference vectors of neurons in the C-layer where the
number of neurons in the C-layer is 9. The 1st neuron memorizes the perceptual
mode that a human without any object is detected. The 5th and 8th neurons memo-
rize the perceptual modes that a human face turns to the right and left, respectively.

Fig. 13.9 Snapshots of image processing and predictive action by the robot in the learning phase
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Fig. 13.10 Changes of the
prediction difference and the
learning rates

Fig. 13.11 Reference vectors
of neurons in the C-layer

The 3rd, 4th, and 6th neurons memorize the perceptual modes that a human uses a
red, square object (a cup). The 7th and 9th neurons memorize the perceptual modes
that a human uses a blue, circle object (a ball). Figure 13.12 shows the connection
weights for the transition of perceptual modes.

13.4.3 Additional Learning

Next, we conducted an experiment on the verification of the additional learning. In
the experiment, a person showed three colored papers with three colored magnets
(Fig. 13.13). Color combination is “green paper with a blue magnet”, “blue paper
with a red magnet”, and “red paper with a green magnet”. The person showed green
and blue papers during first 23.5 minutes (Fig. 13.13(a)–(i)). Next, as a different
behavior, the person showed a red paper for 5.5 minutes (Fig. 13.13(j)–(l)). And
finally, the person showed the green and blue papers again. In this experiment, the
training times is about 28,000. In this experiment, the number of neurons in the
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Fig. 13.12 Connection
weights for perceptual mode
transition

Fig. 13.13 Snapshots of human behaviors

C-layer is 25. Figure 13.14 shows the changes of the prediction difference. First,
the robot learned two behaviors of the human showing green and blue papers and
the prediction difference decreased gradually. After 23.5 minutes, when the person
showed a red paper, the robot could not predict it, and the prediction difference
increased. But the robot learned the new human behavior and the prediction differ-
ence started to decrease again. After 5.5 minutes, when the person showed green
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Fig. 13.14 Changes of the
prediction difference

and blue papers again, the robot could predict it, and the prediction difference did
not increase severely. The acquired clusters for the prediction of the green and blue
papers are maintained.

13.5 Conclusions

In this chapter, we proposed a prediction-based perceptual system for a partner robot
in order to realize the natural communication with a human. First, we proposed spik-
ing neurons for extracting perceptual information from time series of images. Based
on firing patterns of spiking neurons, the robot can perform the clustering by the un-
supervised learning. Next, the sequence of the transition among the selected clusters
is used for predicting the next perceptual mode. Furthermore, the robot controls the
sampling intervals of the perceptual modules to pay attention to necessary percep-
tual information for the natural communication with the human. In order to perform
the clustering of the perceptual modes and the learning of connection weights for
the perceptual mode transition simultaneously, we proposed the evaluation method
for the learning state and the method for updating the learning rates according to the
learning state. The interdependent learning of the clustering and perceptual mode
transition is based on the concept of the structured learning.

The proposed learning method did not evaluate whether or not all necessary per-
ceptual information was extracted because it is one of unsupervised learning. There-
fore, we intend to propose an interactive learning method between the robot and
human by using supervised learning according to human evaluations and human re-
actions. We will use the human reaction to the action of the robot for evaluating how
to extract perceptual information. As another future work, we will discuss how to
construct the interrelation between a human and robot through long-term repeated
interactions. As the prediction results become accurate, the robot can quickly behave
suitably to the human. This indicates the constructed interrelation strongly restricts
the coherent prediction of others. Therefore, we will propose a learning method for
constructing the suitable interrelation with a human.
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Fuzzy rule based system, 95
Fuzzy rules, 37
Fuzzy state space, 5

G
Gait-assisted strategy, 133
Gaussian mixture model, 278
Genetic programming, 95, 104
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Geometrical modeling, 28
Gesture recognition, 246
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Goal-directed reach-to-grasp motions, 2
Grasp primitives, 28
Grasp recognition, 25, 46
Grasp segmentation, 44

H
Hand gesture, 245
Hand motion capturing, 27
Hand motion recognition, 277
Hand-state space, 20
Hetroceptive sensors, 11
Hidden Markov models, 25
Hidden Markov Models, 73
Hierarchical composite, 229
Homography, 75
Human demonstrations, 3
Human motion, 1
Human motions, 75
Human skeletal representation, 96
Human-robot interaction, 246, 270

I
Illumination invariance, 157
Image clarity, 158
Inverse kinematics, 29

K
Key pose extraction, 76

L
Leader follower, 49, 191
Levernburg-Marquardt algorithm, 169
LM algorithm, 143
Lyapunov functions, 55

M
Machine learning, 95
Manipulator, 1
Manipulator dynamics, 55
Mapping and localization, 262
Membership function, 38
Mesh maps, 120
Morphology, 3
Motion depth cues, 150
Motion manoeuvre, 214
Motion planner, 1
Motion restoration, 248
Motor commands, 163

Multi-agent systems, 50
Multi-manipulator system, 49

N
Natural communication, 270
Neural network, 49
Non-coplanar points, 185
Nonlinear control systems, 230
Nonlinear uncertainties, 231, 238

O
Object detection, 276
Object identification, 219
Object recognition, 276
Objective function, 143
Obstacle avoidance, 219
Obstacle detection, 136, 155
Obstacle obstacle, 201
Occupancy map, 263

P
Partner robot, 269
Perceptual information, 269
Perceptual modes, 273, 279
Perceptual module selection, 283
Pick-and-place tasks, 12
Position estimation, 219
Prediction, 269
Programming by demonstration, 1, 25
Pseudo inverse Jacobian, 30

Q
QuadRotor platform, 210
Quadruped robots, 211
Qualitative fuzzy models, 25
Qualitative fuzzy recognition rules, 34

R
Radial basis function neural network, 53
Reinforcement learning, 272
Robot Hand States, 7
Robot navigation, 245
Robotic system, 234
ROC curves, 113

S
Scene descriptor, 245, 247
Segmentation, 35
Self-organised map, 278
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Silhouette images, 71, 75
Similarity degrees, 38
Skill acquisition, 1
Spatial patterns, 269
Spatio-temporal action volumes, 72
Spiking neurons, 277
State estimation, 194
Steady-state genetic algorithm, 275
Stereo vision, 146
Strong-coupled nonlinear system, 230
Surveillance, 209
System uncertainty, 235

T
Takagi-Sugeno fuzzy model, 5
Time clustering, 42
Topological map, 265
Tracking behavior, 218
Trajectory generation, 10
Tsai algorithm, 169

U
Universal approximation, 51
Unmanned aerial vehicles, 209
Unsupervised classification, 272

V
Verbal communication, 269
Video camera, 117
View-invariant, 71
Viewpoint invariance, 257
Vision landing behavior, 218

W
Waypoint, 262
Weight matrix, 49
Weighted contour, 71
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