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Preface

Welcome to the second IEEE Pacific-Rim Conference on Multimedia (IEEE-PCM
2001) held in Zhongguanchun, Beijing, China, October 22-24, 2001. Building upon
the success of the inaugural IEEE-PCM 2000 in Sydney in December 2000, the
second PCM again brought together the researchers, developers, practitioners, and
educators of multimedia in the Pacific area. Theoretical breakthroughs and practical
systems were presented at this conference, thanks to the sponsorship by the IEEE
Circuit and Systems Society, IEEE Signal Processing Society, China Computer
Foundation, China Society of Image and Graphics, National Natural Science
Foundation of China, Tsinghua University, and Microsoft Research, China.

IEEE-PCM 2001 featured a comprehensive program including keynote talks, regular
paper presentations, posters, demos, and special sessions. We received 244 papers and
accepted only 104 of them as regular papers, and 53 as poster papers. Our special
session chairs, Shin'ichi Satoh and Mohan Kankanhalli, organized 6 special sessions.
We acknowledge the great contribution from our program committee members and
paper reviewers who spent many hours reviewing submitted papers and providing
valuable comments for the authors.

The conference would not have been successful without the help of so many people.
We greatly appreciated the support of our honorary chairs: Prof. Sun-Yuan Kung of
Princeton University, Dr. Ya-Qin Zhang of Microsoft Research China, and Prof.
Chao-huan Hou of the National Science Foundation of China. A number of people
deserve special thanks for helping with the logistics. Yuan-chun Shi smoothly
handled publication of these proceedings with Springer-Verlag. Feng Wu and Zhong
Su did a wonderful job as web masters. Timely help from Le Guo and Ling Huang
was tremendous. Financial sponsorships from industrial research and development
labs (Intel, GE, Legend, and Microsoft) in China are gratefully acknowledged.

July 2001 Heung-Yeung Shum
Mark Liao

Shih-Fu Chang

Hong-Jiang Zhang
P.C. Ching

Xing-Gang Lin
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Abstract. The Linux Watch is a wearable information access device that is 
worn on the wrist. It is an ARM7-based low-power Linux system with short-
range wireless communications and a multi-modal (voice and image) user 
interface with a watch shape and is used as a hardware platform for wearable 
computing research. The Hands-free Mobile System is a kind of speech-
oriented client-server system using the Linux Watch. The Linux Watch acts as a 
front-end user interface device but appears to have all the functions and
intelligence of the server including voice-recognition and synthetic speech
capability via its multi-modal user interface. This paper describes The Linux
Watch hardware platform and the concept of the Hands-free Mobile System.

1. Introduction

For the practical use of wearable computers, it is important that end-users feel 
comfortable wearing them. Wristwatches have been used and accepted by many 
people for a long time. They have the advantage of always being there and instantly 
viewable with a flick of the wrist without taking it out of a pocket or bag.

We focused on this ergonomic advantage and have prototyped a wearable 
computer, called the Linux Watch, in this form factor as a hardware platform for 
wearable computing research in areas such as user interfaces [1], high resolution 
displays [2], system software, wireless communications, and power management.

We chose the Linux operating system for the watch, because it is suitable for a 
research platform with high programmability. Linux makes it very easy for many 
researchers to start developing programs on this new platform, because there is a lot 
of source code and a wide variety of software tools available.

The screen size of a wristwatch is relatively limited because of its small size 
overall and the requirements for elegance fashion do not allow many buttons on the 
device. Voice can be used as an additional user interface method to supplement image 
information and virtual buttons [3][4] and users find it very satisfactory when it is 
well integrated into a multi-modal user interface with images [5]. The extra audio 
information can effectively compensate for the limited display size. But it is quite 
difficult for the Linux Watch to recognize and synthesize human voices by itself, 
given its available processor power and power consumption at present. We suggested 
using the capabilities of another machine nearby or somewhere on the network via 
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wireless communications to compensate for its computing limitations. In other words, 
we recommend load balancing using wireless communications between the Linux 
Watch and a server on a network.

In the following sections we introduce the system hardware and the Hands-free
Mobile System concept.

2. Hardware of the Linux Watch 

We made the hardware design modular to allow the use of various shells. The 
Linux Watch system has two types of shells now as shown in Figure 1. One is smaller
and fancier and is called the “basic shell”, and the other, intended to be more 
functional with an accessory card, called the “enhanced shell”.

Fig. 1. Linux Watch Shells (Left: Basic Shell, Right: Enhanced Shell)

The Linux Watch uses an ARM7 core system LSI as its MPU. A touch panel and a 
roller wheel are employed as the primary input devices. A tilt switch is used to detect
arm motions for gesture input. The enhanced shell has an accessory bay for various 
additional functions. A Bluetooth card and a RF-modem card are now available, along
with PCM audio functions including a speaker and a microphone for a multi-modal
(voice and image) user interface. As a display device, a self emitting organic LED 
display (OLED) with VGA resolution or a 96 x 120 pixels B/W LCD display is used. 
A rechargeable lithium-polymer was selected to resolve the problem of supplying 
peak current in a small form factor, though its capacity is smaller than the primary 
battery. Table 1 summrizes the specifications. 

The main circuit card was designed using the off-the-shelf parts, but using the
state-of-the-art packaging technology called Surface Luminar Circuit (SLC). It is 
packaged in a small stamp sized board, only 35.3 x 27.5 x 3.0 mm as shown in Figure 
2. Accessory cards are connected to the main board using an ultra low-profile
elastomer connection method.
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Table 1. System Specifications

Size / Weight 56 (W) x 48 (L) x 12 (T) mm, 44 g
CPU ARM7 core (18 – 74 MHz)
Memory DRAM 8MB / Flash ROM 8MB
Display VGA OLED (740 dpi) / 96 x 120 LCD
Communication IrDA v1.2, RS232C (Cradle), Bluetooth 

(Accessory card), RF modem (Accessory 
card)

Input Device Touch Panel, Roller Wheel, Tilt Switch
Power Source Li-Polymer Battery
OS / Window System Linux 2.2.1 / X11R6.4
Bluetooth Protocol Stack IBM BlueDrekar

Fig. 2. Linux Watch Main Card and Accessory Cards

The interface between the accessory card and the main card is designed to support 
various additional functions using the interfaces of a Compact Flash (CF) and a Serial 
Peripheral Interface (SPI), as well as a Universal Asynchronous Receiver Transmitter 
(UART) and Pulse Code Modulation (PCM), which is actually used for the Bluetooth 
card and the RF-modem card. For example, a Peripheral Interface Controller (PIC) 
controlling sensors on an accessory card can be easily interfaced with the main card 
through the SPI.

The Linux Watch system is designed based on the modular concept shown in 
Figure 3. The basic device, which is composed of the main card and Linux, is very 
small to easily fit in larger devices, and can be used as a pervasive computing 
platform in the future.
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Fig. 3.  Modular Concept: Design Variety for other form factors

3. Hands-free Mobile System

3.1. Hands -Free Mobile System Concept

The Hands-free Mobile System is a kind of speech-oriented client-server system 
based on short-range wireless communications as shown in Figure 4.

Fig. 4. Hands-free Mobile System Concept

This concept is based on a thin server and a wristwatch type thin client. The thin
server has capabilities of handling voice, short-range wireless communications, and 
some application programs. We think the Linux Watch can be the thin client and a 
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ThinkPad or a wearable PC prototyped by IBM can act as the thin server. The thin
client is a low power device for long battery life and has capabilities for short range 
wireless communications and to support a multi-modal (voice and image) user 
interface. In this system, a thin client transfers voice or user input to the thin server.
The thin server receives this data and replies with an image or voice data sent to the
thin client using wireless communications. Data processing should be handled,
especially voice recognition and speech synthesis, in the thin server or in some cases 
the thin server can act as a relay to a more powerful remote system using long-range
wireless communications.

Relying mostly on the computing power of the thin server, the thin client needs to 
have little more than I/O capabilities. Its form factor and the battery life become the 
important design constraints, rather than its computing power. When the thin client is 
a simple I/O system, developers can concentrate their application program
development on the thin server side.

The short range wireless communications sytem will not be expected to connect 
every time and the thin client should have a cache mechanism for the information 
from the thin server and have some processing power, not only I/O capabilities. The 
progress of technology will lead the voice recognition with low power consumption 
even on a wristwatch type computer. Distributing various functions between the thin 
server and client will be an important design tradeoff. However, we think the Hands-
free Mobile System concept system can be the first step for exploring how to get 
contextual information at the point of need in a ubiquitous computing world using the 
Linux Watch.

At the next stage, when short-range wireless communications such as Bluetooth 
becomes commonplace, it will be possible for information to be obtained from 
various hosts --ThinkPads, desktop PCs, or even devices like household appliances
and the Linux Watch can be a general purpose browser or a controller.

3.2. Experiment Using Prototypes

We have prototyped an experimental system using a Linux Watch, including an RF 
modem card and a wearable PC produced by IBM to experiment with this concept as 
shown in Figure 5. Since the RF modem card cannot handle voice data to the
wearable PC, a bone conduction microphone with an earphone is used for providing 
the voice input and output.
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Fig. 5. Experimental System

Using this system, we studied the usability of personal information management 
applications such as a scheduler, mailer, car navigator, and a cellular telephone. All 
these applications are executed in the wearable PC and the Linux Watch acted only as 
an I/O device to transmit the user input from the touch panel and the roller wheel and 
to receive the image data from the PC with the assistance of voice-activated functions 
using the bone conduction microphone and voice the earphone.

We sometimes had difficulty in verifying whether the voice-activated functions 
worked correctly or not. We adopted a dialogue-based operation method to increase 
the tolerance for mistakes in voice recognition in the noisy environment. For example, 
when a user wanted to execute mailer application, he or she said “Mailer” and then 
the system would answer “Mailer” and change the image to the mailer for the 
verification by the user.

3.3. Feasibility Study Using Bluetooth 

Bluetooth is expected to spread rapidly and widely in small gadgets like the Linux 
Watch and cellular phones and even to PCs and we anticipate good interoperability 
among them. This will be a good fit for our hands-free mobile system concept,
because it can communicate not only text and binary data but also voice information. 
We used a bone conduction microphone in the above experimental system, but we 
believe we will be able to eliminate it when using a Bluetooth-based voice link.

Once the Bluetooth environment matures, any third generation cellular phone
system (IMT-2000) might act as a relay device, and any computer connected to the 
Internet can act as a host for such a system. The Linux Watch will seem to have 
intelligence and many functions with the assistance of these powerful background 
computers.

We have prototyped another system in which we could control a presentation 
package made with PowerPoint and Freelance on a laptop PC from the Linux Watch 
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via Bluetooth like a remote control. Using this prototype system, we verified that we 
can control presentations easily without standing near the laptop PC.

We tried a feasibility study of voice commands via a voice link using Bluetooth 
with this sytem and we succeeded in achieving the recognition in a quiet laboratory. 
However, it was still impractical in noisy real world environments.

4. Conclusions and Future Work

We are prototyping a Linux Watch as a research platform which has a capability of 
short-range wireless communications and multi-modal user interfaces. The Hands-
free Mobile System concept has been tested and the usability of the prototype using a 
multi-modal user interface on the Linux Watch was verified.

As the next stage of this research, we will continue to study the multi-modal user 
interface using the Bluetooth-based voice link and would like to study other sensors 
for recognition of the user’s context and for a new user interface. Other research areas 
will be involved such as developing suitable applications for such the Hands-free
Mobile System, balancing functions between the thin server and client, and studying 
the power-consumption and local-function tradeoffs for the Linux Watch itself.
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Abstract Wearable computers have been receiring a great deal of anention as 
a new computer device. The Open Air Exhibition research group for the World 
Exposition 2005 (EXPO 2005) is focusing on this new device as a means of 
making effective use of the outdoor exhihition. Since the year 2000, we have 
performed annual experiments to evaluate the possibilities of the wearable 
wmputcr. Also. in order lo increase the popularity, the experimental system 
was constructed for targeting to the general, not to thc laboratory use. Thcrefon 
the weight of prototype device is restricted to enable any person to cany it and 
it is designed to be less obtrusive. In this papcr. we discuss the basic 
requirements of the system for the Open Air Exhibition which is acceptable to 
the general. 

1 Introduction 

The recent trend toward the downsizing of computer devices has tremendously 
changed the way information technologies are used in cvcryday life.[l] The greatest 
difference is that computers have become mobile. On the other hand, people used to 
have to go to the specific location in order to access information. Mobile technology 
has eliminated the resh.iction of space but the human-computer interface has remained 
the same. This means that the input interface is a keypad or a pen pad similar to those 
of conventional desktop computers and the information is still accessed using a 
rectangular display monitor. In this paper, we discuss the wearable computer which 
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has the potential to change many aspects of using computer devices. To be able to 
wear computers will bring qualitative changes comparable to the changes brought 
about by the advent of mobile devices. 

2 Definition of Wearable Computer 

Wc divide wearable computers into hvo broad categories according to their 
characteristic functions. One is information gathering and the other is information 
display. As a wearable computer fits the human body closely, it holds great potcntial 
for scanning and recording real-time information regarding the immediate 
surroundings and ambience around the user. Figure 1 shows the prototype system for 
recording experience. This prototype system records visual, audio, heartbeat and 
walking pitch data automatically; to the best of our knowledge, these have not been 
simultaneously recorded before.121 Also, the wearable computer has great potential 
for displaying information regardless of location because the wearable computer is 
always close to an individual. Fig 

ted system. The information projec 

w p .~ - , .. - ~- 

Ire 2 shows the information display prototype 
on the display attached to the glass switches 
ion measured by piem sensor.[3] 

- .  

Fig. I. Information gathering prototype Fig. 2. lnformation display prototype 

3 Wearable Computer for EXPO 2005 

The Open Air Exhibition research group is mainly focused on displaying the use of 
the wearable computer and is studying outdoor exhibition methods as an advanced 

Wearable Computer Application for Open Air Exhibition in EXPO 2005 9
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exhibition style because the floor area of the pavilions in EXPO 2005 will be r e d u d  
for environmental reasons. Thus the EXPO organization is very interested in using the 
w d l e  computer as an exhibition method as it provides an alternative 
infrastructure. The conventional exhibition sryle is to display Pmvork inside a 
building and have people go there to appreciate the work. In that case, a structure has 
to bs built for displaying the artwork. In contrast, the Opcn Air Exhibition doesn't 
require any building. A person with a wearable computer can walk outside and 
experience the overall artwork through the interaction of the virtual and the real 
without modifying the actual environment. 
Since the year 2000, we have performed annual experiment$. The main pwpose of 
these experiments is to leam the unique characteristics of the Opcn Air Exhibition. 
Initially, we set location determination as a hdamental function for the Open Air 
Exhibition because location variables could be applied as a trigger to change the 
exhibition content. We adapted different types of technologies to realize location 
determination with different exhibition styles in two experiments. 

4 Experiment 

4.1 Experlment I 

In the year 2000, we performed the experiment in public. We used a microwave 
system for the location driven content changer. A participant wearing a coat called a 
"site scanner" took walks around the venue and a small vibration motor embedded in 
a binocular-type head mounted display (HMD) beeped when the content changed. 
Upon this signal, the participant looked into the HMD and enjoyed still images a 
audio oontent related to the location at which hdshe stood. 
From this experiment, we learned that the microwave system is not suitable for 
covering wide area positioning although its performance was quite good in relatively 
small areas, because it is necessary to place all the transmitters beforeband in order to 
make the system work. This is unrealistic in the case of covering a wide area. 
Moreover, we learned that the Open Air Exhibition has great potential to ~ l i z e  a 
participatory style of exhibition which varies according to the wearer's interaction. In 
that case, because it appears strange for one wearer who is attending an exhibition to 
be alone outside, real time communication among participants must be enabled. 

10 R. Ueoka et al.
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m z a l -  

Fig. 3. Site scanner wearers looking into HMD 

4.2 Experiment ll 

Puning the findings of the previous experiment to use, we performed an 
experiment this year. The purpose of the experiment is to include a location fke 
positioning system and enable a high degree of interaction among participants. It was 
carried out at EXPO location. As elementary school students were selected as 
participants, the contents of this experiment were planned as a real world role-playing 
game, the style of which is familiar to children who are used to playing computer 
games but it is not common as exhibition material. Our goal is to have participants 
understand the importance of nature through the experience of this game type outdoor 
exhibition, in cooperation with other participants. 

4.2.1 Application 
The experiment was performed at Aichi Youth State Park on March 4th 2001. Each 

team consisted of four persons. Half of them become field players and the others 
become backyard players who stayed in the center to take a role as a commander. 
This is a treasure hunt type game. Two teams compete to reach the goal in the shortest 
time. The field and backyard players cooperate with one another to answer quiz 
questions to reach the goal. Quiz questions are sent via e-mail. By providing correct 
answer, the team can move forward to each game area, where one of the members 
plays an enemy hunting game. Upon winning this game, they can open a virtual 
treasure box which has a key number inside that enables them to open a real treasure 
box in the area. In the box, a piece of a map is hidden. By collecting all of the pieces 
hidden in the play field, they can fill in the missing p a  of the map which then 
reveals the goal of the game. The game can't be accomplished without cooperation 
between field and backyard member, because there are some questions which can't be 

Wearable Computer Application for Open Air Exhibition in EXPO 2005 11
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answered without an encyclopedia and some of the enemies in the game area can be 
seen only from a backyard screen. 

4.2.2 System Conliguration 
The overall system configuration is shown in Figure 4. The doned line in the figure 

indicates the wireless network path. As an Internet line was not available in the 
outdoor environment, a digital satellite car was set up to provide a temporary 
connection to the internet. 

AP:Abbreviatim for Access Point 

Fig. 4. System wnfiguration 

The basic hardware is divided into three types. Type A is a combination of a mobile 
phone and a small global positioning system (GPS) which transmits a wearer's 
position instantly to the GPS center. We can trace the position of the wearer as a 
doned linc on the map via the Internet. Type B combines an i - Mode type mobile 
phone and mobile phone with a built-in camera. A wearer with the type B system is a 
communicator between field players and backyard players. With this system, e-mail, 

12 R. Ueoka et al.
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video and voice communication is possible. The Type B system wearer has to use the 
three communication methods creatively as well as to check out the e-mail constantly 
since there is sometimes a surprise e-mail which provides a great hint for reaching the 
goal. Type C combines a HMD, Windows CE machine, GPS and wireless LAN card. 
The type C system wearer is a player who catches virtual enemy projected on the 
I-IMD when it enters the game area. 

Fig. 5. Location map of the experiment 

There are some enemies which are invisible on the HMD but visible on the backyard 
screen. Thus, backyard members instruct a field member the relative position of the 
enemy and the field mcmber moves hisher body according to the instructions in order 
to catch an enemy. For the realization of this cooperativc system, a dual LAN system 
is constructed to send the positioning data of the player to the group server. There are 
three area network systems set in the field along with three dummy sets to cheat on 
players not to go to the right direction. Figure 5 shows the scale map of the venue and 
locations of each system. And Figure 6 shows the system outline of each set of the 
wear. The wears are originally designed and deviccs are built with consideration 
given to keeping the weight of devices reasonable and avoiding the restriction of body 
movement. In addition, the wiring as well as the computer interface is considered to 
realize unification of a wear and devices. For example, the mouse click interface for 
the type C systcm is embedded on the front of the shoulders for the outdoor adapted 
interface. 

Wearable Computer Application for Open Air Exhibition in EXPO 2005 13
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Fig. 6. System outfine of each set ofthe wear (Fnn ihc Ick Typc A, B and C systcm ) 

42.3 Results 

The participants all responded favorably to the experiment and we are confident that 
the Open Air Exhibition is sufficiently inmsting to pursue. Taking the result of a 
prticipant questionnaire. into consideration, a mixture of virtual and real experiences 
enjoyed via computer devices seems to make the experience more favorable. In terms 
of negative response, participants pointed out the low quality of the current device. 
On the day of the experiment, the morning experiment was cancelled because of 
heavy rain due to the risk of elechic leak of the wearable computers. Creating a 
system that is stable under all weather conditions is critical for an outdoor exhibition. 

Table 1. Rwultof questionnaire 

- 

1 a search for a real treasure box or hint in the field 
What is ~dificulty to see HMD monitor due to the optical reflection 

dislike of the 
game? 

delay of the reflection of positioning on thescreen 
burred picture quality of a mobile phone w/ a built-in camera 

14 R. Ueoka et al.
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F i  7. Experiment scene (Communicating with the backyard members (Lee). Playing enemy 
hunting game (Right)) 

5 Conclusion 

On the basis of ow two experiments. we are now contident that a wearable 
wmputer is a practical means of realizing the Open Air Exhibition. 
In order to make this type of  exhibition more lively and interesting, technical 
improvement in order to realize highly real virtual interaction is required. This 
involves unifying the function of wearable wmputers both information gathering and 
display to realize a dynamic flow o f  virtual information according to the physical and 
environmental changes that possibly draw a participant deeply into the world o f  the 
exhibition. 
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Abstract. ”We want to keep our entire life by video” is the motiva-
tion of this research. Recent development of wearable devices and huge
storage devices will make it possible to keep entire life by video. We
could capture 70 years of our life, however, the problem is how to handle
such a huge data. Automatic summarization based on personal interest
should be indispensable. In this paper we propose an approach to auto-
matic structuring and summarization of wearable video. (Wearable video
is our abbreviation of ”video captured by a wearable camera”.) In our
approach, we make use of a wearable camera and a sensor of brain waves.
Video is firstly structured by objective features of video, and the shots are
rated by subjective measures based on brain waves. The approach was
very successful for real world experiments and it automatically extracted
all the events that the subjects reported they had felt interesting.

1 Introduction

Personal experiences are usually maintained by such media as diaries, pictures
and movies. For example, we memorize our daily experiences in a diary, and we
use photos and movies to keep our special events such as travels etc. However,
those existing media, so far, keep records of only a small part of our life. Even
though we make use of photos and movies, we always miss the best moments
because the camera is not always ready.

Significant progress has been being made in digital imaging technologies:
cameras, displays, compression, storage etc. Small size integration also advances
so that computational devices and imaging devices become intimate as wearable
computers and wearable cameras [1, 2]. These small wearable devices will provide
fully personal information gathering and processing environments. We believe
that by using such wearable devices, an entire personal life will be able to be
imaged and reproduced as video. Then, we will never miss the moment that we
want to maintain forever.

Such a long-term imaging requires automatic summarization. Imagine we
have a year-long or much longer video recording, how do we handle such a
huge volume of data in order to watch the scene that we felt interesting when
it was captured? Manual handling is nonsense because manual operation takes

H.-Y. Shum, M. Liao, and S.-F. Chang (Eds.): PCM 2001, LNCS 2195, pp. 16–23, 2001.
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longer than the length of recording. We would like to extract the scenes that
we felt something at the moment. Then, summarization should be based on our
subjective sensation.

In the previous works, automatic summarization has been applied to broad-
casting TV programs (ex. [3]). Their summarization methods were based on ob-
jective visual features of video and audio. Then, methodology of summarization
of wearable video has to differ because it needs to take into account subjective
feeling of the person.

In this paper, we first discuss the potentials and the feasibility of life-long
imaging, and propose our approach to automatic summarization that segments
video based on the visual objective features and evaluates the shots by making
use of brain wave.

Use of physiological signals was also attempted for wearable cameras. Healey
et al. [4] used skin conductivity and heart rate for turning on and off the wearable
camera. We use brain waves that show clearly the status of the person whether
he pays attention or not.

2 Feasibility and potential of life long imaging

Imagine we wear a single camera and constantly record what we would see, how
huge would be the amount of images that we could capture during 70 years?
(The captured video would be first stored in the wearable device and then oc-
casionally moved to a huge storage.) Video quality depends on the compression.
Assuming 16 hours per day is captured for 70 years, the amount of video data
is listed below.

quality rate (bits/second) data size for 70 years
TV phone quality 64kbps 11 Tbytes
VCR quality 1Mbps 183 Tbytes
Broadcasting quality 4Mbps 736 Tbytes

Lets take a look at the TV phone quality, it needs only 11 Tbytes for recoding
70 years. Even today, we have a small lunch box size of 10GB HDD available
with less than $100. Thus, if we have 1000 of them, their capacity is almost
enough for 70 years! The progress of capacity improvement of HDD is very fast.
it will be in the not too distant future feasible to contain 70 years of video in a
few of HDDs.

As for sensing devices, CCD or CMOS cameras are getting smaller, too. A
glass-type wearable CCD camera is already introduced in the market. (In Fig.1,
the glass-type CCD camera is shown, that is used in our experiments.) The
progress of wearable computers will further drive the imaging devices smaller.

Then, from the hardware point of view, storage and sensing, we believe in
not too remote future, life long video will be able to be captured and main-
tained in personal environments. Let’s take a look at potential advantages and
disadvantages of such systems. They are listed below.
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(a) A glass-type CCD camera A sensor to capture brain waves

Fig. 1. A glass type CCD camera with microphone(left) and A sensor to capture brain
waves(right)

* Advantages
- we can catch the best moment that we want to keep forever.
- we can vividly reproduce and recollect our experiences by video.
- we can remember what we have forgotten.
- we can see what we did not see.
- we can prove what we did not do.
* Disadvantages
- we may see what we do not want to remember.
- we may violate privacy of other person.

3 Summarization of wearable video

As described in the previous sections, constantly recording will be feasible from
the hardware point of view. The most difficult issue is how to extract and re-
produce what we want to see. The data size is too huge, then its automatic
summarization is the most critical problem.

Almost all the previous works dealt with TV programs and motion films [3,
5]. They make use of objective visual and audio features of the video. In our
wearable application, we also take into account the degree of subjective interest
of the person, that he felt at the very moment when the scene was captured.
Then, the video should be rated by the subjective measure too.

In order to measure the point of interest of the person, we make use of
physiological signals, that is brain waves captured simultaneously. The sensor is
also wearable enough. As shown in Fig. 1, the sensor we use is head-band size.
(It is still noticeable, but it could be much smaller.) The data from the sensor
is recorded using one of the audio channels of the VCR of the wearable camera.
We utilize α wave of the brain waves.

The framework of our approach to automatic summarization, thus, comprises
two major steps: In the first step, the video stream is analyzed and segmented
based on the objective visual features, and in the next step, video segment is
evaluated based on the subjective signals.
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The whole framework is shown in Fig.2. First, the video stream is segmented
into shots, using motion information. Shots are integrated into scenes using color
information. Then, the scenes are evaluated based on the status of α waves. The
summary is finally produced by using the rated segments.

Fig. 2. The framework of summarization of wearable video.

4 Video segmentation into shots

Video segmentation using visual features rather differs from the ordinary seg-
mentation applied to the TV programs because contents of the video stream
captured by the wearable camera is continuous and it does not have explicit
shot changes.

However, the motion information reflects the users movement in the environ-
ment. Color information also reflects the environment information. Thus, we first
estimate the global motion of the images which shows the person’s movement;
whether he stands still, moving forward/backward, turing left/right.

The global motion model comprises zoom Z, pan H and tilt V . They are
estimated using motion vectors (u, v) determined for the blocks of the image
by the block matching. The estimation of the global motion parameter is done
by two steps: in the first step, the global motion parameters are estimated by
using the model of eq.(1) by the least squares using all the motion vectors. In the
second step, excluding the motion vectors that differs too much from that caused
by the estimated global motion parameters, the global motion parameters are
estimated again using the remaining motion vectors. The estimated parameters
are also filtered by median filtering over 50 frames to smooth the variation.
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Fig. 3. Estimation of the zoom parameter: changes of 1/Z is plotted.

Fig. 4. Estimation of the pan parameter

The zoom factor is changing as shown in the Fig.3. Note inverse of Z is
plotted in the figure. Then the peaks show when the person stands almost still.
Pan and tilt parameters show horizontal and vertical change of the direction of
the person’s head. Because the person often looks up and down, tilt parameter
changes too often. Then, excluding tilt parameters we make use of the zoom
and pan parameters to segment the video into shots. An example of the shot



Automatic Summarization of Wearable Video – Indexing Subjective Interest 21

Fig. 5. Segmentation Results: video is captured by a wearable camera while the person
is walking around in the University

segmentation is shown in Fig.5. In Fig.5, white, gray, stripe and black areas
corresponds to ’still’, ’move forward’, ’turn right’ and ’turn left’, respectively.

The shots will be finally grouped into scenes using color information. Shot
grouping is not described in this paper. In the next section, the shots are rated
by the status of brain waves. Use of additional signals such as audio is now under
investigation.

5 Subjective rating of the shots: use of brain waves

The goal of this research is to extract video shots which are supposed to be
paid much interest when the person has seen the scene. Brain waves can very
effectively show his status. According to the literatures of psychology, brain
waves has a feature such that α wave attenuation ( α blocking ) occurs when the
person feel awake, interested, excited etc. The status of α wave is a good index
for the arousal of the subject.

In our experiment, the power of α wave is simply thresholded. The length of
the attenuation is also taken into account in order to reduce artifacts. The system
we developed is shown in the Fig.6. Our system shows the video and the brain
waves on the screen. The top left is the image window and the plots shows the
brain waves. The bottom one is α wave (7.5 Hz) and the other are β waves (15,
22.5 and 30 Hz). The Fig.6 shows the moment when the person arrived at the
paddock in the race track. α wave (bottom) shows quick attenuation (changes
high to low), and it is very visible that the subject paid high attention to the
scene.

In the experiments, persons wore the camera (Fig.1) and the simple brain
wave sensor (Fig.1). In the experiment, the subjects walked around the university
and visited an amusement park and a horse race track, etc. The subjects reported
what were interesting, impressive to them during the experiments.

In the first experiment, group of frames are extracted only by using brain
waves. One example of the experiments in the amusement park: The original
video stream is about an hour. On the basis of α wave, the number of groups
of frames extracted are 347. The summarized video were about 8min long. The
scene that the subjects had reported interesting were all extracted.

In second experments, the video stream is first segmented into shots based
on the global motion as described earlier. Then, the α wave is averaged in each
shot and the shots are rated five levels according to the value of the averaged α
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Fig. 6. The system shows video and brain waves.

waves, that reflects the degree of interest the person felt. Smaller value means
more interest.

The result for the race track experiment is shown in Fig.7. It displays the
shots with five levels of degree of interest of the subject. Darker color shows
more interest, and lighter color shows less interest. In the Fig.7 the length of the
shots are normalized so that they have a same width. Roughly speaking, darker
region appears four times in Fig.7: The first one is when the experiment started
and he was not pleasant. He got gradually accustomed to the devices he was
wearing. The second one is when he bought a ticket. The third one is when he
was at the paddock. The forth one is when the races started. It appears that the
evaluation well reflects subjective status. The extracted shots which are rated
as level three or higher are extracted and displayed in Fig.8. Among 175 shots
of an hour-long video, only 35 shots are extracted.

Fig. 7. The shots rated by α wave. Darker means more interest and whiter means less
interest.
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Fig. 8. The shots extracted: level three or higher

6 Conclusion

In this paper, we proposed a novel approach of summarizing video captured by
a wearable camera. We discussed potential and feasibility of wearable imaging
for life long time. Our summarization proceeds in two steps: in the first step, the
video stream is segmented by using objective visual features such as motion, and
in the second step the shots are evaluated by physiological signal that is brain
waves. In the experiments, we have observed that the proposed method works
well for wearable video.
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Abstract.  Our system supports a user's location-based recollection of past events

with direct input such as in always ‘gazing’ video data, which allows the user to
associate by simply looking at a viewpoint, and providing stable online and real-time
video retrieval. We propose three functional methods: image retrieval with motion
information, video scene segmentation, and real-time video retrieval. Our
experimental results have shown that these functions are effective enough to perform
wearable information playing.

1 Introduction

This paper suggests a novel application of wearable computers for location-based
recollections of past events. Our aim is to realize a framework that supports a direct,
intensive, and automatic extension of human memory. Since a wearable information
player [1] in the near future should be available for a daily uses, it must be portable
and independently usable at any time/place. Our System can retrieve an associable
video in previous recorded video data set, which is stored in the wearable computer,
triggered by current video data, which is captured by a head-mounted camera. Users
do not have to know that they are storing video data of their daily lives, but do not
plan on utilizing such video data in the future.

Our intelligent framework should understand locations that are recorded in video
data as scenes to be searched for in the future. If the user tracks a moving object, its
video scene might look as if the object has stopped and its background is moving. In
order to retrieve a video even in this kind of moving objects, we introduce effective
functions to detect the movement of the user's camera and compensate its effect. We
suggest three functional methods that use a retrieval method of location-based similar 
images of past events using motion information, a method of segmenting video
scenes, and a method of dividing video data for real-time process.

2 Our Approach

Our system provides associable video retrieval in a previous data set triggered by
current video data. The similar images of associable video images are shown in
Figure 1. To achieve high speed and an appropriate location-based video retrieval
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method our system must efficiently pick up location information from the video data 
achieved by a face-on wearable camera placed at the center of a bead-mounted 
display (depicted in Fig.1.). Tracking the user's head movements and moving objects 
In a scene and avo~d~ng above two motlon on the video reme 

? vr 9 
t 

Fig. 1. Similar imaecs in tcrms of location (leli) and our rvcarablc camera (right) 

Motion information exelusion from video data is performed using the wearable 
camera by: 

- tracking of yaw and pitch head movements with two mono-axis gyro sensors, - tracking of moving objects in a scene using a block matching method, and - excluding motion information by masking moving areas in the scene. 
Video scene segmentation from continuous input video data is changed by: - detecting scene changes continuously from current video data and two gyro 

data, and 
- indexing each scene for easy viewing. 

Real-time video retrieval from large sequential video data is retrieved by: - dividing small segments from video data for stable and high-speed video 
retrieval, and 

- retrieving a associable scene from a segment similar to the current video data. 

2.1 Loentlon-based Video Retrieval 

O w  aim is to achieve a support level for user's memories with a wearable computer. 
This support system retrieves an associable video data set with current video data 
from approximately the same viewpoint. This approach retrieves video scenes that 
trigger user's memory such as about persons. objects, actions, reasons, and time. 
which relate to a location. 

The user's ideal recollection suppon system must include several functions. The 
"Forget-me-not" system [2] can detect the person whom a user met, or the time when 
the user giveltake the person a document. The remembrance agent system [3] supports 
the editing of documents related to a particular timelplace from the history of editing 
by the user. The use of these two studies is limited to an indoor environment, because 
sensors placed on the sides of the mom. In contmt to the above two studies, the 
following studies use a video and stand-alone type wearable system. Clarkson's 
system [4], however. cannot directly rehieve previous associable video data for a user 
who wants to know detailed location information. Aoki's system [ 5 ]  also cannot 
select similar video of approximately the same place/viewpoint quickly fmm 
continuously recorded video because an omine training sequence is used. 
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2.2 Image Retrieval using Motion Information

Wearable computers must treat motion information. We divided motion information
into two types. The first type is the user’s head motion information. The second type
is moving object information. Each type of information must be removed to retrieve
location-based images.

In the image retrieval method, we adopt three processes. The first process is to
exclude head motion information from merged motion information. Motion
information is made from two sequential images. We attached perceptual sensors near 
the wearable camera to recognize the user's head motion. These sensors are two
mono-axis gyro sensors, which detect both yaw and pitch axis head rotation
information. The second process is to recognize moving objects in a scene using a
block matching method. This method divides an image into small blocks. The third
process calculates the similarity of images using motion information detected by the
prior processes. Location-based image similarity in this paper is defined as follows: 

- an image recorded from approximately the same viewpoint, and
- moving objects that do not influence the similarity of an image.

Tracking Head Movements
User’s head movements directly influence video data from the wearable camera. This
head motion information must be removed from video data for recognizing moving
objects. We adopt two mono-axis gyro sensors and place these sensors at the center of 
the wearable camera as shown in Fig. 1 (right). In order to remove the user’s head
motion information, an examination of the relationship between the amount of value
transition with the gyro sensor and the amount of shift with images is necessary. Fig.2 
show both relationships (left: yaw, right: pitch). These results can remove the user’s
head motion information from video data.

Fig. 2.  A gyro sensor value and the amount of image shift value (yaw and pitch)

Tracking Moving Objects
We adopted a block matching method that detects areas, each of which includes
moving objects in a scene. The method divides an image into small blocks. The
matching process compares divided blocks and an area of the same size. The method
is normally limited in calculation amount. The pixel data to recognize moving objects 
in a scene is the ),,( bgr  pixel. The system selects the ( bgrI ++= , IrI r /= ,

IgI g /= , IbIb /= ) data obtained from the ),,( bgr . Our method is defined in the

following formulae:
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∑ −= 2
00, )),,(),,((),,( tjiIrtjiIrtvuMr vuji , (1)

∑ −= 2
00, )),,(),,((),,( tjiIgtjiIgtvuMg vuji , (2)

∑ −= 2
00, )),,(),,((),,( tjiIbtjiIbtvuMb vuji , (3)

jijijiji MbMgMrM ,,,, ++= . (4)

The calculated minimum value of comparisons in a limited area shows an estimated
block motion vector ),( minmin vu . The block motion vectors calculated by the above

method are redefined into five simple states (up, down, left, right, and non-
movement). If a motion vector is adequately small, this block is named as “non-
movement.”
Exclusion of Motion Information
The current query image and the previous images each have specific motion
information. In order to remove mutual motion blocks in each image from target
searching blocks, a motion block mask should be made. First, the image matching
process compares the same address block in two images with blocks called “non-
movement” states. The block matching method uses the same method mentioned in
the section “Tracking Moving Objects.” The second process divides a value, from the 
summed values calculated by the previous process, by the number of “non-
movement” blocks. We adopt the divided value for an evaluation of image similarity. 
This value is derived from the value calculated by using the block matching method.

2.3 Video Scene Segmentation

We construct scene changes using color differences appearing on the entire screen
and a moving average method with two mono-axis gyro sensors. Unlike a video data
used in television, there are no clear scene changes in the wearable video data we use 
in our research. If the difference and the amount of the value transition of gyro
sensors are large, we choose the point to divide the scene. We then merge some
sequential short scenes into one scene for easy viewing. 

In the moving average method, continuously input gyro sensor values are added
from the past value in T frames prior to the current value and T divides added value.
This method can obtain a meta-trend of captured data. The moving average method
equation is as follows:

T

if
tMA

t

Tti
T

∑
−==

)(
)( . (5)

In this paper, four values are calculated by the moving average method: Two
values are calculated with yaw-axis gyro value, and other two values are calculated
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with pitch-axis gyro value. The following three states are defined to detect scene
changes:

- Stable state: Both the moving average value of a short interval (e.g. T=30) and 
that of a long interval (e.g. T=300) are under a certain range

- Side1 state: The moving average of the short interval is higher than the long
interval.

- Side2 state: The moving average of the long interval is higher than the short
interval.

By using the parameter, )(tMAT , a scene change is detected by a state transition.

The minimum length of a segmented scene is limited to 30 frames. If the color
difference between adjacent images is under a threshold, this frame does not make a
new scene.

2.4 Real-time Video Retrieval

The proposed video retrieval method is based on similarity predictions, which divide
video data into small segments and retrieves the associable video data, because the
cost of the retrieval process increases as the video data set becomes large. In this
retrieval method process, all images in a segment l  are compared with a current
query image from the wearable camera. The next process for video retrieval is
changed from l  to the next segment 1+l , when the maximum image

similarity, )(lHM , is under a threshold th . We consider the following hypothesis:

Similar images form clusters in a sequential video set.





<+
≥

=
.)(,1

,)(,

thlHMforl

thlHMforl
l (6)

3. Experimental Results

We use an IBM ThinkPad X20 (Intel Pentium III 600MHz, 320 MB Memory). The
wearable camera has an I-O DATA USB-CCD 320x240 triad resolution. We selected 
a video see-through head-mounted display, the OLYMPUS EYE-TREK FMD700.
The motion detection sensor, which has two mono-axis gyro sensors, is from Silicon
Sensing Systems (max 100deg/s).

3.1 Video Retrieval with Motion Information

The experiment took place during the daytime, outdoors, in a hall, and in a room. The 
experimental tasks were recorded four times in each place. The first frame image in
the recorded video data is defined as the retrieval query. The experimental task
consists of two parts. One task was for the subject to wave his/her hand several times. 
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The other task required that the subject turn his/her head to the left. The “normal”
method, which does not consider motion information, was performed to compare with 
our proposed method. The result is shown in Fig.3. In the figure, a higher location-
based image similarity corresponds to a lower evaluation value. Our method clearly
shows a higher similarity than the normal method in the hand waving task. Our
method removes larger distance from the evaluation values in the hand waving task to 
the evaluation values in the head turning task than in the normal method.

Fig. 3.  Evaluation and targeting of video similarity between base images

Table 1 illustrates the relevance and recall rates of both methods. The relevance
rate is the rate of retrieved data for all correct data. The recall rate is the rate of correct 
data for all retrieval data. Our method is well suited to retrieve location-based similar 
images, because the relevance rate of the proposed method performed 1.3 times as
well as the normal method.

Table 1.  Relevance and recall rate

3.2 Video Scene Segmentation

Both image and gyro data, which consist of 5584 frames (191.36 seconds, 29.19
frame/second), were recorded for evaluation. A subject walked two times around a
specified route in our laboratory. We set intervals of the moving average as 30 frames 
(about 1 second) and 300 frames (about 10 seconds). The process limited the
minimum scene length to 30 frames. The remarkable result of the experiment is
shown in Fig.4. Upper lines in the figure are the moving average values. The lower
line shows the scene changes. The scene changes took place 9 times in the figure.
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Fig. 4.  Making scene changes using two mono-axis gyro sensors

 The following results (5584 frames) ware obtained: 41 scenes were segmented
from a video data set. The average length of the segmented scenes was 119.51frames 
(4.09 seconds). The minimum and maximum length of segmented scenes were 31
frames (1.06 seconds) and 756 frames (25.90 seconds), respectively. The minimum
scene was made when the subject walked quickly through a narrow path. The
maximum scene change was segmented on a long straight and un-diversified hallway.
From the experimental results, we conclude that a user’s motion information can be
used to segment scene changes on a wearable computer environment.

3.3 Real-time Video Retrieval

We compared our method and the normal method. The data set is the same as that for 
the scene segmentation. We used the first half of the recorded data set as an
associable data set, and the latter half as a query of one. We divided the associable
data set into 30 small segments. We set a process condition that retrieves location-
based similar images from the same segment when the evaluation value is over or
equal to 0.2. 

Fig. 5.  Proposed and full data sequence search

The remarkable part of the results of the experiment is shown in Figure. 5. In the
figure, a higher similarity of location-based images corresponds to a higher evaluation 
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value. The thick line shows the experimental results of our method, and the other line 
to the normal method. The calculation time of the process per frame reduced
searching for full data sequence to 1/30. The best evaluation value of all data sets is
tracked by comparing the same segment of divided video data to the query image
when the evaluation value is maintained over or equal to 0.2. We conclude that the
hypothesis regarding the clusters of similar images is correct.

4. Concluding Remarks

We have proposed three functions to support a user’s location-based recollection of
past events. First, we have realized the associable image retrieval method with head
movements and moving objects in a scene. We adopted two mono-axis gyro sensors
for tracking two-axis head movement. In the future, we are planning to implement
other axes or the parallel movement, such as roll axis head movement or walking by
various sensors. Second, we proposed a video scene segmentation method to make
comprehensible video scenes for users. We adopted the moving average method using 
two mono-axis gyro sensors to recognize the user’s action history. Finally, we
proposed a real-time video retrieval method that divides a large video data set into
small segments and selects the segment to search an associable video scene with a
continuous input image. A future direction of this study will be to develop a faster,
stabilized, and efficient video retrieval method to cope with longer continuous video
memory.
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1. Introduction

Recently, mobile media such as the cellular phone and the PDA (Personal Digital
Assistance) have become very popular, and they are used as personal devices being
carried everyday. By using these devices, the user can easily access information
everywhere and at any time in the daily life. However, in these devices, the displayed
information is restricted because only the small LCD (Liquid Crystal Display) is equipped.

On the other hand, immersive projection display such as the CAVE or the CABIN
can generate a high presence information space around the user [1][2]. However, in
order to use this kind of display system, the user must operate the graphics workstation
to run the application program and interact with the virtual world using a special device
such as the wand or the wanda [3]. Therefore, it is difficult that the ordinary people
experience the high presence virtual world in the immersive projection display.

In this study, an interface technology with the immersive virtual world using the
personal device of the cellular phone was developed in order to experience the high
presence virtual world easily. In this system, the user can also experience the immersive
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environment in the real world, by integrating the transparent display system with the
cellular phone interface. This paper describes the system construction, the features and
several applications of the immersive environment using the cellular phone interface.

2. Cellular Phone Interface

2.1 Features of Cellular Phone Device

In order to experience the high presence virtual world using the immersive projection
display, the user must operate the graphics workstation to run the application program
and interact with the virtual world using the special interface devices. For example, in
the CAVE developed at the University of Illinois, the wand and the wanda are used for
the interface devices. In the case of the CABIN developed at the University of Tokyo,
the Nintendo64 Controller, the VibroPointer, and the Twiddler are used for the joystick,
the haptic pointer and the character input devices respectively [4][5]. In particular, it is
difficult to input characters in the three-dimensional immersive virtual environment.
Although the practiced user is able to input characters rapidly using the Twiddler by one
hand, it is hard for the unfamiliar user to use this kind of device efficiently. Therefore, it
is desired that the everyday device that is carried in the daily life should be used for the
interaction so that a large number of people can experience the immersive information
space easily.

On the other hand, the recent cellular phone has been used to access Internet, and the
cellular phone device itself has several functions. For example, the dial button can be
used to input characters as well as to dial telephone numbers, and the LCD is used to
display information. The pager motor is often installed to inform the phone call using
the vibration sensation, and it can be used to display haptic information. In addition, the
cellular phone device that is equipped with the Internet access function such as the i-
mode or the WAP (Wireless Application) can be used to transmit data to the computer as
a kind of computer terminal. Therefore, we can consider that the cellular phone that is
used in the daily life can be used as an interface device with the virtual world effectively.

2.2 i-mode Interface

In this study, an interface technology using the i-mode was developed to interact with
the immersive virtual world. The i-mode is an Internet access service for the cellular
phone provided by the NTT DoCoMo Inc., and the user can access web information
using the dial button and the LCD [6]. Currently, in Japan, about twenty-three million
people are using this service, and it has become a popular portable information device.

The i-mode was applied to realize the interactions such as the walk-through and
character input in the virtual world. In these interactions, the dial button of the cellular
phone is used for the button and the keyboard functions. Since the LCD is also equipped
on it, the user can perform the input operation in the local feedback, without displaying
the three-dimensional input window or the menu in the virtual world.

In addition, the cellular phone device can also be used as a pointing device by attaching
the position tracker to it. In this system, a Polhemus electromagnetic sensor was used to
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track the position of the cellular phone. In this case, when the cellular phone communicates
with the Internet, it generates an electromagnetic wave that causes a tracking error.
Therefore, the position tracker was attached about 8 cm away from the body of the
cellular phone to reduce the influence of the electromagnetic wave as shown in figure 1.

2.3 Software Construction

The i-mode interface is used both as a computer terminal to start the virtual reality
application and as an interface device to interact with the virtual world in the application
program. Figure 2 shows the software construction of the i-mode interface.

In order to start the virtual reality application program, the user first accesses the
graphics workstation through the DoCoMo i-mode Center. The application program
runs when the user selects the menu item or inputs the name of the application in the i-
mode web page. This i-mode page is written in CGI (Common Gateway Interface), and
it runs the shell script to start the application program. By using this method, the user
can start the virtual reality application without using a computer terminal.

After starting the application program, the CGI program moves to the interaction i-
mode page. When the user inputs characters or selects menu item in the interaction i-

Fig. 1.  Cellular Phone Interface with Position Tracker

Fig. 2.  Software Construction of the i-mode Interface
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mode page, the CGI program generates a communication process that transmits the
interaction command to the application program. This communication process is
generated every time the user interacts with the virtual world, and this interaction
command is transmitted to the application through the shared memory.

For example, figure 3 shows the interaction i-mode page to walk through the virtual
world. In this example, the dial buttons are assigned to several moving functions such as
“go ahead”, “stop”, “turn right”, “turn left”, “go up” and “go down”, and the user can
walk through the virtual world freely by operating these dial buttons. Figure 4 shows the
user walking thorough the virtual town by using the i-mode interface in the immersive
projection display CABIN.

Figure 5 shows the other example of the interaction i-mode page to retrieve data and
manipulate it in the virtual world. When the user selects the “search” button and input
keywords, the data is retrieved from the database system and is visualized in the virtual
world. And when the user reaches his hand for the visualized data and pushes the “grasp”

Fig. 3.  Interaction i-mode Page for the
Walk-through

Fig. 4.  Walk-through Using the i-mode Interface
in the CABIN

Fig. 5.  Interaction i-mode Page for the
Data Manipulation

Fig. 6.  Data Manipulation Using the i-mode
Interface in the CABIN
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button, he can grasp and manipulate it as an object in the virtual world. Figure 6 shows
the user manipulating the visualized data in the virtual office. In this application, since
the retrieved data is visualized being filed in the book, the user can manipulate data by
grasping it or browse data by turning the pages of the visualized book.

2.4 Evaluation of i-mode Interaction

In the interaction using the i-mode, the user accesses the graphics workstation through
the Internet by connecting with the DoCoMo i-mode Center via the 9600 bps packet
communication. Then, we cannot avoid a problem of the time delay in the real-time
interaction. Although the exact value of the lag depends on the network condition, in the
ordinary use, the average lag between the command input and the change of the displayed
image was about 0.48 sec.

The influence the time delay has on the interaction with the virtual world must be
fully investigated. In the case of the command type interaction such as selecting a menu
item or grasping the virtual object, a small lag would be an insignificant problem.
However, in the continuous interaction such as walking through the virtual world, we
are afraid that the time delay has a severe influence on the real-time interaction.

In this study, we conducted an experiment to investigate whether the user can walk
through the virtual town smoothly using the i-mode interaction. In this experiment, the
subjects were asked to move along the indicated way, and the tracks were compared
between using the Nintendo64 Controller which was directly connected to the serial
port of the graphics workstation and using the i-mode interface. In the case of using the
i-mode interface, the interaction method shown in figure 3 was used, and then the user
moved the virtual town using the dial button operation.

Figure 7 and figure 8 show the typical results of the tracks along which the subject
moved by using the Nintendo64 Controller and the i-mode interface respectively. In
both cases, the maximum speed of the movement was about 35 km/h. When the subject

Fig. 7.  Typical Track of the Walk-through
Using the Nintendo64 Controller

Fig. 8.  Typical Track of the Walk-through
Using the i-mode Interface

400 m 400 m
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turned a corner using the i-mode interface, he occasionally strayed off the course being
caused by the time delay and the difficulty of the dial button operation. However, on the
whole, the subjects could walk through the virtual town smoothly by using the i-mode
interaction.

3 Invisible Immersive Interface

3.1 Transparent Display

Although the user can easily interact with the virtual world using the cellular phone
interface, the display system also should be equipped in the real world so that he can
experience it everywhere. However, if the immersive projection display such as the
CAVE was equipped in the real work place, it would obstruct the working space of the
user. In this study, a transparent immersive projection display that can present a high
presence virtual world in the air without disturbing the user’s view was introduced. By
using this display system, the user can experience the three-dimensional immersive virtual
world in the real work place only when it is necessary.

As for the transparent screen, HoloPro screen made by G+B Pronova was used [7].
This screen is constructed by laminating a gelatin light directing film inside the multi-
layer glass. Since the image projected from the specific angle between 35 degrees and
40 degrees is redirected in the direction of the viewer, the projector can be placed on the
floor or on the ceiling behind from the user’s view. Moreover, since the polarization of
the light is preserved when it goes through the screen, the polarizing filter method can
be used to generate a three-dimensional stereo image. This screen can also be used
outdoors in daylight, because the projected image is hardly affected by the ambient
light. Therefore, this system can be used in the real work place as a real world oriented
virtual reality system.

In this study, the invisible immersive interface system was constructed by combining
the HoloPro screen and the cellular phone interface technologies as shown in figure 9.
The diagonal size of the HoloPro screen is 50 inches, and the SGI Octane graphics

Fig. 9.  Invisible Immersive Interface System Using HoloPro Screen and i-mode Interface
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workstation is used to generate parallax images for the left and right eyes. These two
images are transmitted to the NEC LT140J DLP (Digital Light Processing) projectors,
and are projected from the angle of 37 degrees through the Analog Way Keystonix KC-
100 keystone correctors. When the user accesses the graphics workstation using the
cellular phone, he can see the stereo image in the real world by wearing the circular
polarizing filter glasses.

3.2 Applications

By using the invisible immersive interface, the user can easily experience the immersive
virtual environment in the real work place. In this study, this system was introduced into
the meeting room in the Intelligent Modeling Laboratory at the University of Tokyo.
The designers often discuss the design data looking at the drawing. When this system is
used, they can visualize the three-dimensional design model in the meeting room by
accessing the data using the cellular phone. Figure 10 shows the example in which the

Fig. 10.  Visualization of Design Model Using the Invisible Immersive Interface

Fig. 11.  Telecommunication Using the Invisible Immersive Interface
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designers are discussing the design model in the real meeting room.
This system was also applied to the high presence telecommunication between remote

places. The authors have been studying the communication technology using the video
avatar in the networked shared virtual world [8]. The video avatar is a three-dimensional
video image that is constructed using the depth data calculated from the stereo video
images. In this system, the video avatar was applied to the communication between the
real worlds as shown in figure 11. When the user calls the remote user using the cellular
phone, the video avatar of the remote user appears in the real space projected onto the
transparent screen, and they can communicate with each other with a high quality of
presence.

4  Conclusions

In this study, the interaction technology using the i-mode of the cellular phone was
developed to experience the virtual world easily. In this method, the user can run the
virtual reality application program without using the computer terminal and interact
with the virtual world using the cellular phone. In addition, by integrating the cellular
phone interface with the transparent immersive projection display, the invisible immersive
interface was constructed which enables the user to experience the immersive virtual
world in the real work place. This system was introduced into the meeting room and was
applied to the visualization of the design model and the telecommunication between
remote places. In this method, the user can interact with the virtual world easily by using
his own cellular phone that is carried in the daily life. Future work will include applying
this technology to the more practical fields of application and evaluating the effectiveness
of this technology.
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Abstract. In this paper a face indexing and retrieval scheme based on face 
detection and face identification techniques is presented. We developed a face 
detection algorithm based on SVM classifier in template matching filtered 
subspace for face indexing in personal digital album. For face retrieval of a 
particular person a classifier is learned on samples using SVM technique. 
Experimental results show its feasibility. 

1 Introduction 

Face indexing and retrieval is becoming an interesting problem as digital album appears more 
and more popular due to widely spread of digital cameras. In the near future, digital personal 
album will grow quickly in its capacity so that automatic or pseudo-automatic face indexing 
and retrieval tools are necessary facilities as a particular case of content-based retrieval.  

Two important techniques are involved in face indexing and retrieval, that is, face detection 
and face identification which have been both intensively researched for decades and resulted in 
some effective techniques including Moghaddam and Pentland [1] based on eigenfaces, 
Rowley, Baluja and Kanade [2] based on neural networks, Osuna, Freund and Girosi [3] and 
Kumar and Poggio [4] based on SVM (support vector machines), Schneiderman and Kanade 
[5] based on probabilistic modeling, Garcia and Tziritas [6] based on color and wavelet packet 
analysis. In this paper we use a SVM classifier in template matching filtered subspace for face 
detection, and SVM classifiers learned on samples for face retrieval. Important applications of 
those techniques on video parsing and image database retrieving have been attracting attentions 
recently, such as image annotation [8] and Name-It [9]. In this paper, we approach the 
feasibility of face indexing and retrieval in personal digital album based on face detection and 
face identification techniques. 

2 Face Indexing and Retrieval Framework 

As illustrated in Figure 1, the proposed face indexing and retrieval scheme consists of mainly 
two procedures, face detection and face identification both of which are based on SVM 
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classification techniques. For color pictures, skin color segmentation is used as preprocessing 
to reduce searching space.  

For skin color segmentation, a lookup table of 256×256×16 of binary value 0 or 1 in HSV 
color space is set up over a training color face samples in which 1 corresponds to skin color 
and 0 non-skin color. After skin color classification, pixels of skin color will be grouped into 
rectangle regions according to color uniformity and pixel connectivity, and then rectangle 
regions will be merged according to color and position nearness and some heuristic rules about 
permitted scale difference and area changing bounds after merging [7].  

2.1 Face Detection 

As shown in Figure 2, template matching filters are used to produce a subspace in which a 
SVM classifier is trained to detect faces. Two templates (Figure 3): eyes-in-whole and face 
itself of an average face, are used one by one in template matching. SVM is trained via 
bootstrap procedures similar to Osuna‘s [3]. In this way, we can develop an effective face 
detection algorithm on a much smaller training set compared with Osuna‘s [3]. 

Personal Digital Album

Pictures

Skin Color Segmentation

Template Matching based on Average Face
(Two-step procedure: Eyes template for coarse filtering,

face template for fine searching)

SVM classifier

Faces in Pictures

Face Detection

A Particular
Face

SVM Classifier for a Particular Person

Face Identification

Retrieved Faces
in some Pictures

Geometric Rectification

Fig. 1. Face Indexing and Retrieval Framework. 
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Fig. 2. SVM training and face detection framework 

In practice, we rectified and cut out 706 faces from 406 images as the original face samples. 
Each of those faces is transformed into 24 faces via reflection, stretch 1.1, enlarge 1.1, rotating 
5°left and right. Totally 16944 face samples are normalized via histogram equalization, 
lighting rectification and gray-level normalization of which 5125 are randomly selected as face 
samples for SVM training. Non-face samples are collected via bootstrapping method in 
template matching filtered subspace. In this way, not only training becomes much easier but 
also results 20 times speedup in the final detection procedure via template matching filtering. A 
fast algorithm called SMO (Sequential Minimal Optimization) proposed by Plat [10] is used 
for training SVM, in which Gaussian radial basis function is selected as the kernel and 
constrained by C=200. Input vectors are 374 in dimension excluding some corner points of 
20×20 window. At the final loop 5047 non-face samples are used together with 5125 face 
samples in training SVM, which resulted in 2207 support vectors.  

In order to detect faces in different scale, each image is repeatedly subsampled via a ratio 
1.2 and results in a pyramid of images. Faces are located under a similar strategy proposed by 
Rowley [2] in the filtered pyramid.  

2.2 Face Identification 

As a case study, here we discuss the problem retrieving faces of a particular person in the 
personal digital album. We suppose a face sub-set of that particular person is known which can 
be used in training. In practice, that can be collected over a training subset of the digital album 
containing that person. Similarly a face set of other persons can also be collected by means of 

 
Fig. 3. Templates
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face detection assisted by user interference. A SVM identifier of that person is trained over the 
above two sets. Figure 4 illustrates the training procedure. 

Fig. 4. Training a SVM Face Identifier 

 

In practice, all training faces are normalized both in geometry by warping based on four 
facial points of which two center points of pupils and two corner points of mouth, and in 
intensity by transforming to the same average and standard deviation with the same size 32×32. 
Each face is finally transformed into 96 faces before used for SVM training with Gaussian 
radial basis kernel function and C=200. 

Given a SVM face identifier of a particular person is learnt on the initial training set of the 
digital album, the face retrieval of that person can be processed over the rest of digital album. 
User can edit those retrieval results in the way that deleting wrong ones, adding missed ones 
and adjusting their sizes and positions if necessary. In this way, both training sets of that 
person and others can be added with more samples so that an update SVM identifier can be 
learnt. This above procedure can be iteratively processed to guarantee more and more effective 
searching engine of that particular person be learnt as the personal digital album grows in size.  

2.3 Face Retrieval 

Face retrieval consists of three procedures: face detection/manually labeling if necessary, 
geometric rectification and face identification. 

For each detected face or labeled face, its rectified form is selected according to the outputs 
of the SVM face detector corresponding to its transformations including rotations             ([-4°, 
4°], 2° in spacing), stretching (0.9~1.1, 0.1 in spacing), and translation (in X and Y, maximum 
2 pixels), of which with the maximum is used as the rectified face. Each rectified face is fed 

A particular
face

Training SVM Identifier

for a Particular Person

Faces of a
particular person

Faces of
other persons

Training
pictures

Face Detection

A picture of a particular
person

U
ser

Interference
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into the face identifier, pictures that have positive output of its contained face are retrieved out 
together with the location of that face.  

 

3 Experimental Results 

For face detection, two test sets independent of training set are used. The test set A consists of 
120 true-color images including scanned photograph and download images with much 
diversity in size and scene style. While the test set B consists of 110 grabbed images from three 
cameras of different type with standard size (320×240 pixels and 352×288 pixels) that vary in 
scene style, face size and background too. The experimental results are listed in Table 1 with a 
few processed images are given in Figure 5, of which Figure 5A (739×506) takes 18.2 seconds. 

 

 

 

 

 

 

Fig. 5. Face Detection Results Figure 5 

For face retrieval, we particularly asked a friend to provide his photos. We get 75 pictures 
and scanned them to get digital forms. Face detection results on this album are listed in Table 
1. This photo album is separated into two parts, one with 22 pictures as the training set, of 
which two are shown in Figure 6 with a particular person marked for training and the remained 
53 pictures as test set for retrieval use. The training data are listed in Table 2. It should be 
mentioned that even in the training set, face retrieving may not certainly reach 100% since face 
samples are normalized before training in order to achieve better performance on non-training 
set. The face retrieval results on test set are given in Table 3 with three retrieved images shown 
in Figure 7. The one corresponding to person Xxp is the worst due to fewer faces existed in the 
training set that do not cover the diversity of his face existed in the test set. Results will be 
improved when training set grows due to the learning nature of this scheme.  

Table 1. Face Detection Results 

 Test Sets Number of 
Images 

Number of 
Faces 

Faces 
Detected 

Detect 
Rate 

False  
Alarms 

Set A 120 420 370 88.1% 118 
Set B 110 122 118 96.7% 27 

Album 75 220 178 80.9% 59 
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Table 2. Training Set (22 images with 62 faces) and Face Retrieval on that Set 

Person Number of Images Having 
that Person 

Support 
Vectors 

Correctly 
Retrieved 

Retrieved 
Rate 

False 
Retrieval 

Bigface 3 100 3 100.0% 0 
Fatboy 7 219 3 42.9% 1 
Hellen 9 115 8 88.9% 2 
Xxp 4 71 4 100.0% 2 

Table 3. Face Retrieval on Test Set (53 images with 158 faces) 

Person Number of Images 
Having that Person 

Correctly 
Retrieved 

Retrieved Rate False Retrieval 

Bigface 5 5 100.0% 4 
Fatboy 6 6 100.0% 4 
Hellen 12 9 75.0% 4 
Xxp 13 4 30.8% 1 

 

Fig. 6. Two Images in the Training Set with a Particular Person for Training Marked 

 

Fig. 7. Retrieval Results of a Particular Person (Hellen) 
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4 Summary  

This paper has demonstrated the feasibility of face indexing and retrieval in personal 
digital album by means of SVM techniques used both in face detection and face 
identification procedures. The SVM classifier for face detection is trained in template 
matching filtered subspace, which greatly reduced the complexity of training SVM 
and resulted in a much faster speed in detection via template matching preprocessing. 
Face retrieval based on SVM face identification technique trained over face set of a 
particular person against that of other persons demonstrates a feasible scheme for 
further research which may have promising potentials considering the learning nature 
it involved.  

Although at present our experiments are aimed at approximately upright frontal 
faces, the techniques developed in this paper can be generalize to more general cases 
such as tilted faces, or even profile faces.  
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Abstract. This paper presents a new approach for visual-based image retrieval 
method with respect to the MPEG-7 still image description scheme. A 
segmentation method based on a multivariate minimum cross entropy is used 
hierarchically for partitioning the color image in classes and regions. Local and 
global descriptors are defined in order to characterize the color feature of these 
regions. The local descriptors provide information about the local activity in the 
image, and the global ones evaluate the qualitative image content. Their 
combination increases significantly the performances of the image retrieval 
system IMALBUM presented in this paper . The retrieved images are presented 
in a description space allowing the user to better understand and interact with 
the search engine results. 

1. General Context 

With the rapid growing of the number and the size of digital image databases, the 
research communities working on the image retrieval have recently focused their 
activity on visual-based approaches. A complete survey of existing techniques and 
systems can be found in [1],[2]. The color feature has been widely used in image 
retrieval systems [3]. Especially low level descriptors are proposed to describe this 
feature in local and homogeneous regions. In this study, we introduce two global 
color descriptors in order to take into account the global spatial aspect of the color 
feature. These descriptors allow us to quantify the impression one has when a color 
image is visualized. This impression can be related for example to the sharpness or 
smoothness of the color or to the spatial distribution or global business of the color. 

The use of both local and global descriptors leads to a real improvement of the 
performances of the image retrieval scheme. 

This paper proposes a visual-based image retrieval scheme for still color images 
(IMALBUM) respecting MPEG-7 standardization studies [4]. Section 2 details our 
approach. 

Results obtained on MPEG-7 data set are presented in section 3. 
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2. Method 

A- Color Image Segmentation 
In image retrieval context, the key image segmentation as well as the extraction of 
key image regions descriptors are real time procedures. For this purpose, we privilege 
the use of a fast and simple segmentation. The proposed method is based on 
Minimum Cross Entropy (MCE) segmentation which allows a hierarchical 
partitioning of the image in classes and regions, similar to the tree structure of the 
areas proposed in MPEG-7 [ 5 ] .  Each class is formed with a set of similar separate 
regions of the original image. The Cross Entropy expression is proportional to [6][7]: 

/-I i i 
rnce(1) = ih, log2(-) +x ih, log2(-) 

i=l N , ( O  i=/  N2(4 

Where hi is the number of pixels with gray level i, L is the number of gray levels 

in the image, N k  represents the mean value of class k in the segmentation map and 

1 is a possible threshold value. The optimal threshold is given by the value l,,,,, that 

minimizes mce(1) .  l,,p, can be viewed as the optimal value that divides a ID  

histogram into 2 parts. 

A generalized multivariate MCE method is proposed by [8] where a new variable 
M is defined as a combination of a set of image local features (gray level, local 
entropy, color.. .): 

and the equation (1) can then be applied on a new image1 associated to M. In our 
approach, we use M = f (L, a, b) considering the (L, a, b )  color space. This 

procedure lead to N final classes and can be seen as a hierarchical adaptive 
partitioning of (L,a,b) space. The segmentaiion method proposed in this study is 

equivalent to a (L, a, b) color space quantization. 

We use the generalized form of the MCE, with a variable M function of (L, a,b). 
We suppose that the dominant color D, of a class k, is given by the maximum of 

(L,a,b) histogram called "centroid of class k" and noted with its coordinates 

(o,,, , O , ,  , O,,, ). We define a new image I,  expressed by : 

where I,(m,n) represents the color distance between the pixel (ni,n) and the 

centroid (o,, , Oh,, , O,,,) and C, is the iIh component color of the pixel (m,  n) . 
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The choice of the uniform space color (L,a,b) enables us to use the Euclidean 

distance. The segmentation of I, (m, n) by MCE provides the optimal value l,,,,, 

which separates the ( ~ , a , b )  histogram in 2 classes: colors close to the centroid and 
the other colors. The segmentation is then applied in an iterative way to each new 
class in order to obtain N final classes. At each level of this hierarchical segmentation, 
this method privileges the selection of a new local maxima (new class) far (in 
( ~ , a , b )  space) from the current dominant color. In this study, the number of final 
classes N (dominant colors) is fixed to 16. 

B- Color Description 

Among the features used for description, the color feature plays a very significant 
role. Two types of colors descriptors are considered: classical local descriptors and 
two new global ones. 

B-1. Local Color Description 

An image is represented by the most characteristic color classes issued from 
segmentation and described by three classical descriptors: 
- Dominant color (Centroid) considered as Dominant Color, the maximum of color 

histogram of each class. 
- Compactness and Directivity of the color histogram (eigenvalues and 

eigenvectors of the histogram of the dominant color in the (L, a, b) color space). 
- Percentage of each class in the image space. 

B-2. Global Color Description 

In order to quantify the qualitative aspects related to the impression given by the 
image, two new global descriptors are considered: 

- Maximum probability of multiscale color gradient pmax [v(L, a, h)]  : which 
gives an indication of the importance of the color contour content of an image. 
Easy to implement, this descriptor is related to the amount of color changes in the 
image. The contour image is computed from the multiscale color gradient image 
V(L,a,b) defined in [9][10]. The analysis of gradient histogram (near to 
Gaussian distribution) shows that this simple parameter is quite discriminant. For 
images with poor content for color contours, the probability density function 
remains compact, this leads to high values for pmax [v(L, a ,  b)]. When the image 

is characterized with an important activity of color contours, the probability 
density function is shifted and spread to higher gradients. In this case, low values 
of p ,,,, [v(L, a ,  b)] is obtained. 
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- Spatial Coherency of the first dominant color: a new spatial histogram H,, is 
introduced to quantify the spatial coherency. A ( 2 ~  +I)*  ( 2 ~  + 1 )  window is 

defined representing the level of the required compactness. H, is computed as 

follow: 

where I is a segmented color image of (X,?') size, c is the color at the location (i, j )  , 
6 is the Kronecker function and a(i, j) is defined as: 

The Spatial Coherency Ratio SCR for a given color c, is then defined as 

H (4 SCR(C) = L, where Hrepresents the classical color histogram. A low value of 
~ ( 4  

ScR(c)indicates a low compactness of the color c in the image. SCR(C) is near to 1 
when the color c is homogeneous in the image. 

We introduce these global descriptors in order to take into account the global 
visual impression that a human being perceived in terms of contour sharpness and the 
spatial distribution of the color. 

C- Search Engine 

The search is a two steps procedure. For a given key image, we first calculate global 
descriptors to reduce the search to images that are globally similar to the key image. 
The second step consists on comparing the local descriptors of the key image and 
those of images issued from the first step. The selection is done by minimization of a 
similarity criterion, calculated between the descriptors of the key image and those of 
the images of the database. This hierarchical approach allows to reduce the search 
time, the calculation of distance being done only with the images belonging to the 
families closest to the key image. 

In order to mix the descriptors of different nature, we carry out a normalization of 
the distance [ I  11 : 
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where d,, represents the normalized distance, d the distance between the 

descriptors X, and Y, for the descriptor i and p, , a; respectively the average and 

the standard deviation of d . We obtain a distance taking the majority of its values in 
the interval [0,1]. The final distance combining all the descriptors is then expressed 
by: 

where Nd is the number of descriptors of the image. The weights w, are fixed 

interactively by the user. 
A feedback mechanism is used to allow the user to refine the search, by indicating 

the relevance of the retrieved images [12]. 

3. Results and Discussion 

Our experiments were conducted on MPEG7 database with 5 classes and on an other 
database composed of images rich and heterogeneous in term of color content with 9 
classes. 

A- Quantitative Evaluation 

For the evaluation of the retrieval process, two criteria are considered [ I  31: 

The Recall: Rk = 4 - -- A, 
Ak +Ck AN 

The Precision: Pk = 4 - Ak -- 
A, + Bk k 

where: 
k-l k-l N-l 

A = ~ K I  , B ~ = C ( ~ - K )  and c ~ = ~ E ~ - A  

E ((01) is the relevance of the retrieved image, k is the rank order (number of 
images to be retrieved) and N is the number of images in the database. 

Fig. 1 presents Recall and Precision curves function of k . Combining 
global&local descriptors increases the performances of IMALBUM for these two 
criteria. This means that for a given k ,  the detection of similar images is improved, 

i.e. for k = 7, near to 20% of  gain is obtained for Rk and the precision Pk remains 

about 15% higher. 
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Fig. 1. Recall and Precision results comparing local and global&local descriptors 

B- Representation of Retrieved Images 

Fig. 2. W B U M  Interface 

Figure 2 depicts IMALBUM interface. The user can interactively choose the search 
parameters, and determine the weight associated to each parameter. 

Our approach allows an other type of representation of retrieved images in a 
"description space" (FigA). In this example, this space is reduced to a plane where X 
axis corresponds to the dominant color (centroid) distance while Y one represents the 
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spatial coherency descriptor distance. Thus, any selected image issued fiom the search 
process, corresponds to a point in this space. This point represents the similarity 
between this image and the key image. After the search process, the most similar 
images can be displayed in a user-defined description space. 

In Fig.3, the key image is located at the origin. It has an homogeneous red 
dominant color. If the retrieved images are projected on Y axis, the homogeneity of 
the dominant color decreases. Analyzing only X axis, high differences for the 
dominant color are detected. When these two descriptors are combined, the resulting 
description plane offers an other vision of the similarity between color images. The 
user can then visually refine the search by choosing a new key image fkom the 
displayed ones, privileging for example one of two descriptors. 

It can also be interesting to define an other descriptor plane with two other 
descriptors. 

Fig. 3. Example of user-defined description space. X axis represents the Dominant 
Color distance and Y axis represents the distance of the Spatial Coherency Ration of 
The Dominant Color. 

4. Conclusion 

An image retrieval system (IMALBUM) was presented. The main idea was to 
combine low level and well known color descriptors with new ones which provide us 
with global aspect of the color feature. Two descriptors were introduced: the 
max&um probability of multiscale color gradient Pmi[~(~,a, b)] related to the 
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amount of color changes in the image; the Spatial Coherency Ratio SCR which 
measures the spatial distribution (compactness or disparity) of the color content. To 
evaluate the performance improvement of IMALBUM due to these attributes, Recall 
and Precision criteria were evaluated on MPEG7 data set and an other database 
composed of images rich and heterogeneous in term of color content. The results are 
satisfactory. 

The second idea was to present the retrieved images in a description space 
providing the user with a more explicit visualization in order to facilitate the feedback 
mechanism. Further research will include shape and context descriptors in the existing 
image retrieval system. 
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Abstract. Shot is often used as basic unit for both analyzing and indexing 
video. In this paper, we present an algorithm for automatic shot detection. In 
our algorithm, we use a 'flash model' and a 'cut model' to deal with the false 
detection due to flashing lights. A technique for determining the threshold that 
uses the local window based method combined with reliability verify process is 
also developed. The experimental results of our method are very promising, 
improving the performance of shot detection. 

1 Introduction 

There are many shot detection methods already proposed in past decades [l-61. The 
common way for shot detection is to evaluate the difference between consecutive 
frames represented by a given feature. Although reasonable accuracy can be 
achieved, there are still problems that limit the robustness of these algorithms. 

One of the common problems in robust shot detection results from the fact that 
there are many flashlights in news video, which often introduce false detection of shot 
boundaries. Only some simple solutions to this problem have been proposed in [2]. 
Their main limitations are that they assume the flashlight just occur during one frame. 
In real world, such as news video, there will be many flashlights occur during a period 
of time and influence multiple consecutive frames. 

Another problem that has not been solved very effectively well is threshold 
selection when comparing changes between two frames. Most of the existing methods 
use global pre-defined thresholds, or simple local window based adaptive threshold. 
Global threshold is definitely not efficient since the video property could change 
dramatically when content changes, and it is often impossible to find a universal 
optimal threshold across any video segments. The local window based adaptive 
threshold selection method also has its limitation because in some situation the local 
statistic are 'polluted' by strong noises such as big motions and flashlights 

To address these two practical problems, we developed two new techniques: a 
robust flashlight detection technique and a new adaptive threshold selection technique. 
In the flashlight detection technique, we distinguish flashlights from real shot cut by 
applying a 'cut model' and a 'flashlight model' which are defined based on the 
temporal property of average intensity value across a frame sequence in a local 
window. For threshold detection, we proposed a strategy on whether to recalculate 
the threshold from the current local window or use the existing threshold based on the 
local shot activity statistic. In this way, our shot detection algorithm incorporates 
certain safeguards that ensure that thresholds are set in accordance with the received 
video content only if the content is relatively stable. 
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The rest of this paper is organized as follows. Section 2 gives a detail description 
of the two new algorithms. Section 3 presents experimental results, and we conclude 
this paper and discuss the future work in Section 4. 

2 Proposed Algorithm 

Our new algorithm is based on the framework of the twin-threshold method proposed 
by Zhang [3] that is able to detect both abrupt and gradual transition, such as dissolve 
and wipe, in video. We integrate our two methods for flashlight detection and 
threshold selection into this framework. A brief diagram of the framework is shown 
in Fig. 1. Our proposed two techniques are integrated into to the true cut decision and 
threshold selection functional blocks. 

2.1 Metrics in Shot Detection 

To partition the video, we should first define suitable metrics, so that a shot boundary 
is declared whenever that metric exceeds a given threshold. We use histogram 
difference as the first metric in our algorithm because histogram is less sensitive to 
object motion than other metrics, shown in equation (I).  Another metric adopted in 
our algorithm is average intensity difference, shown in equation (4). We define the 
two metrics as bellow: 

AID, = Ali - A[,_, (4) 

Where Hi(j)  indicates j-th bin of the gray-value histogram belonging to frame i. 
Generally, we choose 256 bins for gray level histogram. Di denotes the histogram 
difference between frame i and its preceding frame (i- 1). Ali is the average intensity 
value of the frame i, and AIDi is the average intensity difference between frame i and 
( i - I ) .  
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Model Detector 

I Declare Gradual 1 

Fig. 1. Overview of the algorithm 

2.2 Cut Model and Flash Model 

Both the real shot cut and flashlight could cause a great change in histogram 
difference. So by only using the histogram difference to detect shot boundaries may 
cause a lot of false alarms because of flashlights. If the histogram difference of 
consecutive frames is larger than a particular threshold, shot boundary detector 
invokes an instance of flashlight detector to distinguish a potential flashlight condition 
from an actual shot cut boundary. In flashlight detector, we define two models based 
on the temporal property of flashlight and cut. If the histogram difference of adjacent 
frames is larger than an adaptive higher threshold: Tb, we can use either the histogram 
difference or average intensity difference as input of our models that are illustrated in 

Fig. 2. "Flash Model" and "Cut Model" 

Next, we use average intensity difference to describe our ideas. The ideal models 
for shot cut and flashlight based on average intensity are shown respectively in Fig. 
2(a) and Fig. 2(b). Where the lines indicate the average intensity curve of a frame 
sequence. When a true abrupt transition occurs, the average intensity changes from 
one level to another, then the change will sustain in the next whole shot. When a 
flashlight occurs, the average intensity changes from one level to another, and then 
fall back to the original level after one frame. This is the ideal model for flashlight. In 
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real world, the flashlight could last several frames and multiple flashlights could occur 
consequently, which could be represented by the Fig.2 (c). Then the problem of 
distinguishing true abrupt shot transition from flashlight is converted to the problem of 
designing an algorithm to distinguish the above two types of models. First, we define 
two 'heights' that will be used to classify these two models. 

H I :  the average intensity difference between current frame and previous 
frame 

H2: the average intensity difference between frames in left sliding windows 
preceding the current frame and frames in right sliding windows after 
the current frame. 

In ideal flashlight model, H 2  is zero because the average intensity of frames 
preceding the current frame and the average intensity of frames after the current 
frames are at the same level within the same shot. Meanwhile, in ideal cut model, HZ 
is identical to H I  because the average intensity of frames preceding the current frame 
is not at the same level with that of frames after the current frames. Thus, we use the 
ratio of H I  and H2 as the metric to distinguish these two models. We define the ratio 
as: 

H 2  
Ratio = - 

H 1 

Then we have the following rule: 

Cut Model 
Ratio = 

Flash Model 

As Ratio goes to a value of 1, flashlight detector concludes that the intensity change 
is due to a shot cut event and is, therefore indicative of a shot boundary. Deviations 
from a Ratio value of 1 are determined to be indicative of a flashlight event. Actually, 
we use a threshold T to make the decision. Threshold T should be larger than zero and 
less than one, we set it 0.5 in our experiment, and then the above rule is converted to: 

Cut Model 
Ratio = 

Flash Model 

When we calculate Ratio above, H I  is easy to calculate, but Hz is hard to define 
because of the complexity of practical video data as shown in Fig. 4. We use the 
following method to calculate Hz. First, we put the average intensities of 5-7 (the size 
of left sliding window) frames preceding current frame into left sliding window, at the 
same time put the average intensities of 5-7 (the size of right sliding window) frames 
after current frame into right sliding window. The reason that we choose 5-7 frames is 
based on the fact flashlight events do not, generally, last longer than 5-7 frames. Then, 
we use the average intensity of all frames within right and left sliding window to 
calculate H2.  The advantages of using average intensity of all frames within right and 
left sliding windows as representative frames lie in two facts: One is that the 
flashlights always make the average intensity of frame larger. The other reason is that 
there are often several frames whose change is unstable within right or left sliding 
windows. The flow char is shown in Fig. 3. 

66 D. Zhang, W. Qi, and H.J. Zhang



I Calculate the average intensity values Averagel 
and Average2 in the left and right sliding window 

I H2 = I Averagel - Average2 I 
Ratio = H2/Hl I 

Ratio > Threshold Flash Model 

Fig. 3. Flow char of the Flashlight detector 

According to one example implementation, this algorithm is applied to sequence 
'CNN news', a segment with a lot of flashlight. The average intensity of frames from 
277 to 700 is shown in Fig. 4. From left to right, there are a true cut and six 
occurrences of flashlight. We can observe that: in the average intensity diagram, a 
single or multiple pulses usually represent a flashlight. However, when a true cut 
occurs, the average intensity of frame is changed from one level to another. 

Fig. 4. Average intensity diagram 

We can also use histogram difference in our 'flash model' and 'cut model' detector, 
where average intensity of all frames within sliding windows is replaced by the 
average histogram of all frames within sliding windows. The average intensity 
difference is replaced by histogram difference. 

2.3 Threshold Selection 

The problem of choosing the appropriate threshold is a key issue in applying the shot 
detection algorithms. Heuristically chosen global thresholds is inappropriate because 
experiments have shown that the threshold for determining a segment boundary varies 
from one shot to another which must be based on the distribution of the frame-to- 
frame differences of shots. So adaptive threshold is more reasonable than global 
threshold. In our algorithm, we proposed the local window based threshold calculation 
method combined with reliability verify process. We build a sliding window 
preceding the current frame. Then we calculate the mean value: p and the variance of 
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histogram differences: 0 within the sliding window. Next the average value is used to 
calculate the low threshold Ts (2 to 3 times of the mean value) and high threshold Tb 
(3 to 5 times of mean value) used in twin-threshold algorithm. Analyzing the variance 
within the sliding window can generate a statistical model of the light intensity of the 
frames within the window. So variance is used to analyze the reliability of calculated 
thresholds. If the variance is larger than a threshold T2, this is an indicator to 
threshold selection that the data is not a good source from which to develop 
thresholds. That is to say the distribution of histogram differences within the sliding 
window is dispersed. It means the video contents within the sliding window change 
dramatically, which is not a good source to develop thresholds. So threshold 
calculated using the sliding window is not reliable, we abandon the threshold and use 
previous threshold calculated using the previous sliding window. Vice verse, if the 
variance is smaller than the threshold 72, that is to say the distribution of histogram 
differences within the sliding window is concentrated. So threshold calculated using 
the sliding window is reliable, we adopt the threshold to judge whether current frame 
is shot boundary or not. Fig. 5 shows the illustration of the sliding window threshold 
selection. 

Sliding window 

f(i-n-1) f(i-n) f(i) f(i+l) 

Fig. 5. Histogram difference diagram and illustration of sliding window 

As shown in Fig. 5, the diagram is the histogram difference of consecutive frames 
in sequence 'CNN news'. In the left sliding window, there is little variation of 
histogram difference, we regard the thresholds calculated using the window is reliable; 
while in the right sliding window, the histogram difference has large variance due to 
camera motion and flashlight, and then we abandon the thresholds calculated using the 
window and adopt pre-determined thresholds for use until the frames within the 
sliding window do not result in such a high variance. 
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3 Experimental Results 

The algorithms described in this paper have been tested on a number of video 
sequences, especially news video in which a lot of flash occurs. The parameters used 
in our algorithm are fixed to all test video. We summarize all parameters in the 
following table. 

In tablel, 'Size' is the frame number within the sliding window. In threshold 
selection, we put 15 frames preceding current frame into sliding window; and in 
flashlight detector we put 7 frames preceding current frame into left sliding window 
and 7 frames after current frame into right sliding window. It will be noticed that 
sliding windows of more or less frames could well be used, the size of 5-7 frames is 
chosen because flashlight events do not, generally, last longer than 5-7 frames. Tb and 
Ts are the high and low thresholds used in twin-threshold algorithm. TI is the 
threshold in flashlight detector. T2 is the threshold used in adaptive thresholds 
selection. In table 2, we present the results of shot detection of 5-min "CNN" news 
and twol0-min "SPORTS" news and a Zmin MPEG-7 test sequence "CUT15". They 
are representative material for testing our algorithm. 

Table 1. Parameters in experiment 

Table 2. Experiment Results. D: correct detections; M: missed detections; F: false 
alarms 

Parameters 

Value 

Table 2 indicates that our algorithm can detect not only camera transition but also 
flashing lights with satisfactory accuracy. Approximately 87% of camera transitions 
and flashlight is detected. The miss camera transition mainly results from the fact that 
the differences between consecutive frames across a camera transition are lower than 
the given threshold because the histograms of the two frames are similar. Object 
movement is the source of false detection of camera transition, especially for gradual 
transitions. Flashlight detection fails are due to two main reasons. One reason is that 
some flash may be too weak to detect. The other reason is that the flash may sustain 
too many frames exceeding the size of the sliding window, so the detector mistake 
'Flash Model' as 'Cut Model'. 

Size 

15 

Tb 

3.5 

T2 

500 

Ts 

2.0 

T1 

0.5 
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4 Conclusion and Future Work 

This paper has presented an effective shot detection algorithm, which focus on two 
difficult problems solutions: false detection of shot transition due to flashing light and 
threshold selection. The main contributions of the presented work are to build two 
models and an adaptive threshold selection algorithm that uses the local window 
combined with reliability verify process. Experiments show that the proposed 
algorithm is promising. 

However the automatic video partition is still a very challenging research problem 
especially for detecting gradual transitions. Further work is still needed. 

5 References 

[I] A. Nagasaka and Y.Tanaka, Automatic Video lndexing and Full-Video Search for Object 
Appearances, Visual Database Systems, 11, pp.113-127, Elsevier Science Publishers, 1992. 

[2] F. Arman, A. Hsu, and M.Y. Chiu, lmage processing on compressed data for large video 
databases, Proceedings of 1st ACM International Conference on Multimedia, Anaheim, 
CA, pp.267-272, 1993. 

[3] H. J. Zhang, A. Kankanhalli, S. W. Smoliar, Automatic Partitioning of Full-motion Video, 
ACM Multimedia System, Vol. 1, No.1, pp. 10-28, 1993. 

[4] Hampapur, A., Jain, R., and Weymouth, T., Digital Video Segmentation, Proc. ACM 
Multimedia 94, San Francisco, CA, October, 1994, pp.357-364. 

[5] B.L. Yeo and B. Liu, Rapid scene analysis on compressed video, IEEE Transactions on 
Circuits and Systems For Video Technology, 5,6, pp.533-544, 1995. 

[6] Ishwar K. Sethi, Nilesh Patel. A Statistical Approach to Scene Change Detection. SPIE 
vo1.2420, 329-338. San Jose, California: 1995. 

70 D. Zhang, W. Qi, and H.J. Zhang



Abstract: A practical method for creating a high dimensional index structure
that adapts to the data distribution and scales well with the database size, is pre-
sented. Typical media descriptors are high dimensional and are not uniformly
distributed in the feature space. The performance of many existing methods
degrade if the data is not uniformly distributed. The proposed method offers an
efficient solution to this problem. First, the data’s marginal distribution along
each dimension is characterized using a Gaussian mixture model. The parame-
ters of this model are estimated using the well known Expectation-Maximiza-
tion (EM) method. These model parameters can also be estimated sequentially
for on-line updating. Using the marginal distribution information, each of the
data dimensions can be partitioned such that each bin contains approximately an
equal number of objects. Experimental results on a real image texture data set
are presented. Comparisons with existing techniques, such as the VA-File, dem-
onstrate a significant overall improvement.

1 Introduction
Typical audio-visual descriptors are high dimensional vectors and not uniformly dis-

tributed [6]. These descriptors are useful in content based image/video retrieval, data min-
ing and knowledge discovery. To index high dimensional feature vectors, various index
structures such as R*-tree, X-tree, TV-tree, etc., have been proposed. A good overview
and analysis of these techniques can be found from [5]. The study in [5] also argued that
typical tree based index methods are outperformed by a linear search when the search
dimensions exceed 10. This has motivated the introduction of approximation methods [2,
5] to speed up the linear search.

Approximation based methods have certain advantages. First, they support different
distance measures. This is an important property especially for learning and concept min-
ing related applications. Secondly, the construction of approximation can be made adap-
tive to the dimensionality of data. However, the approximation method [5] is sensitive to
data’s distribution. does not perform well when feature vectors are not uniformly distrib-
uted.

In [5], the approximation is constructed by partitioning the feature space into hyper
rectangles. The grids on each dimension are equally spaced. We refer to such uniform par-
titioning as "regular approximation" in the following discussion. In [2], the feature space
is first transformed using the KL-transform to reduce the correlation of data at different

An Adaptive Index Structure for High-Dimensional
Similarity Search

P. Wu, B. S. Manjunath and S. Chandrasekaran
Department of Electrical and Computer Engineering

University of California, Santa Barbara, CA 93106-9560
{peng, manj, shiv}@ece.ucsb.edu

H.-Y. Shum, M. Liao, and S.-F. Chang (Eds.): PCM 2001, LNCS 2195, pp. 71–78, 2001.
c© Springer-Verlag Berlin Heidelberg 2001



72 P. Wu, B.S. Manjunath, and S. Chandrasekaran

dimensions. Secondly, in the transformed space, the data in each dimension is clustered
into a pre-assigned number of grids using the Lloyd’s algorithm. But in [3], it is reported
that for high dimensional data, transforming the data space by rotation does not result in a
significant decorrelation of the data. This implies that global statistics, such as the second
order statistics used in [2], may not be able to characterize the data distribution effectively
for high dimensional spaces.

In this work, we propose an effective and practical solution to adapt the design of the
approximation based index structure to the data’s distribution. The main idea of the pro-
posed method is to model the marginal distribution of the data using a mixture of Gauss-
ians and use the estimated parameters of the model to partition the data space. By adapting
the construction of approximations to data’s marginal distribution, the proposed method
overcomes the sensitivity of index performance to data’s distribution, thus resulting in a
significant improvement compared with regular the VA-File [2, 5].

In the next section, we summarize the construction of regular approximation and its
associated indexing. We also discuss the limitations of using regular approximation. Our
proposed method is presented in Section 3. Experimental results are provided in Section 4.

2 Regular Approximation

2.1 Construction of regular approximation [5]

In regular approximation methods, such as the VA-File approach [5], the range of the
feature vectors in each dimension is uniformly partitioned. Let D denote the total number
of dimensions of data space, and let bits ( ) be allocated to each of the

dimensions. Then the range of feature values on dimension is segmented to parti-

tions by a set of boundary points, denoted as ( ) with equal length,

each partition is uniquely identified by a binary string of length . The high dimensional

space is in turn segmented into D dimensional hyper cells. Each of them can be uniquely

identified by a binary string of length B ( ). For a feature vector ,

, wherein N is the total number of object in a database, its approximation is

such a binary string of length B to indicate which hyper cell it is contained in. If

falls into a partition bounded by , it satisfies

(1)
So the boundary points provide an approximation of the value of . As in [5], a
lower bound and a upper bound of the distance between any vector with a query vector
can be computed using this property.

Figure 1 gives an illustrative example of constructing the regular approximation for
two dimension data. The 1856 image objects are collected from the Brodatz album [4].

Bi i 1 … D, ,=

i 2
Bi

ci k[ ] k 0 … 2
Bi, ,=

Bi

B Bi∑= v i[ ] j[ ]

j 0 … N, ,=

v i[ ] j[ ]
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Figure 1 shows the first two components of the 60 dimensional feature vectors computed
in [4]. The feature distribution is clearly not uniform.

2.2 Indexing based on regular approximation

Approximation based nearest neighbor search can be considered as a two phase filter-
ing process. In the first phase, the set of all approximations is scanned sequentially and
lower and upper bounds on the distances of each object in the database to the query object
are computed. In this phase, if an approximation is encountered such that its lower bound
is larger than the -th smallest upper bound found so far, the corresponding feature vector
can be skipped since at least k better candidates exist. At the end of the first phase filter-
ing, the set of vectors that are not skipped are collected as candidates for the second phase
filtering. Denote the number of candidates to be .

In the second phase filtering, the actual feature vectors are examined. The feature
vectors are visited in increasing order of their lower bounds and then exact distances to the
query vector are computed. If a lower bound is reached that is larger than the -th actual
nearest neighbor distance encountered so far, there is no need to visit the remaining candi-
dates. Let denote the number of feature vectors visited before the thresholding lower
bound is encountered.

For approximation based methods, the index performance is measured by and
(see [5]). Smaller values of and indicate a better performance.

2.3 Limitations

The effectiveness of using VA-File based indexing structure is sensitive to data’s dis-
tribution. For the example given in Figure 1, the data on each dimension is not uniformly
distributed. As a result, if a query vector happens to be one that falls into the cell “A” in
Figure 1, in which approximately 30% of elements are contained, we will have
and , which indicates a poor block selectivity and a high I/O cost, see [5].

This example illustrates one of the shortcomings of the regular approximation. In such
cases, the first phase filtering still results in a large number of items to search. Our pro-
posed method specifically addresses this problem.

3 Approximation Based on Marginal Distribution
Densely populated cells can potentially degrade the indexing performance. For this

reason, we propose an approach to adaptively construct the approximation of feature vec-
tors. The general idea is to first estimate data’s marginal distribution in each dimension.
Secondly, individual axes are partitioned such that the data has equal probability of falling
into any partition. The approximation such constructed reduces the possibility of having
densely populated cells, which in turn improves the indexing performance.

3.1 pdf modeling using mixture of Gaussians

Denote to be the pdf of data on dimension . The algorithm introduced below is
applied to data in each dimension independently. For notation simplicity, we denote

k

N1
N1

k

N2

N1 N2
N1 N2

N1 0.3N>
N2 0.3N>

pi x( ) i
p x( )
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to be the pdf of an one dimensional signal. The one-dimensional pdf is modeled using a
mixture of Gaussians, represented as

(2)

where

(3)

The coefficients are called the mixing parameters, which satisfies
and .

The task of estimating the pdf is then converted to be a problem of parameter estima-
tion. The parameters we need to estimate are , for .

3.2 Parameter estimation using the EM algorithm

The classical maximum likelihood (ML) approach is used to estimate the parameters.
The task is to find , , to maximize

(4)

where , , are the given data set.
A simple and practical method of solving this optimization problem is to use the

Expectation-Maximization algorithm [1]. Given N data available as the input for the

Fig 1. Using regular approximation to uniformly partition a two dimensional space.
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estimation. EM algorithm estimates the parameters iteratively using all the N data in each 
iteration. Lel / denote the iteration number. Then the following equations are used lo 
update the parameters 

3.3 Sequential updating of  parameters  

For a large datahare. N is usually only a small portion of the total number of elements 
in the database. In practice. it is desirable to have an incremental pdf update scheme that 
can track the changes of the data distribution. The,E\M algorithm can be modified for 
sequential updating [I]. Given that {l'(j)\. p;. (a;) 1 is the parameter set estimated 
form using the N data I,[/], the updated parameter set, when there is a new data vjh' + I I 
coming in, can he computed as 

" ' 1  - Cl'+e," ' l ( l , [~l+ I]-p,")  Cl, - I (10) 

where 

The conditional probability p(i lv[N+ I ] )  is computed as in (8) and (9). 
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3.4 Bit allocation 
Denote the estimated pdf to be p(.r) as the approximation of fix). The objective o f  

nonlinear quantization i s  to segment the pdf into grids o f  equal area. I f the boundary points 
are denoted by ell]. I = 0. .... 2". h is the numher o f  bits allocated. the boundary points 
sllould satisfy 

Using this critcrion. the boundary points can be determined efficiently from a single scan 
ofthe estimated pdf. 

3.5 Approximation updating 

For dynamic databases. the pdf estimates are to be updated periodically. I n  our imple- 
mentation, we update the estimates whenever a certain number o f  new data items are 
addcd. The approximation and pdf quantization are updated only when the new pdf. 
dcnotcd as p,,,,,.(.\-). dilfcrs significantly from the current pdf. dcnotcd as j,,,&). Wc usc 
the ibllowing measure to quantify this change 

The approximation on that dimension is updated when p i s  larger than a cenain threshold. 

4 Experiments and Discussions 
Our evaluation is performed on a database containing 275.465 aerial photo images. 

For each image, the method developed in [4] is used to extract a 60 dimensional texture 
feature descriptor. Initially, around 10% o f  tom1 number o f  image objects arc used to ini- 
tialize the pdf estimation using the algorithms proposed in Section 3.2. Based on the csti- 
mated pdf. the approximation is constn~ctcd to support nearest neighbor search o f  the 
whole datahase. Meanwhile. an updating strategy is developed to take the rest o f  the data 
as input to the on-line estimation. For each dimension. when the change o f  the estimated 
pdf. which i s  measured by ( I  5). is beyond the threshold p s 0.15, the approximation is 
adjusted accordingly. 

The approach that uses the regular approximation. VA-File, is also implemented for 
comparison purpose. The number o f  candidate N, and the number o f  visited feature vec- 
tom ,V2 are used to evaluate the performance. We tested using 3, 4. 5 and 6 bits for each 
dimension to construct the approximation. For each approximation, we consider the que- 
ries to he all image items in the database. For each query, the I 0  nearest neighbor search is 
performed and rcsulrs in a PI and a .V, . The avenge performances o f  N, and A', are 
computed by avcnging ATl and N 2  from all queries. The results are shown i n  Figure 2(a) 
and (b) for rVl and N : ,  respectively. Note that the figures are plotted on a lo~arithmic Y- 
axis. To normalize the results into the same range for displaying. the maximum value o f  
N ,  (N,) o f  VA-File is used to normalize all the values o f  .VI (A'? ). As observed. N ,  for 
the VA-File i s  ahout 3 to 20 times more than the propxed adaptive method (Figure 2(a)). 
Atler the second phase filtering. the VA-File visits 16 to 60 times more feature vectors 
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than the proposed method (Figure 2(b). One can conclude that the adaptive pdf quantiza-
tion results in an order of magnitude performance improvement over the regular VA-File.

We have also investigated the indexing performance as the size of the database grows.
For this purpose, we construct 4 databases, including 10%, 25%, 50% and 100% percent
of the total 275,645 image objects. For each dimension, 6 bits are assigned to construct the
approximation. In measuring the scalability, we are mainly concerned with as this
relates directly to the I/O cost of the index structure. Figure 3 illustrates that as the size of
the database grows, how fast the number of candidates increase for the VA-File and

Fig 2. Comparison between VA-File and the proposed method: (a) Number of candidates
(N1); (b) Number of visited feature vectors (N2) after the second phase filtering.The pro-
posed methods offers a significant reduction in N1 and N2 compared to the VA files.

(a)

(b)

N1

N1
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the proposed approach. As can be observed, in terms of the scalability with the size of
databases, the proposed method tends to maintain a much better sub-linear behavior as the
database grows.

We have presented a novel adaptive indexing scheme for high-dimensional feature
vectors. The method is adaptive to the data distribution. The indexing performance scales
well with the size of the database. Experiments demonstrate a significant improvement
over the VA-file data structures for high dimensional datasets.

Ackowledgements: This research was in part supported by the following grants/awards:
LLNL/ISCR award #0108, NSF-IRI 9704785, NSF Instrumentation #EIA-9986057, NSF
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Abstract. This paper proposes a mechanism to integrate hierarchical
video classification into video indexing systems seamlessly using video
mixed media cues. Our approach centers on novel techniques that semi-
automatically generate a media concept hierarchy using hierarchical clas-
sifiers to represent relevant video, audio and closed-caption text features
for each video concept. Video classification functions, which directly con-
nect low-level features with high-level semantic meanings for various ap-
plications, are first learned from training data using supervised learning
algorithms for the hierarchical video concepts. The text classifier and
video/audio classifier are constructed using independent learning algo-
rithms and independent media streams of video. The joint classification
fusion strategy is derived from Bayesian Theory and provides consistent
and optimized classification results.

1 Introduction

With the current high growth rate in the amount of digital information, espe-
cially for information-rich multimedia streams, query results are growing incom-
prehensibly large and manual classification/annotation in topic hierarchies such
as is provided by Yahoo!1, a text-only search engine, is creating an immense in-
formation bottle-neck and therefore inadequate for addressing users’ information
needs. Creating and organizing a semantic description of the un-constructed mul-
timedia data is an important step in achieving efficient discovery of and access
to relevant media data. However, the natural alternative – efficient multimedia
management and manipulation, which often requires automatic understanding
of semantic content – has been severely hampered by the gap that exists between
the low-level media features and the semantics. In this paper we show an effi-
cient and hierarchical video classification mechanism which can bridge the gap
between visual low-level features and high-level semantic meanings, and thus
facilitate video database indexing and querying.

Given that much of the video information is multi-stream media in nature,
much research has been done for video understanding using multi-model analysis
of all possible sources in video, including visual, audio and text information. But
1 http://www.yahoo.com
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most of the work still focuses on video semantic segmentation [1] and classifying
videos into static video semantic categories such as news video, sports video, and
so on, which belong to the same level of meanings[2]. While Huang et al. [3] used
mixed cues of video, audio and text to automatically segment news videos into
different hierarchical levels, such as commercial break, news anchor person, news
summary and news story sequences, these semantics are still at a very high level
of abstraction of the video, and thus often fail when people want to do more
specific and sophisticated queries, such as about some sub-topics of a certain
topic. Furthermore, very few researchers have tried to give a presentation on
how the low-level features differentiate video classes which have various semantic
relationships, such as being a subset or a superset of certain semantic concepts.

Accordingly, we propose in this paper a general hierarchical semantic con-
cept tree to model and abstract the semantics of videos, using sports videos as
an example. Multimedia classification and understanding at different levels of
meaning are also addressed based on this hierarchical video concept modeling.
Since all the media in video data, such as image, audio and text signals, dis-
play different characteristics, and express information at different levels and in
different degrees of detail, we also incorporate a uniform representation of the
low-level features from the mixed media cues in video, audio and captioned text
into each concept classifier by means of a set of classification functions. Unlike
the existing video semantic indexing systems, our proposed hierarchical classifier
is a part of the indexing system and thus it not only allows queries on differ-
ent granularities of video semantic meaning, but also allows queries based on
low-level feature matching from different views and different media.

2 System Architecture

Fig. 1. Video indexing system architecture.

Figure 1 shows our pro-
posed video indexing and
querying system, which in-
corporates the video se-
mantic concept modeling
and classifiers. The system
is composed of four ma-
jor modules: Media Browser
and Query Interface, Me-
dia Classification/Inference
and Matching Module, Me-
dia Repository, and Media
Planner for Query and Fil-
tering. This paper will focus
on the Media Classification
Module used to support ef-
ficient hierarchical video in-
dexing and retrieval in the Media Repository. Our main contributions are
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twofold. First we propose and construct a unique architecture to integrate data
indexing and querying with classifiers. Each node in the hierarchical concept tree
is not only an indexing label of a video, but also a video classifier which sup-
ports both indexing and query processes. Second, we propose a fusing strategy
which solves any decision ambiguity, or issues of competence and confidence of
multiple classifiers using different mixed media cues from multiple sources and
modalities.

2.1 Media Concept Hierarchy

Video Concept Tree for Hierarchical Partition
2000
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Games

Basketball Soccer

Team
USA

Players
Game

Actions
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Cindy
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Mia
Hamm
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Fig. 2. Sports video concept tree hierarchy.

The Media Repos-
itory in Figure 1
is created based on
the media concept
hierarchy. A con-
cept hierarchy con-
sists of a set of
nodes where each
node represents a
specific topic. A
topic is represented
by a node in level
n which has subtopics
in level n + 1; that
is, the topics be-
come more general
or more specific as
the hierarchy is tra-
versed upward or downward. Figure 2 depicts a simple concept hierarchy of a
sports video (the 2000 Olympic games). Since it is usually very easy for humans
to come up with some top-level concepts as the schema, we propose a human-
generated initial concept hierarchy such as is shown in Figure 2. New concept
nodes can be added as new data come in relevant to significantly different con-
cepts, and a more complete modeling of visual data can become a big ontological
lexicon.

We do not assume we have a faultless concept hierarchy. In fact, we should
not look for any one that is exclusively superior to any other even for the same
data. We need the one that can achieve our goals, such as on arrangement,
search, and classification of data, more efficiently and more accurately. Since
the concept hierarchy depicted in Figure 2 is modeled based on the semantics
of Sports News data, and since, additionally, many team sports share similar
scenarios such as the concept of scoring and team names, we can use almost
80% of the concept hierarchy for different team sports such as football, baseball,
hockey, etc. This semantic description provides a flexible and open-ended frame-
work that explicitly accounts for the dependency, relationship and co-occurrence
between video semantic concepts at various hierarchical levels. Thus, querying
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with respect to a concept hierarchy is more efficient and reliable than searching
for specific keywords or matching certain low-level features, since the views of
the collected documents are refined as we go down in the concept hierarchy. Also
this concept hierarchy can serve as a browsing and guiding tool for users.

2.2 Video Decomposition and Feature Extraction

Much research has studied video/image retrieval based on content descriptors
such as color, shape, motion, and other low-level features. We also use such fea-
tures of multimedia cues in video, but we want to go beyond that by connecting
the low-level features with the video concepts to enhance query process perfor-
mance and flexibility. First of all, video, audio and text signals are partitioned in
our system. Secondly, video shot detection is pursued to parse video into basic
units, i.e. shots, scenes and events based on visual and audio features. Cap-
tioned texts for each segmented video clip and documents for each node are also
segmented and analyzed. Finally, rule-based classifier functions map low-level
features into each concept for later video classification. The mapping function
of low-level features can serve both classification and query processes. Features
are collected for each node from the bottom up; features from child nodes are all
passed up to the parent node. The low-level features we used for this research
include the following:

1. Visual features are extracted for key frames of each scene. They include
color histogram, regional color value and location, dominant color value and
location, and edge patterns.

2. Audio features include statistics such as the mean and variance of the distri-
bution parameters of the zero-crossing rate, volume, short-time fundamental
frequency, controid frequency, peak, and sub-band energies in [0-400 Hz],
[400-1720Hz], [1800-3500Hz] and [3500-4500Hz] for each segmented audio
clip.

3. We also calculate the mean and variance of MPEG-1 frame bit-rates, motion
directions and the motion magnitudes of the segmented video clips.

4. For each video document, we collect its corresponding captioned text. Text
features are presented as TFIDF vectors which are calculated as follows:
The text document is first processed using stemming and stopping proce-
dures [5,6] to obtain a bag-of-words for document d. The term frequency
TF (wi, d) of the ith word wi is the number of times wi occurs in docu-
ment d. The document frequency DF (wi) with the word wi is the number
of documents in which wi occurs at least once. The inverse document fre-
quency IDF (wi) of the word wi is defined as IDF (wi) = log(|D|/DF (wi)),
where |D| is the total number of documents below the parent of the current
node under consideration. Then, the term frequency-inverse document fre-
quency TFIDF (wi) of the word wi is given by TF (wi, d) × IDF (wi) [5,6].
The vector representation of a captioned text document d is represented by
[TFIDF (w1, d), TFIDF (w2, d), . . . , TFIDF (w|v|, d)].
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3 Combined Video Classifiers

Two independent classifiers, video/audio and text classifiers, are first constructed.

3.1 Video / Audio Classifier

Contrary to the bottom-up collection procedure of feature aggregation for each
concept node, we start to construct all classification functions with video/audio
features from the top down. Classification functions of parent nodes are passed
to all children under them. The procedure is as follows:

1. We treat the nodes S which are in the same level of the video concept tree
and have the same parent node as a set of unclassified data.

2. If S contains one or more tuples all labeled class Ci, then the decision tree
is labeled as a leaf identifying class Ci and the procedure goes to Step 5.

3. Otherwise, S contains tuples with mixed concept classes. We split S into
subgroups S1, S2, ... , Sm that “tend to belong” to the same class upon a
variable feature < fk > that maximizes the entropy gain [4]. The split is
executed according to possible outcomes(feature values) {θ1, θ2, ... , θm}
of a certain feature attribute fk. Thus, Si contains all f ∈ S such that
< fk, θi >. In this case, the tree for S is a node with m children. The
operators <> are the Boolean comparison operators (=, >, >=, <, <=).
The decision tree node is labeled with feature attribute fk and the function
F (fk, θ) =< fk, θi >.

4. Perform Step 2 and Step 3 recursively for each S1, S2, ..., Sm.
5. Check if the nodes are in the bottom of the video semantic concept tree

or not (in our experiment, check if the nodes are at level 5). If yes, stop.
Otherwise, for each concept node in S, pass the classification functions of
the concept to all its children, go to the next level of video concept nodes
with the same parent node and repeat Step 1.

3.2 Text Classifier

θ1-
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y

z

r

r=1r=1
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a prototype vector

a prototype vector

c

c

one class
one class

θ

Fig. 3. Learning the threshold for
each concept’s text classifier.

A TFIDF -based text classifier is con-
structed as follows: Let C be a collection of
document classes of interest which includes
all its children node documents. A prototype
vector (c) (for each node in the concept hi-
erarchy) is generated for each class in C by
adding up the entire document vectors in the
class. To admit a new text document into a
concept, we have to let the projection value,
which is a cosine function, of the TFIDF
vector (n) and the prototype vector (c) of
the class (see Fig. 3) be larger than a thresh-
old θ that is trained to be the best value to include all the trained text docu-
ments under that concept node. After training, we obtain a classifier for each
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node with a text classification function cos(n, c) = n·c
‖n‖·‖c‖ ≥ θ, together with

the visual/audio differentiate functions described in the previous subsection.

3.3 Schema for Indexing, not Just a Classifier

Video Query Based
on Conceptual

Tree

Text-based Query
with Natural

Language

Video Interactive 
Queries Based on 
Low-level Features

Text Rule Learning

for Concept Tree

Visual/Audio Feature Rule

Learning for Concept Tree

Captioned Text

Classification Vectors

Video and Audio

Classification Rules

Video/Audio/Text

θ11,< >
< , >θ12

< , θ 13 >

θ,< >
< , >θ

< , θ >

θ,< >
< , >θ

< , θ >

θ,< >
< , >θ

< , θ >

31

32

3321

22

23

41

42

43

C1

C

C

C2 3

4

Knowledge-based Classifier

video

audio

textF

text

audio

video

text

audio

video

video

audio

textF

F
F

F
F
F

F
F

F

F
F

Fig. 4. The classifier with mixed media cues
for indexing.

Figure 4 depicts the final con-
structed video classification system
to be integrated into the video in-
dexing system as shown in Figure 1:
A hierarchical classifier consists of
a video classifier and a text classi-
fier; both can be used to classify a
video clip into a topic or subtopics in
the concept hierarchy. Within each
node of the concept hierarchy in-
dex, we also store classification func-
tions related to each semantic seg-
ment of video mapped to that in-
dex, such as the relevant features
and their threshold for the classi-
fier to admit a new document into
the concept. A classification func-
tion < Fi(x, fi), θi > is represented
as a function of media feature fi

from either text or video or audio cues and a threshold θi for that feature.
This suggests that each node in the concept hierarchy is not only a concept
label for video indexing, but also a classifier and query plan generator. A sim-
plified illustration for node C3 in Figure 4 is as follows: if Fvisual(x, f32) >= θ32
and Faudio(x, f33) >= θ33, then x ∈ C3. Here, f32 and f33 are visual/audio fea-
ture descriptors and x is an unclassified audio/video clip. Of course, a real node
concept classifier will contain more functions of feature and threshold pairs.

In the query procedures, a user can use the Media Browser to specify queries
using either free text or the concept hierarchy and/or identifying relevant low-
level features. The Media Planner (MP) parses and matches the user specific
queries with the concept hierarchy, and extracts relevant functions describing
the data sources that have the contents matched with the user’s request.

3.4 Classifier Synthesis Strategy

To solve any conflict of the classification results between the two classifiers, we
need to fuse final classification results based on a combined judgment from both
classifiers. The two main reasons for combining classifier results are to increase
the efficiency and to improve the accuracy. We established our classifier fusion
strategy based on the work of Kittler et al. [7] which shows that the sum rule
of the Bayesian decision rule outperforms other classifier combination schemes.
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According to the Bayesian theory, given m classifiers, each with a distinct mea-
surement feature vector fi, the pattern function of the final classification F ,
should be assigned to class Ci, where C ∈ {C1, ..., Cn}, provided the a posteriori
probability of that interpretation is maximum. In other words, assign F → Ci if
P (Cj |f1, f2, . . . , fm) =

∑
k P (Ck|f1, f2, . . . , fm) (1). To simplify the procedure,

the sum rule assumes the unconditional measurement of feature vectors f1, ...,
fm , which is true for text features and video/audio features. Then (1) can be
reiterated in terms of decision support computations performed by the individ-
ual classifiers Fi, each exploiting only the information conveyed by the vector fi.
We further assume that the a posteriori probability computed by the respective
classifiers will not deviate dramatically from the prior probabilities and thus a
posteriori probability can be expressed as P (Cj |f1) = P (Cj)(1 + δki). where δki

satisfies δki � 1. A sum decision for the combined classifiers is: Assign F → Ci

if (1−m)P (Cj)+
∑m

i=1 P (Cj |fi) = maxn
k=1[(1−m)P (Ck)+

∑m
i=1 P (Ck|fi)] (2).

In our system m = 2. According to Eqn.(2), the final decision of our synthesized
video classifier rule is to either admit or reject an entrance for a new video into
certain concepts depending on whether both classifiers get the same class cat-
egory; if not, assign the class category which maximizes the probability in the
training, given both the text and video/audio feature patterns.

4 Experimental Results

In our experiment, we recorded many hours of the Sydney 2000 Olympic Games,
including basketball, soccer, volleyball, water polo and softball games. For each
sport, we used the video data of games played by one pairs of teams as a training
set, and then used another set of videos of the same type of game played by one
of the original teams against some other teams as test data. We manually placed
two sets of video documents at each concept node in the hierarchy (Figure 2)
to serve as training and test data for supervised learning and video classification
evaluation respectively. The performance of the classifiers at each node is mea-
sured by their accuracy, which is defined by the percentage of documents which
are correctly classified into the class.

Figure 5 shows the average accuracy for each concept level in the concept hier-
archy. Classification evaluation starts from level 2 nodes. Both the text classifier

Sample # Average Accuracy of Classifiers
Train Test Text Video/Audio Combined

d 1
e 2 265 200 84.5% 86.0% 89.0%
p 3 225 170 81.3% N/A 81.3%
t 4 185 135 63.0% 71.1% 74.1%
h 5 177 130 56.2% 68.5% 69.2%

Fig. 5. Average accuracy for classifiers at each depth
of the video concept hierarchy.

and the video/audio clas-
sifier gives above 84% av-
erage accurarcy at level 2.
For the nodes from lev-
els 3 to 5, we only evalu-
ated basketball and soccer;
we found the text and the
video/audio classifier per-
formed quite differently in
these three levels because of
the different nature of the
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two independent classifiers. Certainly, it is very difficult to detect a team’s
and players’ names by using most visual/audio features. More sophisticated
image/audio processing techniques, such as object tracking, face detection or
speech recognition, which are often not available for on-line analysis or for fast
analyses, are required to detect team players with higher accuracy. On the other
hand, the last level of sports video semantics is more related to visual/motional
effects, such as fastbreaks and dunks in basketball games. Therefore, unless re-
porters specifically comment on these events, it is difficult to detect sports events
purely from captioned text streams, which justifies the performance difference
of text and video/audio classifiers in this level of concepts. From Figure 5, we
can also see that the combined classifier performs better than, or at least as well
as, any independent classifier for all concept nodes.

5 Conclusion

We have described an integrated hierarchical video classification and indexing
system with mixed media cues as applied to sports video. Using a pre-defined
video concept tree, we have enforced the domain knowledge by supervised learn-
ing so that the proposed system can pick up classification functions automat-
ically for future intelligent video analysis. Each independent classifier becomes
essentially unique but with similar representation for the classifier at each con-
cept node. Moreover, by allowing indexing and querying based on either the
text classifier or the visual/audio classifier, any inadequacy or limitation of us-
ing a classifier based on a single type of signal is compensated for. The system
prototype is suitable for both on-line and off-line information access applica-
tions due to its integrated representation of video semantic concepts and their
corresponding low-level functions.
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Abstract. MPEG-4 is leading the compression of multimedia application into the 

fruitful future for it’s affluent functions to support universal access and high 

performance compression[2]. But two excellent standard-compliant streams, MPEG-2 

and MPEG-4 video, will be coexisting in different systems for a long time.  This 

paper addresses the problems of transcoding MPEG-2 video to MPEG-4 compliant 

bitstream in compression domain to meet low complexity and low latency real-time 

application. The key issue about macroblock coding mode mismatch in transcoding 

processing will be discussed in detail. The reported simulation results authenticate the 

performance of the proposed transcoding algorithm in both objective and subjective 

quality. 

1 Introduction 

A number of international standards have been established based on different 
application, technology and era. Each of them is only optimized for a certain class of 
application. Generally, it is not economical and feasible to make any single media sever 
or terminal to support all kinds of encoding and decoding. Transcoding techniques that 
convert one format to another, preferably in the compressed domain, solve the problem 
of inter-standard operability. 

MPEG-4, whose formal ISO/IEC designation is ISO/IEC14496 [2] was developed to 
fulfill the newer needs of emerging multimedia applications, such as object based 
coding, interaction and natural and synthetic data integration. To realize interoperation 
of MPEG-2 and MPEG-4 between different systems, an effective transcoder is desired 
for lots of multimedia applications. 

An intuitionistic transcoding method is MPEG-2 decoding and MPEG-4 re-encoding, 
which achieves the conversion in the pixel domain. But the pixel approach has huge 
computation, memory, delay, and storage requirements. It has the greatest operation 
complexity because it includes the whole procedures of decoding and encoding. In 
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addition, the quality of the target video will be deteriorated too, because the Motion 
Estimation has to base on the first generation distorted video [3]. 

An alternative solution is shown in Fig. 1, in which partially MPEG-2 decoding is 
used to get DCT coefficients and side information of the input macroblock. Then these 
data can be processed and organized based on the MPEG-4 syntax and algorithms to 
produce the MPEG-4 compliant video stream. This method has been studied deeply in 
MPEG-2 rate scaling and bitstream editing [4], but so far no such transcoder is available 
for MPEG-2 to MPEG-4 transcoding. Its major difficulties stem from that there are 
different coding modes between MPEG-2 and MPEG-4. What’s more, many 
spatio-temporal dependencies in the highly compressed video data makes processing in 
MC-DCT domain even more complicated. 

MPEG-2
stream

MB Mode Decision, Motion
Vectors and DCT Coefficients
Retrieval

Inverse
Scan

VLD
Analyzer

Inverse
Quantization

MPEG-2 Compliant

MPEG-4 Compliant

VOL, VOP
Parameters

Setting

Sequence, GOP,
Picture Parameters
Buffering

MVs Differential
Coding

MB Parameters
Setting

Quantization

DC&AC
Prediction & Scan

VLC & MPEG-4 Bit-stream Creating

MPEG-4 Stream

Fig. 1. MC-DCT domain transcoding 

This paper is contributed to the design of MC-DCT domain transcoder and the mode 
mismatch MB processing. The paper is organized as follows. Section 2 gives a brief 
analysis on the conversion problems, e.g. MC-DCT transcoding structure and its 
characteristics. The different coding modes supported by MPEG-2 and MPEG-4 are 
listed here too. In Section 3 the limited motion estimation, mode decision and motion 
compensation in DCT are proposed to resolve the coding mode mismatch of Intra-coding 
MB in Bi-direction Picture. Experiment results are presented in Section 4. Section 5 is 
the conclusion remark. 
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2 MC-DCT Domain Transcoding 

Fig.1 is the flow chart of the MC-DCT domain transcoding. The process for information 
extracting and setting is illustrated, from which it can be noticed that no motion 
estimation, motion compensation, DCT and IDCT are involved. So not only the 
operations are mostly reduced but also the buffer requirements are the lowest, which 
always results in low delay and simple hardware complexity. No coding or decoding 
feedback loops lie in this structure, which highlights the maximum reduction of 
complexity. The GOV structure of target MPEG-4 bit stream is kept unchanged as 
pre-encoded MPEG-2 for the sake of simplicity and low latency. Otherwise, picture 
reordering is necessary, which will produce a delay of several pictures. 

From ISO/IEC 13818 and 14496[1,2], we can get that the algorithms of MPEG-4 for 
rectangular frame based video coding are just analogical as MPEG-2 except the 
following differences[1,2]: 

• MPEG-4 encoding includes extra spatial AC prediction module of quantized 
DCT coefficient.  

• The motion vectors prediction and represent formats are different between the 
two standards. 

• MPEG-4 supports lots of different MB modes such as direct mode, 8x8 motion 
compensation etc. 

The aforementioned features of MPEG-4 are very important to get high compression 
efficiency, but will introduce difficulties for MC-DCT based transcoding. 

In addition, it is the most important that one of MB modes of MPEG-2 is not 
supported by MPEG-4 syntax. It is that no Intra mode exists in BVOP of MPRG-4 
stream. Because many intra MBs are encoded in MPEG-2 bitstream, the MB data cannot 
be used directly in MPEG-4 encoding scheme. From simulation we can find without 
effective processing to retrieve these mismatch MB, the perceptual quality will be 
deteriorated seriously. As shown in Fig.4, the block artifact is very annoying though the 
objective PSNR is not degraded dramatically. 

3 Mismatch MB Retrieval 

In B-Picture of MPEG-2 there are four MB modes, Intra, Forward prediction, Backward 
prediction and Bidirectional interpolated prediction. During MPEG-2 encoding, in rich 
detail area of B-picture Inter coding mode will produce more bits than direct intra 
coding. So Intra mode will be selected without motion compensation. In BVOP of 
MPEG-4 there are four MB prediction modes, i.e., Direct, Forward prediction, Backward 
prediction, and Bidirectional interpolated prediction. MPEG-4 doesn’t support 
Intra-coding mode in BVOP.  When MPEG-2 B-pictures are transcoded to MPEG-4 
B-VOP in MC-DCT domain, because no encoding loop are involved to form prediction, 
special processing should be performed to retrieve these Mismatch MBs. Generally there 
are three methods could be used: 
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• Force this kind MB as Direct mode; 
• Force this kind MB as interpolation mode with zero motion vector and 

quantized DCT coefficients; 
• Estimate the mismatch MB data from it’s spatio-temporal neighbor MBs. 

All these methods only approximate the data of the mismatch MB, and special block 
artifact is inevitable, which may result in obvious deterioration of the perceptual quality 
as Fig.4. From this point of view, these methods should be named as the mismatch MB 
concealment because no true MB data could be got. We proposed a novel method to 
retrieve this mismatch MB based on special motion compensation in next section. 

Fig. 2. Limited motion estimation and compensation in DCT domain, only Intra MB in bench 

VOP could be selected as motion match candidate. 

 Intra Coding MB,   Inter Coding MB.

3.1 Restricted Motion Estimation 

The special motion estimation/compensation for MB retrieval are illustrated as Fig.2. To 
transcode MPEG-2 B-picture to MPEG-4 BVOP in DCT domain, Intra MB could be 
compensated to one of MPEG-4 MB prediction modes based on restricted motion 
estimation. In Fig.1, no motion compensation loop is involved, so general motion 
estimation and compensation can’t be adopted because reference picture in pixel domain 
are not available. Since both MPEG-2 and MPEG-4 syntax support Intra MB mode in 
I-picture (IVOP) and P-picture (PVOP), these Intra MBs in I and P pictures can be used 
as reference to predict the Intra MB of B-picture. Obviously the motion vectors only 
could be selected with MB alignment, it will affect the prediction precision and reduce 
the compression ratio. But all of the prediction operations can be completed fully in 
DCT domain; in addition there aren’t many Intra MBs in B-picture so there is little 
impact on the global compression ratio. 

The motion estimation in DCT-domain could be based on SAD (Sum of Absolute 
Difference). The search procedures and DCT domain mapping will be derived as 
follows. 

PVOP PVOPBVOP
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(4) can be written as matrix multiplication: 
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Obviously DCT/IDCT is a linear orthogonal operation, it is distributive to matrix 
addition and multiplication. 
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So the SAD function may be realized in DCT domain just as in pixel domain, 
DCT/IDCT operations are not needed during the special motion estimation and 
compensation. 

The search order is showed in Fig.3, here the priority of Euclidean distance is used. 
The mark “0” in reference VOP is the collocation of the current processing mismatch 
MB for BVOP. 
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Fig. 3. Set search order based on short Euclidean distance priority 

3.2 Motion Decision in DCT Domain 

In order to reduce operation complexity and support low latency, only forward, 
backward and interpolate mode will be considered. The procedure can be described as 

If (SADinterpolate <= min{SADinterpolate, SADbackward, SADforward})

interpolate mode

elseif (SADbackward <= min{SADinterpolate, SADbackward, ADforward})

backward mode

else

forward mode

To deeply reduce operation, only forward prediction may be considered in limited 
motion estimation and mode decision. Here only frame-based prediction has been 
analyzed; it is convenient to extend to field-based prediction. 

If I-picture is one of the references of B-picture, there always are enough Intra coding 
MBs for limited motion estimation. Otherwise, if all the references are P-picture, and no 
Intra coding MBs are involved in the MPEG-2 bitstream, there is no MB could be used 
in restricted motion estimation. Then the following approximation will be adopted to get 
the MB data.  

  The mismatch MB data in MPEG-4 bitstream, mode, motion vectors, and DCT 
coefficients, will be set the same as one of its neighbor MBs. How to select the reference 
MB from its neighbor candidates, the three criteria can be used: 1) Short distance 
priority criterion; 2) Consistent motion criterion; 3) Small DCT coefficient criterion. A 
small DCT coefficient guarantees that the corresponding prediction is more precise 
during the motion compensation. In general, the situation that no Intra MB exists in 
reference pictures appears so seldom that the approximation will not obviously affect the 
transcoding performance. 

4 Simulation Result 

Both progressive CIF sequences and interlaced CCIR-601 sequences had been simulated 
to verify the performance of the MC-DCT domain transcoding. Fig.4 shows the 
perceptual quality of CCIR-601 cheer sequences preencoded on 5Mbps with MPEG-2. 
It’s noted that the annoying artifact has been removed effectively after the proposed 
algorithm processing.  
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Fig. 4. Perceptual quality of target MPEG-4 video.  Left: mismatch MBs were set as Direct mode;  

Right: mismatch MBs were processed with the proposed retrieval algorithm.

Fig.5 is the test results of CIF Stefan sequences, which are encoded at 2Mbps with 
both MPEG-2 and MPEG-4. The GOP(GOV) structure is M=3, N=15 and TM5 
rate-control was used in all encoder.  Fig.5(b) is the average PSNR of 300 frames by 
different processing, while Fig.5(a) presents the PSNR of the first 30 frames. 

Fig. 5. PSNR of 300 Frame Stefan sequence at 2Mbps. In (b) 1. MPEG-2 encoding; 2. MPEG-4 

encoding; 3. Cascade transcoding; 4. MC-DCT transcoding with Direct mode setting; 5. MC-DCT 

transcoding with the proposed processing. 

From aforementioned curves, it is drawn that MPEG-4 can always get 2dB better 
quality than MPEG-2 at the same bitrate. Compared with decoding and re-encoding 
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cascade method, MC-DCT transcoding didn’t introduce the extra quality degradation. 
Even by the proposed algorithms processing, the average PSNR of target MPE-4 video is 
higher than cascade transcoding. The reason is that the Motion Estimation of the cascade 
method had to rely on the first generation distorted video, and the motion vectors of the 
compression domain transcoding are estimated from the original sequences. Although 
the proposed MB retrieval algorithm only got 0.3dB better average PSNR compared 
with Direct mode setting method, it can effectively overcome the annoying block artifact 
and picture flicker. 

5 Conclusion 

We have proposed a low complexity MC-DCT domain transcoder for converting 
MPEG-2 to MPEG-4, which features low latency and buffer requirements. The key 
issue, mode mismatch MB retrieval have be effectively solved by the novel restricted 
motion estimation  & compensation. The simulation proved that the proposed 
transcoding could get better target visual and objective quality compared with the 
cascade architecture, and it is suitable for real time application because of its low 
operation complexity. The proposed transcoding architecture can be extended to the 
bitrate dynamic scaling application. 
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Abstract. Novel coding schemes are introduced and relationships between
optimal codes and Huffman codes are discussed. It is shown that, for finite
source alphabets, the Huffman coding is the optimal coding, and conversely the
optimal coding needs not to be the Huffman coding. It is also proven that there
always exists the optimal coding for infinite source alphabets. We show that for
every random variable with a countable infinite set of outcomes and finite
entropy there exists an optimal code constructed from optimal codes for
truncated versions of the random variable. And the average code word lengths
of any sequence of optimal codes for the truncated versions converge to that of
the optimal code. Furthermore, a case study of data compression is given.
Comparing with the Huffman coding, the optimal coding is a more flexible
compression method used not only for statistical modeling but also for
dictionary schemes.

1 Introduction

The Huffman coding [6] has been widely used in data, image, and video compression
[2-3, 9-14]. For instance, the Huffman coding is used to compress the result of a
quantitative stage in JPEG [9]. Huffman codes belongs into a family of codes with a
variable length not a fixed length. That means that individual letter which makes a file
encoded with bit sequences that have distinct length. This characteristic of the code
words helps to decrease the amount of redundancy in message data i.e. it makes data
compression possible. One of our motivations in conducting this research is to design
a secure coding with high efficiency. In this paper a novel coding different from the
Huffman coding is introduced.

Some of necessary concepts and notations are first introduced. An alphabet ∑ is a
finite set and ∑* is the set of all finite length words formed from the letters of ∑
(include empty word λ) and ∑+ = ∑* - {λ}. A subset C ⊆ ∑* is called a code [1, 7]
(sometimes called an uniquely decipherable code [3, 10]) if, for all words

x x x x x xi i i j j jn m1 2 1 2
, , ..., , , , ..., ∈ C, the equality

niii xxx ...
21

=
njjj xxx ...

21

implies m = n, x xi j1 1
= and

kk ji xx = , k = 2, …, n. And any subset C ⊆ ∑+ is called

a language but not a code [1, 7]. A code C ⊆ ∑+ is called a maximal code, if for any x
∈∑*- C, C ∪ {x} is not a code. A code C ⊆ ∑* is called a prefix (or instantaneous)
code [1, 6, 9] if C ∩ C ∑+ = ∅, that is, if no code word is a prefix of any other code
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word. A prefix code C ⊆ ∑+is a maximal prefix code if, for any x ∈∑*- C, C ∪ {x} is
not a prefix code.

An information source [3, 10] is an ordered pair I=(∑, P), where

∑ },...,,{ 21 qsss= is a source alphabet and P is a probability law that assigns to

each element si ∈∑ a probability P )( is . For the measurement of the efficiency of a

coding, we use the average code word length [3, 10]. Let I = (∑, P) be an information
source, and (C, f) be a coding (or encoding), where f: ∑ → C is a one-to-one mapping

and C is a code, and ∑ },...,,{ 21 qsss= is a finite alphabet. The average code word

length of (C, f) is ∑ =

q

i ii sPsfl
1

)())(( . A coding is said to be maximal, if the

corresponding code of the coding is a maximal code. A coding is said to be prefix (or
instantaneous), if the corresponding code of the coding is a prefix code. A code
(maximal code, prefix code, maximal prefix code) is called optimal for a source
alphabet ∑ if no other code (maximal code, prefix code, maximal prefix code) has a
smaller average code word length. Note that the optimal code here is different from
one defined in [2-3], and [8]. All Huffman coding schemes for finite source alphabet
∑ are prefix (or instantaneous) and have the shortest average code word length among
all prefix coding schemes. And consequently all Huffman codes are optimal prefix
codes for finite source alphabets [2-3, 8]. However, conversely optimal prefix codes
need not be Huffman codes [5]. Therefore, the optimal code is not necessarily the
Huffman code. For infinite source alphabets, several approaches have been taken to
construct Huffman codes. Existence of Huffman codes for infinite source alphabets
was shown in [8]. But, to the best of our knowledge there is no known discuss in the
literature whether there exist optimal codes. From the viewpoint of data compression,
study of existence of optimal codes is very significant.

2 Existence of Optimal Codes

First, we show that existence of the optimal coding for finite source alphabets and that
all Huffman coding schemes are optimal coding schemes [4-5].

Theorem 1. Let I = (∑, P) be an information source. Then all Huffman coding
schemes for I are coding and have the shortest average code word length among all
coding schemes for I. Conversely, the coding schemes are necessarily not to be the
Huffman coding schemes.

In order to show Theorem 1, we first give the following Lemmas [3, 10].

Lemma 1

(i) (McMillan’s Theorem, [3, 10]) Let },...,,{ 21 qcccC = be a code over r

letters alphabet and let n denote the length of code word c Then the
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code word lengths n1, n2,…, nq must satisfy Kraft’s inequality

1
1

≤∑ =
−q

i

nir .

(ii) (Kraft’s Theorem, [3, 10]) There exists a prefix code

.)(
1∑ ∞

=i ii wlp  over r letters alphabet, with code word lengths n1 ,

n2 ,…, nq, if and only if these lengths satisfy Kraft’s inequality

1
1

≤∑ =
−q

i

nir .

(iii) If there exists a code with code word lengths n1, n2 ,…, nq, then prefix
codes must also exist with these same code word lengths n1 , n2 ,…, nq,.

Lemma 2 Any r-ary (r ≥ 2) Huffman code for a given finite information source
alphabet is exactly corresponding to a complete r-ary tree.

Proof: When r = 2, the conclusion is clearly. If r ≥ 3, we may not have a sufficient
number of letters of the source alphabet so that we can combine them r at a time as we
have done for r = 2. But in such a case, we can add dummy letters to the end of the
information source alphabet and assign source probability zero to the added letters.
The dummy letters are inserted to fill the tree. Since at each stage of the reduction, the
number of letters is reduced by r – 1, we want the total number of letters to be 1 + k(r
– 1), where k is the number of levels in the tree. Therefore, we add enough dummy
letters so that the total number of information source alphabet is of r + k(r –1). The
details of r-ary (r ≥ 3) Huffman codes can be referred to [3].

Proof of Theorem 1: Since the r-ary (r ≥ 2) Huffman code generated by the Huffman
algorithm for any given finite information source alphabet is exactly corresponding to
a complete r-ary tree (by Lemma 2). Also, it is known that a complete r-ary tree has to
correspond to a maximal prefix code over the alphabet with r letters (see [1], p.85-88)
Therefore, all Huffman codes are maximal prefix codes, and all Huffman coding
schemes are coding schemes. Now, let I = ( Σ , P) be an information source, and let
(C, f) be any coding scheme for Σ , where C = {c1, c2, … , cq } is a code with code
word lengths n1, n2,…, nq. By Lemma 1(iii), there must exist a prefix code C1 = {d1, d2,
… , dq}and a prefix coding scheme (C1, g) for Σ such that C1 = { d1, d2, … , dq }has
the same code word lengths n1 , n2 ,…, nq as the code C. Again, let (Ch, h) be a
Huffman coding scheme for Σ with code word lengths m1 , m2 ,…, mq. By the
Huffman algorithm [4, 7, 13], we know that

∑ ∑ ∑ ∑= = = =
=≤=q

i

q

i

q

i

q

i iiiiiiii sPnsPsglsPmsPshl
1 1 1 1

)()())(()()())((

Since

∑ ∑ ∑= = =
==q

i

q

i

q

i iiiiii sPsglsPnsPsfl
1 1 1

)())(()()())(( ,

∑ ∑ ∑ ∑= = = =
=≤=q

i

q

i

q

i

q

i iiiiiiii sPnsPsflsPmsPshl
1 1 1 1

)()())(()()())(( .

This shows that the average code word length of the coding scheme (C, f) is equal
to or greater than the average code word length of a corresponding Huffman coding
scheme (Ch, h). That is, all Huffman codes are optimal codes.
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Conversely, all optimal codes need not to be Huffman codes. For example, for a
given information source I = (∑, P) where ∑ = {A, B, C, D, E} and P
={0.50,0.25,0.14,0.09,0.02}. We easily deduce all the four Huffman codes C1 =
{1,01,001,0001,0000}, C2 = {0,11,101,1001,1000}, C3 = {1,00,011,0100,0101}, and
C4 = {0,10,111,1100,1101}. Clearly, the code D = {1,10,100,1000,0000} is no
Huffman code.

On existence of the optimal codes for infinite source alphabets, we have

Theorem 2 Let X be a random variable with a countable infinite of possible outcomes
and with finite entropy. Then for every D > 1, the following hold:

(i) There exists a sequence of D-ary truncated optimal codes for X, which
converges to an optimal code for X.

(ii) The average code word lengths in any sequence of D-ary truncated
optimal codes converge to the shortest average code word length for X.

(iii) Any optimal D-ary code for X must satisfy the Kraft inequality with
equality.

To facilitate proof, basic notations and definitions [1, 3, 8, 10] are first given. A code
(prefix code) over a finite alphabet ∑ (with D letters) is called a D-ary code (prefix
code) over ∑. Let Z+ denote the positive integers. A sequence of D-ary codes (prefix
codes) C1, C2 converges to an infinite code (prefix code) C if for every ,1≥i the ith
code word of Cn is eventually constant (as n grows) and equals the ith code word of C.

D-ary prefix codes are known to satisfy Kraft’s inequality .1)( ≤∑ ∈
−

Cw

wlD

Conversely, any collection of positive integers that satisfies Kraft’s inequality
corresponds to the code word lengths of a prefix code [3, 8, 10]. And D-ary codes

satisfy Kraft’s inequality .1)( ≤∑ ∈
−

Cw

wlD Conversely, any collection of positive

integers that satisfies Kraft’s inequality corresponds to the code word lengths of a
code ([1], Proposition 4.4 in Chapter I, p.58-59).

Let X be a source random variable whose countable infinite range is (without loss

of generality) +Z , with respective probabilities ...,321 ≥≥≥ ppp where

0>ip for all i. The average code word length of a code ,...},{ 21 wwC = to encode

X is .)(
1∑∞

=i ii wlp The entropy of the random variable X is defined as

.log)(
1∑∞

=
−=

i ii ppXH It is well known that the average code word length of

an Huffman code is no smaller than H(X) and is smaller than H(X) + 1 [3, 10].
According to Theorem 1, we easily obtain that:

Lemma 3 The average code word length of an optimal code is no smaller than H(X)
and is smaller than H(X) + 1.
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Lemma 3 plays a crucial role, which establishes existence of optimal codes for
infinite source alphabets. By Theorem 1, we know that: Huffman coding gives a
method for constructing optimal codes for finite source ranges.

Next, for each ,1≥n let Xn be a random variable with a finite range, similar to

truncated Huffman code [8], we define a D-ary truncated optimal code of size n for X
as a D-ary optimal code for Xn.

Proof of Theorem 2: Using a minor modification of Theorem 1 in [8], only
replacing a prefix code with a code in Theorem 1 of [8], we immediately get proof of
Theorem 2.

3 A Case Study

In this section we will apply a coding to data compression. Different rations between
the coding and the Huffman coding are also given.

For example, we encode the following file M: STATUS REPORT ON THE
FIRST ROUND OF THE DEVELOPMENT OF THE ADVANCED ENCRYPTION
STANDARD. According to Table 1, we easily calculate that the average code word
length of the block code is 5 bits/symbol, and that the average code word length of the
Huffman code C2 is 342/87 bits/symbol. Therefore, the encoded file by the block
encoding and the Huffman encoding C2 will take up 87× 5 = 435 bits and 87× 342/87
= 342 bits respectively. By Theorem 1, we can give the optimal coding such as C3 in
Table 1. But the file encoded by C3 will also need 342 bits. Next, in a non-statistical
method, we will encode the file M by a coding different from the Huffman coding.
First, a code is generated as follow: C = {010, 101, 110, 0000, 0001, 0110, 0111,
1001, 1111}. By Table 2, we will easily calculate that the encoded file will take up 92
bits. Clearly, the compression ratio is 435/92 = 4.73:1. However, the compression
ratio of the Huffman coding scheme in Table 1 is 435/342 = 1.27:1. From the choice
of the code C in Table 2, it easily follows that there exist many different coding
schemes with the same compression ratio. Maybe it is one of the most difficult
problems of the above coding how to give the code C in Table 2. Fortunately, an
efficient algorithm generating a code is given. Denote the longest length of code
words in the maximal prefix code C as max_length, the total number of code words in
C as total_code, and the number of code checking as test_code.

Algorithm: Generating a code C
Input:  An alphabet Σ
Output:  A code C.
Step 1: Set C = empty, the number of code words in C, m =

0, and the code checking times, t =0.
Step 2: Repeat following steps 3 through 6 until m > to

tal_code or t > test_code.
Step 3: Randomly generate an integer n as the length of 

word, ≤≤ n1 max_length; t = t + 1.

Step 4: Randomly select a word w of length n from
*Σ .
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Table 1. A Huffman coding for the file M

Letters of the
file M

Probability Huffman code C2 No Huffman
code C3

(space) 13/87 010 101
T 10/87 101 010
E 9/87 110 001
N 7/87 0000 1111
O 7/87 0010 1101
D 6/87 0111 1000
R 6/87 0110 1001
A 4/87 1001 0110
S 4/87 1110 0001
C 3/87 00010 11101
F 3/87 00011 11100
H 3/87 00111 11000
P 3/87 00110 11001
I 2/87 10000 01111
U 2/87 10001 01110
V 2/87 11110 00001
L 1/87 111110 000001
M 1/87 1111110 0000001
Y 1/87 1111111 0000000

Table 2. A coding for the file M

Words of the file M A code C
(space) 000
DEVELOPMENT 001
ENCRYPTION 100
THE 110
STANDARD 011
ADVANCED 0100
STATUS 0101
REPORT 1011
FIRST 1110
FOUND 1111
OF 10100
ON 10101

Step 5: Compare w with each word in C, if there exist 
prefix relations between w and a word in C, then 
go to step 3.  Otherwise continue.

Step 6: C =C + w (add the word w to C), m = m + 1, t = t
+ 1, go to step 3.

In fact, we are able to generate a prefix code efficiently. That is, the following
Theorem 3 is shown. Proof of Theorem 3 is omitted here.
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Theorem 3 Let ∑ be a finite alphabet and n be any positive integer. The above
algorithm must generate a prefix code C containing n code words in polynomial time
of n.

In addition, to break a file [10] encoded by a code is a NP-complete problem.

Theorem 4 Let M’ be the file encoded by a code C and the length of M’ be N. Then M’

is encoded by at most 2N-1 variable length codes instead of block codes.

Proof: Let M’ = Naaaa ...321 , ia ∈∑, i=1, …, N. Suppose that M’ = ...21cc kc

such that { kccc ,...,, 21 } is a possible code. Since the length l(cj ) of cj satisfy 1 ≤ l(cj

) ≤ N, cj (j=1, …, k) are able to choose all the sub-words of the word M’ [1]. Let the

number of the set { kccc ,...,, 21 } satisfying with M’ = ...21cc kc be DN. Then the

number of the set { kccc ,...,, 21 } such that Naaa ...32 = ...21cc kc is DN-1.

Repeating the above discussion, we have that the number of the set { kccc ,...,, 21 }

with Nii aaa ...1+ = ...21cc kc is DN-i. By the choice of cj (j=1, …, k), we easily obtain

that DN = DN-1 + DN-2 +… +DN-(N-1) +1. Therefore, DN = DN-1 + DN-2 +… +DN-(N-1) +1 = … =
2N-2(D1 + 1) = 2N-1. Note that it is easy to verify that D1 = 1 and D2 = 2.

4 Conclusion

One disadvantage [14] of the Huffman coding is that it makes two passes over the
data: one pass to collect frequency counts of the letters in the plaintext message,
followed by the construction of a Huffman tree and transmission of the tree to the
receiver; and a second pass to encode and transmit the letters themselves, based on the
Huffman tree. This causes delay when used for network communication, and in file
compression applications the extra disk accesses can slow down the scheme.
Comparing with the Huffman coding, the coding may not collect frequency counts of
the letters in the file. By the algorithm given in Section 3, we easily generate a code.
This procedure is equivalent to constructing a Huffman code. Secondly, as seen in
Section 3, the block coding is introduced, i.e., constructing suitable coding from the
words of the file into the code words in a code. Usually, the Huffman coding only
consider stream coding, that is, they are the functions from the letters of the file into
the code words in a Huffman code. And the block coding has a better compression
ratio than the stream coding. Thirdly, making use of abundant structure of codes and
Theorem 1, to break a file encoded by an optimal code different from Huffman code
[11] is much more difficult.
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Abstract. This paper presents a fast and robust sprite generation algorithm for
MPEG-4 video coding. Our contributions consist of two aspects. Firstly, a fast
and robust Global Motion Estimation (GME) algorithm is proposed here. Spa-
tial and temporal feature point selection schemes are incorporated into the hier-
archical GME in order to speed up it. Experimental results demonstrate our
method is up to seven times faster than the traditional one in MPEG-4 video
verification model, and meanwhile the accuracy is slightly improved. Secondly,
a sprite generation scheme with some novel techniques is developed. Rough
image segmentation is also introduced for the purpose of image blending in
sprite generation. The proposed algorithm can significantly improve the visual
quality of the generated sprite image and the reconstructed background object
in video coding. Furthermore, the proposed GME and sprite generation algo-
rithms can be used for both frame-based and object-based video coding.
Keywords. video coding, global motion estimation, sprite generation, MPEG-4

1 Introduction

Sprite coding is one of the important components in MPEG-4 video coding, and the
method for effectively compressing sprite image has been included in MPEG-4 video
Verification Model (VM) [1]. However, how to generate sprite images still remains an
open issue. A sprite, also referred to as mosaic [2], is an image composed of pixels
belonging to a video object visible throughout a video sequence. Global Motion Esti-
mation (GME) is the key part of sprite generation, and has attracted the attention of
many researchers in the field of video processing and coding. Consequently, a number
of GME methods have been developed in the past, which can be generally grouped
into two categories: feature matching method [3][4] and gradient descent method
[5][6]. Although each of these methods has its unique advantages and applications,
they share some common features. For example, the hierarchical implementation has
been adopted in most of these methods in order to speed up the GME process.

H.-Y. Shum, M. Liao, and S.-F. Chang (Eds.): PCM 2001, LNCS 2195, pp. 118–125, 2001.
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In this paper, a novel sprite generation technique is presented for video coding. Our
GME algorithm for sprite generation is inspired by the earlier work in [6]. However,
the difference is that the spatial and temporal feature point selection schemes are in-
corporated into the hierarchical GME in order to accelerate it. For video coding, the
good visual quality and high coding efficiency are the fundamental goals, particularly
for static sprite coding because the background object is normally reconstructed by
directly warping the sprite according to MPEG-4 standard. However, few works have
been done besides the global motion estimation in the earlier sprite generation meth-
ods. In this paper, a novel sprite generation scheme is proposed, which can generate
sprite image with much better subjective visual quality. Furthermore, when no auxil-
iary mask information is available, the segmentation technique proposed in [7] is
simplified and adopted in sprite generation, which can not only accelerate the motion
estimation but also improve the visual quality of the generated sprite.

2 Global Motion Estimation

Global motion is normally relative to camera motion such as panning, tilting and
zooming, and can be modeled on the basis of a parametric geometrical model. In this
paper, the camera motion over the whole scene is parameterized by a perspective
transformation as follows.
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Here {m0, m1, …, m7} are the motion parameters. (x, y) and (x', y') are pair of coordi-
nates whose positions are in correspondence between the two estimated images ex-
pressed in different coordinate systems.

A traditional hierarchical algorithm based on gradient descent method is adopted to
estimate global motion parameters in this paper. Moreover, the spatial and temporal
feature points selection schemes are developed and incorporated into the hierarchical
algorithm in order to speed up the motion estimation. Fig. 1 shows the block diagram
of the hierarchical implementation. The spatial and temporal feature point selection
methods are described in the following paragraphs. The other part of implementation
refers to [6].

Spatial Feature Points (SFPs) selection is performed on the image to be estimated
prior to other operations in order to decrease the pixels involving in motion estima-
tion. It is based on the fact that pixels with large gradient values dominantly contribute
to prediction errors rather than those located in smooth areas. The key component of
SFPs selection is to choose those pixels with the largest values in the Hessian image.
The Hessian image H(x, y) is calculated from the input image I(x, y) using equation
(2). Afterwards, the pixels with largest magnitudes in the Hessian image are selected,
which normally correspond to peaks and pits in the image to be estimated.
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The Temporal Feature Points (TFPs) selection is done during the level transition in
the hierarchical GME, which aims at further decreasing the pixels participating in the
calculation of prediction errors. This operation is based on the fact that the pixels with
larger temporal differences contribute more to the total prediction errors. The selec-
tion can be implemented as follows. Firstly, the temporal difference image between
the current and the predicted image is calculated. The predicted image in term of cur-
rent motion estimation has been calculated in the last step of previous GME level.
Therefore the extra cost in time can be neglected. Secondly, the pixels with the largest
absolute magnitudes in the temporal difference image are selected. This operation is
the same as that in SFPs selection. Only those pixels involved in the previous GME
level participate in the current TFPs selection.
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Fig. 1. Block diagram of the hierarchical GME implementation with spatial and temporal fea-
ture point selection
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3 Sprite Generation

The described sprite generation structure bases on that in Appendix D of MPEG-4
Video VM [1]. However, in order to achieve fast and robust sprite generation, some
novel techniques are introduced as shown in Fig. 2. Instead of estimating the global
motion of the current image directly from the previous sprite, the described algorithm
first warps the previous sprite and then calculates the global motion referencing the
warped sprite image. This long-term motion estimation method can greatly decrease
the error accumulations caused by the individual frame. The extra cost in memory is
reasonable because the size of warped sprite is the same as that of current frame.
Static sprite coding is normally used for object-based video coding, however some-
times auxiliary segmentation information is either unavailable or not accurate enough
to mask out all moving objects from the scene. The rough segmentation technique
developed in [7] is incorporated into the proposed sprite generation, which is usually
used in this algorithm when no auxiliary segmentation masks are available.

The main goal of the described algorithm is to rapidly generate the background
sprite with better visual quality. Assume that the video sequence comprises n frames,
Ik, k = 0, 1, …, n-1. The sprite Sk is generated using Ii, i = 0, 1, …, k-1. Pk denotes the
motion parameter estimated at the kth frame. The complete sprite generation algorithm
at the kth frame is described as follows:

1) Divide Ik into reliable, unreliable, and undefined image regions.
2) Estimate global motion parameter Pk between Ik and Sk-1.
3) If no auxiliary segmentation is available, then segment Ik.
4) Warp image Ik towards sprite using Pk.
5) Blending the warped image with Sk-1 to obtain Sk.
There are five modules used for processing each frame in the sprite generation, in-

cluding Image Region Division, Fast and Robust Global Motion Estimation, Image
Segmentation, Image Warping, and Image Blending. Bilinear interpolation is used for
image warping, which is the same as that in MPEG-4 Video VM. Each module of the
described algorithm is discussed in detail.

Motion
Estimation Warping Blending

Warping
Frame

Memory

VOP

Mask

Sprite
Segmentation

Image
Division

Feature Point
Selection

Fig. 2. Block diagram of fast and robust sprite generation
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3.1. Image Region Division

According to the visual part of MPEG-4 standard, static sprite coding is normally used
for object-based video coding. The described algorithm first derives the reliable masks
from the segmentation masks by excluding some pixels along the borders of back-
ground object, as well as the frame borders. The excluded areas are defined as unreli-
able image region; the rest region in background object is defined as reliable image
region. Moreover, the areas marked as foreground objects are defined as undefined
image region. The core technique of image division is how to extract unreliable image
region, which can be implemented by scanning the background object from four direc-
tions, i.e., left to right, top to bottom, right to left, and bottom to end. The sprite image
is correspondingly divided into reliable, unreliable, and undefined regions. Reliable
sprite region has been constructed from reliable image region. Unreliable sprite region
was the visible part of unreliable image region. And undefined sprite region was not
yet visible in previous images. An example of image division is shown in Fig. 3. The
image division can contribute to sprite generation from two aspects. The first is only
reliable region participates in motion estimation, which can not only speed up motion
estimation but also eliminate the effect of foreground objects and frame borders. The
second is that reliable, unreliable, and undefined regions are differently dealt with in
image blending, which can improve the visual quality of generated sprite.

(a) Original segmentation (b) reliability masks (c) warped sprite masks

Fig. 3. Illustration of image division. Light gray: unreliable region, dark gray: reliable region,
and white: undefined region

3.2. Image Segmentation

Segmentation information is necessary for sprite generation and compression. How-
ever, the auxiliary segmentation masks are sometimes unavailable. This paper presents
a rough segmentation algorithm for the purpose of sprite generation, which is based on
our earlier work in [7]. In this paper, segmentation is simplified by using an open
operator with the window size of 9x9 instead of the time-exhausting iterative morpho-
logical operations. Fig. 4 illustrates the block diagram of rough image segmentation.
The proposed algorithm can be described in detail using the following steps:

1) Warp previous sprite Sk-1 using motion parameter Pk to get predicted image S'.
2) Subtract current image Ik from S' to get the absolute difference image D.
3) Filter D using open operator to detect the motion zones.
4) Extract the final segmentation masks by thresholding the filtered image.
The detailed morphological operation can be found in [8]. Although the segmenta-

tion is not accurate, it is enough only for the purpose of eliminating the effect of fore-
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ground objects in background sprite generation. After the rough image segmentation,
the background areas are marked as reliable image region, and the foreground areas
are marked as unreliable image region. The image division results will contribute to
the following image blending module.

–
Warping

Ik
Masks

Sk-1

Morphological
Filtering

Pk Thresholding

Fig. 4. Block diagram of image segmentation

3.3. Image Blending

In the described algorithm, reliable and unreliable image regions contribute differently
to the sprite updating. The pixels located in reliable region are weighted to update the
corresponding sprite pixels. However, for those pixels located in unreliable region, the
corresponding sprite pixels are updated only when they have never been updated by
reliable pixels. Undefined image region has no effect in this process. The proposed
algorithm can produce sprite image with better visual quality due to two reasons.
Firstly, the reliable region ensures that reliable image information contributes more to
sprite updating because reliable region normally corresponds to the background ob-
ject. Secondly, the unreliable region tackles the aperture problem when no reliable
image information is available. The good trade-off between reliable and unreliable
image division provides better visual quality of sprite than simply averaging images.

4 Experimental Results

According to MPEG-4 video coding standard, sprite coding can be classified into two
categories: Global Motion Compensation (GMC) based video coding and static sprite
coding. In order to be compared with MPEG-4 video VM, the proposed technique has
been verified in both situations.

The comparison experiments were performed based on the platform of MPEG ref-
erence software for both frame-based and object-based video coding. Auxiliary seg-
mentation masks came from [9]. No rate control mechanism was applied. Table 1
illustrates the experimental results on the Stefan, coastguard, and foreman sequences
in CIF format (352 x 288), each of which has 10 seconds of video clips at frame rate
of 30Hz. The results demonstrate that our proposed GME algorithm is up to 7 times
faster than that in MPEG-4 VM, and meanwhile the PSNR is also slightly improved.

The same experimental conditions were also used for static sprite generation and
coding. The static sprite was first generated using our proposed method and MPEG-4
VM, respectively. Afterwards, the generated sprite was encoded using MPEG-4 static
sprite coding algorithm. The results shown in Table 2 further verify that our GME
algorithm is faster and more robust. Moreover, the proposed algorithm can signifi-
cantly improve the visual quality of the sprite image and the reconstructed background
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object. As an example, Fig. 5 shows the final sprite images generated from Stefan
sequence using our proposed method. Undoubtedly, the sprite provides much better
visual quality compared with that generated by averagely blending the contributing
images, as shown in Fig. 6. Fig. 7(a) and Fig. 8(b) show the images reconstructed from
the sprites generated from these two methods, respectively.

Table 1. GMC coding results

Sequence BR Algorithms YPSNR UPSNR VPSNR Bits GME time

MPEG-4 VM 28.62 33.79 33.51 5133465 1604Stefan

VO0
500

Proposed 28.62 33.81 33.51 5142881 233

MPEG-4 VM 29.46 37.05 40.91 762133 676Coast G

VO3
75

Proposed 29.47 37.11 40.96 762701 136

MPEG-4 VM 30.61 37.24 38.80 1635109 1660Foreman

VO0
160

Proposed 30.62 37.25 38.82 1644680 294

MPEG-4 VM 28.54 33.71 33.42 5527824 1482Stefan

Rect
540

Proposed 28.54 33.74 33.42 5536516 224

Table 2. Static sprite coding results

Sequence BR Algorithms YPSNR UPSNR VPSNR Bits GME time

MPEG-4 VM 22.50 34.78 34.43 693729 1883Stefan

VO0
68

Proposed 22.69 34.93 34.60 709061 267

MPEG-4 VM 26.29 36.98 41.88 93273 1035Coast G

VO3
10

Proposed 27.22 39.04 42.69 97708 161

MPEG-4 VM 26.88 37.13 39.05 219833 1947Foreman

VO0
21

Proposed 26.93 37.46 40.27 218745 267

MPEG-4 VM 21.97 34.04 33.62 680050 2038Stefan

Rect
70

Proposed 22.66 34.45 34.27 731022 297

Fig. 5. Background sprite of the Stefan sequence generated with our proposed method.

Fig. 6. Background sprite generated with averagely blending images in traditional methods.
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(a) (b)
Fig. 7. Sprite coding results for background object sequence Stefan, frame 190, 70kbit/s. (a)
Proposed method, and (b) MPEG-4 Video VM

5 Conclusions

This paper presents a novel technique for background sprite generation. Our main
contributions lie in two aspects. Firstly, the proposed GME algorithm incorporating
spatial and temporal feature point selection schemes can significantly accelerate the
sprite generation process. Secondly, the proposed sprite generation algorithm with
some novel techniques can produce sprite image with much better subjective visual
quality. In other words, the proposed GME and sprite generation technique can greatly
optimize that in MPEG-4 Video VM.
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Abstract We present a technique to improve the speed of block motion 
estimation using only a subset of pixels from a block to evaluate the distortion 
with minimal loss of coding efficiency. To select such a subset we use a special 
sub-sampling structure, N-queen pattern. The Nqueen pattern can characterize 
the spatial information in the vertical, horizontal and diagonal directions for 
both texture and edge features. In the 4queen case, it has a special property that 
every skipped pixel has the minimal and equal distance of one to the selected 
pixel. Despite of the randomized pattern, our technique has compact data 
storage architecture. Our results show that the pixel decimation of Nqueen 
patterns improves the speed by about N times with small loss in PSNR. The 
loss in PSNR is negligible for slow motion video sequence and has 0.45 dB 
loss in PSNR at worst for high motion video sequence. 

1 Introduction 

Several video coding standards including MPEG-1/2/4 contain block motion 
estimation as the most computational intensive module. Reducing the number of 
operations for block matching can speed up the motion estimation. There are three 
areas to improve the fast motion estimation including the number of search points [I], 
[2], the number of pixels from a block used for matching [3]-[6] and the distortion 
measure [I]. In the MPEG4 reference software, it has provided two fast algorithms to 
reduce the search points [I], [2]. Both approaches have significantly improved the 
speed of the encoder. In this paper, we will focus on pixel decimation to achieve 
firther improvement. 

The pixel decimation can be achieved with either fixed pattern [3], [4] or adaptive 
pattern [5], [6]. As shown in Fig. I(b), Bierling used a uniform 4:l pixel decimation 
structure [3]. Liu and Zaccarin implemented the pixel decimation similar to the 
Bierling's approach with four sub-sampling patterns alternating among search steps so 
that all the pixels in the current block are visited [4]. The pixel decimation can be 
adaptive based on the spatial luminance variation within a frame [5], [6]. Adaptive 
technique can achieve better coding efficiency than that of the uniform subsampling 
schemes [3], [4] at the cost of overhead for deciding which pixel is more 
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(a) full pattern @) quarter pattern (c)  4-queen pattern (d) 8-queen pattern 

Fig. 1. The pixel patterns for decimation: (a) Full pattern with N x  N pixels selected; (b) 
Quarter pattern uses 4: 1 subsampling; (c) 4-Queen pattern is tiled with four idnetical patterns; 
(d) 8-Queen pattern. Figures (c) and (d) are derived from N-Queen approach with N=4 and 
N=8 respectively 

representative. Furthermore, the irregular structure is challenging for hardware 
implementation. 

In this paper, we present a regular and simple lattice for pixel decimation while the 
spatial luminance variation characteristics in all directions are captured. The goal is to 
find a sampling lattice that represents the spatial information in all directions and the 
pixels are distributed uniformly in the spatial domain. The major advantage of quarter 
pattern is its regular structure for pipelined processing and memory accessing. It has 
the disadvantage of having pixels with irregular distances of both 1 and JT. It also 
lacks half of the coverage in the vertical, horizontal and diagonal directions. To 
address the weakness of the quarter pattern, we discovered that the N-queen lattice 
improves the representation since it holds exactly one pixel for each row, column, and 
(not necessarily main) diagonal of a block as illustrated in Fig. 1. Thus, there are 
exactly N pixels for each N x  N  block. Our results will show that the quality is 
maintained about the same for N equals to 4 and 8. 

2 The N-Queen Pixel Decimation 

The idea is to select the most representative pixels based on the texture and edge 
information with the minimal number of pixels. As illustrated in Fig. l(d), an edge can 
have 4 orientations in the horizontal, vertical and diagonal directions. Thus, it requires 
at least one pixel for each row, column, and diagonal of a N x  N block. We realize 
that a solution to satisfy such a constraint is similar to the solution for the problem of 
placing N queens on a chessboard, which is often referred to as N-queen pattern. For a 
N x  N block, as shown in the Fig. 1, every pixel of the N-queen pattern occupies a 
dominant position, which is located at the center. The surrounding pixels that intersect 
with the four lines with vertical, horizontal and diagonal orientations are removed 
from the list of the selected pixels. With such an elimination process, there is exactly 
one pixel selected for row, column, and (not necessarily main) diagonal of the block. 
Thus, the N-queen patterns present a N: 1 subsampling lattice that can provide N times 
of speedup improvement. 
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Layer 1 Layer 2 

Selected Block . Selected Pixel 

Fig. 2. Recursive structure of pixel decimation using various patterns at each layer. 

The Nqueen patterns in Fig. 1 (c) and (d) are not unique. For example, there are 92 
8-queen patterns for a block of size 8x 8.  The issue is to identify which one provides 
a better representation. Fro each of the 92 patterns, we can compute the average 
spatial distance between the skipped pixels and the selected pixels. These 92 average 
distances are distributed between 1.29 and 1.37 pixels. Thus, the variation in average 
distances is only 0.08 pixel. We find that the 92 8-Queen patterns have almost 
identical performance with varying PSNR less than 0.1 dB. 

The N-Queen lattice can also be used recursively to segment a frame into 
hierarchical layers. Each layer consists of k blocks of equal size f x f . As shown in 

Fig. 2, we can select these k blocks using one of the sampling lattices at each layer 
except for Layer n. For each selected block, the same pixel decimation process can be 
applied recursively. A combination of various lattices offers great flexibility in 
performing motion estimation especially when global motion estimation at frame level 
is considered. The N-Queen lattice is applicable for non-square blocks used in H.26L. 

3 Hardware Architecture 

The architecture based on the N-queen lattice consists of three parts: the reshuffling, 
data accessing and pipelined matching modules. In the reshuffling module, we 
rearrange the pixels into smaller buffers for compact storage. Prior to the matching 
process, the starting addresses of the pixels are computed and the associated pointers 
are initialized for different buffers. With the starting addresses, we can overlap and 
pipeline the accessing and matching processes. 

3.1 Compact Storage 

For each N x  N sub-block within a macroblock, the Nqueen subsampling process 
transforms a 2-D N x  N sub-block to a 1-D N pixel in a sequential manner, which is 
desirable for both the software and hardware implementation. To minimize the 
memory access bandwidth, we propose that separate frame memory buffers need to be 
allocated for each of the N locations. As illustrated in Fig. 3, the pixels located at non- 
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overlapping checking points within a frame are put together to the four smaller 
buffers, for example, in which the pixels of the same column are moved into the rows 
of the buffer separately. 

One of the special properties of this storage technique is that a macroblock resides 
in the continuous memory space which is easy to access. If we use a pipelined 
memory access strategy, a shift of one pixel in each frame buffer represents a spatial 
shift in l o g o  pixels in the original frame. Thus, this data storage architecture can 
facilitate a log(1V) search strategy easily. Another interesting observation is that each 
point can be easily accessible sequentially even though the search strategy is 
hierarchical. It basically provides an elegant solution to improve both search strategy 
and memory access. 

TWO approaches are used to store pixels: the row alignment and the column 
alignment. As illustrated in Fig. 3, the row alignment approach compresses pixels 
from the consecutive N columns together into a row and the column alignment 
approach compresses pixels fiom the consecutive N rows into a column. Obviously, 
for each row of the row-aligned buffers, the selected pixels from the same row of the 
original frame buffer are separated by an offset, which is 4 in Fig. 3. For each column 
of the row-aligned buffers, the selected pixels from the same column of the original 
frame are sequentially located. Within the column-aligned buffers, the pixels fiom the 
same row of the original frame buffer are sequentially placed in the corresponding 
rows while the pixels fiom the same column of the original frame buffer are separately 
stored in different columns. 

3.2 Data Access 

In each buffer, the selected pixels can be accessed in two steps: (1) compute the buffer 
indexes; (2) compute the starting addresses of the initial pixels. In the first step, the 
buffer index can be retrieved with a table lookup. The table is predetermined based on 
the specific N-queen patterns. For example, the 4x4 block on the left-top comer in 
Fig. 3 is used to construct such an index table which is defined as: 

1[41[41= {{4,1,2,3), {2,3,4,1), {1,2,3,4), {3,4,1,2l). (1) 

The table index is computed as 

where k = 0, ..., 3 . 
The coordinates (x, y) represent the current locations of the blocks in the current 

frame and the function Q[]a represents the offsets of the selected pixels in the N- 
queen pattern from the position (0,O) of the block with the coordinates (x, y). For 
example, the matrix of the offsets is defined as 
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Fig. 3. The compact storages of the &queen pattern 

In the second step, the starting addresses of the pixels within the indexed buffer T(x, 
y)k are computed as the following. For the rowalignment and column-alignment 
buffers, the addresses are computed as 

and 

respectively. 

3.3 Parallel Block Matching 

Based on our storage architecture, the continuous pixels in a row can be moved in a 
batch fashion from the buffer into a wide register of multiple bytes depending on the 
processor. For example, two registers of 64 bits can store 4 pixels from the current 
and reference blocks. Upon completion of the distortion computation, the reference 
register only needs to access next 64 bits that are located sequentially to implement a 
shift of four pixels in search points. Thus, our data storage structure can easily support 
pipelined memory access. The register with the 4 pixels can be processed in parallel. 
With the sequential nature of the storage, the data retrieval and the matching can be 
overlapped in a pipelined fashion. 

A parallel matching algorithm is used for a group of the pixels within the search 
windows. Assume that the search range is 32x32 and the matching block has the size 
16x16. Assume that several 64-bits or two 32 bits registers are available and each 
pixel is stored in 16 bits. For each operation, 4 pixels at the same row can be matched 
simultaneously. For the row-aligned buffers, the 16 pixels on the first column of the 
buffer can be placed into multiple registers. To process the next check point, the 
contents inside the overlapping 3 registers can be kept and the content of the first 
register is updated from the next 4 pixels in the same column. The same operations 
can be employed for each checking point at each row within the search window. 
Similarly, in the case of the column-aligned buffers, the 16 pixels at the first row of 
the buffer can be placed into multiple registers. When the matching process moves to 
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the next checking points, the contents inside the overlapping 3 registers can be kept 
and the content of the first register is updated from the next 4 pixels at the same row. 
That is, the matching processes used for the column-aligned buffers are identical to 
the processes used for the transpose of the row-aligned buffers. The same operations 
are executed for the four buffers to find the motion vectors. Both the row-aligned 
buffer and the column-aligned buffers have high reusability and no overhead for 
collecting pixels in each step. Thus, either approach is useful to provide a pipelined 
memory access for parallel block matching. 

4 Experimental Results 

In our simulation, we use the MPEG-4 reference software and the distortion measure 
is Mean Absolute Difference (MAD), which is computed for a macroblock of size 
16 x 16 and a search range of size 32 x 32. 

The coding efficiency is analyzed based on the four parameters: sequences, 
sampling patterns, search strategies, and bit rates. We follow the recommended testing 
conditions as prescribed by the MPEG committee [I]. 

As for the sampling patterns, we use four patterns as described in Fig. 1.  The Full 
pattern ('F') selects all of the pixels in the current block. The Quarter pattern ('Q') is 
described in [3]. The 4-Queen ('4') pattern is constructed by tiling multiple small 4- 
Queen patterns for each 16 x 16 macroblock. The 8-Queen ('8') pattern is constructed 
by tiling similar to the 4Queen pattern. Additionally, the two-layers recursive scheme 
('4R') employs the same 4-Queen pattern at both the block layer and pixel layer. 

For the search strategy, we used full search and two other techniques. The two 
approaches were adopted by the MPEG-4 committee which are often referred to as 
Motion Vector Field Adaptive Search Technique (MVFAST) [l] and Predictive 
Motion Vector Field Adaptive Search Technique (PMVFAST) [2]. 

In our table, MVFAST approach is denoted as 'MV' while the PMVFAST 
approach is 'PMV'. In Table 1, the first symbol denotes the search strategy and the 
remaining symbols denote the sampling pattern. For example, the notation 'PMV-8' 
represents the block motion vector estimation using PMVFAST approach and 8-queen 
pixel pattern. The bit rates (BR) are computed in kbps, the frame rates are represented 
in frames per second 'Fps', and the search range is denoted as 'SA'. The column 
'PSNRY' denotes the average PSNR for the luminance. The 'ChkPt' indicates the 
actual number of checking points used. The 'Pixels' means the exact number of pixels 
for each checking point. The final column 'Ratio' is the improvement in speed as 
compared to the Full Search. 

Table 1 demonstrates the performance for different testing conditions. 
Experimental results show that for various bit rates, frame rates, and picture sizes, the 
N-queen patterns has negligible degradation in video quality. For slow motion video 
such as 'Container' the loss in PSNR is less than 0.1 dB. For fast motion video, the 
loss in PSNR is less than 0.45 dB at worst. The 4-Queen pattern is always better than 
the Quarter pattern and the 8-Queen pattern is almost equivalent in PSNR. This is 
because the quarter pattern lacks half of the coverage in the vertical, horizontal and 
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diagonal directions. When the search strategy is Full Search, the video quality is 
degraded more by N-queen patterns. The degradation may come from the fact that the 
no predictive vector is used as the other two approaches [I], [2]. 

It is more advantageous to use the recursive structure '4R' for larger picture size 
such as CCIR6O 1 format. This is because the 1 6 x 1 6 block corresponds to 32 x 32 
block at CCIR-601 resolution. Less spatial luminance variation occurs at larger 
picture size. 

5 Conclusions 

This paper has presented a fast and simple pixel decimation technique using N-queen 
patterns for the block based motion estimation. The advantages are multiple. The first 
obvious advantage is the reduction in computational complexity and memory 
bandwidth by a factor of N. The N-queen lattice is randomized and exhaustive in the 
vertical, horizontal and diagonal directions. Interestingly, such randomized lattice can 
be stored compactly with a sequential pipelined buffer access as demonstrated in this 
paper. Our architecture also facilitates parallel processing. The recursive nature of the 
N-queen sampling lattice has significant implications when the block is expanded to a 
picture for global motion estimation or sprite generation. With improvement in speed 
by a factor of N, our experimental results show no significant degradation in PSNR 
and have consistent performance for extensive tests as recommended by the MPEG 
committee. 
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Table 1. The performance of the four pixel patterns and recursive structure, the three search 
strategies and the various video sequences on different testing conditions. 
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Akhmcl  MPEC4 VTC provides coding efficiency using Ule zerotree enfmpy 
coding (ZTC) to mnovc the statistical lcdundancy among the cafficients 
within each wavelet t m .  To improve the d i n g  etlicimcy of Z C ,  we p r o w  
an MPEG4 compliant perceptual dithering coding (PDC) approach. In the 
ZTC technique. there is a parentshildrm relationship within wch wavelet tree 
while the redundancy amona the sibling nodes of different spatial orientations 
at the same frequenEy levelis not ex&oited. The PDC approach pnntfbs the 
magnitudes of the sibling nodes for each wavelet trse acmrding to the statistical 
distribution of AC coeflicients within the subband at the m e  frequency level 
to achieve more energy compaction. The level of pnurbation of eacb wavelet 
weflicimt is constrained by the noise tolerance lcvclr according to the 
pemption model. For the m e  visual quality. we found that the PDC approach 
achieves bit savings over MPEG-4 VTC by 11-3Wo. 

1 Introduction 

W E G - I  Visual Texture Coding (VTC) is a part of the W E G 4  video specification 
[I]. MPEG-I VTC contains three key elements including Discrete Wavelet Transform 
(DWT), zerotree enkopy coding (ZTC) and adaptive arithmetic wding. The DWT 
decomposes an image into several logarithmically pafiitioned subbands as shown in 
Fig. 1. The subbands wntain several levels of spatial frequency and various 
orientations for details such as texture and edge information. Since the wavelet 
coefficients are spatially localized, the coefficients at the same co-located subbands 
from lower h q u e n c y  level to higher fkquency level can be ananged as a wavelet 
tree. The ZTC is based on the strong correlation behueen the magnimdes of wavelet 
coefficients at different frequency levels while the scanning order can be adapted to 
further improve the cornlation. Thus, the probability of the zem symbols is increased 
for each wavelet tree, which leads to higher wmpmsion.  The ZTC exploits the 
cornlations among levels of the wavelet tree but the correlation among the sibling 
nodes are not wnsidercd. In Fig. 1 we can observe that there is strong cornlation 
among the wavelet coefficients at the sibling nodes. Thus, it is possible to improve the 

H.-Y. Shum, M. Lim, and S.-F. C h a g  (Eds.): PCM 2001, LNCS 2195, pp. 134-141, 2001 
@ Springar-Ver1s.g Berlin Heidelberg 2001 
H.-Y. Shum, M. Liao, and S.-F. Chang (Eds.): PCM 2001, LNCS 2195, pp. 134–141, 2001.
c© Springer-Verlag Berlin Heidelberg 2001



Improved MPEG-4 Visual Texture Coding Using Perceptual Dithering 135 

ffgJ= 6, 6. 

P 
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Flosvclry 

(a) Subban& 
Fig. 1. The logarirhmically puiilioaed subbands d wavelet trees of a 2-D image using the 
D W .  The symbol 8, denotes UK k-th rubband and the symbol LA denotes the k-th level of the 
wavelet cal3cients. 

Fib 2. Flow-chw of en& and demdcr for perecptual dithering coding 

coding efficiency by m o v i n g  the redundancy of each wavelet bee through 
prepmcessing. For example, the edge-based vector quantization (EBVQ) [3] was 
proposed to provide better compression using vector quantization. The EBVQ 
technique requires edge-bad  codebooks and training session before the encoding 
process. It also requim decoder modification. 

To remove the same redundancy while maintaining compatibility with MPEG-4 
decoder, we proposed a peneptual dithering approach [4]. The key innovation is that 
we can use perceptual dithering to q r e sen t  the original image with a visually 
equivalent image by exploiting the redundancy among sibling nodes and exploiting the 
fact that human visual system is l eu  sensitive at the edge areas. 

We develop a new technique to modify the statistical dishibution of the AC 
coefficients such that Ihe entropy is reduced while considering the psychovisual 
effects [ 5 ] ,  [6]. Several images were lested to compare the proposed PDC and MPEG- 
4 WC. Only the luminance component of color images and grayscale images were 
observed. To maintain the same visual quality, o w  results show that the PDC achieved 
bitrate reduction for about 11-300/.. 

2 Perceptual Dithering Coding 

The encoder of the MPEG-4 W C  includes four basic modules: DWT, quantization 
praxss, ZTC and arithmetic coding. The DWT coefficients arc grouped into DC 
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band and AC bands acwrding to fnqumcy levels and spatial orientations. The DWT 
decomposes an image into three orientations: horizontal, vertical and diagonal 
directions. The DC band is coded separately from the AC bands. AAer quantization. 
the DC band is DPCM encoded and the AC bands arc encoded by ZTC and arithmetic 
code. 

Fig. 1 (a) shows a logarithmically scaled D W  subbands and Fig. 1 @) shows an 
instance of the wavelet decomposition that includes 7 subbands. T h m  are similar 
patterns for the AC subbands which prompt the existence of the crossband wmlation. 

The wmlations can be classified as the statistical interband wmlation and the 
perceptual interband wrrelation. The statistical interband correlation tends to be low 
because of the DWTs decomlation property. However, the perceptual interband 
correlation can be exploited for more coding gain [4]. Through a perceptual dithering 
technique, the reconstructed picture quality is perceptually identical to the original 
image. 

2.2 Perceptual Model 

Tbe block diagram of the proposed PDC is shown in Fig. 2. In addition to the modules 
of the MPEG-4 WC, the PDC adds the two more modules including the psychovisual 
model and the perceptual dithering. 

For each wavelet coefficient, the perceptual model is constructed based on the 
visibility threshold, which is referred to as the pixel perceptual tolerable enor (PPTE). 
The derivation of the PFTE, follows the approach as described in [S], which is based 
on both the background luminance perceptibility and the spatial masking effects. 

Let the original image be the subband image at level - I .  The full-band JND profile 
(JNDIs)  is initially assigned as the PFTE for the subband image at level - I .  For a 

gray-level still image with size H x W . 
PPIEo, - ,(m.n) = Jh'D (m.n)./w 0 S m S H-1. 0 5 n 5 W-I . P (1) 

For the octave ~pmmta t ion  with L levels, the PPTE,,(rn.n) at pasition (m,n) of 

the 9-th subband at level I is generated from the previous level in the following form: 

- 
for q=0 ..., 3, 1=0 ,... L I , O S m < & .  and OSm<&.  wq, is the perceptual 

weight of the q-th subband at level I. The perceptual weights [q have been assigned as 
the inverse of the normalized spatial-fnquency sensitivity of the human eyes to spatial . ~ 

fhqumeia in the q-th subband at frequency level I ac&rding to the MTF response 
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Thus. the PPTE of eaeh wavelet cafficimt is adapted for the pmeptually 
transpamt coding of image. Assuming the transparent coding is not achievable for 
some applications requiring low bandwidth, some coding approach involving with 
minimally noticeable distortion (MND) would be required. For the low bit rate coding 
with minimally visible distortion, the visibility threshold of the minimally noticeable 
distortion is quantified as a multiple of the PPTE with the approaches in [S]. 

2 3  Pempludly  Dltherlng 

The dithering process moves the energy of the wavelet coefficients horn the sibling 
subbands into a specific subband at the same frequency level. As shown in Fig. 3, the 
energy is concentrated by moving the wavelet coefficimts toward the target vector 
V, which is the eigenvector with the maximum eigenvalue for the wavelet subbands 
at the particular frequency level. Obviously, most of the energy spread over the 
wavelet coefficimts within the sibling subbands at the same frequency level will be 
concentrated at less wavelet coeflicients. However, the energy movement process is 
controlled by the associated visibility thmhold to keep the noiw imperceptible. Thus. 
the perceptual dithering can compact the energy of the sibling subbands into the 
specified subband at the same frequency level without varying the perceptual fidelity. 

As shown in [4], the dithering process consists of three phases. First, the 
autoeomlation matrix for the subband images is calculated. Second, the target vector 
V, is evaluated. Third, each subband vector S(m,n) is rotated to the vector nearest to 
the eigenvector Vmar with a rotation quantity consmined by the rectangular box. The 
third phase involves the derivation of the desired vector, which depends upon the 
relative location between the box and the eigenvector. Trivially, as the eigcnvector 
penenales the box, the desired vector is identical to the eigenvector. As the 
eignevector does not penetrate the box, the desired vector is derived through the 
following steps. 
I). Evaluate the first wordinate using the equations that describe the box surfaces. 
2). Project the vecton S(m,n) and V,  onto the surface from step 1 and nduce the 

problem to two-dimension. 
3). In the projected plane, evaluate the remaining coordinates using the two projected 

vectors and the equations indicating the box boundaries. 
Note that the energy of the vector S(m.n) is conserved even though the vector was 

dithered. The energy is compacted with this dithering process so that the entropy is 
minimized. Assume that the vector S of the original coefficients is dithered and 
subsequently deconelated into the vector S,, , for which the autocorrelation mabix is 

diagonalized. Under the same distotion that D(8) = D(Bs) = D(OSA). the bit saving 

per coefficient theoretically achievable can be computed as 
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Pig. 3. Graphical illustratioa of the dithering along (hc cigenvec(or with muimurn eigenvalue 
[4]. Whm H. V. and D dcnatc the spatial orientations respectively. Vmm is the target axis for 
energy wmpstion form the ariginal vector S(m.n) to Lhe dithered vector S'(m.n). The box 
constrains ihc amplitude thc vector S(rn.n) allowable to bc changcd without thc pcrcciving 
of ihc distortion. 

where a: is the diagonal element of the autocomlation matrix for S and .Ik is the 

diagonal element of the autocomlation matrix for SA . 
Thus, for the same visual quality, the PDC reduced the bibate with more energy 

compaction across the sibling nodes of every wavelet me in the image. 

2.4 Qumtb t ion  Constraints 

To v e n t  the coding distottion horn being visible. the PM3 should cope with the 
errors due to the quantization and the percephlal dithering processes. Let 
S=[S,  ,..., s,]' be the vector of the wavelet coefficients and .? be a scalar 
quantization vmion of S . For each n E Z , the quantized coefficienrr are either 

for any set of positive, finite quantization step sizes A, , i =  I, .... k . The first 
quantization type in Eq. (I) is adopted by the MPEG-4 VTC. Thus. the quantized 
noise by the VTC is at most half of the quantization step size. Since the total noise 
comes from both the quantization and the dithering processes. Thus, the impact of the 
quantization noise on the monstructed quality should be considered in computing the 
practical thmshold. Jn order to maintain identical fidelity, the threshold for perceptual 
dithering is equivalent to the difference between the PPTE and the weighted value of 
the maximum quantization noise. The effect of the rounding errors should be included 
when integer representation is adopted for wavelet coefficients Thus, the magnitude 
of each coefficient is only allowed to be modified within the following threshold 
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Table I.  The pnformance of PDC over M P E W  WC with variour qmatiution step&% ( A  ) 
and diff't weighls (a ) of quanlization dislolrion for ihe images. Akiyo and Lmp. 

where the d-,* equals to 1.0 here. The weighting value a indicates the 

pemntage of the permissible quantization noise for modifying a coefficient to move 
energy around while keeping the degradation imperceptible. 

3 Experimental Results 

Bath the PDC and the MPEG4 W C  arc tested. Table I shows the rate-distortion 
performance of the PM: and the MPEG-4 PDC techniques. To assess the visual 
quality of the reconstructed images and to evaluate the coding efficiency of the 
proposed PDC, a quality measure b d  on human v~sual system is used instead of the 
m ~ c a l  a a k  simal-to-nose ratio IPSNR). Thus. a fideliw measure is used to auanhfv .. . - 
the subjective quality of the reconstructed image. The subjective evaluation is 
processed in the wavelet domain, which can be converted to be the quality assessment 
in the spatial domain as in [S]. The new criterion, named as peak singal-to-perceptual- 
noise for subbands (PSPNRsub), is defined as 
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where dqJ(m,n) = S,J(m,n)-SiJ(m.n) is the d i n g  error and the 

eiJ(m,n) =IdqJ(m,nl- PPT%,(m,n) indicates the amount of the perceptible m r .  

In our simulation using the MPEG4 WC with PDC, the reconstructed images an 
pa~ephrally lossleru, which was confirmed by evaluating the quality of each 
mnshuc ted  image with the criterion in Eq. (6) and the subjective wmparison on 
computer s c m .  Moreover, the DWT employed the default filter, as  defined in the 
MPEG-l W C ,  with the filter length (9,3) and in integer type. The MPEG Single 
Quantization scheme [I] was used for all of the simulations. 

The notation 'MPEG4' indicates the performance of the MPEG4 VTC while the 
'PDC' indicates the performance of P X .  The performance of the proposed PDC will 
be analyzed based on factors including the quantimion step sizes, the weights of the 
quantization distortion. We used several grayscnle images and color images in YUV 
format for testing. For the color images, only the luminance component CY) was 
pmfeJxd by the PDC. This paper illustrated only the results for the images in CIF 
(352x288) and YUV format, named as Akiyo. The result of the image with the size 
512x512 and in grayscale format, named as Lma, was illustrated in Figure 4. For 
visually hansparent coding of an image, a finer quantizer is used that the PDC 
achieved the bit savings about 11-30% on the average. For a coarse quantizer, the 
gain on the average arc about 1-6% in bit reduction. As the quantization stepsize is 
increased. the coding gain is reduced since most of the AC coefficients, which have 
the energy smaller than the quantization scale, arc zeroed out through quantization. In 
Table I we demonstrate the influences of the weighting values on the performance of 
the PDC. The difference of the coding gains with d i f f m t  weights indicates that an 
optimal weighting can be used to impmve the coding efliciency of the proposed PDC. 

4 Coaelusioas 

This paper has presented a pmxppmeprual dithering coding (PDC) technique to impmve 
the MPEG-4 W C  for images with hansparent quality. The performance of the PDC is 
analyzed with hvo facton: the quantization step sizes and the weighting of the 
quantization distortion. The PDC achieves more coding efficiency due to the removal 
of the statistical redundancy and the perceptual redundancy that exists among wavelet 
coefficients. The coding gain is less at lower bitrates due to coarse quantization. We 
present an MPEG4 compatible pprocessing approach that achieves significant 
improvements on coding efficiency by exploiting the perceptual wrielation between 
the sibling subband nodes within the zero tree at the same hrquency level for d i n g  
of images with transparent visual quality. 
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Flg. 4. The manstructions of the image with the size 51 2x51 2 and in grayscale l o m t  ~ m e d  
as Lena, through MPEG4 VTC and (he perceptual dithering coding. The quantization slep 
size (A ) used is 2 and the lwo weighting values (a) arc used for perceptually dithering. 
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Abstract. To prevent the loss of the information embedded in the generated 
variable bit rate data that is transmitted over a constant bit rate channel, several 
methods were proposed in MPEG TMN5, H.263+ TMN5, and TMN8.  In these 
methods, the quantity of coded data is controlled by adjusting the coding 
parameters according to the amount of data remaining in the buffer.  Because 
this control is based on the past coded information and does not reflect the 
nature of the image being coded, there is no assurance that sufficient image 
quality will be obtained.  In this paper, we present a Smooth Pursuit Eye 
Movement (SPEM) coding scheme to control the generated variable bit rate 
data over a constant bit rate channel for non real-time video applications and 
show the improvements over the encoding using the TMN H263+ codec.  This 
can be considered as a method to control the bit rate in accordance with the 
characteristics of human visual perception using the combination of 
feedforward control, feed-backward control, and model-based approaches. 

1 Introduction 

Rate control is an essential part of most video encoders.  Most video standards do not 
specify how to control the bit rate, the exact rate control of the encoder is generally 
left open to user specification.  Ideally, the encoder should balance the quality of the 
decoded images with the channel capacity.  This challenge is compounded by the fact 
that video sequences contain widely varying content and motion.  The bit-rate control 
problem can be formulated as follows: given the desired bit-rate and the video 
sequences with a certain complexity, how do we efficiently encode the video 
sequences to achieve the highest quality (objective or subjective) of the encoded 
video.  The problem of optimal bit allocation has been researched extensively in the 
literature.  It remains a very active area of research in visual communication.  

In this paper, we take into account the dependency of the frames in a video 
sequence and macroblocks within each frame together with video quality measures 
based on human visual perception.  We also employ a rate-distortion framework and 
model-based approach to formalize the problem of optimizing the encoder operation 
on a macroblock by macroblock basis within each frame of a video sequence.  In 
addition the combination of both feedforward [1] and feedbackward [4] bit rate 
control will be used to solve this optimization problem. 
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This paper is organized as follows.  In section 2, we provide a Lagrangian-based 
solution for an arbitrary set of quantizers.  We also present constraints imposed by the 
encoder and decoder buffers on both the encoded and transmitted bit rates in order to 
prevent the decoder buffer from overflowing or underflowing.  In addition, we 
examine how channel constraints can further restrict the encoded and transmitted bit 
rates.  In section 3, we propose our rate control for both frame and macroblock based 
on human visual perception.  We apply rate distortion to the encoder operation using 
lagrange method and model-based approach on macroblock basis within each frame 
of a video sequence.  The Simulation results are presented in section 4.  Finally, 
section 5 provides a summary, and concludes the paper with our future works. 

2 Optimization Solution and Buffer Analysis 

In section 2.1, we show how rate distortion formulation is applicable to our proposed 
rate control at macroblock layer, and give a solution based on Lagrange multipliers. 

2.1 Lagrangian-Based Solution 

The classical rate distortion optimal bit allocation problem consists of minimizing the 
average distortion D of a collection of signal elements subject to a total bit rate 
constraint Rc.  Let’s denote rk(qk), dk(qk), and qk be the rate, distortion and quantizer of 
the kth macroblock in a picture.  The quantization parameters for coding M 
macroblocks consist of a quantization state vector ),....,( 21 kqqqQ = .  If the number of 

target bits RT is given to a picture, then the optimal rate control is finding the state 

vector Q , which minimizes the overall distortion.  

=
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The constrained problem can be solved using Lagrange unconstraint problem:  
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) is the Lagrange cost 

function for the kth macroblock and 
*
kq  is the optimal QP which minimizes J

k
(q

k
) associated 

with the optimal Lagrange multiplier 
*λ .  Let Q be a set of allowed QPs.  In the H263+ [3] 

video coding, the set Q consists of positive integer from 1 to 31 and *Q  is the set 
*
kq ∈ Q.  

2.2 Buffer Analysis 

In this section, we present the relationship between encoder and decoder buffers.  
Unless the instantaneous coding rate is constant, the encoder buffer is needed to 
smooth the variable output rate and provide a constant rate output. 
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We define Re(t), Rc(t), and Rd(t) to be the number of bits output by the encoder, 
channel bit rate, and decoder at time t respectively.  Be(t), Bd(t) are the instantaneous 

buffer fullness of the encoder and decoder.  max
eB , max

dB  are the maximum size of the 

encoder and decoder buffers.  The delay from the encoder buffer input to the decoder 
buffer output, exclusive of channel delay, is L seconds.  Next we present the 
conditions necessary to guarantee that the buffers at the video encoder and decoder do 

not underflow or overflow.  Given max
eB , the encoder buffer never overflows if: 

max)(0 ee BtB ≤≤ (2.2.1)

If underflow or overflow never occurs then the encoder buffer fullness Be(t) is given: 

τττ dRRtB c

t

ee )]()([)(
0

−=
(2.2.2)

To ensure that the decoder buffer never underflows or overflows, the buffer fullness 
of the decoder must satisfy the following equation:  

max)(0 dd BtB ≤≤ (2.2.3)

If underflow or overflow never occurs in either the encoder or decoder buffers, then 
the decoder buffer fullness Bd(t) is given by:  
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(2.2.4)

Next we discretize all equations using uncoded frame period and we obtain the 
following expressions for the buffer constraint, the number of bits per coded frame 
for a given channel rate and the channel rate constraint: 

LRBBBBB d
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ed
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e RBBRRB +−≥≥+ −− max11 (2.2.7)

Where i
eR  is the number of bits generated by the encoder and i

dB  is the decoder 

buffer fullness at frame i, i
eB  is the encoder buffer fullness after encoding frame i,

0
dB  is the initial fullness of the decoder buffer, R is the constant channel rate.  The 

encoder buffer overflow and underflow can be prevented by constraining either the 
encoder bit rate per frame period as depicted by equation (2.2.6) or the transmitted bit 
rate per frame period as indicated by equation (2.2.7).  From (2.2.5), if we choose 



SPEM Rate Control      145 

LRBe =max  to ensure encoder buffer never overflows then the decoder buffer will 

never underflow.  The decoder is much faster than the channel rate, therefore to 
prevent the decoder buffer overflow, the decoder buffer size can be chosen solely to 
ensure that it can handle the initial buffer fullness plus the number of bits for one 
frame (e.g. . LRBd =max ).

In summary, for CBR channel, to ensure the decoder buffer does not overflow or 
underflow, simply ensure the encoder buffer does not underflow or overflow.  

Next we will discuss the choice of the delay L and show the relationship between 
the delay and the variable bit rate of the encoder.  The encoder buffer fullness is given 

LRBiRRB e

i

j

i
e

i
e =≤−=

=

max

1

(2.2.8)

Equation (2.2.8) indicates the trade-off between the necessary decoder delay and the 
variability in the number of encoded bits per frame.  Because a variable number of 
bits per frame can provide better image quality, therefore equation (2.2.8) also 
indicates the trade-off between the allowable decoder delay and the image quality.  

In the next section, we explain and present our proposed video encoding methods 
with the constraints derived in this section.  

3 Proposed Rate Control Method 

One aspect of human visual perception we have considered in our rate control method 
is motion tracking ability without loss of spatial resolution, which is called Smooth 
Pursuit Eye Movement (SPEM) [2].  If the target is moving, our eyes can compensate 
this motion by SPEMs.  The maximum velocity of SPEMs is about 18 to 27 
pixels/frame under CCIR-500 [5] test conditions and image height of about 20 cm. 
Since a human observer is the end user of most video information, a video quality 
measure should be based on human visual perception for video quality prediction. 

In the following sections, we propose non-real-time method to control the bit rate 
in accordance with human visual perception to improve the visual quality of an 
encoded video sequence over a constant bit rate channel using the combination of 
feed forward and backward control and model-based approach.  

3.1 Rate Control at Frame-Layer 

Figures 3.1.1 shows the functional block diagram of the proposed bit rate control.  In 
the proposed control bit rate, two blocks are added to the feedforward path and 
feedbackward path of the encoder.  The motion analysis block is used to analyze the 
motion activities of the video sequence.  The SPEM Q modifier block uses the motion 
information provided by Motion Analysis block together with human visual 
perception to modify the quantization step size of each frame in the video sequence.  
Thus, the base value of quantization step size for each frame will be calculated 
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according to the line buffer occupancy.  Then, based on the motion activity of each 
frame, the quantization step sizes of the frame will be modified.  

Each frame in a video sequence can be categorized into one of 3 motion activity 
frame types (High, medium, low) depending on the total number moving vectors of 
the macroblocks in the frame.  The ratio of moving blocks to coded blocks is also 
used to detect scenes where moving blocks dominate in coded blocks.  After 
classifying motion activity frame type for a frame in the video sequence, quantization 
step sizes are modified for that frame.  Let ∆Q = Qpredict - Qprevious be the feedback 
control value for the quantization step size from the previous frame to the present 
frame.  To achieve a constant channel rate and satisfy the constraint of the buffer 
fullness, the quantization step size of the current frame has to be increased or 
decreased from the previous frame to adjust the number of bits that will be generated.  
Based on the human visual perception property SPEM, the current quantization 
should be calculated as Qcurrent = Qprevious + α*∆Q,. the coefficient α is adjusted 
depending on the quantization step size in the previous frame.  Table 3.1.1.1 
summarized the detail how and when to modify the quantization step sizes based on 
the motion activity.  In addition the proposed bit rate control will allocate more bits to 
those periods of high coding rate.  This is because we consider the periods of high 
coding are the important periods that include the parts that the data wishes to convey, 
and so allocates more bits to those periods with high motion activity.  Figure 3.1.2 

shows the flow chart of the proposed rate control. BpRBp i
e 2
.

1 ≤≤  expression is used 

to calculate the quantization for each frame, Where B is the buffer size and 21 /1 pp =

with 01 ≥p  and 02 ≥p .  The Bp1  and Bp2  are established to guard against bit rate 

undershoot and overshoot, respectively, from the desired channel bit rate.  The values 
of p1 and p2 vary from low coding rate to high coding rate periods.  This allows more 
bits be allocated to the high coding rate period.  

3.2 Rate Control at Macroblock Layer 

After each frame quantization is determined, then we apply rate distortion to the 
encoder operation on a macroblock basis within each frame of a video sequence.  
Next, we will use the Lagrange method and model-based approach with human visual 
perception to minimize the overall distortion incurred in coding one frame with a 
constraint that the overall bits do not exceed a given number of bits for that frame. 

The bit count of macroblock for the low bit rate case can be approximated by:  

]),([),(
2

2
2 CMMF

Q
KAQB ii += σσ

(3.2.1)

A is the number of pixels in a macroblock; K based on the statistics of the specific 
frame during encoding; σi is the variance of the ith macroblock; Mi is the motion 
activity of the ith macroblock; M is average motion activity of all macroblocks within 
a frame; F(Mi,M) is a function of Mi and M; C is the average rate (in bits/pixel) to 
encode the motion vectors and the coder’s header and syntax for the frame.  The goal 
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is to find an expression for the quantization parameters **
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*
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the distortion: 
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where N is the number of macroblocks in a frame, αi is the distortion weight of the ith 
macroblock, and B is total number of bits for a given frame.  Using Lagrange theory, 
the unconstrained problem can be expressed as follows: 
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Replace Bi in eq. 3.2.3 by eq. 3.2.1 
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By equating the partial derivatives of the right hand side to zero of equation 3.2.4, we 
obtain the following expression: 
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Figure 3.2.1 is the flow chart for our proposed bit allocation algorithm in the 
macroblock level.  First, we compute the variance and motion activity of the 
macroblock.  Next the quantizer for the ith macroblock will be computed..  Finally 
compute the model parameters for the ith macroblock and these parameters will be 
used to encode the next frame. 

4 Simulation Results 

In this section, simulations and subjective assessment are performed in order to 
confirm the effectiveness of our proposed scheme.  Several QCIF sequences are used 
to test the proposed methods.  Due to the space limitation, the only simulation results 
of the concatenated video sequence of the well-known Suzie and Miss America (Sm) 
video sequences will be presented in the paper.  The other simulation results of the 
video sequences, which are captured from the movies, will not be included in this 
paper.  We use Telnor’s H263 codec (version 3.0) to test the proposed rate control 
methods.  The subjective assessment is carried out under the following viewing 
conditions: The distance between a viewer and a display L = 20 in. and image size = 
QCIF.  Ten Viewers (5 women and 5 men); Frame rate: 25 frames/sec; Bit rate: 
64kbits/s and 32kbits/s.  

The Simulation results indicate that our method achieves a bit rate closer to the 
target rate than H263 TMN (e.g. SPEM=64.17 and 32.10 Kbits/s, TMN=64.37 and 
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32.23 Kbits/s for 64 and 32 Kbit/s target rates).  Also, the average PSNR of the 
encoded video sequence is higher than (or the virtually the same as) the average 
PSNR of the encoded sequence using H263 TMN (e.g. SPEM P+I frames 
PSNR=36.75, 35.94, TMN=36.25, 35.1; SPEM P frames PSNR=37.91, 35.49, 
TMN=37.93, 35.63).  This indicates that re-allocating the bits within a video 
sequence by our proposed method improves the average PSNR of the video 
sequence.  Fig. 4.1 includes the following items from top to bottom: PSNR 
luminance plot (64kbits/s); 2 encoded images (left with TMN right with SPEM);  
PSNR luminance plot (32kbits/s); 2 encoded images;  Sum of motion vector. 

For the subjective evaluations, more than 50% of the evaluators concluded that the 
video quality encoded by TMN is less than or equal to the video encoded by the 
SPEM.  For Sm sequence 9 out of 10 said that the TMN encoded sequence quality is 
less than the encoded sequence using SPEM and one said that they are the same. 

Overall, the simulation results indicate that the quality rating of a video sequence is 
strongly influenced by what the users see in the last several images of the sequence.  
If the last several images are of good quality, then the rating of the sequence tends to 
be high and vice versa.  Also the quality rating of a video sequence is strongly 
influenced by what the users see in the high motion activity images. 

5 Summary and Conclusion 

The simulation results and subjective assessment indicate that our proposed rate 
control scheme encodes the video sequences with better PSNR and improves the 
subjective quality of the encoded video sequences..  The proposed method is effective 
when the variation in coding rate is large.  Considering that video material usually 
consists of low-coding rate scenes in which the camera is fixed and subject movement 
is slight and high-coding rate scenes in which either the camera is moving or subject 
movement is large, the proposed method is expected to be effective in most cases.  

Work to be done in the near future includes: 1) SPEM Online rate control.  2) The 
combination of SPEM for the frame level and Lagrange in the macroblock level 
without model-based.  3) Automatic setting of the thresholds for separating the video 
periods and automatic setting of thresholds for motion activity frame types.  

6 References 

1 A. Y. Lan, A. G. Nguyen, and J. N. Hwang, “Scene Context Dependent Reference-Frame 
Placement for MPEG Video Coding,” IEEE Transactions on Circuits and Systems for 
Video Technology, Vol. 9, No. 3, April 1999.  

2 D. A. Robinson, “The Mechanics of Human Smooth Pursuit Eye Movement,” The Journal 
of Physiology, Vol 180, No. 3, October 1965.  

3 ITU Recommendation H263, “Video coding for low bit rate communication”.  
4 U-T/SG-15, Video codec test model, TM5, Jan. 1995 and TM8, Jan. 1997.  
5 “Method for the subjective quality assessment of TV pictures,” CCIR Rec. 500-2, 1982 



SPEM Rate Control      149 

Motion

Buffer
Motion < T l Motion >  T h

Full

Not full

Less bit Less bit

Less bit Less bit

Tl < Motion < T h

More bit

Keep the same

Fig. 3.2.1 – Flowchart of rate control at macroblock layer

Fig. 4.1 – Sim. results for Sm

Start

frames_left > 0 YesNo

End

Yes

Yes

bits > buf_rest_pic

?

bits < buf_rest_pic

Table 3.1.1.1

No

new QP = QP

buf_rest_pic = buf_rest

frames_left

*

new QP = QP

buf_rest = seconds B - buf*

?

P1i

* P2i

No

Fig. 3.1.2 – Flow chart of the method 2 rate control
Buf = Total bits used up to the current frame; Bits = Bits
used for the current frame; Frame_left = # frame left; QP
= Current quantization; B = target rate; Seconds = Total
time to encode the sequence; i = high, medium, low

Fig. 3.1.1 – The proposed Encoder

Table 3.1.1 – Quantization mod. process
for the proposed method

Start

First Frame?

K1 = Kprev
C1 = Cprev

K = K1 = 0.5
C = C1 = 0
QPprev = 10

DQUANT = QP - QPprev > 2 ?

)1(),1(,
M

M
and

M

M i
ii

i
i ++ σασ

Compute

=

+
+−

=
N

i

i
ii

i
i

i
i M

M

M

M
CANB

AK
Q

Compute

1

* )1(
)1()(

σα
α

σ

DQUANT = 2

DQUANT = - 2DQUANT = QP - QPprev < - 2 ?

Encode macroblock with
QP and set QPprev = QP

{ }31,...,2,1
2

*

∈= iQ
QP

A

BB
C

M

M
A

QP
BK

iCLi

i
iCL

,,

2

2

,,

)1(

)2(

−
=

+
=

∧

∧

σ

Last macroblock ?
Code the next

frame

Yes

Yes

Yes

No

No

No

Yes

No

Coder Buffer

Q Controller

Video Signal

Q

SPEM Q
Modifier

Bit Stream

Motion Analysis



A Real-Time Large Vocabulary Continuous 
Recognition System for Chinese Sign Language 

Chunli Wang ' Wen GAO ' Zhaoguo xuan4 

1 Department of Computer, Dalian University of Technology, Dalian 1 16023, China 
chlwang@ict.ac.cn 

2 Institute of Computing Technology, Chinese Academy of Science, Beijing 100080, China 
wgao@ict.ac.cn 

3 Department of Computer Science, Harbin Institute of Technology, 15000 1, China 
4 Department of Management, Dalian University of Technology, Dalian 1 16023, China 

xuan-zg@263.net 

Abstract In this paper, a real-time system designed for recognizing 
continuous Chinese Sign Language (CSL) sentences with a 4800 sign 
vocabulary is presented. The raw data are collected from two CyberGlove and a 
3-D tracker. The worked data are presented as input to Hidden Markov Models 
(HMMs) for recognition. To improve recognition performance, some useful 
new ideas are proposed in design and implementation, including states tying, 
still frame detecting and fast search algorithm. Experiments were carried out, 
and for real-time continuous sign recognition, the correct rate is over 90%. 

1 Introduction 

Hand gesture recognition that can contribute to a natural man-machine interface is 
still a challenging problem. Closely related to the field of gesture recognition is that of 
sign language recognition. Sign language is one of the most natural means of 
exchanging information for the hearing impaired. It is a kind of visual language via 
hand and arm movements accompanying facial expression and lip motion. The facial 
expression and lip motion are less important than hand gestures in sign language, but 
they may help to understand some signs. The aim of sign language recognition is to 
provide an efficient and accurate mechanism to translate sign language into text or 
speech. 

Attempts to automatically recognize sign language began to appear at the end of 
80's. Charaphayan and Marble [I]  investigated a way using image processing to 
understand American Sign Language (ASL). This system can recognize correctly 27 
of the 3 1 ASL symbols. Starner[2] reported a correct rate for 40 signs achieved 9 1.3% 
based on the image. The signers wear color gloves. By imposing a strict grammar on 
this system, the accuracy rates in excess of 99% were possible with real-time 
performance. Fels and Hinton[3][4] developed a system using a VPL DataGlove 
Mark I1 with a Polhemus tracker attached for position and orientation tracking as 
input devices. The neural network was employed for classifying hand gestures. 

H.-Y. Shum, M. Liao, and S.-F. Chang (Eds.): PCM 2001, LNCS 2195, pp. 150-157, 2001. 
@ Springer-Verlag Berlin Heidelberg 2001 
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Abstract. This paper discuses object modeling, coding, and transmis- 
sion for multimedia communications in the desktop environment. To re- 
duce video quality degradation caused by coding distortion and net- 
working errors. we consider the compression and transmission of multi- . 
media signals in a joint fachion. First, a three-level signal representation 
model is develooed to connect 3-D manhics with video oixel information - .  
through 2-D object shapes. Second, nonrigid facial motion is modeled 
and is used to synthesize video image. Third, the video coding rates are 
adapted based on feedback of the network states and receivers. 

1 Introduction 

Data compression and data transmission are two key components in multimedia 
communications [I]. Data compression aims to achieve the best tradeoff between 
coding quality and bit rate, while data transmission concerns network protocols 
and their performance evaluation. Among the quality of service parameters. 
delay and packet loss are two major issues in real-world communications. 

In this paper, we report object modeling, coding, and transmission for mul- 
timedia communications. The key strategy in this system is to model a priori 
knowledge of a vidm sequence so that the data ncedcd for representing the 
object can be minimized. In particular, in video conferencing or video phone 
applications, the video frame usually contains a person. How should a priori 
information about the person be modeled? The first step is to build a 3-D hu- 
man head-and-shoulder graphics model to describe the human object geometry. 
Among volume, surface, and polygonal representations, we choose a polygonal 
surface representation because of its rendering efficiency. This representation can 
be obtained by using a laser scanner type of data acquisition and processing sys- 
tem. To avoid cracks in the rendered images due to non-planar facets when the 
post-transformation model is projected back onto the display plane, we adopt a 
modified version of the 3-D model CANDIDE [2], which uses 160 vertices to form 
a triangular mesh. Because all faccts are triangular, the three vertices always 
lie on a plane, even after transformation and numerical mundoff. Once the 3-D 
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Fig. 1. Three-level signal representation 
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geometry is available, we manually adjust the generic 3-D head-and-shoulder 
model and map it to  the neutral facial expression. 

During the coding process, the encoder codes a texture kame with the neu- 
tral facial expression, extracts, and codes P D  object structure and motion in 
contrmt to encoding 2-D displacement vectors of image intensities. Our decoder 
extracts parameter set (texture, shape, and motion), synthesizes video using 3-D 
graphics models, and evaluates the synthesized video quality. The main challenge 
is to extract the motion from the video sequence. Global motion corresponds to 
head rnwemcnt, while local nonrigid motion accounts for deformations of facial 
expressions. We focus on modeling and extracting facial nonrigid motion. 

For video transmission, the TCP/IP protocol stack is used. TCP (sans- 
mission Control Protocol) is slow and reliable. UDP (User Datagram Protocol) 
provides faster transmission, but its packets may get lost during routing, may 
arrive too late, or may he dropped due to buffer overflow. To reduce quality 
degradation when using UDP. we prototype an application content-level proto- 
col that feeds the information of the network states and rcceiver capability back 
to the encoder to control coding rate. 

2 Modeling 

Video Image 
Intensity 

The only information directly available in the input video is the pixel intensities 
captured by a video camera. It is thus difficult to extract 3-D information from 
the pixel intensities. The object depth information is lost during video capture 
and the reverse process of extracting depth from intensity is ill-posed. Thus, we 
proceed by building higher-level models (structure level) for o priori informa- 
tion of the face. For this purpose, we develop a three-level signal representation 
that relatea the input video to the output synthesized graphics (Figure 1). That 
is, in additional to the pixel-level intensity signal and the 3-D graphics model 
vertex values, we add a 2-D projection-plane shape description to capture the 
unique facial shape features (mouth, eyes, eyebrows, etc). The 2-D facial shape 
changes in the video sequence can be extracted using high-level computer vision 
techniques. These 2-D shape changes reflect the projected 3-D motion. Because 
the 3-D graphics model CANDIDE is based on a real person's face, the depth 
information about the human facial structure is available. Once the 2-D shape 
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Fig. 2. The nodal displacement of a spring-madamper system s h m  in one dimen- 
sion: (a) the initial eauilibrium state at time t: zs is the boundarv vertex: z. is the . . 
control vertex; and I; is the neighboring vertex if the control &; (b) the final 
equilibrium state at time t + h. 

movement is extracted from the encoder, the verticea on the 3-D model with re- 
spect to the 2-D shape can move accordingly. However, the real challenge is how 
other vertices (not shape feature vertices) would move! We proceed by building 
a facial motion simulation model based on the biophysical properties of human 
facial tissue. A physically-based simulation system models the 3-D face as a flcxi- 
ble structure. The continuous flexible structure is discretized spatially. I t  is then 
simulated temporarily by finite difference and iterative numerical techniques. 
Skin tissues posses elasticity and viscosity [3,4]. The continuous material massea 
are redistributed to the discrete points as lumped masses. Because the CANDIDE 
model is already a one-layer discretization of 3-D facial structure shape in the 
spatial domain; it can be modeled by using the skin's biophysical p;operties. 
Thus, the subset of 3-D model vertices that correspond to the 2-D shape feature 
points is labeled as control vertices, and mass-spring-dampers units are used to 
interconnect these control vertices and their neighboring vertices to simulate the 
viscoelastic properties of facial tissue. 

In mathematical terms, we assume that node i has point mass mi, and define 
its spring position xi(t), velocity vi(t), and acceleration ac(t) as 

Voight viscoelastic unit (spring and damper in parallel connection) is used t o  
connect nodes i and j. zij(t) = Ilx,(t) - xi(t))l denotes the actual spring length. 

160 D. Wang and R.M. Mersereau
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The difference between zij(t) and the rest spring length lij is the deformation 
A z j ( t )  = zi,(t) - 1,. The skin tissue visco-elestic properties can be modeled 
by the stiffness coefficient kij, and velocity-dependent damping coeffiaent cij. 

Using Hooke's law, the spring's elastic force is cj(t) = kijAzij(t)- xu(t) and the 
Ziift) ' ., . , 

damper's viscous force is Ed,(t) = qj(vj(t) - v;(t)). The total forces a t  node i are 
a combination of the net spring elastic forces ff(t) and the net damping forces 
fp(t).  The external net force on node i includes driving image force fF(t) and 
boundary constraints. By Newton's Second Law, the entire integrated dynamic 
node/spring system is 

In the state-space form, 

To solve the equations, we apply numerical methods [5] to  iteratively displace 
the nodal points until the local contributions of all the adjacent elements are in 
equilibrium. An alternative approach, the second-order Runge-Kutta method, 
which has two evaluntions of the system equations, is also used (Figure 3). 
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Fig.4. Nonrigid facial motion tracking and synthesk using deformable template and 
2-D biomechanical model: (a) plncing moutb deformable template ova frontal neutral 
face; (b) customizing CANDmE model to fit to the person's neutral face; (c )  texture 
mapping result; (d) tracking moutb movement using deformable template; (e) activat- 
ing facial synthesis system to get 3-D geometry deformation; and (f)  applying texture 
map to get the synthesis video image. 

When the 2-D shape templates deform in the input video, the control vertices 
on the 3-D model move accordingly. Based on the above physical modeling and 
derivation, the neighboring vertices move also until the facial structure reaches 
a new equilibrium. The displacement is illustrated in a one-dimensional drawing 
of Figure 2 and the animation of 5 D  graphics model is shown in Figure 4(e). 

3 Coding 

We use a finite sequence of typical human facial expression (Figure 5) as training 
set for the human facial structures, and obtain a codebook of P D  facial struc- 
ture parameters based on a facial action coding system [6] and a facial motion 
synthesis model presented above. In the training process, we collect human facial 
sequencn representing several typical facial structures. To obtain facial struc- 
ture deformation data that are as accurate as possible, we wllcct both front view 
and depth information of the person's facial structure. Then, we customize the 
3-D model to the person by adjusting vertices in all three dimensions and obtain 
a texture map. We assume that only orthographic projection is employed in 5 D  
graphics rendering. To make the projected 3-D model animate in synchrony with 
the projected view of the face in the input video, we manually identify one-to- 
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Fig. 5. 'Raining sequences 

one mapping between the feature points on the 2-D shape eontour and a subset 
of 3-D vertices on the 3-D graphics model (Figure 4(a)). In subsequent video 
frames, we track the 2-D nonrigid shape changes using deformable templates 
(Figure 4(d)). Next, we deform the 3-D graphics model in synchrony with the 
input video using 2-D deformable templates. For different persons in different 
training sequences, the same 2-D shnpe changes in the 2-D image plane cause 
small variations in the 3-D facial structure deformation. This effect is controlled 
by adjusting the spring-damper parameters and comparing the input video to 
the synthesized video (3-D structure plus texture map). The 3-D structure de- 
formation parameters are saved as a 3-D structure wdebook for coding. When a 
new vidco sequence becomes available, we extract thc 2-D shape moving scales 
as visual cues. We use these visual cues to help retrieve the 3-D structure defor- 
mation from the codebook. Then we apply the texture map to the 3-D structure 
to obtain synthesized images (Figure 4(f)). The 3-D structure codeset that pro- 
duces the closest texture resemblance to the input video is transmitted. 

The types of data to be transmitted include the video Lexture, the 3-D graph- 
ics model parameters, structure motion, and other synthesis parameters (biome- 
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Fis. 6. Desktop video over IP system 

chanical parameters such as the spring-mass-damper coefficients and time steps). 
The highest transmission reliability should be assigned to 3-D graphiol model 
data (a list of the original model vertices and a list of the associated triangle 
topologies) because if the receiver does not receive the customized 3-D graphica 
model information, decoding (rendering) will not be possible. Thus. TCP (or 
an equally reliable) protocol is used. For other parameters, we use a UDP-type 
networking protocol to fulfill the real-time transmission requirement in videocon- 
ferencing. The UDP networking-related factors that could impact the decoded 
video quality include packet loss, packet delay, and buffer overflow. In a mul- 
ticast session, receivers may have different rendering speeds. We categorize the 
network and receiver states as "loaded" if the client detects packet loss due to 
low receiving power and network congestion; "adequate" if the end user is able 
to decode and display the video properly; or 'need-more-packets" if the client's 
decoder halts from time to time to wait for more packets to arrive. If too many 
receivers feed back network information a t  the same time, an implosion could 
occur. To avoid this, the server probabilistically selects a sample set of receivers 
for the state feedback information, and then for each client selected, the client 
delays a random time interval before sending the state information t o  the server. 
In our current system, once the server obtains the current network state infor- 
mation, i t  adjusts the encoded video stream with one appropriate bit rate that 
fits most of the clients as shown in (Figure 6). The future improvement would be 
to generate multiple video streams with different level of spatial resolution. This 
way, all users can pick a video rate that is the most appropriate to the network 
condition and its CPU. For video texture, because all of the subsequent frames 
are rendered on top of the texture with neutral facial expression, we implement 
a framebased wavelet coder rather than a block-based coder to reduce blocking 
artifacts. For code generation, one approach is to entropy encode and packetize 
each subband independently 171, and the other is to encode symbols across dif- 
ferent subbands using an interband tree-structured filterbank (8). For the first 
one, if the most important low resolution suhband in the wavelet decomposition 
is lost, we cannot reconstruct the basic image texture. Thus. we utilize an inter- 
band tree structure similar to the second one. We packetize the tree branches 
into different packets to avoid coding an entire hand of signals in one. 
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5 Conclusion 

In summary, we have developed both video coding and networking prototypes by 
using a three-level signal model, a nonrigid facial motion synthesis model, and 
network receiver fccdback control strategy. The three-level signal model provides 
the foundation for 3-D object coding. Facial motion modeling simulates o priori 
knowledge of a real human face and is used for 3-D motion extraction from 
video sequences. Through interaction in the training phase, we have generated 
a codebook of 3-D structure parameters for coding. In the current model, we 
need approximately 13 khps to code the structure motion parameters for video 
displayed a t  10 hmes per second. The wavelet coding of QCIF size color texture 
(with neutral facial expression) requires less than 19 kpbs. 

For video transmission over IP, we feed back the network state and receiver 
rendering information to the server. This provides users at the receiving end 
with video a t  appropriate rates, avoids extensive frame hopping or stall. During 
initialization, we use TCP to transmit the model vertices. We use a frame- 
based treestructured texture coding method that improves video quality a t  the 
same packet lms rate. Our demonstration shows that with a limited number of 
receivers in one wmmunication session, the networking feedback criteria work 
well. In the Internet environment with potentially millions of users in one session, 
the performance of the feedback scheme needs to be further examined. 
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Abstract. In the Internet based live events accessing system, user in-
teractions, such as changing a viewpoint or tracking an object, is an
important aspect to be developed. This paper proposes a method to
support live events accessing for multi-users with the ability to choose
free viewpoints, using the stereo omni-directional system (SOS), which
we have developed. This system can acquire all directional color images
and stereo image pairs in real time. All cameras on this system oper-
ate simultaneously, and all images can be obtained synchronously. Using
these images, we generate a VRML model of a 3D spherical representa-
tion of the live events. Users can manipulate the VRML model to view
the events from a preferred viewpoint, and the images are updated at a
rate which is nearly real-time.

1 Introduction

Live events broadcasting service via the Internet is considered to be an important
application of multimedia and Internet technologies. With traditional services,
all the users usually viewed the same scene that was produced by the server, and
they didn’t have much interaction with the server to meet individual demands
while the event was playing. However, in recent years, due to developments in
multimedia and Internet-based technologies, live events viewing that supports
the individual demands of each user, such as changing viewpoints and tracking
an object of interest, became a possible and useful application.

Generally, there are two ways to generate real-time images from arbitrary
viewpoints for each user: one is to use multi-camera system[1-3] and another is
to use the omni-camera system[4-8]. In the multi-camera system, a lot of cameras
are set in the surrounding environment and take the real-time images of the event
from many different viewpoints. Kanade[1] and Matsuyama[2] used those images
to reconstruct a 3D model of the event in each frame and then generated videos
with arbitrary moving viewpoints. The problem is that the reconstruction of 3D
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models of an event is time consuming and it usually can only be done off-line.
On the other hand, Saito[3] generated the images of arbitrary viewpoints by
using the images of the cameras which were located near the viewpoints. In this
method, the objects in the event are approximated by planes, so it is effective
when the event is viewed from far away.

In contrast to the former method, the omni-camera system only uses a few
cameras, but each camera can take a 360◦ panoramic image of a scene. With
such a panoramic image, it is very easy to respond to changes in viewing angles.
The hyper omni-camera system, which has a hyperboloidal mirror mounted in
the front of the lens, has been developed to obtain panoramic images[4-8]. As
the image is taken from the scene reflected by a hyperboloidal mirror, the scene
is somewhat distorted and needs to be transformed to a normal image of per-
spective projection. Yamazawa et al.[7] described a system which transforms
the image taken by the hyper omni-camera into a cylindric image and displays
the cylindric screen. Onoe et al.[8] presented a surveillance system which selects
a region in the image taken by the hyper omni-camera according to the view
direction of user, transforms and displays it to the user. Due to the nonlinear
characteristics of the hyperboloidal mirror, the spatial resolution of the image
obtained by the hyper omni-camera is not uniform. Moreover, a blind spot, such
as the upper side of the sensor and center area, is caused due to the construction
of the hyper omni-camera.

We have developed a system called Stereo Omni-directional System (SOS) [9].
This compact system can acquire all directional color and stereo images from the
system, in real time, with uniform spatial resolution. In this paper, we propose
a method of accessing live events for multi-users with free viewpoints, using
the SOS we developed. Using real-time images obtained by SOS, we generate
a VRML model of the 3D spherical representation of the live event. Users can
manipulate the VRML model to view the event from their preferred viewpoint.
The images are updated at a rate which is nearly real-time.

This paper is structured as follows. Section 2 describes the stereo omni-
directional system (SOS), and section 3 describes the methods used to build a
VRML model of a 3D spherical representation of the live event. Section 4 presents
some examples of interactive viewing of live events using the constructed VRML
model. Finally, section 5 summarizes the present work.

2 Stereo Omni-directional System (SOS)

Figure 1(a) shows a prototype of the Stereo Omni-directional System (SOS). The
system is capable of obtaining color images and depth maps in all directions
by using a component constructed of twenty stereo units. Each stereo unit is
composed of three cameras, which are calibrated well and arranged to form
two stereo pairs: top/bottom and left/right. Using both vertical and horizontal
baselines, it is possible to obtain more precise and reliable stereo matchings. In
addition, the three-camera system is more robust against occlusions. Table 1
shows the specifications of a stereo unit.
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a) A prototype of SOS. b) SOS system construction

Fig. 1. A prototype of SOS and its system construction

In this system the stereo units are mounted at the center of each triangular
plane of an icosahedron, and arranged so that they do not obstruct the view
of each other. With this arrangement we can get a nearly uniform resolution of
the whole space. All the cameras of this system operate concomitantly, and all
images can be obtained simultaneously.

Table 1. Specifications of a stereo unit

Image Sensor 1/3’ CMOS Color Image Sensor
Effective Resolution 640 (H) *480 (V)

Focal Length 2.9 (mm)
Field of View 96.6 deg (H)* 71.9 deg (V)

Baseline Length 90mm

As a result we succeeded in reducing the size of the entire system (diameter:
27cm; weight: 4.5 kg) securing the base line length (90 mm) to generate 3-D
information with sufficient precision. Using this system, the depth resolution is
15cm at 2m given an image resolution of 640x480. The system view covers all the
space outside of 40cm from the center of SOS. From each unit, a color image and
two monochrome images are obtained. So, in total, twenty color images and forty
monochrome images are obtained. These images are stored in a memory unit.
After that, each pair of stereo images is sent to a PC, where stereo processing
is carried out, as shown in Figure 1(b). The color image and the depth map of
each direction are acquired at a speed of 15 frames per second.

In the following sections, we describe an application which uses SOS to pro-
vide real-time live events accessing for multi-users with free viewpoints.

3 Event Modeling Using SOS

As described in above section, an all-directional view of the event is obtained by
SOS via its 20 stereo units. The 3D reconstruction of the event can be carried
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out using the stereo matching results on the images of the stereo units of SOS[9],
but when considering computing costs, we decided to build a more simple model
of a 3D spherical representation of the event. That is, we build a VRML model
of a sphere and map the images of the 20 units of SOS to the sphere, getting a
spherical movie of the event. All the users access the same spherical movie, but
view it from their preferred viewpoint by manipulating the VRML model.

3.1 Integration of Images

Due to the geometries of SOS construction, we can cut out a triangular region
from the image of the center camera of each stereo unit of SOS and integrate
them into a image which corresponds to a polar expansion of an icosahedron.
Because each camera is calibrated and the geometries of SOS are known, the
center and the orientation of each triangular region in the image of each unit
can be determined directly. The size of each triangular region depends on the
depth of the scene, which can be computed as following.

S(d) =
Xsizetan(Θ/2)d

2tan(Φ/2)(d − R)
(1)

where d is the depth of scene, Xsize is the horizontal size of the image of each
camera, and Φ is the horizontal angle of the field of view, which is equal to 96.6
for the cameras used in SOS. Θ is the radial angle between the normals of two
neighboring triangles on the icosahedron, and we know that Θ = 42.1 from the
geometry of an icosahedron. R is the distance between the center of SOS and
the center of each triangle, where the central camera of the unit is mounted, and
R = 10.0cm according to the design of SOS. Figure 2 shows the geometries for
the computation of formula (1).

d

Θ

image plane

S

Φ

C1

C2

R

O

Fig. 2. FOV for a given depth

For a given range of depth (dmin, dmax), we can select the optimal size of
the triangle region as (S(dmax) + S(dmin))/2, which minimizes the shift error
in image integration caused by changes in depth. For example, given a range of
depth of (100cm,∞), we can select S = 73 pixels in the case of resolution of
320 × 240, and the shift error will be within ±2 pixels.
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3.2 Color Fusion

Although the geometries of each camera are well calibrated, their white balances
are only calibrated for a particular environment before SOS is shipped. So there
may be no color consistency among the cameras in a new environment. In this
research, we adopt a iterative color histogram normalizing approach which uses
some sample images to build color lookup tables for each camera. Using this
approach we can transform the colors of the image of each camera into globally
consistent colors.

Using the geometries described above, we can determine the overlapping
regions in the images of each pair of neighboring cameras. Let us consider the
image Ii of the i-th camera and the image Iij

, j = 1, 2, 3 of its three surrounding
cameras. Let Ri,ij and Rij ,i be the overlapped regions of Ii and Iij , respectively.
We adjust the colors of Ii by iteratively normalizing the color histogram of
Si =

⋃
j=1,2,3Ri,ij to that of Ss =

⋃
j=1,2,3Rij ,i, where

⋃
stands for the union

operator.
C1

i (v) = (1 − α)C0
i (v) + αA0

i (v) (2)

A0
i (v) = max{C0

s (u)|Fi(C0
i (v)) ≤ Fs(C0

s (u))} (3)

where C1
i (v) is the lookup table of color channels R, G or B for image Ii, and

v is the index. C0
i (v) = v and C0

s (u) = u are the color channels of Si and Ss.
F∗() is the accumulation of the normalized histogram. α is a factor to control
the adjusting ratio, and it is set to 0.25 in the experiment.

After the lookup tables of all the images are computed, all the images are
transformed using the lookup tables, and the same processing is iterated for the
transformed images until the max iteration is reached.

Although the convergence of the above processing has not been proved theo-
retically, experiments show that a few iterations (10 iterations in the experiment)
are sufficient.

3.3 Building VRML Model

The colors of each image are adjusted using the lookup tables which are com-
puted in advance. Then, the triangular regions in the original images, as shown
in Figure 3(a), are cut out and integrated into a polar expansion of an icosahe-
dron, as shown in Figure 3(b). The integrated images are mapped to a 3D model
of the icosahedron. Finally, the icosahedron is transformed into a sphere by it-
eratively splitting its triangular patches, and the 3D spherical representation of
the scene is obtained, as shown in Figure 3(c). The initial viewpoint is set to the
center of the sphere.

4 Events Accessing via Internet

Using the 3D VRML model of the 3D spherical representation of the event,
users can access the same integrated image which is updated in real time, and
manipulate the VRML model to view the event from their preferred viewpoint.
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a) Original images

b) Integrated image c) Spherical model

Fig. 3. Integration of images

4.1 System Construction

The construction of the system, which supports access to live events by multi-
users with individually selected viewpoints, is shown in Figure 4. The server
captures images from SOS in real-time, adjust colors in each image using the
lookup tables, which is described in above section, and integrates the images
into a VRML model of 3D spherical representation. When accessing this system
for the first time, each user receives a whole image and the VRML model from
the server. The user may manipulate the VRML model to change a viewpoint,
and the information of the new viewpoint is then sent to the server. The server
selects adequate regions in the integrated image and sends it to the client of the
user. Therefore the system can serve multi-users who can interact and adjust
their viewpoint freely.

At present implementation, the server sends whole integrated images to each
user, and the rate at which they are updated can reach 0.5 frames per second
using one PC as the server.
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Fig. 4. System construction

4.2 Examples of Event Access

Figure 5 and Figure 6 show some examples of event access. Figure 5 shows a
case in which two users access the same event simultaneously, but have different
viewpoints. Figure 6 shows two frames of one user who is tracing his interested
objects. In these figures, color inconsistency can be found occasionally. This is
because we assumed that the overlapping regions of the neighboring cameras
should contain strictly the same area, but this condition was not satisfied due to
the depth change in the area. We are now considering a color calibration method
using the know color patterns.

Fig. 5. Views of different users

5 Conclusion

In this paper, we proposed a method to support access to live events for multi-
users with the ability to select viewpoints freely, using a stereo omni-directional
system (SOS), which we have developed. This system acquired all directional
color images and stereo image pairs in real time, and allows parallel accessing
of multi-PC to the memory unit. Using these images, we generated a VRML
model of a 3D spherical representation of the live event. Users can manipulate
the VRML model to view the event from their preferred viewpoint. The images
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Fig. 6. Object tracking by user

are now updated at a rate of 0.5 frames per second and will achieve nearly a
real-time rate by using PC cluster.

In the future, we will construct a PC cluster to support real-time application.
We also plan to introduce recognition functions to support more complicated user
interactions.
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Abstract. Recognition of human gestures is important for analysis and
indexing of video. To recognize human gestures on video, generally a
large number of training examples for each individual gesture must be
collected. This is a labor-intensive and error-prone process and is only
feasible for a limited set of gestures. In this paper, we present an approach
for automatically segmenting sequences of natural activities into atomic
sections and clustering them. Our work is inspired by natural language
processing where words are extracted from long sentences. We extract
primitive gestures from sequences of human motion. Our approach con-
tains two steps. First, the sequences of human motion are segmented
into atomic components and clustered using a Hidden Markov Model.
Thus we can represent the original sequences by discrete symbols. Then
we extract lexicon from these discrete sequences by using an algorithm
named COMPRESSIVE. Experimental results on music conducting ges-
tures demonstrate the effectiveness of our approach

1 Introduction

Recognition of human gestures is important for human-computer interfaces, au-
tomated visual surveillance, and video library indexing[1]. This process, however,
involves significant problems. Typically a large collection of training examples of
gestures must be acquired in order to build models for the gestures. To obtain the
training examples, a substantial number of gesture sequences must be segmented
and aligned, typically by hand [2]. The common practice of manual segmentation
and labeling is labor-intensive and error-prone. Worse, for many challenging ap-
plications, the set of gestures is not known in advance. In this paper, we present
an approach for automatically segmenting and labeling a continuous sequence
of human gestures.

Our approach makes no assumption about the presence of facilitative side
information such as obvious segment points or the duration time of each ges-
ture. Instead, we consider a sequence of human activities to consist of repetitive
� This work was performed while the first author was visiting Microsoft Research

China.
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gesture primitives with a high-level structure controlling the temporal ordering.
This is analogous to the concept of words and grammar in natural language
processing. The activities are exhibited by, for example, dance, Tai-chi, and sign
language.

Human gestures are expressive human body motions, which generally con-
tain spatial and temporal variation. To handle the variation, we need choose
an appropriate representation. In one previous work, gestures are regarded as
trajectory curves in a configuration space [3]. In our approach, we emphasize the
dynamical part of gestures. We choose Hidden Markov Models (HMMs) to rep-
resent the dynamics. It has been demonstrated in [2] [4] that HMMs are effective
for human gesture recognition.

The approach used in this paper is described as follows. The first step is to
form a discrete representation of gestures. The observed continuous sequence is
automatically segmented into atomic gestures. It is an over-segmentation pro-
cess. And we use HMM models to separate atomics into several clusters. Thus
by using cluster labels to replace atomics in the original sequence, we transform
the continuous observation to a discrete symbol sequence. In the second step, we
learn ”words” from the discrete representation. Borrowing methods from natural
language processing and data compression, we obtain structure from the symbol
sequence and thus determine appropriate primitive gestures and labels of the
original sequence. Although the computer is unaware of the meanings of the
primitive gestures, the original sequences are effectively represented by them.
For example, if we correspond word 16 to a waving hand gesture, we know that
all other positions in the original sequence labeled by word 16 are waving hand.

In the reminder of this paper, we briefly overview related works in section 2,
describe the details of our approach in section 3, present experiment results in
section 4, and end with discussion and future work in section 5.

2 Related Works

A vast amount of work in gesture recognition has been performed in the area
of computer vision, and is reviewed in [4]. These works can be divided into two
categories: trajectory-based and dynamics model-based. The trajectory-based
approach matches curves in configuration space to recognize gestures [3]. The
dynamics model-based approach learns a parametric model of gestures. HMM
is a typical dynamics model and was proven to be robust in its recognition of
gestures [2]. The HMM model has been extended to a more general model named
Dynamic Bayesian Networks [5].

Several works involve unsupervised learning of video sequences and gestures.
A HMM-based approach is used to cluster ambulatory audio and video content
[6]. In it, the number of clusters must known a priori. An entropy training process
of HMM is proposed in [7] and used to learn office activity. The whole sequence
is used to train a single model, thus it is hardly suitable for handling large scale
problems. An incremental learning framework of natural gestures is proposed in
[8], but it does not involve learning the high level structure of gestures.
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Continuous Observation

Temporal segmentation Training HMM models

Hierarchical clusteringDiscrete Symbol sequence

Learning lexicon Primitive gestures

Fig. 1. Framework of the unsupervised learning approach

A relevant topic to this paper is learning the lexicon of a natural language.
A classical MK10 algorithm is used to infer word boundaries from artificially
generated natural language sentences in [10]. The sequitur algorithm is used to
build hierarchical structure in an online process with linear calculation complex-
ity in [9]. A dynamical programming-based approach for extraction of lexicon
is proposed in [11]. The performance of different algorithms are not easily com-
pared, but in terms of learning words, an offline algorithm is better than an
online algorithm.

3 Approach

Human gestures can be represented as a sequence of hand positions in 3d-space.
In a video sequence, the 3d space-curve is projected to a 2d image plane as a 2d
trajectory. Thus the continuous observation of gestures is an ordered sequence
of hand positions in a 2d image plane.

Figure 1 exhibits a framework of the learning approach. First, the continu-
ous observation of human gestures is segmented into atomics movements. The
segmentation involves identifying suitable break points at which to partition the
gestures. The result of this process is an over-segmentation of gestures, in which
every segment is only an atomic movement and without much meaning. Then
we cluster those segments into several clusters by using Hidden Markov Models.
This is done to learn a HMM for each segment using a hierarchical clustering
method. The result of clustering gives a discrete representation of the original
continuous observation, in which every segment is replaced by the cluster num-
ber that it belongs to. Finally, we infer the lexicon from the discrete symbol
sequence. The details of each step are described in the following.

3.1 Temporal Segmentation

The purpose of temporal segmentation is to split the continuous sequence into
atomic segments. The atomic segments exhibit basic movements whose execution
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is consistent and easily characterized by a simple trajectory. As we need to ex-
tract meaningful gestures, the segmentation is overly fine and can be considered
as finding the alphabet of motion.

The segmentation involves searching natural inconsistent points within the
whole observation. A change in the type of human movement usually causes dips
in velocity or abrupt variations in moving direction. We exploit this by finding
the local minima of velocity and local maxima of change in direction. The minima
(maxima) below (above) the certain threshold are selected as segment points. In
practice, we found the calculation of change in direction to be prone to noise.
So we apply a Gaussian smoothing filter to reduce noise.

3.2 Clustering by Hidden Markov Models

Humans perform gestures with variations in speed and position. To handle these
variations, HMMs are used in this paper. An HMM is a probabilistic state ma-
chine and is widely used in recognition of dynamic processes. The Forward-
Backward algorithm is an effective hill-climbing method for learning HMM pa-
rameters of observation sequences. And the Forward or Viterbi algorithm is used
to evaluate the likelihood between observation and HMM[12].

HMMs provide a proper distance metric for sequence comparison. The dis-
tance between two sequences is computed as:

Dist(O1, O2)=
1
2

[
1
T1

(
P (O1|λ1)−P (O1|λ2)

)
+

1
T2

(
P (O2|λ2)−p(O2|λ1)

)]
(1)

where λ1,λ2 denote two HMM models trained on sequences O1, O2; T1,T2 are
the lengths of O1, O2, respectively.

The distance metric is used in [12] to compare HMM models. Considering
the HMM as a generative model of sequences, the distance of models represent
the distance of observations well.

Given a distance metric, many methods can be used to cluster the observation
into several groups. In this paper, we choose hierarchical clustering to generate
clusters from the observation[13]. The complete-link algorithm is used in this
paper.

The operation of hierarchical clustering is a sequential process of merging
the two most similar clusters to form a larger cluster. At the start, every sample
is placed in its own cluster. The process is stopped when the distance between
the two most similar clusters exceeds a threshold. In the complete-link algo-
rithm, the distance between two clusters is maximum of all pairwise distances
between samples in the two clusters. Compact clusters are produced by using
the algorithm, and the result is fit for our purpose.

For N gesture segments, the whole clustering process requires training of N
sequences, evaluation of N2 distances, and a hierarchical clustering process on N
samples. For large N , the process may be impractical. We can randomly select
a set of segments to form the original clusters, use one HMM model to represent
one cluster, and incrementally add the others.
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Original sequence: a b c d a b c d b c d a b a b

Repeat patterns: b c d a b c d a b c d

Compress ratio is: 2 1 1 0

The “bcd” is the most compressive word

The sequence is changed to:

a A a A a A a b a b A = b c d

Repeat above step, the final result is:

a b c d a b c d b c d a b a b

Original sequence: a b c d a b c d b c d a b a b

Repeat patterns: b c d a b c d a b c d

Compress ratio is: 2 1 1 0

The “bcd” is the most compressive word

The sequence is changed to:

a A a A a A a b a b A = b c d

Repeat above step, the final result is:

a b c d a b c d b c d a b a b

Fig. 2. An example of the COMPRESSIVE algorithm

3.3 Extracting Lexicon

Replacing each segment with its corresponding cluster number, we generate a
discrete representation of the original continuous observation. Next we need to
infer words from the sequence.

Extracting lexicon from a discrete sequence can be regarded as a language
problem where we determine the basic vocabulary from a text. Considering the
number of words, there may be a large number of possible solutions. We perhaps
cannot find the true set of original base words, but such vocabulary has the prop-
erty of providing a compact representation of the original data. So we can select
an optimal solution by the MDL criteria, which is widely used in unsupervised
learning and known to give interpretable results.

Directly finding the MDL solution is an NP-hard problem. Instead of finding
the globally optimal solution, we adopt a heuristic approach called COMPRES-
SIVE [14]. It can be explained as selecting the word that provides the highest
compression ratio of the input sequence. The compression ratio of a word is
defined as:

∆DL = M · N − (M + N + 1) (2)

where M is the length of the word, and N is the number of repeated occurrences.
This rule exhibits a tradeoff between pattern occurrence frequency and pattern
length. In practice, the compressive first rule provides good performance for
lexicon acquisition. An example is illustrated in Figure 2.

Our implementation uses a suffix-array [15]and has a complexity of O(N2).
A suffix-array is a sorted list of all suffixes of a string, and can be constructed by
initializing an array of pointers to every token in the string and sorting the array
according to the lexicographic ordering of the suffixes denoted by the pointers.
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Two-beat Three-beat Four-beat

Five-beat Six-beat

Fig. 3. Five basic conducting gestures.

To find the most compressed string, we need only scan the suffix array once and
select one according to the Equation 2.

The lexicon obtained by our approach has a hierarchical structure. A word
may contain other words. For example, in Figure 2, the string (abcd) has a
sub-string (abc).

4 Experiment

To test our approach we carried out an experiment on musical conducting. It is
natural to consider conducting as complex gestures consisting of a combination
of simpler parts, for which we want to extract primitive patterns. We capture
the data from a professional conductor who uses natural and precise conducting
gestures.

We recorded about 8 minutes of conducting gestures. The whole sequence
contains 5 basic beat-patterns, namely a two-beat pattern, three-beat pattern.
Each basic pattern is performed many times. The prototype of each pattern is
shown in Figure 3.

We use an optical motion capture system to obtain the 3d-position of the
conductor’s hand. The 3d-position is projected onto a virtual image plane, thus
creating 2-d observation vector sequence contain the x, y position of conductor
hand.

Totally 163 segments are obtained from temporal segmentation. We train a
5-state Gaussian HMM on each segment and calculate the distance matrix of
sequences, which is shown in Figure 4. To choose the number of clusters, we
draw a graph of the distance of the merged clusters. The cluster number can be
estimated at a point, where increasing the number of clusters will merge very
similar clusters. In our experiment the cluster number is selected as 15, as seen
in Figure 4.

We obtain discrete representation of the original gesture sequence after the
clustering process. The sequence is fed to the COMPRESSIVE algorithm to



180 T.-S. Wang et al.

50

45

40

35

30

25

20

15

10

5

0

Distance Matrix

0 163

0

163 5 10 15 20 25 30 35 40

10

15

20

25

30

35

40

Cluster number

D
is

ta
n

ce

15 Clusters

50

45

40

35

30

25

20

15

10

5

0

Distance Matrix

0 163

0

163

50

45

40

35

30

25

20

15

10

5

0

Distance Matrix

0 163

0

163 5 10 15 20 25 30 35 40

10

15

20

25

30

35

40

Cluster number

D
is

ta
n

ce

15 Clusters

Fig. 4. Distance matrix of the samples(left), and the distance of merged clusters with
respect to the number of clusters (right)

(e) (f) (g) (h)

(a) (b) (c) (d)

(e) (f) (g) (h)

(a) (b) (c) (d)

Fig. 5. The extracted patterns. (a) Two-beat. (b) Three-beat. (c) Four-beat. (d) Six-
beat. Five-beat patterns are divided into (e) and part of (g). Within a hierarchical
structure, (f) and (h) are part of (d) and (c),respectively.

determine words. Totally 8 words are extracted, including two-beat, three-beat,
four-beat, and six-beat patterns. The five-beat pattern is not extracted because
of few occurrences. The pattern is subdivided into two patterns as illustrated
in Figure 5. The whole learning process takes approximate 4 minutes on a PIII
500MHZ CPU.

In the entire sequence, 104 of 163 segments are correctly labeled as prior
known patterns. Although the rest are not recalled, they have been precisely
assigned as new patterns.

It is shown that our algorithm can successfully segment and label continuous
human gestures. Of course, this also reflects the limitation of the algorithm: it
only extracts potential words instead of definite lexicon.
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5 Conclusion

We have presented an approach for unsupervised clustering of human gestures.
Our experiments show that our approach is feasible and useful. In addition, our
approach can be easily adapted to incremental and online frameworks.

Our approach depends on the frequency of gestures. So it is suitable for struc-
tured human motion in which every gesture is repeated many times. Our future
work will extend our approach to general human gestures. Another direction of
interest is to apply our approach on partially labeled data.

References

1. D.M.Gavria. : The Visual Analysis of Human Movement: A Suvey. Computer vision
and Image Understanding, Vol 73, 82-98,(1999).

2. T. Starner, A.Pentland.: Visual Recognition of American Language Using Hidden
Markov Models. In Int workshop on Automatic Face and Gesture Recognition,
189-194, (1995).

3. Lee Campbell, Aaron.Bobick.: Recognition of Human Body Motion Using Phase
Space Constraints, Fifth International Conference on Computer Vision, 624-630,
Cambridge MA (1995)

4. Ying Wu, Thomas Huang.: Vision-Based Gesture Recognition: A Review. Interna-
tional Gesture Workshop, France, (1999)

5. Vladimir Pavlovic, James M.Rehg, John MacCormick.: Impact of Dynamic Model
learning on Classification of Human Motion. International Conference on Computer
Vision. (1999)

6. Brian.Clarkson, Alex.Pentland.: Unsupervised Clustering Of Ambulatory Audio
and Video. AAAI99, (1999)

7. Matthew.Brand: Learning Concise Model of Human Activity from Ambient Video
via a Structure-inducting M-step Estimator. MERL Technical report. (1997)

8. M. Walter, A.Psarrou, S. Gong.: An Incremental Learning Approach to Human
Gesture Recognition Using Semi-CONditional DENSity PropagATION. Interna-
tional Conference on CARV, Singapore, (2000)

9. Nevil-Manning, and I. Witten.: Identifying Hierarchical Structure in Sequences: a
Linear-time Algorithm. Artificial Intelligence Research, Vol 7, 66-82, (1997)

10. Wolff.J.G.: An Algorithm for the Segmentation of an Artificial Language analogue.
British Journal of Psychology, vol 66, 79-90, (1975)

11. Kit. Chunyu.: A Goodness Measure for Phrase Learning via Compression with the
MDL Principle. IESSLLI-98 Student Session, Chapter 13, 175-187, (1998).

12. L. Rabiner, B.Juang.: Fundamentals of Speech Recognition. Prentice Hall, New
Jersey, USA (1993)

13. A.K.Jain, M.N.Murthy, P.J.Flynn.: Data Clustering: A Review. Technical report
MSU-CSE-00-16, MSU, (2000).

14. Nevill-Manning, I. Witten.: Online and Offline Heuristics for Inferring Hierarchies
of Repetitions in Sequence, Proceedings of the IEEE, in press.

15. K. Sadakane, H. Imai.: Constructing Suffix Arrays of Large Texts. Proc of
DEWS98, (1998).



User Modeling for Efficient Use of Multimedia Files

Fan Lin1 Liu Wenyin2 Zheng Chen2 Hongjiang Zhang2 Tang Long1

1Dept. Computer Sci. and Tech., Tsinghua University, Beijing 100084,PR China
lfan98@mails.tsinghua.edu.cn

2Microsoft Research China, 49 Zhichun Road, Beijing 100080,PR China
{wyliu, zhengc, hjzhang}@microsoft.com

Abstract. It is very common that a user likes to collect many multimedia files
of their interests from the web or other sources for his/her daily use, such as in
emails, presentations, and technical documents. This paper presents algorithms
to learn user models, in particular, user intention models and preference models
from the usage of these files. Such usages include downloading, inserting, and
sending multimedia files. A user intention model predicts when the user may
want to involve some multimedia objects in his currently working environment
(e.g., an email) and provides more convenient and accurate help to the user. A
user preference model describes the types and classes of the user’s favorite mul-
timedia files and helps an offline crawler to autonomously collect more useful
multimedia files for the user. The algorithms have been implemented in our
media agents system and shown their effectiveness in user modeling.

1 Introduction

With the development of multimedia technologies and the Internet, the number of
multimedia files available online increases rapidly and can be obtained more easily.
The number of multimedia data that a single user may have accumulated is also con-
tinuously increasing. However, how to help the user efficiently manage and re-use
his/her media collection, in particular, how to search for a particular media file or a set
of media files from this collection, is a challenging problem.
Attempting to solve this problem, we have invented a media agents system [6] that
autonomously collects and builds personalized semantic indices of multimedia data on
behalf of the user and is able to provide intelligent suggestions to the user when ap-
propriate. However, when and what to collect for the user and when and what to sug-
gest to the user are among the most important decisions to make in the media agents
system. These decisions are determined by the user models that represent the user’s
profile, in particular, the user’s preferences and intentions. The media agents system
needs to know user preference models that describes what are the user’s favorite mul-
timedia files such that the offline crawler can take the initiative to collect or index
these files for the user. The user intention models can help the media agents system in
predicting when is the proper time and what kind of multimedia files or which specific
multimedia file the user may want to use.

H.-Y. Shum, M. Liao, and S.-F. Chang (Eds.): PCM 2001, LNCS 2195, pp. 182–189, 2001.
c© Springer-Verlag Berlin Heidelberg 2001
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In this paper, we present user modeling algorithms (e.g., how to build such user mod-
els) and their implementations in the media agents system. Since different users may
have different models, a general user model cannot help accurate and proper decision-
making. Hence, building specific user models for a particular user is necessary. We
learn these from the user’s previous experience of using these multimedia files, includ-
ing downloading, inserting, and sending multimedia files.
In the media agents system, we record all activities the user has interacted with the
system. A history of the user’s actions is referred to as user log and is the data sources
of learning the user models. For instances, frequently used media files usually show
the user’s strong preferences, and more accurate suggestions can be provided after
learning from the records of whether or not the user has accepted those previously
suggested items.
The rest of the paper is organized as follows. Section 2 presents algorithms of learn-
ing user models. Section 3 presents experiments and evaluations. We finally present
concluding remarks in Section 4.

2 User Modeling Algorithms

2.1 Learn the User Intention Models

Many kinds of user activities, including mouse movement and typing can be used to
learn and predict the user’s intentions [3]. However, in order to make things simpler,
we mainly consider learning the user’s intentions from the text information he/she has
typed. For instance, when the user is writing a new e-mail and has typed “Here is an
interesting picture download from the web”, the probability of the user’s intention of
inserting an image into the e-mail body as an attachment is very high. Therefore, the
media agents can predict that user wants to insert an image in the e-mail. If the user’s
intention is to insert, we can further guess which image the user may want to insert
based on other text information the user has typed or will type.
We refer to all the factors in the text that may imply the user’s intentions as linguistic
features. In order to use these features properly, we choose Bayesian Belief Network
[4] to precisely represent the dependencies and probabilities among the linguistic
features and the user’s intentions. We have defined three levels of linguistic features in
this paper: lexics, syntax, and partially instantiated sentence patterns. A lexical feature
is a single word extracted from the text. A syntactical feature is the syntax structure of
a sentence. An instantiated pattern feature is a frequently used sentence structure with
some of its syntactical units instantiated with certain words, phrases, concept syno-
nyms. The term “concept synonym” means a group of words that are different in
meaning but imply the same user intention. For instance, if the word ‘picture’ or
‘song’ appears in the text that the user has just typed, the probability that he/she wants
to insert an attachment is high. However, if the user has used word ‘train’ or ‘build-
ing’, such probability is low. Therefore, ‘picture’ and ‘song’ are of the same concept
synonym here. “Here it is a…(concept synonym)” and “Attached please
find…(concept synonym)” are examples of partially instantiated sentence pattern
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features. The Bayesian Belief Network we used to represent the user’s intention model
is illustrated in Figure 1.
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Figure 1. Intention modeling using a Bayesian Belief Network

Initially, such user intention model is empty but can be learned from the user log as
the training data. We collect sufficient action records to train the intention model.
Each user action record contains a text part and a tag of whether a media file is at-
tached. The text part is then parsed such that all words (lexical features) are extracted
from the sentences and are stemmed [5].
At the lexical level, direct association between keyword features and user intentions
can be found through training. We use the fast algorithm proposed by Agrawal et al.
[1] to generate association rules. The rules represent the causality relationship be-
tween keywords and intentions, e.g., given a keyword whether an insertion is intended.
The causality rules are further constrained by two parameters: α (Support of Item Sets)
and β (Confidence of Association Rule) [1]. The first one (α), which depicts the scope
that the rules can be applied to, can be expressed by the percentage of those records
that contain both the same keyword and an inserted attachment as evidence. The sec-
ond one (β) depicts the probability that the rule stands, i.e., the probability of the
intention given the appearance of the keyword. We evaluate the generated rules based
on the values of these two parameters. The higher these two values, the better the
rules. Those rules with parameters higher than certain thresholds are selected to build
the Bayesian Belief Network.
Once training is completed, the intention model for the user is fully obtained and is
used in the future to predict the user’s intention based on what the user has just typed.
The prediction process is as follows. First, a set of keyword features represented by
(<a1, a2…an>) is extracted from the text typed by the user. The prediction module
then calculates the probabilities of all predefined user intentions (V), and choose the

one with the biggest probability ( mapv ) using the following equation [4].
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However, lexical features do not work very well since they do not express much se-
mantics (and intentions). More informative features are needed to precisely predict the
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user’s intentions. Hence, we use natural language processing (NLP) technologies [2]
to analyze sentence structures of the text. NLP can analyze a sentence and parse it into
a tree structure. We use the highest-level sentence structures. For instance, we parse
“Here are some photos” into the following sentence structure: AVP (“here”), VERB
(“be”), NP (“some photos”). These syntactical features can dig out more useful infor-
mation. We use the same method [1] to generate the association rules between these
syntactical features and user intentions.
Using syntactical features, the prediction precision can be improved but is still limited.
We find that some sentence patterns, such as, “here is something” in an e-mail, usually
indicates that the user wants to insert an attachment. The sentence structure is
AVP+VERB+NP. However, “how are you” has the same structure but indicates a
different intention. Therefore, we further instantiate parts of the sentence structure and
find several instantiated patterns that may strongly indicate user’s intentions.
By instantiating parts of the syntactical features with certain frequently used words,
phrases, or concept synonyms, we generate association rules at the instantiation pat-
tern level, which is more general than the lexics level rules and more specific than the
syntax level rules. Since each syntactical unit can be replaced by many words, we test
all possible instantiations of syntactical units with corresponding words found in the
training data and select those instantiated patterns with α and β parameters (of the
association rules) larger than certain thresholds. In order to make the pattern features
discriminative at a proper abstraction level, concept synonyms are used to instantiate
some of the syntactical units. In order to do so, all NPs (noun phrases) are further
parsed into sub-trees, each of which is searched in a breadth-first order. We refer to
the noun found for the first time as the headword of the NP. We consider all head-
words of those sentences that have been labeled with the same intention class (inserted
or not) and have the same syntactical structure as the same concept synonym. As we
can see from the experiments, user intention prediction based on this level rules is
much better than using the rules at the other two levels.

2.2 Learn the User Preferences Models

The user’s interests and preferences are learnt from the user’s frequently used media
files and described in user preference models. Once the user preferences models are
known, it is possible for the media agents to provide better services, e.g., provide
more appropriate suggestions or more preferred media files that have been collected
automatically from all possible sources by an offline crawler. The media files on the
local machine can also be automatically sought for better indexing, clustering, and/or
classification at regular time as well. Other benefits includes media file sharing with
other users having similar user preferences models.
We use two levels of semantic features in user preferences modeling: lexical features,
which are exactly keywords, and modifier-headword features, which are headwords
accompanied with some modifiers, as exemplified in Figure 2. A user may have sev-
eral different preference models, each of which can be represented by a list of key-
words, or more precisely, can be represented by a list of modifier-headwords features.
For instance, a user may like classic music (headword) of Mozart (one modifier) and
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Beethoven (another modifier). Keywords can be easily extracted from the environ-
ment context. However, a headword accompanied with some modifiers is more diffi-
cult to analyze. We obtain the headword of each sentence in the same way as dis-
cussed in the previous sub-section. In our algorithm, the nouns or adjectives that are
headword’s left brothers in the tree structure are considered the modifiers of the
headword. This rule seems simple but is actually effective. Furthermore, we find those
synonymous headwords with at least one-third modifiers in common and classify them
into one synonym with the union of their modifiers.
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Figure 2. Illustration of Modifier-headword features

All user log records in the train data are clustered into several preferences clusters
based on their semantic similarity, which can be measured using either levels of se-
mantic features. Each cluster corresponds to a preference model for the user. At the
lexical feature level, a user preference model is represented by a keyword frequency
vector formed by the top 10 frequently used keywords (except for stop words) and
their frequency in the user log cluster, e.g., m=<k1, k2,…,k10>. Whether a multimedia
file is of interest to the user depends on its semantic similarity to the user preferences
models. We can also compare similarity between two user preference models by cal-
culating the dot product of their keyword frequency vectors.
The above approach based on keyword frequency is simple for implementation but
limited in performance. The Naïve Bayes approach has a good performance in classi-
fying text documents and is therefore applied in the media agents to model the user’s
preferences based on the keyword probability.
In the Naïve Bayes approach, we use all words and their probabilities to form a key-
word probability vector to model a preference. The probability of word wk is estimated
using the following equation described by [4].
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where n is the total number of words existing within the training data, which are all
user log records in the cluster corresponding to the user preference model mj, nk is the
number of times that word wk is found among these n words, and |Vocabulary| is the
total number of distinct words found in the training data. Actually, Eq. (2) is the term
frequency combined with a smoothing function.
Given a multimedia file D represented by <w1, w2,…,wn>, the most probable user
preference model MNB is calculated using the Naïve Bayes approach as follows.
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)( jmP is the prior of mj, which can be considered as of a uniform distribution ini-

tially. The approach assumes that the probability of a word is independent of others or
its position within the text. Note that this assumption is not always true. However, in
practice, the Naïve Bayesian learner performs remarkably well in many text classifica-
tion problems despite the incorrectness of this independence assumption [4].

)...,|( 21 nj wwwmP is comparable among different mj, and can therefore be used to find

a better model. However, )...,|( 21 nj wwwmP is not comparable among different D,

since it differs in magnitude for different lengths of keyword vectors. In order to judge
whether D is of the user’s interest, we need to find another metric that is comparable
among different D such that a value larger than a threshold means that the document is
of the user’s preference. First al all, due to multiple multiplications in Eq (3), a geo-
metrical mean is considered in normalizing )...,|( 21 nNB wwwmP as follows.
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where nw is the number of distinct keywords in document D matched with keywords in
the model NBm . Secondly, a factor of matched keyword percentage is considered such

that the document containing a larger percentage of keywords in D matched in the
model will get a higher metric value and is therefore more relevant to the user’s pref-
erence model. Hence,

w

D

n

n is multiplied, where
Dn is the total number of words in D.

Finally, we define the metric as follows, which is used to measure the relevancy of D
to the user’s preference model.
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Using the Bayesian method, the similarity between two user preference models can
also be calculated. One of the metrics is as follows.

2
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mmSim

+= , (5)

where,
1m and

2m are two user preference models represented by keyword vectors.

In addition, we use both modifier-headword features and keyword features in the Na-
ïve Bayes approach to archive better performance.

3 Experiments and Evalutions

For user intention modeling, the training data are 200 records of user’s e-mails, among
which, 50 e-mails have attachments and the other 150 do not. Two-third of them were
used for training and one-third for testing. In our experiments, the thresholds we used
for α and β parameters discussed in Section 2.1 are 0.03 and 0.6.
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First, we have used lexical features only. The precision of insertion prediction is about
80%. The result is fairly good, since most formal e-mails that contain attachments
prefer to use “attach/attached/attachment”, “see”, and some other frequently used
keywords, which can be easily judged at the lexics level. Nevertheless, a large number
of informal emails do not use these obvious keywords. For example, some users like
to type only a subject “an interesting song”. These cases cannot be handled by the
keyword feature extraction. Thus, we have added syntactic features to the model. The
precision is about 5 percent higher. There are some sentence structures that always
suggest insertion actions. For instance, only one noun phrase (NP), such as “an inter-
esting song” in an e-mail usually implies that the user wants to insert an attachment.
Adding partially instantiated sentence patterns, we successfully mined out several
patterns such as “Here + be + concept synonym” and “Please see + concept synonym”.
Hence, the prediction precision can be as high as 97%. Figure 3 shows comparison of
prediction precisions of using these three levels of features.
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Figure 3. Performance of user intention modeling of using different level features

For user preferences modeling, we have let four users to search for their interested
pictures on the web and download them. Their interests were: space photos, museum
photos, football-game photos, and baseball-game photos. Each user downloaded 50
photos from web, 35 were use for training the user preference models and 15 were
used for testing acceptance as relevant to the user preference model. Another 50 pho-
tos that were not in the four classes were downloaded for testing refusal.
Figure 4 shows performance of user preference modeling of the two approaches pre-
sented in Section 2.2. In the approach of top 10 keywords, the similarity threshold we
used was 0.1. In the Naïve Bayesian approach, a threshold of –1.5 was used for the
metric defined in Eq. (4).
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Figure 4. Performance of user preference modeling

Keyword features, headword features, and their combination were tested for compari-
son in preference modeling. The threshold of Naïve Bayes approach was kept un-
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changed. Performance comparison of these features in preference modeling is pre-
sented in Figure 5.
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Figure 5. Comparison of different features in preference modeling

4 Concluding Remarks

In this paper, we have presented algorithms to learn user models, in particular, user
intention models and user preference models in using accumulated multimedia files.
The models can be learned more precisely after mining from a long time of action
records of the user. The user preference models can help the media agents system to
take the initiative to collect more media objects relevant to the user interests and pro-
vide the user with more satisfactory services. Even though the user has never seen
these media files before, it is still possible for the media agents to find them for the
user. The learned user intention model can help the media agents system to predict
when it is the proper time to provide suggestions and what to suggest. Experiments
have shown the usefulness and effectiveness of the developed algorithms.
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Abstract. This paper describes a new feature-based vehicle tracking system us-
ing trajectory matching, which extracts corner features of the vehicle and tracks 
the features using linear Kalman filtering, where features from the same vehicle 
are grouped together. We also propose a new grouping algorithm using trajec-
tory matching to make our tracking system robust enough for segmenting dif-
ferent vehicles in the congested traffic situation. The proposed system has 
demonstrated good performance for crossway traffic video sequences.

1 Introduction 

The red-light camera is popularly applied for traffic surveillance. It helps communi-
ties enforce traffic laws by automatically photographing vehicles whose drivers run 
red lights or do lane violation. A red-light camera system operates with a video-based 
vehicle tracking system to decide red-light or lane violation by its tracking trajectory.

In traffic surveillance applications, a video-based vehicle tracking system detects 
and tracks an individual vehicle that is moving through the camera scene. This system 
can provide traffic flows, such as normal traveling of vehicles, vehicle traveling in the 
wrong direction, and stopped vehicles. 

Various tracking systems have been developed for detecting moving vehicles and 
tracing their locations based on the linear predictor model [1], [2], [3], [4]. One typi-
cal approach of video-based tracking is the feature-based tracking system where sub-
features, such as distinguishable points or lines of the object, are traced [4]. The main 
advantage of this approach is that even in the presence of partial occlusion, some sub-
features of the moving object remain visible. Therefore, this approach is appropriate 
for congested traffic in the crossway. Since a vehicle could have multiple sub-
features, we have to group a set of features belongs to the same object. 
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Grouping of sub-features of the vehicles is based on common motion constraints.
Previous grouping algorithms utilize only the spatial information that link sub-
features together within a limited range [4]. In order to make the grouping robust 
enough for segmenting different moving vehicles, they keep track of relative dis-
tances of all feature pairs. If a feature pair has large variation of the relative distance, 
the grouping of the pair is broken. However, when the vehicle is turning left or right, 
the shape of the vehicle can be changed and tracking positions of the features become 
incorrect. Therefore, the conventional grouping rule does not guarantee stable vehicle 
tracking. In addition, the previous approaches are not appropriate for real-time object 
tracking due to their computational complexity for grouping.

In this paper, we propose a new feature-based tracking system where we design a 
robust grouping algorithm using trajectory matching., Fig. 1 shows key functional 
blocks of the proposed tracking system. 

2 Feature-Based Tracking System

As shown in Fig. 1, the proposed vehicle tracking system consists of three functional 
parts: feature detection, feature tracking and feature grouping.

Feature
Detection

Feature
Tracking

Camera Feature
Grouping

Vehicle
Trajectory

 Fig. 1. Feature-based Tracking System

After we select features based on the measure of cornerness of the moving vehicle, 
we trace the detected features using linear Kalman filtering, which requires a modest 
amount of computation. In the grouping part, we group sub-features together that 
come from the same vehicle, which helps us to extract the vehicle trajectory. 

2.1 Feature Detection  

Corner points that can be traced reliably are chosen as sub-features of the vehicle. For 
corner point detection, we take gradient operations along the x and y directions over 
the 9x9 window, and compute the second moment matrix Z by taking average of the 
gradient values [5]. 

= 2
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ggg
Z

(1)

where gx and gy are the average gradient values along the x and y directions, respec-
tively. If the matrix Z has two large eigenvalues, the original window contains a cor-
ner feature of high spatial frequency. Therefore, we can declare the corner point if 
min(λ1,λ2) > λc, where λ1 and λ2 are two eigenvalues of the matrix Z and λc is a prede-
fined threshold value. 
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2.2 Feature Tracking

Once a corner point is detected, we can track the feature efficiently by predicting the 
next coordinate from the observed coordinate of the feature point. We design a 2D 
token-based tracking scheme using Kalman filtering [1], [6]. The center position of 
the feature is used as the token t(k). We assume the next token t(k+1) is a sum of the 
current token t(k) and the token change ∆t(k). We can define a simplified polynomial 
motion model as follows: 

t(k)t(k)1)t(k ∆+=+ (2)

Kalman filtering provides a sequential and recursive algorithm for optimal linear 
minimum variance (LMV) estimation of the system state x(k). We define the state 
variable x(k) as a two-dimensional vector, which represents the positional change of 
the token ∆t(k).

∆
∆
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The Kalman filter algorithm tries to estimate system states based on a set of meas-
urement errors. We assume that a state model is linear and it is defined by 

)()()1,()1( kwkxkkkx ++Φ=+ (4)

=+Φ
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(5)

where x(k) denotes the system state at time instant k, Φ(k,k+1) denotes a state transi-
tion matrix during the unit time interval, and w(k) denotes an estimation error. As-
suming that the trajectory of the target object varies with a constant acceleration, we 
can write the state transition matrix by Eq. (5). 

We can also assume a linear relationship between the system state and a set of 
measurements as follows: 

)()()()( kvkxkHkz += (6)

=
10

01
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(7)

where x(k) denotes a set of measurements, H(k) an observation matrix, and v(k)
measurement errors.

After we define a system model and a measurement model, we apply a recursive 
Kalman filtering algorithm to obtain LMV estimates of motion parameters. The re-
cursive Kalman filtering algorithm consists of three steps of operations: initialization, 
state prediction, and measurement update.

In the initialization step, we determine the initial state estimate that are derived by 
discrete time derivatives of the feature center locations in the first two frames and 
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determine the initial error covariance matrix which represents deviation of the initial 
state estimate from the actual initial state.

In the state prediction step, we determine a priori LMV estimate and its error co-
variance matrix for the current state based on the previous state estimate and error 
covariance. In the measurement update step, we combine the estimated information 
with new measurements to refine the LMV estimate and its error covariance matrix 
for the current state. We perform this correction process based on a set of measure-
ment errors using normalized correlation. A small 9x9 gray-level template is ex-
tracted and used for calculating normalized correlation. 

At each time frame, we use the Kalman filter to predict the search region for each 
corner point. The template that was extracted when the corner point was originally 
detected, is correlated in the search region. After we locate the correlation peak, we 
can update the system state and the error variance using Kalman filtering.

2.3 Feature Grouping Using Trajectory Matching  

The purpose of feature grouping is to cluster sub-features together that come from the 
same vehicle. Corner features that move together are linked into a single vehicle. 
Since there are many vehicles in traffic scenes, it is difficult to group sub-features. In 
order to resolve this segmentation problem, we develop trajectory approximation and 
trajectory matching algorithms.

For trajectory approximation, after we detect moving features in the traffic video 
sequence, we extract feature trajectories. A trajectory is aligned by the trail of the 
centroid of the feature in successive picture frames. Therefore, the feature trajectories 
that come from the same vehicle have similar shapes. We can approximate the x and y
positions of the centroids over the frame time t by 
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where x(t) and y(t) represent the x and y positions of the centroids, respectively, n is 
the approximation order, and axk (k=0,…,n) and ayk (k=0,…,n) are approximated coef-
ficients of x(t) and y(t), respectively.

If we approximate m known centroid points by a polynomial of order 3, the un-
known coefficients, ax0, ax1, ax2, and ax3, can be found by least squares curve fitting, 
which minimizes the sum of the squares of the deviations of the data from the model. 
Clearly, this fitting does not make an accurate approximation of the data. However, 
the fitted curve represents a rough shape of the moving trajectory. This means that we 
can describe the moving trajectory only by a few polynomial coefficients.

Once all the feature points within a limited area are grouped into a single vehicle, 
we exclude some points that have different shapes of trajectories from the group. In 
this paper, we design the following trajectory matching rule to discriminate dissimilar 
trajectories from the group.
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where SMx and SMy are defined as the x and y directional similarity measures (SM), 
respectively, [Px], [P'x], [Py] and [P'y] denote the coefficient value sets for the 
approximated trajectories to be compared, and wk (k=0,1,2,3) are weight factors. If 
both SMx and SMy are lower than a predefined threshold value, we combine two fea-
ture points into the same group. 

3 Simulation Results

We have performed computer simulations on several crossway traffic sequences and  
estimated the feature distance in the world coordinate system. We employ the least 
mean squares (LMS) method to find the translation vector and the projection matrix 
using 16 calibration points. In order to evaluate the performance of the proposed 
grouping algorithm, we compare tracking trajectories with other results.

(a) Frame time #100 (b) Frame time #107

(c) x directional curve (d) y directional curve

Fig. 2. Tracking results of the grouping using only spatial information

As shown in Fig. 2(a), when we apply the grouping using only spatial information 
to the scene of a left-turning vehicle, one feature trajectory at the left lower region of 
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the vehicle is deviated due to correlation mismatching between two adjacent frames. 
The feature point has been linked to other points within the vehicle until distances 
from this point to all the other features are larger than a given threshold value, which 
makes the grouping incorrect as shown in Fig. 2(b). Fig. 2(c) and Fig. 2(d) display 
approximated curves of the feature trajectories in the x and y directions, respectively, 
at frame time #100. 

Fig. 3 demonstrates the tracking result by the grouping method using both the spa-
tial information and trajectory matching for the same scene as in Fig. 2. As shown in 
Fig. 3(a), the feature point of a different shape of the trajectory is separated from the 
feature group of the left-turning vehicle since the similarity measure is smaller than a 
given threshold value. The result in Fig. 3(b) shows that the grouping is kept cor-
rectly. Fig 3(c) and Fig 3(d) display approximated curves of the feature trajectories in 
the x and y directions, respectively, at frame time #100. 

(a) Frame #100 (b) Frame #107

(c) x directional curve (d) y directional curve

Fig. 3. Tracking results of the grouping using spatial information and trajectory matching 

In Fig. 4, we apply the grouping method using only spatial information to a traffic 
scene with partial occlusion and neighboring condition. There are two over-grouping 
errors in Fig. 4(a). Since two vehicles appear close to each other, it is difficult to 
separate two vehicles by the grouping method using only spatial information. If one 
vehicle passes by another vehicle, a visual occlusion can occur. Fig. 4(b) is the result 
including feature trajectory drawings.

Fig. 5 shows the tracking result by the grouping method using both the spatial in-
formation and trajectory matching for the same scene as in Fig. 4. When two vehicles 
appear close to each other, the trajectory matching algorithm can separate them easily 
at the initial time. For the partial occlusion, two vehicles are being merged during the 
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initial period. However, as the two vehicles move down the road, they can be sepa-
rated when they exhibit distinguishing motions.

(a) (b)

Fig. 4. Tracking results of traffic scene with partial occlusion and neighboring condition by the 
grouping using only spatial information

(a) (b)

Fig. 5. Tracking results of traffic scene with partial occlusion and neighboring condition by the 
grouping using spatial information and trajectory matching

Fig. 6. Tracking results of night traffic scene 

Fig. 6 shows the tracking result of night traffic scene by using spatial information 
and trajectory matching. Especially, in case of night traffic, many noise trajectories 
are occurred by headlight. However, the noise trajectories are removed by trajectory 
matching, and our tracking algorithm tracks the vehicles successfully. 
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4 Conclusions

In this paper, we have proposed a feature-based vehicle tracking system with a new 
grouping scheme. We extract image feature points by a corner detection algorithm 
and trace the features using two-dimensional token-based Kalman filtering. The new 
grouping algorithm using trajectory matching makes the proposed tracking system 
robust even in the partial occlusion and neighboring conditions. We can extend the 
proposed system for more congested traffic scenes.
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Abstract. This work focuses on the detection of events including 2- 
speaker dialog scene, multiple-speaker dialog scene and hybrid scene 
from the daily movies. Specifically, we employ the visual information 
to detect all possible shot sinks by using a new method called a window- 
baaed a w e q  algorithm, then all dctected shot sinks are categorized into 3 
classes using the well-known K-means algorithm, which forms the basis 
of our proposed event-detection scheme. Furthermore, the accompany- 
ing audio cue will also be u t i l i i  for achieving more meaningful results. 
Ow preliminary experimental results show that by integrating audiovi- 
sual information, meaningful events could be successfully detected and 
extrsct,ed. 

1 Introduction 

With the fast growing amount of multimedia information, content-bad im- 
agelvideo indexing and retrieval have attracted more and more attentions these 
days. However, most existing solutions are based on low-level features, such as 
color, texture , shape and object spatial relations, keyframe, temporal vari- 
ance, camera and object motions, etc. Although t,he extraction of above features 
is straightforward and relatively computationally simple, yet the correspond- 
ing query results are not always satisfactory due to the gap between low-level 
f e a t u r ~  and high-level semantics. 

Recently, there have been some work on semantics extraction from multi- 
media data. M a h m d  and Srinivasan [I] presented a query-driven approach to 
detect topical events by using image and text contents of query foils found in 
a lecture. While multiple media sources were integrated in their framework, the 
identification results were mainly evaluated in the domain of classroom lectures 
and talks due to the special features used. In Rui and Yeung's work [Z] [3], 
video scene3 were constructed from low-lcal shot sequence to servo as a video 
Table of Content (ToC). Wbie scenes do capture more emantic meanings of 
the underlying video, not all constructed scenes contain meaningful themes due 
to their temporally adjoining nature. Sundaram and Chang [4] reported their 
work on determining computable scenes in films by combining audio and visual 
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information a< nv4 as  detwt,ing dialog srenrs by nsing a prriodir analysis trans- 
form. Howovrr, sinrr the arrangrmrnt of shot s q n r t ~ c m  i t ~  a dialog I~asiraIIy 
varies with th r  film grnre and rlrprnds hravily on tlir dirrrrorial stylm, prriorlir 
analysis appean too rrstrictive t o  take care of general scenarios. In addition, th r  
prohlem hwomes more romplex when there arr  multiple speakers in a srrne. 

In this work, we propose to d r tw t  movie events hv nsing a window-had 
sa7wp algorithm. where an went  is t.ypirally a srene whirh contains a mean- 
ingful thnmr and is hasirally drvrloping nndrr a rrrtain fixrrl mvironmrnt. In 
pnrticular, wc first pool a11 similar shots into a shot sink. t l~cn  each shot sink is 
classified into one of three prculefinml classes, from which the coarse-level events 
s i l l  he detected. hloreover, in order to better locate the dialog scenes. we fnrther 
integrate the audio information into this framewxk. 

The rest of paper is organized as follows. In Section 2, the proposed movie 
 vent. detwtion algnrithm is ilrtailrrl. Srction 3 giws the prc*lin~inary rxprri- 
mental rrsnlts. Finally, conrlncling r ~ ~ a r k s  and fntnrr work arc giwn in Sri:tinn 
4. 

2 Movie Event Exraction 

Xlovic. known a.. a rrcorrliu~g art. is practical. mvironmcntal. pictorial, clmmatic. 
narrative and musical [5]. Since a fihn operates in liniitecl time, all movie shots are 
efficiently organized hy the tilm-maker in snrh a way that the audience will follow 
his/hrr own s a y  of story-trllin~. Sp~rifirally, this goal is arhirvrrl 1)y prmenting 
t l ~ r  audience a scvlnrnro of rascaclnl rvrnts wl~ich gradually ~lrvrlop thr n~ovir 
plot. In this work, wr considrr thr nndrrlying evrnl as  th r  hasir story nnir of 
the movir. Detect,ion of such evmts is very usefnl in a variety of applications 
inrluding rontrnt-hasrd vidw browsing, snmmarization and retrieval. 

Basically, an evrnt is a srrne which ront.ains a meaningful theme and is nsn- 
ally going on nnder a rertain ronsistent rnvironmmt. Howrver. to somr rxtmt.. 
an rvrnt is more than a srrnr  sincr it dors not haw  tho rrstrirtion of cnnsistrnt 
chroniatirit.!: lighting conditions and a n ~ l i r n t  sound as in~powd on scrnr drfini- 
tion 141. In a n o t h ~ r  word. as  long as scenes share the same thenie. they hrlong 
t o  the same event. 

There are hasically two ways t o  dewlop a thematic topic in an event: through 
actions where recorded movements tell the story or  through dialogs where words 
carry t l ~ e  theme. Rased on the film genre and film makers' directorial flavor, 
ri thrr of t l ~ r s r  two stylrs (or horh) conlcl l ~ r  nscul frrqnrntly. Howrvrr, no nrattrr 
which filming style is used in an event, they share one conlnlon feat,ure. That is. 
certain shots will present a repetitive visual structures. For instance, during a 
chase sqnence, we frequently see shots of the pn r sud  and t,he pnrsurr despite 
that t l ~ r  I~;lrkgronnd is ronstantlv changing. This repetitive pattern is rven I I I O ~ Q  

distinct in a clinlog srrnr. This is a very intrrmting ol)srrwtion, and th r  rra.wn is 
prrhaps dnr  to the fwt  that sincr the drama of an rwn t  conld only h r  developed 
within certain spatial and temporal localities. dirrcton have t o  repeat, some 
rssrnt,ial shots to ronvey the parallelism and continnit,y of artivitim dnr! t o  t h r  
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sequential nature of film making. In the rest of this section, we will elaborate on 
the proposed event detection algorithm which is partially developed based on 
this observation. 

2.1 Computing Shot Sinks with Visual Information 

Since an event is generally characterized by a repetitive visual structure, our 
first step is to  extract all scenes which possess this feature. In particular, we 
introduce a new concept, shot sink, in this work. A shot sink contains a pool of 
shots which are visually similar to  each other but largely different from those in 
other sinks. 

Window-based Sweep Algorithm The window-based sweep algorithm is 
used to  compute the shot sink for every shot from a given shot sequence. Since 
any event occurs within certain temporal locality, we naturally restrict our search 
range for visually similar shots within a window of length N as shown in Fig- 
ure l(a), where the current window contains n - i + 1 shots. Given shot i, we 
choose its keyframes to  be its first and last frames and denote them bi and ei as 
shown in the same figure, then the similarity between shot i and j are defined 
as 

where dist(bi, b,) is the standard Euclidean distance between the two keyframes 
bi and b, in terms of their color histograms and Wl, W2, W3 and W4 are four 
weighting coefficients computed as 

where Li and L, are lengths of shots i and j in terms of frames. Here, we do not 
consider the absolute time separation between shots i and j (i.e. the temporal 
distance between ei and b,) in computing Disti,,. The reason is that since we 
want to  find all similar shots (thus, the name "sweep"), we shall not weaken shots 
similarity due to  their physical separation as long as they are within the same 
timing window. However, we do have considered the relative distance between 
each keyframe by introducing the shot length parameters Li and L, into the 
weights. It is actually intuitive that, if shots i and j are similar shots, frames ei 
should be more similar to  b, than bi to  b, due to  the motion continuity. Hence 
here we call D i s t i ,  a time-adapted distance. 

Now, if D i s t i ,  is less than a predefined threshold T, we consider them to  be 
similar, and throw shot j into shot i's sink. As shown in Figure l(b),  all shot 
i's similar shots are neatly linked together in their temporal order. One thing 
worth mentioning here is that if shot i's sink is not empty, we have to compute 
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distances between the current shot, say, shot k, and all other shots in the sink 
(for example, shot i and shot j in this figure), and shot k is only qualified to  be 
in the sink when the maximum of all distances is less than T. 

We repeat this window-based sweep algorithm for every shot to  compute 
their respective shot sink. However, if one shot has already been in other shot's 
sink, we skip the current shot and continue for the next one. 

Fig. 1. (a) Shots contained in a window of length N, and (b) computed sink of shot i. 

Determina t ion  of Pa rame te r s  There are two parameters used in this algo- 
rithm, i.e. window length N and threshold T. For the algorithm to be of practical 
use, these parameters should be determined either automatically or easily by the 
user. We will discuss this issue below. 

1). Detenining window length N .  We have tried two ways to  choose parame- 
ter N in this work, i.e. a fixed value and an adaptive value that varies with every 
incoming movie. In the former case, we empirically set N to be a predefined value 
which covers the duration of a usual movie event. In the latter case, N is set to  be 
proportional to the average video shot length, that is, N = a x AugShotLength. 
Hence, the faster the movie rhythm, the shorter the window length. Based on our 
current experiments, a fixed value N produces better results, which is perhaps 
due to  the reason that as a semantic unit, event is somehow independent of the 
underlying shot structure. 

2 ) .  Determining threshold T .  T is used to threshold the similarity measure- 
ment between two shots. Since our distance metric employs the color information 
and different movies will definitely have different primary hue, an empirically 
preset threshold will properly not work for all cases. In this work, we apply a 
Gaussian normalization procedure to  resolve this problem. Specifically, for each 
shot in the current shot sequence, we compute its color distances to  all other 
shots in the timing window. Then, we consider all computed distances as a se- 
quence of Gaussian variables, and calculate its mean fi and standard deviation 
a. Now, after we compute D i ~ t ~ , ~  by using the previous equation, we normalize 
it by using p and a and then compare it with a predefined threshold T'. Since all 

Movie Event Detection by Using Audio Visual Information 201



202 Y .  Li and C.-C.J. Kuo 

distances have been normalized t o  the Gaussian distribution of zero mean and 
unit variance, it is easier t o  choose threshold T'. Moreover, once T' is adjusted, it 
will fit for all movies. Empirically, we find that T' = -1.35 produces a good sim- 
ilarity result. In this case, about 9% of the shots within the timing window are 
qualified for the corresponding shot sink as P(X < xlx = T' = -1.35) = 0.089. 

2.2 Classifying Shot Sinks with K-means 

Now, let us classify shot sinks into 3 predefined classes: periodic, partly-periodic, 
and random. For the shots in the first class, we can observe a near perfect periodic 
pattern. For instance, shot i is repeated every 2 shots which shall be frequently 
encountered during a 2-speaker dialog scene. In the second class, a certain rough 
periodicity will be detected, but it is not always strictly observed. Examples 
include those shots involved in a dialog scene with multiple speakers where we 
have no idea which speaker is going t o  talk. For the last class, we call it random 
since no specific conclusion can be made based on shots' distribution. Note also 
that if shot i's sink contains only one item (i.e. the shot itself), we exclude this 
shot for further consideration. 

To detect the periodicity for each shot sink, we first calculate the relative 
temporal distance between shot i and its peers. Then, the mean p and standard 
deviation u of these distances are computed and considered to be the sink's 
features. Intuitively, a shot belonging t o  a periodic class will generally have 
smaller statistics than the one belonging t o  the random class. 

After obtaining the two features for every shot sink, we choose t o  classify 
them by using the standard K-means algorithm. There are two reasons for using 
the K-means in this task. First, we can circumvent the trouble of determining 
a set of thresholds for our classification purpose. Second, K-means is a least- 
squares partitioning method which naturally divide a collection of objects into 
K groups. Hence, the K-means algorithm is more tolerant t o  "noisy" data as 
compared t o  others using rigid rules. For example, given a 2-speaker dialog scene, 
although typically we have a series of alternating close-up shots of two players, 
we can have characters in medium or long shots and shots with two present 
speakers . Moreover, different camera angles will definitely produce different 
shots even for the same speaker. Therefore, if we use an approach which strictly 
demands that every 2 shots should be similar while adjacent shots are different in 
a dialog scene [4], it will probably fail in some scenarios. However, if the K-means 
approach is applied, we may still get correct classification results. Figure 2 shows 
classification results for two movie clips. As one can see, all shot sinks have been 
well classified, where the leftmost group belongs t o  the periodic class and the 
rightmost one belongs t o  the random class. 

2.3 Extracting and Classifying Events 

Now, we are ready to organize all classified shot sinks into events. The first prob- 
lem needs t o  be solved is the determination of the event boundary. The solution 
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Fig. 2. Classifying shot sinks using K-mcans: (a) \lovic 1 with 43 shot sinks, and (b) 
hloviv 2 with 51 shot sinks. 

actually resides in the definition of an event. Since each event has a certain the- 
rnatic topic: tlms basically events are not terrlporally sequential: which rueans 
that there will usually exist some progressive scenes between two corlsecutive 
events ~vithout any repetitive structure. Therefore in rnost of cases, a natural 
gap between urlrelated shot sinks d l  be observed: which then serves as the 
event delimiter. Of course; it is still possible that t ~ - o  events are tightly devel- 
oped one after another. Ho~r-ever, it's very rare since the director will need time 
to establish the situatior~ for the next event. The secorld problerrl is to assign 
appropriate types to each asserrlbled e ~ e n t .  Three event classes are corlsidered in 
this aork: the '?-speaker dialog scene; the multiple-speaker dialog scene and the 
hybrid scene. .4 set of simple rules are introduced here to accomplish this task. 

1). If the event cor~tairls at least two periodic shot sinks: at  rnost one partly- 
periodic; and no rarldorr~ shot sinks: it will be declared as a '?-speaker dialog scene. 
This is actually quite straightforward since during a typical rnovie cor~versation 
scene: the camera d l  track the speakers back and forth, producing a series of 
alterrlatir~g close-up shots of the two players. 

2).  If the event contairls several partly-periodic shot sinks, or if the periodic 
and randorn shot sinks coexist; we label it with a multiple-speaker dialog scene. 
Since we rnay have many speakers: and every speaker has an equal probability 
of talking, 73-e may have randorn shot sinks in this case. 

3).  .A11 left events are called the hybrid scene. 

2.4 Integrating Audio Information 

Since coarse-level events are detected based on pure visual information, false 
alarms will occur in some cases. For example, in one of our test movies, there is 
an event describing a hunter and his prey. The camera shuttles back and forth 
between them to  generate a tense atmosphere. Naturally, this event is declared 
as a 2-speaker dialog scene since strong periodicity is detected. This type of 
events is actually not unusual in our daily movies and is called the "thematic 
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dialog" in Sundaram's work [4]. Other similar cases could he found in events 
wlwe two people are kissing. hugging, etc. To avoid this type of false alarms. we 
ran integrate aurlio inforn~ation intn our d~t r r t inn  scl~emr. The rationalc~ h ~ r e  is 
quitr intuitive: if an rvrnr, is drrlarrd as a dialog scrnr. it shor~ld havr a higher 
ratio of spwrh content. 

For every shot in a dialog event, we'll rlassify it into one of 4 audio rlasws: 
spwl i ,  nmsir, sibnrr and rnvironmrntal so~md [6]. If it is a spwdi with music 
hackgro~md shot. wr still drrlarr it a sprrrli shot sincr spwrh is of niorr impor- 
tanw to 11s. An went ran only hr  drclarrvl as a dialog event when its spwch 
ratio is highrr than a crrtain t,hrmhold. Othrraisr, it is only a t,l~rmatir sc:mc. 

3 Experimental Results 

Thrw W'EG comprwsd movie clips are examined in our experiments. each of 
I-hour long and helonging to one of fnllnning 3 gmrps: romance, arlvent~~re and 
action. Dur to thr  suhjrctivity of thr went drfinition. wr ail1 not lrarl disrnssions 
on thr accuracy of cxtractcd cvrnts sincc pmplc's opinions may difTrr. Instead. 
we examine the correctness of the classified event classes since it's mud1 eazier 
to rrarli a common agrrmlmt. Howver, it's our hd i rw  that all rnraningf~~l 
movie rvcnts haw bcrn corrrctly rxtracted using hie proposrd algorithtn. 

Experimental results are showti in Table 1 for all 3 movies. There are two 
parts in each sub-tal~le: the rwults obtained Ily combing ar~dio cue and the 
ones wi tho~~t  a~~clio. T11r prrrisirm and rrrall ratrs arts cornpntc.rI to wah~a te  the 
prrformanrr d w r r  Prrcision = hits/(hit.s + falsr alarn~s) and Rrcall = Iiit,s/(l~its 
+ missw). In addition. hrcanse the hyhrid event, class contains the rest of rvents 
~xrlurling t,he mdti-speaker and the &speaker events, its extrartion rpsr~lts are 
omittrd from t,Iw tahlr. Followings are somr ohsrrvations of t,hr ohtainrd rmdts. 

1. The rwnt  drtection rps~~l ts  are quite enrwraging. All precision and rerall 
ratios are higher than 83% w l ~ r r ~  the a d i o  information is i~~tegratrd.  .Also, 
it is evident that I)? integrating tlir audio information into tlie proposed 
detection scheme, we have ohserved distinct improvements in tlie precision 
ratio for all cases. 

2. The missed 2-sprakrr rvrnt in Movir 1 was misclassificd as a hybrid one. In 
this scrnr, thr tn-o speakrrs arc quite far apart at thc beginning of the talk. 
Thrn, onr of thrrn n d k s  towards thr othrr which causrs t l ~ c  rh,mgr of thr 
background and results in the irregularity of thr periodicity. In Jlovir 2. a 
multiplespeaker scene is misclassitied as a Zspeaker scene clue to the fact. 
that one of the speakers clominatw the dialog. A similar case is also fo~md 
i n  hlovir 3. 

4 Conclusion and Future Work 

Event detection is essential to  high-level semantic querying of vidw datahaw.  
It is also a wry rhallrnging prol~lrm to intrgratr rviclrnrrs from mdtiplc in- 
formation modalitirs sr~rli as aurlio, video and languagr. .A n o d  franiework of 
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Table 1. Event detection results for Moviel, Movie2 and Movie3 

detecting movie events by integrating audio-visual cues was presented in this 
work. Specifically, coarse-level events were first extracted by using pure visual 
information. Then, the accompanying audio cue was utilized to refine the re- 
sults. Encouraging preliminary experimental results have been obtained. In the 
future, we will apply some speaker identification technology to recognize speakers 
in the dialog scene, which should form an inseparable component in a practical 
content-based video indexing and retrieval system. 
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Automatic construction of video mosaic plays an important role in many fields, such
as computer vision, image processing, and computer graphics[7]. For instance, the
navigation of robots, ocean floor exploration [2], video compression [1], video
indexing [3], super-resolution processing of digital camera [6], etc. The most difficult
problem in procedures of video mosaic is how to control cumulative errors caused
while registering many image frames to the same reference image. Mann and Picard
[5] present a hierarchical algorithm that takes advantages of the associative law in
group theory. Gracias[2] fulfils video mosaic by an algorithm based on feature point
correspondences. The robustness of their algorithm relies on the correctness of the
correspondences of feature points, which is also a difficult problem in computer
vision.
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o90

Let 21, II  be two consequent frames. Due to the motion of camera, 1I  and 2I  have

different coordinate system. To find out the coordinate transformation p  from 1I to

2I , we need to make an assumption that the transformation has a 8-parameter
projective model.
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If the consequent frames are taken with a camera undergoing a combination of pan,
tilt, rotation, and zoom then we have proved in [4] that (1) satisfies. In this case, the

matrix 33)( ×ija  is an invertible matrix, and is called a representation of p . We

sometimes identify the matrix  with the coordinate transformation  if there is no
confusions in context.

Let ),,( tyxI  be the frame at time t .  Suppose most of pixels in )1,,( +tyxI  are

induced by a very small movement of the camera.  Then

0≈+⋅+⋅ tyx IvIuI

where ),(),(
dt
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dt

dx
vu = and ),,(),,(
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I
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I
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I
III tyx ∂

∂
∂
∂

∂
∂=  are respectively the

velocity vector of  the moving pixel and the vector of partial differentials in

coordinate ),( yx . xI , yI , and tI  can be approximated  by average difference of

the pixels near the point.  By model (1), we have

0)1())1()(( ≈+⋅+⋅⋅+⋅−+⋅ t
T

X
T IXcIXXcbXA

where T
yxX III ),(= , and 121222 ,, ××× ∈∈∈ RcRbRA .

Our task is to compute the unknown 8 parameters. By least square sums, the 8
parameters can be estimated by solving the solutions of the  following  equations:
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Algorithm 1. A revisited Mann’s algorithm

1. Let 4=k , I  the image to be transformated, J the
reference image, p be the 3×3 identity matrix.

2. While 0≥k

   Generate a virtue image I’=p(I), which has same pixel at
coordinate ),( yxp  as the pixel of I at ),( yx .

   Construct the images kk JI , , which are the kk 22 ×  samples

of JI ,' respectively.

   Solve equation 4 for transformation kp from kI to kJ .

   Let ppp k= , 1−= kk

3. Return p

Remark 1. The previous procedure of coarse to fine estimation uses compositions of
intermediate transformations by group theory to enhance the accuracy and efficiency.

It is the most difficult in video mosaic to handle the cumulative errors caused by
registering hundreds of frames to the same one frame. Mann(1997) alleviates the
cumulative errors by submosaic technique. Since the number of compositions of maps
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in Mann’s method is linearly in proportion to the total number of frames in the video,
the cumulative errors are still very great if the total number is large.  In this section,
we present a new featureless approach to control the cumulative errors for long video
mosaicing.  The number of compositions of maps in our method is logarithmic in
proportion to the total number of frames. Our approach includes 4 main techniques: (1)
local adjustment, (2) neighbor extension, (3) global adjustment, (4) global hierarchy.

While the global motion parameters are being estimated by hierarchical techniques,
we delete in each intermediate step the pixels that do not overlap in the two images
because these pixels will give negative effects on the precision of estimations.

Algorithm 2 (Local Adjustment)

Input: Two consequent images 21, II .

Output: Finer transformation from 1I  to 2I

Initialization: k=1

1. Compute a coordinate transformation kf from 1I  to 2I in level k

by Algorithm 1.

2. Generate the image )( 1Ipk  and find the overlap parts between

)( 1Ipk  and 2I . The overlap parts are denoted as )( 1Ipk ’ and

2I ’ respectively.

3. Use Algorithm 1 for )( 1Ipk ’and 2I ’  in levels k+1 to find

the transformation 
kp∆ , and let kpk pp

k
∆=+1 .

4. If 1+k  level is the highest level then output 1+kp  else

1+= kk  and goto 1.

kp∆ kp

If we can find a transformation p  from 1I  to kI  such that )( 1Ip  and kI  have

larger than 60% coordinates overlapped, we call that kI  is a neighbor of 1I .
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Neighbor extension means to find a neighbor as far as possible.  Let ip   be the

transformation computed by Algorithm 1 or Algorithm 2 from iI  to 1+iI ,

1,...,1 −= Ni .  We have the following Neighbor extension algorithm to find

neighbors of 1I  in NII ,...,1 .

Algorith 3: (Neighbor Extension Algorithm)

1. Initialize: 1fg = , 12 , IIII DS == ,i=1, .12 =DKg

2. While ( %)60)(Area))((Area ×>∩ DDS IIIg

Use Algorithm 2 for images SI  and DI  to find the   local

adjustment: gg g∆= . Let DKi ggpg 21+= ,
1+= iS II ,  i=i+1.

3. iSiD IIII == − ,1 , 12 −= iDK gp .

4. If i<N goto 2.

By Algorithm 1, 2 and 3, we estimate the coordinate transformations ip  from iI to

1+iI . We can construct a rough map ijjij pppp 1−=  between images iI  and

1+jI  with moderate long intervals ij −+1 .  The coarse map can be further adjusted

by
ijp∆ estimated from the overlap pixels of )( iij Ip  and 1+iI . Then ijp p

ij
∆  is the

adjusted fine transformation from iI  to 1+iI . We call 
ijp∆ the global adjustor.

The principle of global hierarchical algorithm is showed in fig.1. The frames in level
1 are the key frames computed in Algorithm 3.  An initial transformation from
Submosaic 1 to Submosaic 2 is obtained by composing the transformations of the
pairs ( KeyFrame 2, KeyFrame 3), ( KeyFrame 3, KeyFrame4) , and ( KeyFrame4,
KeyFrame5).  When a video with N frames needs to be mapped into a panoramic
image, the maximum number of coordinate transformations used to compose a map,
from some frame to the mosaic, is less than N3log .
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Fig. 1. Global Hierarchical Algorithm. The frames in level 1 are the key frames computed in Algorithm 3.

The local adjustors can remarkably control the propagation of the cumulative errors.
The results can be seen in Fig. 2.  The following examples are the mosaic of videos
taken with a series of pans and tilts. The total angle of pans is larger than o90 . The
first frame has no pixels overlapped in the last frame.  Our double hierarchical
algorithms also fulfil the mosaic with high quality. Our Algorithm programmed in
Borland C++ Builder 3.0 produces a panorama image for a 15-seconds-video in 2
minutes in a PC with  a  Pentium II 300.

Fig. 2. The upper left mosaic image, size of 1001x1179, is made of 240 frames from a video size of  352x288.
Since it is not controlled by local adjustors, the cumulative errors are very serious.  The lower right mosaic size of
751x616 is made of the same frames. The cumulative errors are obviously alleviated by using local adjustments.

Fig. 3(a) The frames are selected from a segment video size of 288352 ×  in a VCD of  The Chinese National
Day Celebration. The video has a 15 seconds long pan segment (450 frames). The reference frame is the middle

Frame 1 Frame 2 Frame 3 Frame 4 Frame 5
Level  1

Frame 6 Frame 7 Frame 8 Frame 9

Submosaic1 Submosaic2
Level  2

Submosaic3

 Submosaic1
Level  3
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frame (the 250-th frame) which is not overlapped on any pixels with the first frame and the last frame. The
luminosity of the first frame is obviously weaker than other frames in the video.

Fig. 3(b)  The mosaic panorama made by our double hierarchical algorithm. The pan of the camera is larger than
o90 . Its size  is 5891306 × .

Fig. 4 (a)   16 frames from the  video  with 230 frames in The Chinese National Day elebration.

Fig. 4(b)  The panorama mosaic of  the 230 frames is made by Mann’s classical methods. The size is 927x357.
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Fig. 4(c) The panorama mosaic constructed by our algorithm.

In this paper, we present the double hierarchical algorithm to fulfil large scale  mosaic
for videos with large pan angle. The algorithm includes four main techniques. The
local adjustment technique is used to eliminate the negative effects caused by
irrelative pixels, which obviously improve the precision of the coordinate
transformation between two consequent frames. The neighbor extension technique
decreases the number of transformations used to compose a new transformation
between frames with a long interval, and thus alleviates the cumulative errors. The
global adjustment technique improves the precision of the coordinate transformation
between two frames in long distance. The global hierarchical technique further
controls the number of matrix multiplication. By combination of the four techniques,
we obtain the new algorithm that produces mosaic images with higher quality.
Experiment results show that our algorithm is quite successful.
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Abstract. A new automatic video sequence segmentation algorithm that 
extracts moving objects is presented in this paper. The algorithm exploits the 

local variation in the *** vuL  space, and combines it with motion information 
to separate foreground objects from the background. A new image 
segmentation algorithm based on graphic-theoretic approach is first employed 
to generate various regions according to local variation. Next, moving regions 
are identified by a new filter criterion, which measures the deviation of the 
estimated local motion from the synthesized global motion. In order to increase 
the temporal and spatial consistency of extracted objects, moving regions are 
tracked by a region-based affine motion model. Two-dimensional binary 
models are derived for the objects and tracked throughout the sequence by a 
Hausdorff object tracker. The proposed algorithm is evaluated for several 
typical MPEG-4 test sequences. Experimental results demonstrate the 
performance of the proposed algorithm. 

1 Introduction 

Traditional video standards such as MPEG-2, H.263 are low-level techniques in the 
sense that no segmentation or analysis of the scene is performed. They can just 
achieve high compression ratios. However, with the fast development of multimedia 
processing technique, new coding schemes with content-based interactivity is 
necessary. The new standard MPEG-4 [1] enables this kind of content-based 
functionalities by introducing the concept of video object planes (VOP’s). VOP 
represents one object or ”semantically meaningful objects” in a video. For each VOP, 
the motion, texture, and shape information is coded in separate bit streams. This 
allows separate modification and manipulation of every VOP. 

Decomposing a video sequences into VOP’s is very difficult. An intrinsic problem 
of VOP segmentation is that objects of interest are not homogeneous with respect to 
low-level features such as color, intensity, or optical flow. Most VOP segmentation 
algorithms [3-10] combine motion information of objects to separate objects from the 
background. Optical flow or motion fields could be used, but their accuracy is limited 
due to the noise and aperture problem. So extraction of objects contour only with 
motion information is difficult. 

In this paper, a fast and robust video segmentation technique is proposed. First, a 
new image segmentation algorithm based on graphic-theoretic approach is first 
employed to generate various regions according to local variation. Next, moving 
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regions are identified by the deviation of the estimated local motion from the 
synthesized global motion. In order to increase the temporal and spatial consistency of 
extracted objects, moving regions are tracked by a region-based affine motion model. 
The objects are tracked throughout the sequence by a Hausdorff object tracker.  

The rest of this paper is organized as follows. Section II covers the segmentation of 
each frame into various regions base on graphic theory. Moving regions are identified 
in the next section. Moving objects are extracted and tracked in section IV. Final, the 
experimental results and the conclusion are presented.  

2 Image Segmentation Using Local Variation 

There are two kinds algorithms in moving objects segmentation techniques, one [3-6] 
is using image segmentation techniques to generate various regions, and then filtering 
regions segmented; the other is directly using filtering the image, such as CDM 
techniques, without initial segmentation. The first one generally can get better object 
contours than the second one. 

Morphological segmentation techniques, such as Max-tree [3-4] can be used in the 
moving objects segmentation, but it usually generates too much regions. Guo [6] uses 
”mean shift” algorithm to segment image. Segmentation algorithms used in moving 
objects extraction should preserve the information of objects completely, because 
human eyes are sensitive to the contours of objects. Image segmentation based on 
local variation, or LV algorithm, can be used for this purpose. 

LV algorithm is base on graphic theory. It first smoothes the image using a 
gaussian filter, and then transforms it to an undirected graph, ),( EVH = , where 

each pixel ip has a corresponding vertex Vvi ∈ and an edge Evv ji ∈),( connects 

vertices iv and jv . The weight function )),(( ji vvw is based on the absolute 

intensity difference between the pixels. Then define S , a segmentation of V with a 

corresponding set of edges, thus every SC ∈ corresponds to a component of the 

graph ),( EV . Let iC  denote the component of S which contains vertex iv . The 

internal variation of a component is defined as the maximum weight edge in any 
minimum spanning tree of that component 

)(max)(
),(

ewCInt
ECMSTe∈

= , (1)

where ),( ECMST is a minimum spanning tree of C with respect to E , and 

external variation between two components is defined as the lowest weight edge 
connecting them 

)),((min),(
21,

21 ji
CvCv

vvwCCExt
ji ∈∈

= . (2)

When two components are similar in the following sense, they should be merged into 
a single component 
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),(),( 2121 CCMIntCCExt ≤ , (3)

where the minimum internal variation, MInt is

))()(),()(min(),( 221121 CCIntCCIntCCMInt ττ ++= . (4)

The functionτ is relative to the size of the component, and adaptively controls the 
merging procedure, which is defined as 

CkC /)( =τ , (5)

where C  denotes the size of C , and k is a constant. 

LV algorithm can guarantee that under the frame defined, the segmentation result 
is neither over-segmented nor under-segmented. It runs in time nearly linear in the 
number of image pixels, and is fast in practice. 

3 Motion Filtering 

The purpose of motion filtering is to detect independent moving regions. CDM [7] 
and HOS [10] techniques, which are based on DFD, can be a possible filtering 
method. But DFD technique may cause some problems. The DFD is low even for bad 
motion compensation as long as objects are warped to areas of similar intensity. On 
the other hand, highly textured regions usually have a high DFD even they are quite 
well compensated. Therefore, there is no grantee that the filtering results are correct. 

We use an alternative approach to detect independently moving regions. For every 
frame, a dense optical flow filed is estimated by the techniques like Horn and 
Schunck [11], multiscale techniques [12-13], local relaxation [14] and block-matching 

[15] etc. Let Tvu ),()( =xu be the estimated flow vector at pixel ),( yx and let 
Tyx ),(=x . The global motion is obtained using a six-parameter affine motion 

model 

bAx(x)u +=ˆ (6)

where, )(
32

10
aa

aa=A , Tbb ),( 10=b . We can use robust least median of square 

technique [5,8] to get A and b . Thus for every pixel x •we can get synthesized flow 

vector )(ˆ xu . The difference between the synthesized flow vector and the estimated 

flow vector is 

)()(ˆ)( xuxux −=M . (7)
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For the pixel x which conforms to the global motion, )(xM is low, otherwise 

)(xM is high. When )(xM exceeds a threshold, we identify it as a moving pixel. If 

more than 60% of pixels in iC are moving pixels, then the region is a moving region.    

The optical flow filed of frame Coastguard 240 is shown in Fig.1.(a) using the 
technique from Black [13], (b) is the square error after filtering, and (c) moving 
pixels. 

           (a)              (b)              (c) 

Fig. 1.  Motion filtering, (a) optical flow field of Coastguard 240,  (b) filter residue, (c) moving 
points (in black). 

4 Moving Objects Extraction and Tracking 

4.1 Objects Extraction 

After motion filtering, we can get a series of moving regions. Independently Moving 
Component (IMC) is composed of connected moving regions. In order to avoid 
tracking noise regions, we only consider those IMC’s with sizes exceeding a given 
threshold. 

Meier and Ngan [5,7-8] uses the binary model of the object to get the complete 

object, or an VOP. The model is composed of rapid changing edge points rapid
itO , and 

slowly changing edge points slow
itO , . Suppose, after motion filtering, we get tN

IMC’s in frame t , and its edge set denotes tE  obtained by Canny [16] operator. Let 

itO ,1− be the object model in the frame 1−t , itO , be its model in the frame t , and 

itIMC , be a part of itO , , then we have 

}min|{
,

, rapid
IMCx

t
rapid
it DxeEeO

it

≤−∈=
∈

. (8)
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rapid
itO ,  includes the edge points with a value for the distance transform that is smaller 

than or equal to rapidD . While, slow
itO , is obtained by tracking the object from frame 

1−t ,

}min|{
,1

, slow
pOx

t
slow
it DxeEeO

iit

≤−∈=
⊕∈ −

(9)

where, ip is the best position in frame t . The tracker is realized using Hausdorff 

distance. Therefore, the moving edge points detected from current frame and those 
detected from previous frames are combined to the object model .  

However, there is a serious problem. In a sequence with more complex 
background, if itO ,1−  includes a background edge point, then extrapolation using 

equation (9) will cause fatal positive feedback, thus may include many background 
edge points. Therefore, the techniques of filtering background image or background 
edge points counting can be used [7], but the techniques are limited in a sense that we 
do not know exactly whether a edge point is belonging to an object or to the 
background. 

The model points obtained by the method mentioned above might not form a 
closed contour, which makes the extraction difficult. Meier and Ngan [5,8] uses 
Filling-in Technique plus Dijkstra’s shortest path to get the closed object contour. For 
a simple background sequence, it works well. Guo [6] uses the gradient information in 
the color space, not luminance space, to guard extraction of object, but not all the 
sequences have a good gradient in color space, and also gradient in color space maybe 
too large or too small with respect to real object contour. So using the information 
gained through segmentation is important, we can track the regions once moved, and 
incorporated them in the object in case they stop moving for the moment. 

For every region, we can use the affine motion model to get its motion, and then 
track it to the next frame. Thus, moving regions will be composed of moving regions 
currently being detected and those of previously being detected. We fill the holes in 
the moving regions, which are considered as parts of moving regions though they 
currently may not move.  

4.2 Objects Tracking 

Hausdorff distance [17] is used to compare the similarity of two binary models. Let 

},,{ 1 mooO = denote the set of binary model points, where m is the number of 

model points, and },,{ 1 neeE = be the set of all edge pixels in the image. Then, 

the generalized Hausdorff distance is given by 

eoKEOh
Ee

th
OoK −=

∈∈ min),( . (10)

Instead of using the maximum value, the distances are sorted in an ascending order 
and the thK value is chosen. Let ][ fmK = , •when 1=f , the distance will be the 
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standard definition of Hausdorff distance. f can control the number of pixels that 

influences the Hausdorff distance.  Similarly, we can define ),( OEhR , and 

let ][rnR = . More details can be found in the reference [17]. 

Fig. 2 demonstrates that the binary model for the boat can be tracked successfully. 

The parameters used are 2,5.0,7.0 === matchDrf  ( 2=matchD denotes that all 

the matching edge points are within the distance of 2 pixels). 
Actually, we can also use the tracked models to extract the objects using the 

Filling-in Technique as Meier and Ngan [5,8] does. 

         (a)                                          (b)                                               (c)            

Fig. 2. Coastguard binary model tracking.  (a) frame 230, (b) frame 240, (c) frame 250. 

5 Experimental Results  

In this section, the results of the proposed algorithm are presented for three typical 
sequences, Claire, Mother&Daughter and Coastguard. When we use LV segmentation 
algorithm, more details should be preserved, because in coastguard sequence, the 
background is cluttered. The gaussian smooth parameter 6.0=σ , and the constant 

parameter 100=k . The parameters used in the Hausdorff tracker are 

2,5.0,7.0 === matchDrf . We use the technique from Black [13] to estimate the 

optical flow field. 
Claire is a typical ”head-shoulder” sequence with stationary background, while 

Mother&Daughter with a litter more complex background. Fig.3 shows the original 
frame of Claire 30, segmented grayscale image, extracted object and its binary model. 
Fig. 4 shows the results for Mother&Daughter. 

In the sequence Coastguard, the camera is following the boat so that the 
background appears to be moving. The boat, which is moving relative to the 
background, is proper extracted. However, because the cluttered background, the 
boundary is not as accuracy as ”head-shoulder” sequence. 
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6 Conclusion 

A new moving objects segmentation and tracking algorithm is proposed in this paper. 
After the initial segmentation, we can get a series regions, and then motion filtering 
technique is used to identify moving regions which compose the independently 
moving objects. The temporal correspondence is established by a Hausdorff tracker. 

The experimental results show that the algorithm works well for automatic moving 
objects segmentation and tracking. However, there are also some limitations that 
should be mentioned. Since moving region is identified by the ratio of moving pixels 
in the region, sometimes due to the mal-segmentation or ill-motion estimation, the 
decision might be wrong, thus the boundaries of moving objects might not be very 
accurate. Furthermore, noise also induces apparent motion and might be wrongly 
picked up as part of an object. Those limitations mentioned above are quite common 
to the existing automatic VOP segmentation algorithms. 

Fully automatic VOP segmentation for generic video sequences is still a 
challenging research topic. More research, and probably the incorporation of higher-
level knowledge, image understanding, and some kind of artificial intelligence into 
the segmentation process, are necessary to successfully perform segmentation of real 
video sequences. 
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                (a)                               (b)                               (c)                                 (d) 

Fig. 3. Sequence Claire, (a) frame 30, (b) segmented grayscale image, (c) extracted object, (d) 
object model. 

               (a)                                 (b)                               (c)                                   (d) 

Fig. 4. Sequence Mthr&Datr, (a) frame 30, (b) segmented grayscale image, (c) extracted object, 
(d) object model. 

              (a)                                 (b)                                (c)                                   (d) 

Fig. 5. Sequence Coastguard, (a) frame 240, (b) segmented grayscale image, (c) extracted 
object, (d) object model. 
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Abstract. Text area detection from video frame is an essential step for
Video OCR. The key problem is the complex background of the video
frames. This paper proposes a novel approach to this problem. First, we
use the vertical edge information to detect candidate text areas. The
horizontal edge information is then used to eliminate some of the false
candidates. Finally, shape suppression technique is applied to further re-
fine the results. Experimental results have shown the proposed ap-
proach is very effective in text area detection.

1 Introduction

Text embedded in video frames often carries the most important information, such as
time, place, name or topics, etc. This information may do great help to video indexing
and video content understanding. To extract text information from video sequence,
which often referred as video OCR, the first essential step is to detect the text area in
video frames. Comparing to traditional OCR application, the main difficulty to detect
text area in video frames is complex backgrounds and low image resolution.

Fig. 1. Text regions detected by Li’s method

There have been several published efforts in addressing the problem of text area de-
tection in video. Li [1] used a hybrid wavelet/neural network segment approach based
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on 16×16 pixels blocks. Zhong, et al, [2] located caption in compressed domain
using 8×8 DCT coefficients blocks. The main flaw of these two block-based methods
is their inaccurate area boundary, as shown in Figure 1. Sato [3] applied a horizontal
differential filter to the frame and detected text region that satisfies size, fill factor and
horizontal-vertical aspect ratio constraints. However, this method also has no mecha-
nism to constrain the boundary accurately. In addition, the above methods suffer when
some non-text texture appears in the frame and thus increase the burden in the text
recognition steps.

(a) original frame (b) vertical edge map

(c) horizontal edge map (d) candidate text area

(e) Horizontal edge alignment (f) shape suppression

Fig. 2. Examples of detection results by proposed method
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In this paper, we propose a new approach to detecting text areas in video frames accu-
rately and robustly in real time. As shown in Figure 2, we first apply a horizontal and
vertical Sobel differential calculator, followed by an edge thinning process on the
original image, (a), to obtain a vertical edge map, (b), and a horizontal edge map, (c).
From the vertical edge map (b), we obtain candidate text areas, shown as the white
rectangles in (d). Then, by using horizontal edge alignment, false candidates can be
eliminated, as shown in (e). Finally, we use a shape suppression technique based on
Bayesian decision theory to avoid false candidates resulting from non-text texture
areas, as shown in (f). Experimental results have shown the proposed approach is
very efficient and accurate in text area detection.

The remaining of this paper is organized as following. In section 2, we describe the
diagram and details of our proposed approach. Section 3 present the experimental
evaluation of the approach and Section 4 conclude the paper.

2 Detect Text Area Using Edge Information

Typically, text regions in video frames are strongly textured. There are several meth-
ods to describe such textures introduced by text strings. We use edge information to
characterize such textures in this paper. As most of the text strings in video align hori-
zontally, we only address this case. Figure 3 shows the diagram of our proposed
approach. However, the proposed approach only need to be modified slightly for
detecting vertically aligned text string: to exchange the role of the horizontal edge map
and the vertical edge map in Figure 3.

Fig. 3. Examples of detection results by proposed method

Video frame

Horizontal edge map

Vertical edge map

Candidate text area

Candidate text area

Detected text area

Horizontal edge
alignment

Sobel and thin

Shape suppression

Segment by edge Density
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If you are unable to use LaTeX, you may use MS Word together with the template
sv-lncs.dot (see Sect. 4) or any other text processing system. In the latter case, please
follow these instructions closely in order to make the volume look as uniform as pos-
sible.

2.1 Edge Map Generation

We apply a 3×3 horizontal and vertical Sobel filter on a video frame to obtain two
edge maps of the frame: vertical and horizontal, as shown in Figure 3. The Sobel op-
erators are shown in Figure 4. A non-maxima suppression is then used to thin the
edges. Isolated edge points in the edge maps are then filtered out by a de-noising
processing.

-1 0 1 -1 -2 -1

-2 0 2 0 0 0

-1 0 1 1 2 1

(a) Horizontal (b) vertical

Fig. 4. Sobel operators

2.2 Finding Candidate Text Area

From the vertical edge map, we use edge density to find candidate text area. For a
352×288 PAL video frame, several heuristic rules are employed to embody the edge
density: (1) Each scan line in the region should contain at least 6 edge points, (2) The
edge density on each scan line in the region should be larger than 6 to 20, (3) The
height of the region should be larger that 6 pixels. These heuristic rules can be adap-
tively modified for video frames of other systems and resolution.

2.3 Horizontal Edge Alignment Confirmation

For horizontal aligned text strings, there are many horizontal edges along the upper
and bottom boundaries of the text area, as shown in Figure 2(c). This observation
motivates us to eliminate some false candidates by using of the horizontal edge align-
ment confirmation. In Figure 2 (e), the candidates resulted from tree trunk is cleared
up by applying this method.

2.4 Shape Suppression

After the above process, there still remain two kinds of problems: false candidates and
inaccurate left and right text area boundaries, both rising from non-text textures.
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These problems may increase the burden of the OCR procedures followed the text
area detection. Therefore, it is desirable to do some preprocess to remove or at least
reduce this problem. For this, we apply a shape suppression process based on Bayes-
ian decision theory. The basic idea of shape suppression is to use shape information of
character edge to reduce the effect of non-text texture. The probabilistic models re-
quired for the Bayesian approach are estimated with a Vector Quantization (VQ)
framework [4].

VQ-based Bayesian Classifier

Considering n training samples from a class c, a vector quantizer is used to extract m
(m<n) codebook vectors, vi (1≤i≤m), from the n training samples. Given class c, the
class-conditional density of a feature vector x, i.e., fX (x|c) can be approximated by a
mixture of Gaussians with identity covariance matrices, each centered at a codebook
vector, like below

fX (x|c) ∝
=

−−∗
m

i
ii vxw

1

2
)2/exp( (1)

where wi is the proportion of training samples assigned to vi . The Bayesian classifier
is then defined using the maximum a posteriori criterion as follows

)}()|({maxarg)}|({maxargˆ cpcxpxcpc
cc Ω∈Ω∈

== (2)

where Ω={c1,c2} is the set of shape class and p(c) represents the priori class probabil-
ity.

Feature Selection

A sample in training the codebook can be each consecutive thin edge within the can-
didate region in vertical edge map. Each feature vector consists of four elements:

v = (N/H, D/H, VN/H, HN/H)T (3)

where H is the pixel height of the candidate region; N the pixel number of the sam-
ple; VN and HN the pixel number of the sample’s vertical projection and horizontal
projection, respectively.

Training Phase

In our method, c1 represents text shape class and c2 non-text shape class. Training
samples of class c1 are from the vertical edge map of all the characters, both upper and
lower cases, and digitals. Training samples of class c2 consists of two parts. One is
from the real data selected manually. The other is from a “bootstrap” process like in
method presented in [5]. That is, to add samples incorrectly classified as text shapes
to the training sample set of non-text shape class. The codebook size for each training
set is empirically set to 4.
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3 Experimental Results

We have tested our method on 2 hours CNN TV programs and a 21 seconds segment
of MPEG-7 test data. The data contains many different sources, including TV business
news, sport news, commercials, movies, weather reports, etc. With the proposed ap-
proach, over 95% of text regions have been detected correctly with a false detection
rate lower than 5% in most cases except TV commercials. In TV commercials, char-
acters in a same text region often vary to a large extent in both font and size, thus
cannot pass the horizontal edge alignment confirmation. Figure 5 shows results of
example video frames.

We implemented our algorithm using a Media SDK 6.0 on a DELL PIII-500 PC.
The system can detect text region from MPEG2 file in real time, i.e., 25fps with
352×288 frame size.

(a) Business news (b) Sport news

(c) Weather report (d) Movie credit

Fig. 5. Experiment results
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4 Conclusions

In this paper, we have presented an approach to text area detection from video frames.
The approach consists of four main processes, including edge map generation, candi-
date extraction, horizontal edge alignment confirmation and shape suppression. Ex-
perimental have shown the proposed approach is robust and accurate. In addition, the
computational complexity of the proposed approach is very low such that it can satisfy
real-time applications.

At the present, the proposed approach operates on single video frames, thus it can
also applied directly text area extraction of still images. To improve the performance
of the proposed approach, we are actively investigating methods for integrating tem-
poral information available from video sequences, such as tracking text areas across
multiple frames.
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Abstract. This paper presents a novel hybrid rendering system, which allows 
users to interact with 3D graphic objects in an image-based environment. To 
represent a complex environment, we use a collection of images captured by a 
longitudinally aligned camera array, which rotates along a circle. The captured 
images are indexed and compressed for efficient rendering of the environment. 
Moreover, users can interactively deploy 3D graphic objects and move around 
in a constrained 3D cylindrical space in the image-based environment. Unlike 
traditional virtual reality systems that must take into account all the geometrical 
objects in the scene, the present 3D graphic rendering engine needs only to deal 
with a small number of foreground 3D graphic objects in the image-based 
environment, therefore significantly reducing the 3D graphic processing time. 
Experiments demonstrate that this system can be used as a new virtual and 
augmented reality platform for games, virtual tours, virtual real estate, and 
many other applications. 

1 Introduction 

Virtual reality is an attractive technology, which provides users an environment in 
which to navigate and play. Traditional virtual reality techniques are usually based on 
geometrical approaches, and the scenes may consist of millions or billions of 
polygons. The geometrical modeling and rendering approach has several main 
problems. First, it is very labor-intensive to construct a synthetic scene. Second, in 
order to achieve real-time performance, the complexity and rendering quality are 
usually limited by the rendering engine. Third, the requirement of certain acceleration 
hardware limits the wide application of the method. 

Recently developed image-based modeling and rendering techniques [2, 8, 9, 12, 
15] have made it possible to simulate photo-realistic environments. The advantages of 
image-based rendering methods are that the cost of rendering a scene is independent 
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of the scene complexity and that truly compelling photo-realism can be achieved 
since the images can be directly taken from the real world. One of the most popular 
image-based rendering software is Apple’s QuickTime VR [3]. QuickTime VR has its 
roots in branching movies, e.g., the movie-map [11], the Digital Video Interactive 
(DVI) [14], and the “Virtual Museum” [13]. QuickTime VR uses cylindrical 
panoramic images to compose a virtual environment, therefore provides users an 
immersive experience. 

An ideal virtual reality environment should basically provide users a 3D space to 
move and some virtual objects to interact with. In the image-based aspect, there have 
been some early efforts towards this goal. QuickTime VR uses a pop-up method to 
pop objects to the users. Specifically, a shooting game is demonstrated with the use of 
PanoVR SDK [5], a development kit for integrating photo-realistic panoramic images 
with 3D graphic objects in virtual worlds. Because a panorama only allows users to 
view the scene from a fixed location, users are not able to experience 3D motion. 

Other approaches for image-based rendering [4, 6, 16, 17] that incorporate 3D 
graphic objects into scenes have also been studied. In these methods, the scenes again 
have to be reconstructed and represented by geometrical models. Efforts are made on 
recovering reflection properties of the captured objects and lighting conditions of the 
scene. These methods inevitably involve much more interaction and manipulation 
since structure from motion is regarded to be a difficult problem in computer vision. 

Briefly, in the rendering aspect, the problem with a pure geometry-based virtual 
reality method is that the 3D rendering engine has to take into account all the 
geometrical objects in the scene, even if many of them simply act as part of the 
background. The situation is even worse when users only want to interact with a 
small number of foreground objects, because the selection engine has to process all 
geometrical objects in the scene, thereby increasing the response time significantly. 
According to current image-based virtual reality methods, either the user’s motions 
are limited or the scenes have to be reconstructed manually. 

An effective solution to the problem is to separate 3D graphic objects, which are 
used to interact with the users, from the background scene. The background scene is 
captured and then rendering by an image-based method. 3D graphic objects are 
introduced only if they are needed for interaction by the users. This kind of strategy 
leverages both the real property of the captured images and the interactive property of 
the 3D graphic objects. 

In this paper, we will describe the architecture according to the above strategy. In 
Section 2, we introduce the processing of the user’s actions, the rendering of the 
background and 3D graphic objects. A billiards game will be shown in Section 3. 
Finally, we conclude our work and discuss future directions in Section 4. 

2 Architecture 

As illustrated in Fig. 1, we capture scenes with a longitudinally aligned camera array 
[10]. The array is mounted on a horizontal arm supported by a tripod. The scene is 
captured while the array rotates along a circle, which is referred to as the “capture 
circle” (see Fig.2). Each pixel of the captured images is indexed by four parameters: 
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the rotation angle of the camera array, the longitudinal number of the camera, the 
image column number and the image row number. These images are compressed by 
the vector quantization method [7]. In addition, the radius R of the capture circle and 
the height H and the extension L of the camera array are recorded for references. 

Rotating Arm

Tripod

Balance Weight

Camera Array

R

L

H

Fig. 1. The setup of the capture system.

Viewpoint

Viewing direction

Capture circle

Wandering circle

3D graphics objects

Environment

Fig. 2. The top view of the environment and some 3D graphic objects. 

In virtual reality applications, 3D graphic objects are deployed within the capture 
circle so that users can interact with them. Users are constrained to walk within a 
circle referred to as the “wandering circle”. The magnitude of radius r of the 
wandering circle depends on both the lateral field of view ϕfovc of the capture camera 
and the radius R of the capture circle, and is equal to Rsin(ϕfovc/2). It is obvious that 
any ray that is received at any viewing position within the circle can always be 
retrieved from the captured images. 

Since 3D graphic objects are always located within the capture circle, no collision 
can occur between the 3D graphic objects and the surrounding environment. The 
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rendering process is illustrated in Fig.3. First, the captured scene data are loaded into 
the main memory. The actions are processed, resulting with the viewing position and 
location of the user. These parameters are used in the generation of the background 
view of the environment. The same parameters are also employed in the rendering of 
the 3D graphic objects. Overlapping the view of 3D graphic objects on the view of 
the background results in the final view of the scene. The details of each step are 
described as follows. 

Load data

User actions

Disable depth test

Copy the background view into the back color buffer

Enable depth test

Draw 3D objects in the back color buffer

Swap the front and back color buffers

Rendering of 3D Graphic Objects

Generate a background view from the captured data

Rendering of a background view

Fig. 3. The rendering process of the system. 

User Actions 
Users can arrange the 3D graphic objects and interact with them. Mainly, users can 
translate, rotate, zoom in or out in the scene. The viewing position P, the viewing 
direction T, the longitudinal field of view ∆θfovo, and the lateral field of view ∆ϕfovo of 
the user are determined accordingly. 

Rendering the Background 
The detailed description of the background scene rendering can be found in [10]. 
Briefly, for each pixel in the view port to be rendered, a viewing ray is determined 
according to both the viewing position P and the viewing direction T of the user. The 
intersection point of the projection of the viewing ray on the capture plane and the 
capture circle is found. This intersection point indicates which image array is relevant 
to the viewing ray. Then, according to the horizontal angle between the viewing ray 
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and the direction of the camera at the intersection point, a determination is made as to 
which image column in the image array has a corresponding viewing direction 
nearest to the direction of the viewing ray. Next, according to the elevation angle of 
the viewing ray, the intersection point of the viewing ray and the longitudinal camera 
array is calculated. This intersection point indicates which camera is relevant to the 
viewing ray. Finally, according to the elevation angle of the viewing ray, a 
determination is made as to which pixel contributes the color of the pixel in the 
rendered image. 

Rendering 3D Graphic Objects 
The rendering process of the 3D graphic objects is straightforward. We take the 
rendering in OpenGL as an example. As illustrated in Fig. 3, after the background 
view is generated, we disable the depth test and copy the resultant image to the back 
color buffer of an OpenGL driver. After that, we enable the depth test and draw the 
3D graphic object in the back color buffer. Two key functions that define the view are 

void gluLookAt(GLdouble eyex, GLdouble eyey, GLdouble eyez,
GLdouble centerx, GLdouble centery, GLdouble centerz,
GLdouble upx, GLdouble upy, GLdouble upz);

and

void gluPerspective(GLdouble fovy, GLdouble aspect, GLdouble 
zNear, GLdouble zFar);

respectively, where the eyex, eyey, eyez arguments specify the desired viewpoint, 
which equals the view position P in the background rendering. The centerx, centery,
centerz arguments specify the 3D coordinates of any point along the viewing 
direction, which can be chosen as P + T. The upx, upy, upz arguments indicate the up 
direction of the view, which can be derived accordingly. The argument fovy equals 
the longitudinal field of view of the user θfovo. The argument aspect equals the ratio of 
the width of the view port to the height of the view port. The distances of near and far 
clipping plane zNear and zFar can be chosen by the user. 

It should be noted that user operations such as selection and picking are 
implemented by the 3D rendering engine itself. Our programming interface is 
transparent to the 3D rendering engines. 

3 Experimental Results 

As an example, a billiard game is developed with the use of our application 
programming interface. Since it is hard to design an array with dozens of cameras at 
the present stage, we simulate the capture process in a synthetic scene. We adopt a 
scene “Brians Beach Bungalow” from 3DCAFE [1]. We set the radius of the capture 
circle to be 1.57 meters. Both of the longitudinal and lateral fields of view of the 
camera are 45°. Therefore, the radius of the wandering circle is 0.6 meters. We 
arrange 61 cameras in an array 2.7 meters high. The height of the rotating arm that 
supports the camera array is chosen to be 1.55 meters. Each camera captures 360 
pictures in each rotation of the camera array. The resolution of the image is 256×256
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pixels. It costs about 30 hours to generate a total of 21960 images on a Pentium III 
500 PC. The amount of the resultant raw data is about 4GB. After vector quantization 
(12:1) and Lempel-Ziv coding (4:1), the size of the data file is reduced to 80MB. As 
for the 3D graphic objects, we deploy a billiard table into the scene. Users can 
navigate in the room or hit the billiard balls on the table. One important point in 
deploying the table is that one must put the table on the ground, i.e. the legs of the 
table must reach the ground. This can be guaranteed since the height of the camera 
array has been already recorded. 

(a1) (a2)

(b1) (b2)

(c1) (c2)

Fig. 4. The views when the user moves left (a1) and right (a2), up (b1) and down (b2), and 
forward (c1) and backward (c2).

Fig. 4 shows views of the billiard table and the room when the user moves left (a1)
and right (a2), up (b1) and down (b2), and forward (c1) and backward (c2). One can see 
that lateral and longitudinal parallaxes exist between the 3D graphic objects and the 
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other objects in the room. In addition, the legs of the table are really fixed on the 
ground. The present system successfully keeps the geometrical consistency of 3D 
graphic objects and the surrounding scenes. Interested readers can visit 
http://research.microsoft.com/~jiangli/pcm2001demo.htm to view a video clip of 
billiard play. In that demo, the user first hit the balls and then viewed the billiard table 
and the surrounding scene at different locations and viewing directions while the balls 
are still rolling. Careful readers may find that the billiard table is so large that it may 
already exceed the range of the capture circle. This is true. Actually, users can deploy 
objects into any empty space so long as the objects do not intersect with the captured 
scene objects. In our system, this can be achieved by interactively moving the object 
and checking from different viewpoints just as what we do in the real world. 

4 Conclusions 

This paper presents a novel hybrid rendering system, which allows users to interact 
with 3D graphic objects in an image-based environment. With the use of this 
technique, users can move within a 3D cylindrical space and observe significant 
lateral and longitudinal parallaxes and lighting changes of the scene. The occlusions 
among the 3D graphic objects and the occlusions between 3D graphic objects and the 
background objects are obviously displayed. Moreover, users can interact with 3D 
graphic objects in the image-based scene. 

The first feature of this technique is that the viewing rays that are needed for the 
rendering of surrounding scenes have already been captured in advance. The 3D 
graphic rendering engine need only take into account the relevant objects. Therefore, 
the 3D graphic processing time is significantly reduced. The second feature is that 
there is no need for any geometrical reconstruction in the rendering of image-based 
scenes. Since the scenes can be taken from any chosen place, it will be possible for us 
to vividly tour or play games in very complicated scenes such as forests that are 
uneasy to model. Furthermore, these beautiful scenes can also be stored in some web 
sites so that other people can download them and use them as backgrounds in their 
games or virtual tours. 

The rendering of the background in our system represents a novel sampling pattern 
of a 4D plenoptic function. Compared to the light field, Lumigraph and other 
sampling methods of the 4D plenoptic function, our method provides an easier 
capture configuration, a uniform spatial sampling and an outward looking experience. 
Compared to concentric mosaics, our method eliminates vertical distortions and 
provides a 3D wandering experience without requiring depth correction. 

In the present system, we only integrate 3D graphic objects into the image-based 
scene via an overlapping approach. Methods for incorporating lighting effects of the 
image-based scenes on the 3D graphic objects or including shadows of 3D graphic 
objects on the image-based scenes need to be developed in the future. Nevertheless, 
this technology has aided application developers in developing a wide range of virtual 
augmented reality applications, which need interaction with 3D objects in a 
complicated environment. 

The authors would like to acknowledge Ka Yan Chan for proofreading the paper. 
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Abstract. Tbis paper proposes a face recopition method which is based on a 
Generalized Probabilistic Descent (GPD) lear-g rule with a three-layer feed- 
forward network. Tbis method aims to r e c o m e  faces in a loosely controlled 
sweillance environment, which allows (1) large face image rotation (on and 
out of image plane), (2) different backgrounds, and (3) different illmimtion. 
Besides, a novel light compensation approach is desiped to compensate the 
gray-level differences resulted from different lighting conditions. Experiments 
for three kinds of classifiers (LVQ2, BP, and GPD) have been performed on a 
ITRI face database. GPD with the proposed light compensation approach 
displays the best recopition accuracy among all possible combmation. 

1 Introduction 

Due to the rapid advance of computer hardware and the continuous progress of 
computer software, we are looking forward to developing more powerful and kiendly 
computer use models so that computer can serve people in a more active and 
intelligent way. To this end, the computer naturally needs to have a surveillance 
ability, which enables it to detect, track, and recognize its surrounding people. This 
results in the situation that researches on face processing (including detection [I-21, 
tracking [3], and recognition [4-71) are very prosperous in the last two decades. This 
paper mainly discusses our research effort on the face recognition (FR) issue. 

The objective of our research is to develop a FR classifier which can recognize 
faces in a loosely controlled surveillance environment. This means the desired FR 
classifier can deal with the faces having different rotations, illumination, and 
backgrounds. Our approach is to train a three-layer feed-forward network by using a 
Generalized Probabilistic Descent (GPD) learning rule. GPD is originally proposed by 
Juang [8] to train a speech classifier, which is reported to have a much better 
recognition performance than the well-known Back-Propagation (BP) [9] training. 
However, to our best knowledge, GPD is rarely or even never used by the computer- 
vision community. Because GPD is based on minimizing a classification related error 
function, it theoretically can produce a better classification performance than the 
classifiers (such as BP) based on minimizing a least-mean-square error. Furthermore, 
to make FR insensitive to the illumination variation, a novel light compensation 

H-Y.  Shum, M. Liao, and S - F .  Chang (Eds.): PCM 2001, LNCS 2195, pp. 237-244, 2001. 
@ Springer-Verlag Berlin Heidelberg 2001 
H.-Y. Shum, M. Liao, and S.-F. Chang (Eds.): PCM 2001, LNCS 2195, pp. 237–244, 2001.
c© Springer-Verlag Berlin Heidelberg 2001



238 Y . 3 .  Huang, Y.-H. Tsai, and J.-W. Shieh 

method is proposed to compensate the image variation resulted from the lighting 
factor. 

This paper consists of five sections. Section 2 describes the used error function 
and the derived GPD weights updating rule. Section 3 describes the proposed light 
compensation method which can reduce the image difference occurred from the 
illumination variation. Section 4 specifies the ITRI (Industrial Technology and 
Research Institute) face database and its construction guidelines. Section 5 then 
performs several experiments and makes a performance comparison among LVQ2, 
BP, and GPD. Finally, Section 6 draws our conclusions and point out the future 
research directions. 

2 A Generalized Probabilistic Descent Learning 

The key idea in GPD formulation is the incorporation of a smooth classification- 
related error function into the gradient search optimization objective. In general, GPD 
can be applied to train various kinds of classifiers. Here, a three-layer feed-forward 
network is used to serve the classifier architecture. 

Assume there are K persons in the concerned pattern domain, C, ,..., C, , and the 

feature of an observed face is x = (x,, ..., x, ) , where n is the feature dimension. Let 

g, (x) be a discrimination function indicating the degree to which patternx belongs to 

person i . In general, a pattern x is classified to be person M if g, (x) is the 

largest value among { g ,  ( x )  1 < i < K} , that is M = argmaxg, (x) . In order to 
I<i<K 

derive the optimized {gX ( x )  1 < i < K ]  which produce the best recognition 

accuracy, a training stage must be performed. Of course, a set of face training samples 
should be collected beforehand. During training, let T and M denote respectively 
the genuine person index and the person index having the largest discrimination 

function of pattern x . To simplify notation, g, denotes g,(x) . An error 

functionE (x) is defined to specify the possible classification error under the current 

classifier as 

where A ( n )  is a bandwidth parameter in iteration n governing the size of the active 

area of the sigmoid function, and 0 < A ( n  + 1 )  < A ( n )  . When g, is smaller than 

g, , E ( x )  becomes large, and when g, is equal to g, , E ( x )  becomes 0.5 which 

is the smallest value among all possible E ( x )  . In fact, the more negative the value of 

238 Y.-S. Huang, Y.-H. Tsai, and J.-W. Shieh



Robust Face Recognition with Light Compensation 239 

g, - g, is, the larger E ( x )  will be. This is a desired property because the small 

value of g, - g, indicates the poor classification ability of the trained classifier. 

Therefore, the defined E ( x )  is appropriate to serve as an m r  function. 

Consequently, to minimize E ( x )  corresponds to derive a better classifier. 

A three-layer network is used to classify an input face panem, which consists of the 
input, hidden, and output layers. I, denotes the i th node of the input layer which 

contains the value of the i th feature element of an input x  , 0, is the output value of 

the j th node of the hidden layer, and 0, is the output value of the k th node of the 

output layer. In this network, gk means 0, , and 

1 
E  ( x )  = 

4-0, 

1 + e '(") 

where n and m are the node numbers of the input and hidden layers respectively, 

Wg is the connection weight between the i th node of the input layer and the j th 

node of the hidden layer, and W,> is the connection weight between the j th node of 

the hidden layer and the k th node of the output layer. Therefore, to minimize E ( x )  

corresponds to derive the optimized y7 and Wjk . Accordiig to the generalized delta 

rnle, W;i and W,% can be updated as follows: 

where a(n) is a positive and monotonically-decreased learning rate. By using the 
chain rnle with simple mathematical operations, it is easily to derive 
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3 Light compensation for Face Images 

It is well known that the image colors (or gray levels) are very sensitive to the lighting 
variation. A same object with different illumination may produce considerably 
different color or gray-level images. The first row of Fig. 1 shows several face color 
images which are taken from different lighting conditions. In general, it is difficult to 
produce a good classification accuracy if face samples in the training and testing sets 
are taken from d i f f m t  lighting conditions. Therefore, a light compensation 
preprocessing is essential, which can reduce the image difference resulted from 
illumination variation to the minimum. 

A novel light compensation method with a six-step processing procedure is 
proposed as follows: 
Step 1: transform each face image pixel F(m,n) from the RGB space to 

the YC,C, space, where 1 I m I H and 1 I n I V (H is the pixel width of the face 

image and V is the pixel height of the face image) , and let P(m,n) be the gray level of 
mvo. 
Step 2: mark each F(m,n) to be a skin-color pixel if it satisfies conditions defined in 
[lo]. 
Step 3: approximate an equation Q(x,y) to all marked skin-color pixel's gray levels 
P(m,n). Here, Q(x,y) is designed to be a second-rder equation. That is 

P(x9 Y )  = ecs Y )  
=ax2+bV+cY2+dx+ey+ f. 

Parameters a, b, c, d, e, and f can be derived from the least-mean square error between 
P(m,n) and Q(m,n) for all marked skin-color pixels. The derived Q(x,y) indeed 
approximates the background lighting distribution for the current face image. 

Step 4: subtract Q(m,n) from P(m,n) to derive a subtracted image ~ ' ( m ,  n) , that is 

Step 5: compute the average gray level p and the standard deviation d from the 
marked skin-color subtracted pixels. That is 

where N is the total number of pixels marked as skin color. 

Step 6: normalize each pixel's gray level p9(m,n)  to generate a new value by the 
following equation 
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where β is a scale factor which purpose is to make the range of the transformed gray

levels between 0 and 255. It is worthwhile to mention that the transformed faces have
an average gray level close to 128 and have similar gray-level standard deviations.

Before applying the proposed light compensation method, the face portion of image
should be extracted from the whole image so that the skin-color-pixel detection can
focus only on the face image. Fig. 1 shows respectively some face images (first row),
skin-color-pixel images where white color denotes skin color and black color denotes
non-skin color (second row), background lighting distributions (third row), subtracted
images (fourth row), and normalized images (fifth row) by using the proposed light
compensation method. From inspection, the final normalized images have more
similar gray-level distributions so that a face classifier can learn the truly personal
distinct characteristics..

4 Face Database Construction

Because we aim to recognize faces under a loosely controlled surveillance
environment, it is important to consider many variation factors when collecting the
face database, which includes
(1) Face rotation : Each person was asked to look at 14 marked points attached on
walls, every two neighboring points approximately form a 10-degree viewing angle to
this person.
(2) Background : Pictures are taken at two diagonal corners of an office room. The
two corners look quite differently to each other; one is near windows which is a more
homogenous background, and the other is near a door with a cluttered desk.
(3) Illumination : Since one background is close to window, it accepts sort of day
light. Therefore, the taken images are brighter than those taken from the other
background. Also, because the day light is not always normal to the people’s faces,
some face images present one side brighter than the other side.
There are 46 persons involved in our face database whose pictures are display on Fig
4. Each person was arranged to stand sequentially at two corners of one office room,
and at each corner he/she was asked to rotate his/her head for about every 10 degrees
by looking at 14 predefined wall marks. For each head rotation, a video camera (with
resolution 320*240) is used to take pictures. Therefore, there are 46*14 pictures in
total. Fig. 2 shows the taken images of one particular person.

5 Experiment Results

Currently, the face images are extracted from the original whole images manually. In
general, an extracted face image is the rectangular portion of image which contains
eyebrows, eyes, nose, and mouth. Since the statistically-based classification
approaches generally require a lot of training samples, it is important to increase the
sample number of database images. However, it is expensive to collect the real face
images. So, we increase the face images by two ways. The first one is to produce a
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mirror image for each photographed image, and the second one is to generate virtual
images by rotating and shifting the original images

Each extracted face image is first processed by applying the proposed light
compensation method and accordingly a compensated image G is generated. Then, G
is normalized into a 25*25 image which is further mapped to a 40-LDA-eigen bases.
Therefore, the total feature dimension is 40 and the three-layer network architecture is
set to be 40 (input)-200(hidden)-46(output) here. The odd-numbered samples of the
ITRI face data base are used to train the network, and the even-numbered ones of the
same data base are used to test the trained network.

Three classification methods (LVQ2, BP, GPD) are implemented to make a
performance comparison. LVQ2 [11] can construct the appropriate face prototypes of
each person, and it classifies an input face pattern x to the person having the nearest
prototype to x . Here, three prototypes for each person were constructed. Both BP and
GPD use the same network architecture (40-200-46). For manifesting the effectiveness
of the proposed light compensation method (LC), all the three classifiers are trained
and tested both with and without CP. Table 1 displays the recognition results to the
test database. From inspection, it obviously shows that (1) GPD performs better than
the other two classifiers (BP and LVQ2) which confirms the efficiency of the
proposed error function, and (2) the proposed light compensation method is effective
because all the three classifiers with LC achieve higher recognition accuracy than their
individual performance without LC.

6 Conclusions

Due to the huge amount of applications, face recognition technology has attracted a lot
of research efforts. This paper proposes a GPD training approach based on a three-
layer feed-forward network to recognize faces. GPD has been applied in speech
processing, but it is rarely mentioned by the computer-vision community. From
experiments. It shows GPD can produce a better performance than the well-known BP
and LVQ2. A novel light compensation method is also described, which can
compensate effectively the variation of the face images occurred from the illumination
variation, and produce uniform-light gray-level face images with similar average gray
level and standard deviation.

The experiment results, however, shows that even the GPD approach cannot have a
secure enough recognition performance when dealing with face samples taken with
several kinds of variations. It is necessary to design other efficient face features which
are insensitive to camera variation. One feasible approach is to extract the individual
face components, such as eyes, nose, and mouth, and classification is based on the
total summation of individual component matching scores. Also, currently the face
images are extracted manually. We are working on the face detection and extraction
algorithms, which will further be integrated with the face recognition so that an
automatic face detection and recognition system can be implemented in the near
future.
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Figurc 1. This figure shows respectively some face images (first row), skin- 
color-pixel images (second row), background lighting distributions (third 
row), subtracted images (fourth row), and normalized images (fifth row) b y  
using the proposed light compensation method. 

Figure 2 Pictures taken from different illumination and head rotation angles by 
a digit camera, the image size of each picture is 320*240. 
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Abstract. In this paper, a robust head pose estimation algorithm is
presented. In contrast with other approaches, the proposed algorithm
adopts textured polygonal model generated from two orthogonal views
for accurate head pose estimation. To achieve robust estimation under
varying illumination, local correlation coefficient is taken as the similarity
measure. The tracking is further improved by modeling head dynamics
with Kalman filtering. Preliminary simulation results indicate that the
proposed algorithm can reliably estimate the head pose under large ro-
tation angles with varying illumination, and the average estimation error
are all below 4 degrees.

1 Introduction

The information about where to the head faces and where at the eyes focus
is an important factor for human communications. It also provides a natural
means for human-computer interface. Head gesture recognition, facial expression
analysis, and vision-based head animation need reliable 3-D head pose estimation
as the pre-process, thereby making this topic receive wide attentions in the
research field of computer vision. The head pose estimation can be decomposed
into estimations of three orthogonal angles: the roll angle estimation, the yaw
angle estimation, and the pitch angle estimation. Conventionally, the head pose
estimation algorithms can be divided into four categories:

(1) Feature-points-based [1]: Some important and meaningful feature points such
as eyes’ centers and corners, nostrils, and lip corners are extracted and
tracked from image sequences. The head pose is estimated from the distances
between these facial feature points. The feature-points-based algorithm re-
lies on the accurate extraction of feature points, which easily causes loss of
tracking because some of these points may be occluded during rotations or
may be deformed by rotations or facial expressions. And some angles like
yaw and pitch cannot be estimated well if the distance changes between the
user’s head and the camera.
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(2) Point-correspondences [2], [3]: The points selected from the face are salient
points with high gradient. The 3-D location and movement of these points are
estimated between successive frames using epipolar constraint [2] or solved
in a structure from motion framework [3].

(3) Region-based: Qian Chen et al. [4] proposed an algorithm without any assis-
tance from any facial features and any salient points. The algorithm relies on
the extraction of skin and hair regions of the head. The roll angle estimation
is calculated from the axis of the least inertia, and the yaw and pitch angles
are estimated by approximation of the relationship between the head center
and the skin area center. However, the hair color differs much from race to
race, therefore, it is somewhat restrictive.

(4) Textured-model-based [5], [6], [7]: Recently, with the increasing rendering
ability of graphics processor, several textured polygonal model assisted algo-
rithms are presented. By using the analysis-by-synthesis approach, visually
optimal solution can be found. La Cascia et al. [5] used a textured cylindrical
model for head pose estimation. Schödl [6] and Eisert [7] used a full head
model for more accurate head pose estimation. Since the matching measure
is directly performed on the image intensity, this approach is sensitive to illu-
mination. La Cascia et al. [5] handled illumination by combining illumination
templates obtained by singular value decomposition (SVD) of a large set of
textures corresponding to faces of different subjects under varying lighting
conditions. Eisert [7] modeled the illumination as a point light reflected by a
Lambertian surface. The illumination effects are estimated and compensated
with the assistance of the accurate 3-D head model acquired by a 3-D laser
scanner under controlled lighting conditions.

In this work, we extend the approach proposed by Schödl et al. [6] such that it
can be used under varying illumination. The head model is obtained by adapting
a generic facial model from two orthogonal views of user’s face. Since the model
is only an approximation and textures are generated without specific lighting
condition, we adopt local correlation coefficient (LCC), which provides a good
similarity measure under non-uniform illumination [8]. Furthermore, to accel-
erate the processing speed, the dynamics of head pose is modeled by Kalman
filtering with a piecewise constant acceleration model. Thereby, the coarse head
pose can be predicted which can greatly reduce the search time for fine pose es-
timation with the textured polygonal model. This paper is organized as follows.
The facial model adaptation is introduced in Section 2. The head pose estima-
tion algorithm together with the dynamic model of head movement is detailed
in Section 3. The performance analysis is presented in Section 4. And finally,
Section 5 concludes the paper.

2 Facial Model Adaptation

Before using a textured polygonal model to estimate head pose, the user’s head
model must be available. Since accurate model acquired from a 3D laser scanner
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is not affordable for ordinary users, we generate the facial model from two or-
thogonal views corresponding to user’s frontal face and lateral face. Salient facial
feature points are extracted to adjust a generic facial model, and then texture
is mapped onto the facial model as an approximation to the real head.

2.1 Feature Point Extraction

To handle inter-personal variations of feature point distribution, a hierarchi-
cal approach is developed for reliable extraction of facial feature points [9]. It
firstly detects face, then detects eyebrows, eye regions, mouth regions, and fi-
nally extracts feature points. The extracted facial feature points are eyebrows,
eye centers, eye corners, and lip corners for the frontal face image. And feature
points on the lateral face image and other important facial features such as ear
outlines and face outline that cannot be reliably extracted are obtained with
manual assistance.

2.2 Model Estimation

The extracted information in the above procedures provides estimation of 3-
D locations for each feature point with correspondence in two views. These 3-D
feature points are taken as control points for adjusting other vertices of the facial
model, which forms a scattered data interpolation problem. Several interpolation
methods including inverse distance weighted method [10], radial basis function
[11], Dirichlet free-form deformations [12] can be utilized. For simplicity, we
adopt the inverse distance weighted method. And to ensure the smoothness of
the adjusted face, vertices on eyebrows, eyes, mouth, and chin outline are firstly
interpolated by parabolas or third-order splines, and are taken as extra control
points for adjusting the facial model.

2.3 Texture Mapping

Once the model is adapted, the texture is extracted for each triangular polygon,
and a texture map is reconstructed on a virtual cylinder enclosing the 3-D face
model [13]. The texture map is then blended from the extracted textures from
two images; thereby the mismatch lighting conditions from the two orthogonal
images can be compensated.

3 Head Tracking

3.1 Head Pose Estimation Using Textured Polygonal Model

The proposed head pose estimation algorithm is a modification of the algorithm
proposed by Schödl et al. [6]. In [6], the head movement is modeled as a set of
points performing 3-D affine transform followed by projection to the image plane.
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Therefore, the pose estimation is transformed to be an optimization problem for
minimizing an error function:

e =
∑

p

ρ (I(T (p, {αi})) − M(p)), (1)

where p is one of 3-D model points, M(p) is the associated intensity, I(x) is the
image intensity at location x, T is an affine transform followed by a perspective
projection, the associated parameter set is {αi} and ρ is the Geman & McClure
robust error norm.

In our case, images are acquired by a monocular camera and depth value
of the facial model is not reliable. Hence, we apply the approach with a weak-
perspective projection [14]:

[
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p′
y
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
 , (2)

where (px, py, pz)T is the 3-D coordinate in the world space, M is the applied
affine transform matrix caused by small movement, P‖ is the orthographic pro-
jection matrix, s is the scaling factor whose physical meaning is camera focal
length to average depth ratio, and (p′

x, p′
y)T is the 2-D coordinate in the image

plane.
Moreover, the intensity of face is subject to change under varying illumination

and head movement. We therefore use local correlation coefficient as similarity
measure [8]:

S =
∑

p

LCC (I(T ({qp}, {αi})), M({qp})), (3)

where {qp} stands for the points in the neighborhood of point p and LCC stands
for the local correlation coefficient function in {qp}:

LCC (Xp, Yp) =
E [XpYp] − E [Xp] E [Yp]√

V ar [Xp] · V ar [Yp]
≡ f(Xp, Yp)√

g(Xp, Yp)
. (4)

To maximize the similarity function, the derivatives with respect to each param-
eter αi is:

dS

dαi
=

∑
p

dLCC(Xp, Yp)
dαi

=
∑

p


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g(Xp, Yp)
− 1

2
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g(Xp, Yp)
)3


, (5)

with

f ′(Xp, Yp) =
1
N


∑

{qp}
(Yq − E [Yq])

dXq

dαi


 , (6)
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g′(Xp, Yp) =
2
N

V ar [Yp]


∑

{qp}
(Xq − E [Xq])

dXq

dαi


 , (7)

and
dXq

dαi
=

dI(T (q, {αi}))
dαi

= Ix(T (q, {αi})) · dT (q, {αi})x

dαi
+ Iy(T (q, {αi})) · dT (q, {αi})y

dαi
, (8)

where Ix and Iy are image intensity gradient at position T (q, {αi}) in x and y
directions. And with weak perspective projection model in Eq. (2), the above
derivatives with respect to each parameter can be derived as:

dI

drx
= −Iyqz,

dI

dry
= Ixqz,

dI

drz
= −Ixqy + Iyqx,

dI

dtx
= −Ix,

dI

dty
= −Iy,

dI

ds
= Ixqx + Iyqy. (9)

With the above equations, we can adopt the gradient decent approach for finding
the target affine transform and scale parameters. And Chan and Fallside’s update
strategy [15] is utilized for dynamic step size adjustment.

3.2 Head Pose Prediction Using Kalman Filtering

The gradient search described in the above section requires iterative process,
which is very time-consuming. Furthermore, the tracking can be easily trapped
into local extremes due to the low-textureness of the face. Therefore, a predic-
tion mechanism is necessary for finding the possible head pose in the next time
stamp. This is achieved by modeling the head pose dynamics as a piecewise con-
stant acceleration model with a Kalman filter [16]. The state equation is formed
according to Newton’s law:

xk+1
ẋk+1
ẍk+1


 =


1 T T 2/2

0 1 T
0 0 1





xk

ẋk

ẍk


 + wk, (10)

where xk, ẋk, ẍk stand for head pose position, velocity, and acceleration at time
kT . xk+1, ẋk+1, ẍk+1 are predicted position, velocity, and acceleration at time
(k+1)T . Therefore, the predicted measurement (the head pose) can be obtained
by:

ẑk+1 =
[
1 0 0

] 
xk+1

ẋk+1
ẍk+1


 . (11)

Start from the predicted head pose, the real head pose can be found with fewer
iterations in the gradient search. And the difference between measured pose and
the predicted pose forms the innovation process, which is utilized to adjust the
state at time (k + 1)T .
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4 Simulation Result

Preliminary simulation is carried out on two test sequences consisting of 400
frames of image size 320× 240 acquired from a Matrox Meteor-II image grabber
at frame rate 30Hz. The first sequence is taken from normal lighting condition,
while the second sequence is taken under a directional light from user’s left side.
Two similarity measures are compared: one is the sum of squared differences
(SSD), which simulates the original approach in Eq. (1); and the other is the
proposed approach using LCC with a uniform window of size 13×13 as similarity
measure. Since the user only has small translations in these two test sequences,
the performance comparison is focused on rotations. Tracking result is shown in
Fig. 1, where truth values are depicted in thick solid lines while the estimated
values are depicted in small circles connected with thin lines. The truth values
are obtained by exhaustive search in the local area with LCC similarity measure
and then refined with manual assistance. Table 1 lists the error mean and error
standard deviation of two similarity measures. Obviously, the two similarity
measures have competitive performance on the first test sequence. However,
SSD fails to track the head pose for the second test sequence for it is sensitive
to lighting condition such that it finds highest similarity on the wrong place,
while LCC still performs well under the same condition. The tracking trajectory
is shown in Fig. 2 and error measure of LCC is listed in Table 2.
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Fig. 1. Test sequence one: Tracking trajectory compared to ground truth data using
SSD and LCC as similarity measure. (red: roll angle, green: yaw angle, blue: pitch
angle)

Although accurate tracking results are obtained, the large computation is
still a bottleneck. With an AMD Athlon 700 MHz CPU equipped with NVidia
GeForce-2 graphics card running on the Windows 98 system, it requires 0.53
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Table 1. Error Measure of Two Similarity Measures on Test Sequence One

Mean Std. Dev.
Pitch Yaw Roll Pitch Yaw Roll

SSD 2.23◦ 3.65◦ 1.86◦ 2.03◦ 3.89◦ 2.43◦

LCC 2.42◦ 2.59◦ 1.63◦ 2.06◦ 3.01◦ 2.15◦

Table 2. Error Measure of LCC Similarity Measures on Test Sequence Two

Mean Std. Dev.
Pitch Yaw Roll Pitch Yaw Roll

LCC 2.98◦ 3.98◦ 1.89◦ 2.99◦ 3.56◦ 2.32◦
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Fig. 2. Test sequence two: Tracking trajectory compared to ground truth data using
LCC as similarity measure. (red: roll angle, green: yaw angle, blue: pitch angle)

to 4.88 seconds for the gradient search to reach convergence for each frame.
The varying tracking time depends on the accuracy of head pose prediction
using Kalman filtering described in Section 3.2. The average tracking speed per
frame expressed in the form of (mean, std. dev.) is (2.06 sec, 1.01 sec) with
the performed iterations statistics as (8.42 times, 4.55 times). Without Kalman
filtering, the tracking speed degrades to (2.39 sec, 1.54 sec) with iterations as
(10.58 times, 7.24 times). Therefore, the Kalman filtering does help speeding
up the tracking speed and it also helps increasing the tracking accuracy from
avoiding trapping into local extremes.

5 Conclusions

We have presented an algorithm of head pose estimation for image sequence ac-
quired from a single uncalibrated camera. Using textured polygonal model with
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local correlation coefficient as similarity measure, accurate head pose estima-
tion can be obtained under varying illumination condition. By modeling head
pose dynamics as a piecewise constant acceleration model, the tracking speed is
increased and the accuracy is also raised.

We are now improving the tracking speed for use in real-time applications.
Better prediction mechanism such as the adaptive Kalman filter and performing
gradient search in a hierarchical approach are under investigation.
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ABSTRACT. One of the key problems in a face recognition system is 
verification. This paper presented a verification algorithm using SVM 
classifier with integrated geometrical features and template features based on 
our multi-view face recognition system. By using only six feature points 
located during the process of template matching, improved system 
performance is achieved.  

1   Introduction 

High-security verification systems based on biometric modalities such as iris, retina
and fingerprints have been commercially available for a long time. However, one of
the most attractive sources of biometric information is the human face since it can be
acquired without user interaction. Face recognition is a well established research
field and a large number of algorithms have been proposed in literature. Popular 
approaches include those based on Eigenfaces[13], neural networks[16], and active
appearance models [11]. These techniques vary in complexity and performance. 
Selection among these algorithms is typically dependent on the specific application.

On the other hand, the verification problem is much less explored. Previous work 
on this problem has primarily focused on integrating multiple biometric features to 
improve the performance of verification systems. Hong and Jain  integrated faces and
fingerprints for personal identification [1]. The key idea in their approach is based
on PCA and the verification is achieved by comparing the computed measure with a 
pre-defined threshold. Brunelli and Falavigna have considered to integrate acoustic 
and visual features for identification [2]. They use a pre-trained linear classifier to 
achieve verification. Shingai and Takiyama unify profile curve identification and full
face image identification to obtain better recognition rate [4]. They claim the
combination of the two processes shows higher recognition rates than those obtained
by two individual processes respectively. 

Support Vector Machine(SVM) have been recently proposed by V. Vapnik and his 
co-workers as an effective and general purpose method of pattern recognition [12]. 
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The applications of SVM for computer vision problems have been proposed recently. 
For example, Burel and Carel train a SVM for face detection [14]. An early study of
SVM in face verification has been reported by Phillips [15]. Compared with the
standard PCA-based face authentication method, verification system based on SVM
has shown to be significantly better.  

In this paper we propose a fast verification algorithm, which integrates both 
template features and geometrical features. The output of SVM is used to verify an
individual. 

Our face identification system is based on the multi-view face recognition system
described in [5,6]. The identification process consists of two steps. First, we use 
template matching approach to recognize the input image. Second, a trained SVM
classifier is used to verify whether the image should be accepted as the recognition
result or be rejected. The input vector of SVM integrates both geometrical features 
and template features. Based on a large database of 500 people face images (250
inside and 250 outside under ordinary illumination condition), we have achieved a 
very small average error rate (includes both recognition error and verification error).

The remainder of this paper is organized as follows. Section 2 outlines our 
identification system and the recognition algorithm. In Section 3, we describe the
feature selection method and verification algorithm. Some experimental results will
be demonstrated in Section 4. Finally, we conclude in Section 5 with discussions and
future work. 

2   Identification Algorithm 

The verification process authenticates an individual’s identity by comparing the
individual only with his/her own template(s) (Am I whom I claim I am?). It conducts 
one-to-one comparison to determine whether the identity claimed by the individual is 
true or not. Generally, there are two classes of errors in a verification system: a
genuine individual is rejected, and an impostor is accepted. More specifically, false 
acceptance rate (FAR) is defined as the probability of an impostor being accepted as 
a genuine individual. And false reject rate (FRR) is defined as the probability of a 
genuine individual being rejected as an impostor. 

FAR and FRR are dual of each other. A small FRR usually leads to a larger FAR,
while a smaller FAR usually implies a larger FRR. Generally, the system
performance requirement is specified in terms of a fixed FAR or Equal Error Rate 
(the value when FRR equals to FAR). In this paper we use Equal Error Rate to 
evaluate the performance of verification. 

The identification process in our face identification system consists of two steps. 
In the recognition process, we use template matching to get the highest score identity 
as the candidate. The second step is verification process in which we use a SVM
classifier to verify whether the claimed candidate is true or not.  

In our system, we use multi-view images to establish a face model which
quantifies the continuous pose variations to multiple viewpoints. Then the system
uses these normalized multi-view images to represent the different head poses. 
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Because template matching is very effective under ordinary illumination condition, 
our method not only avoids the complexity of establishing 3D model, but also
maintain the precision of recognition. 

Fig. 1. Face verification system overview 

Currently our system quantifies the horizontal axis and the vertical axis by 3
levels respectively, which results in a face model consisting of nine views. We
extract four facial regions including face, eyes, nose and mouth as matching
templates. In the recognition process, we extract these four templates from the input 
images and compare them with the templates in database [5]. 

For each person, we have captured nine images corresponding to different head
poses to establish his face model (as shown in Fig. 1). First we detect the facial
features, then normalize these image by affine transformation and extract the
templates. The recognition method is based on template matching. The input image
is normalized and templates are extracted as well. The average of template 
correlation for each person in database is calculated as the score of this person. 
Finally, the person with highest score is the output of the recognize system. 

Although satisfactory results have been achieved by our previous approach, there 
remain many problems to be improved. One of the disadvantages lies in that we only 
use a threshold as the verification metric. Specifically, when the highest score is 
bigger than a specified constant, the input image is accepted, otherwise it is rejected. 
Because this approach only uses the information of one feature which makes it noise-
sensitive, the average false rate is about 13%. 

In order to solve this problem, we propose a novel method that integrates 
geometrical features and template features and uses the output of SVM classifier as 
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the verification decision. SVM can be seen as a new way to train polynomial, neural 
network, or Radial Basis Functions classifiers. Most of the techniques used to train 
the above mentioned classifiers are based on the idea of minimizing the training
error, which is usually called empirical risk. However, SVM operates on another 
induction principle, called structural risk minimization, which minimizes an upper 
bound on the generalization error. In the other word, SVM minimizes the error of
misclassification not only for the examples in the training set but also for the unseen
examples of the test set. 

After we obtain the candidate with the highest score, we extract scores of template 
correlation as the feature vector. Then we pass this vector as input to a pre-defined
two classes SVM classifier. If the output is greater then zero, the image is accepted, 
otherwise rejected. The advantage of two-layer discriminator is that we could 
compare the performance of different verification algorithm without affecting the
process of recognition. But the disadvantage is that the error in the recognition
process could not be rectified in the verification process so the error is accumulated. 
However, only using the features of template correlation could not yield satisfactory 
result. We have to find new features. 

3   Choosing the Feature Vector 

Verification is a difficult problem in face recognition systems. When the size of
database is small, verification is relatively easy because the samples inside and
outside the database could be easily distinguished in the feature space, and the
distance between these two classes is distinct. When the size of database is small
(i.e., 20 persons database), the FAR of this method could be less than 0.01% but the
FRR is relatively much higher. So using multiple images of the same person could 
obtain satisfactory  verification performance [9]. 

However, when the size of database is large, samples inside and outside the
database will overlap in the feature space. Only using the feature of template 
correlation will result in more classification errors. One possible solution to this 
problem is to pursuit some other features such as geometrical features. However, face
recognition systems based on geometrical features often need a lot of features. For 
example, Brunelli and Poggio extracted 35 dimensional geometrical features to 
describe the face [10]. Lanitis used a 83 parameters model to describe it [11]. 

We propose a verification method that integrates both geometrical features and
template features. By using only six feature points located during the process of
template matching, we have improved the system performance significantly. 

Similar to the algorithm proposed by Poggio[7], we use the resident error of
reconstruction as the geometrical feature. Consider a 2D view of a three-dimensional
rigid object is defined in terms of pointwise features. It can be represented by the x, 
y-coordinates of its n feature points: 

X = (x1, x2, … xn)
T, Y = (y1, y2, … yn)

T       (1)

Let us define the new view of the object as: 
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X0 = (x0,1, x0,2, … x0,n)
T,  Y0 = (y0,1, y0,2, … y0,n)

T                   (2)

and other two different views: 

X1 = (x1,1, x1,2, … x1,n)
T,  Y1 = (y1,1, y1,2, … y1,n)

T                   (3)

X2 = (x2,1, x2,2, … x2,n)
T,  Y2 = (y2,1, y2,2, … y2,n)

T                   (4)

Then X0 and Y0 is a linear combination of X1, Y1 and X2 (or Y2): 

X0 = a1X1 + a2X2 + a3X3, Y0 = b1X1 + b2X2 + b3X3                   (5)

Because each person has nine neutral expression images of different pose in our 
face database, we assume the face as a rigid object, thus make it applicable for this 
theorem. From the nine database images, two images are randomly selected and the
coordinate vector is further calculated. Then we compute the coefficients of linear 
combination and the residual error use least-square method: 

Derr = | a1X1 + a2X2 + a3X3 - X0 | + | b1X1 + b2X2 + b3X3 - Y0 |    (6)

According to 1.5 views theorem[7], if the input image and the image in database 
would be same person, the residual error Derr should be small, otherwise it should be
large. 

Since the verification problem only need to determine whether the identity 
claimed by the individual is true or not, it is a classification problem of two classes. 
SVM classifier is selected due to its significant performance. We integrated both 
template features and geometrical features as input vector of SVM classifier. The
output of SVM classifier determines the verification decision. In the process of
template matching, we extract four templates from each image and each person has 
nine images in database, so we could obtain 36 matching score. Plus the residual
error Derr, we could get a 37D feature vector. 

We select the Gaussian function as the kernel function of SVM: 

K(x,y) = exp(-(x-y)2/2/σ2)                         (7)

So the optimal separating hyperplane in the feature space is given by, 

f(x) = sign(Σi fiyiK(x,xi) + b)                     (8)

where (xi,yi) is the sample of training set, (fi,b) is the output of training the SVM.
Then the verification criteria is: 
� if  f(x) >= 0,  accept as the recognition result, 
� if  f(x) < 0,    reject. 

4   Experimental Results 

We randomly divide the 500 people database into two part, 250 people inside and
250 people outside. The training set contains 500 images, one image for each person. 
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The test set contains the rest 980 images. We run this process four times. The 

performance of verification is list in Table 1. 1σ =  in kernel function. 

Table 1. Performance of verification 

 False 
Recognition 

False 
Verification 

Correct  
Identification Rate * 

Group 1 14 57 92.76% 
Group 2 16 50 93.27% 
Group 3 10 45 94.39% 
Group 4 19 57 92.24% 

* Correct Identification Rate = 1- (False Recognition + False Verification) / Total
Test Number 

Comparison with other method such as Liu’s generalized discriminant plane [8], 
Fisher Linear Discriminant Vector and nearest neighbor classifier is shown in Fig. 2. 
It can be seen that our approach has achieved much better performance over other 
method. 

Another experiment shows the effectiveness of additional geometrical features. 
We train another SVM classifier only using the former 36 features that are the scores 
of template matching. The results are shown in Fig. 3. We could see that the
additional geometrical features not only improved the performance of identification
system significantly, but also improved the stability. The original correct rate of
group No. 2 is relatively low, but after adding the geometrical features, a higher 
correct rate can be obtained. 
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Fig. 2. Performance comparison between SVM, Liu General Discriminant Plane, 
Nearest Neighbour and Fisher Linear Discriminant 

Experiments also show that the difference between different kernel functions is 
very small (as shown in Fig 4). 

As shown in Fig. 3, after integrating geometrical features and template features, 
the performance and stability of identification have been improved significantly. 
Geometrical features show to be effective to improve the performance of face
identification systems. 
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5   Discussion and Conclusion 

Considering the rapidity of verification process, we select the six feature points 
already located in the process of recognition. Though the distribution of residual
error Derr of inside and outside partly overlapped, they are discriminable up to a 
scale (Fig. 5). So this feature could effectively improve the performance of
verification. Certainly, if we extract more geometrical features or utilize the
geometrical information more effectively, the performance could be better. This is 
one direction of future works. 
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D1 D2

Fig. 5. The approximate distribution of Residual error of inside (left peak),  
and database(right peak) 

This paper presented a effective verification algorithm using SVM classifier 
which integrating geometrical features and template features, based on the multi-
view face recognition system described in [5,6]. Future work will focus on improving
face model and extracting more geometrical features. 
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Abstract. An E-Partner is a photo-realistic conversation agent, which has a
talking head that not only look photo-realistic but also can have a conversation
with the user about a given topic. The conversation is multimedia-enriched in
that the E-Partner presents relevant multimedia materials throughout the
conversation. To address the challenges presented by the complex conversation
domain and task, and to achieve adaptive behaviors, we have derived a novel
dialogue manager design consisting of five parts: a domain model, a dialogue
model, a discourse model, a task model, and a user model. We also extended
existing facial animation techniques to create photo-realistic talking heads that
facilitate conversational interactions. Some practical issues like how to handle
the uncertainty from speech level are also discussed.

1 Introduction

Computer-animated characters, particularly talking heads, are becoming increasingly
important in a variety of applications including video games and web-based customer
services. A talking head attracts the user’s attention and makes user interaction more
engaging and entertaining. For a layperson, seeing a talking head makes interaction
with a computer more comfortable. Subjective tests show that an E-commerce web
site with a talking head gets higher ratings than the same web site without a talking
head [7].

We describe a multimedia system for creating photo-realistic conversation agents, i.e.
talking heads that not only look photo-realistic but also can have a conversation with
the user. The conversation is multimedia-enriched in that the conversation agent
presents relevant multimedia materials (audios, images, videos, etc.) throughout the
conversation. We have built such a system, called E-Partner, which combines a
number of component technologies including speech recognition, natural language
processing, dialogue management, and facial animation. Integration of these
technologies into an end-to-end system is by no means an easy task. In this paper, we
describe the design of our system, with a focus on novel aspects of dialogue
management and facial animation. We will also discuss practical issues, such as how
to handle the uncertainty from speech level by using low-level information from an
off-the-shelf speech API.
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The dialogue manager in our system is designed so that the system can have an
intelligent conversation with the user about a given topic. Specifically, our
conversation agent is

Informative: the user can learn useful information through a multimedia-enriched
conversation, and

Adaptive: the conversation agent can respond to the user’s requests (e.g., skip
part of the speech when being asked to) and adapt the conversation as the agent
learns more about the user.

Later we will demonstrate these features through an example, in which the agent talks
with the user about a tourist site.

Because it is informative, our conversation agent differs from chatter bots [10] and
similar systems that use clever tricks to fake a conversation. More important, our
system is different from simple-service dialogue systems [11], which allow the user to
retrieve information or conduct transactions, and plan assistant dialogue systems [5],
which can help the user execute a task. The conversation domain of our system is
much more complex than that of the simple-service and plan assistant systems, and
our conversation agent exhibits adaptive behaviors. The task of our conversation
agent is also different from that of a plan assistant. To address the challenges
presented by the complex conversation domain and task, and to achieve adaptive
behaviors, we have derived a novel dialogue manager design consisting of five parts:
a domain model, a dialogue model, a discourse model, a task model, and a user model.

Facial animation in our system is also crafted to facilitate conversational interactions.
Existing techniques allow us to create a photo-realistic talking head for each
individual sentence spoken by the conversation agent [2, 4]. In this work, we extend
[2] so that the facial animations for individual sentences can be stitched together to
provide a continuous presence of the talking head, which pauses between sentences
and appears to listen (instead of just freeze) when the user speaks. The talking head
can smoothly switch back and forth between the listening and talking states.

The remainder of this paper is organized as follows. In next section, we present the
architecture of the E-Partner system. The dialogue manager is described in section 3.
Section 4 is about the secret of the talking head. We conclude in section 5.�

2 System Architecture

Fig.1 is a snapshot of a user interacting with Maggie the
tour guide – our first application of the E-Partner system.
The user converses with Maggie through a microphone.
Maggie resides in the lower right corner of the screen.
She talks with the user about different places of the
Forbidden City, and presents multimedia materials
(images, videos, etc.) in the content window in the upper
left corner of the screen.

Fig. 1. A snapshot
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1. M> Hi, I'm Maggie, your tour guide. Welcome to …
2. U> Ok
3. M> [ShowPic 1] Below is an introduction to the Forbidden City.
4. M> Also known as the Imperial Palace Museum or Gugong, …
5. U> I don’t want to listen to this introduction part
6. M> Ok. Do you want to go to the Gate of Meridian?
7. U> Yes, go to that place
8. M> [ShowPic 2] Welcome to the Gate of Meridian.
9. M> The Meridian Gate is the southern entrance of the …
10. U> Can you tell me the height of the meridian gate
11. M> The height of the Gate of Meridian is 35.6 meters. Do you want to

know why it got its name Meridian Gate?
12. U> Yes
13. M> The Meridian Gate was so named because …
14. M> We will leave the Gate of Meridian now. Do you want to go to the

Gate of Supreme Harmony?
15. U> No, I want to go to that hall
16. M> Where do you want to go?
17. U> The hall of middle harmony
18. M> [ShowPic 3] Welcome to the Hall of Middle Harmony.
19. M> The Hall of Middle Harmony originally built in 1420 and …
20. U> I want to leave this place
21. M> Ok. …

Fig. 2. A dialogue example (M: Maggie, U: user)

We illustrate some features of E-Partner through a dialogue example in Fig.2. If
Maggie’s sentence is too long for the user, he can barge in at any time (lines 1-2). The
pictures are shown in the content window (line 3). Maggie has a tour plan for visiting
different places within the Forbidden City. However, she can adapt to the user and
skip sites when asked to (lines 5-6). She can answer the user’s questions (lines 10-11).
More important, she learns more about the user through these questions and takes
high-level initiatives at appropriate situations (line 11). She also has the ability of
limited story-telling (line 13). She takes the low-level initiative for form-filling (line
16), as well.

The main components of our E-Partner system (Fig.3) are:

• Speech Recognizer: get voice input and send the result to the parser. We use
Microsoft speech recognition engine. In integration with other components, we
gather rich low-level information (sound or phrase start event, recognition
hypothesis, etc.) to aid the dialogue manager to handle the uncertainty. One
example is to detect user barge-in before the recognition result. We also use the
parser grammar to guide the selection of the candidate words.

Fig. 3. Overall architecture of our system.
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• Robust Parser: get text input or recognition result; send the semantic
interpretation to the dialogue manager. We use the robust parser [9] from the
speech group of Microsoft Research. With LEAP grammar, it can handle many ill-
formed sentences and is also capable of partial parsing.

• Dialogue Manager: select appropriate actions; send them to language generator
or domain agent.

• Domain Agent: execute the non-verbal action, i.e., show pictures. It interacts with
domain model intensively.

• Language Generator: execute the verbal action; send the result text to the talking
head or speech synthesizer. A template-based approach is used to generate
responses.

• Speech Synthesizer: generate voice from text; send it to the talking head. Now
we use pre-recorded speech (Microsoft TTS engine if no talking head).

• Talking Head: synthesize video sequences from speech.

3 Dialogue Manager

Compared with simple-service systems and plan assistant systems, E-Partner differs
in both the form of the information source and the way of conveying the information
to the user. In a simple-service system, the information source is usually in a similar
form and stored in some well-structured databases. In a plan assistant system, it can
be stored in some knowledge bases. While in our system, although all the information
remains related to a particular topic, it may be in many different forms, and is too
complex to fit in databases or knowledge bases. The task of the system is also
different. E-Partner wants to actively provide user with different useful information
about a particular topic, while in a simple-service system, a correct answer for the
user’s current request is usually adequate, and a plan assistant system must help the
user accomplish the task known to the system.

Our major problem here is how to represent and present the knowledge. E-Partner has
many kinds of knowledge sources, which will play different roles in the dialogue
system. The mixture of all these knowledge sources has a number of drawbacks [6].
In our system, we divide the knowledge sources into five parts: a domain model, a
dialogue model, a discourse model, a task model, and a user model (Fig.3).

Besides the form of the domain model, the key difference from other systems is the
complexity of the task model and the user model. The task model gives the E-Partner
the ability to take the initiative in a high level, conveying the information to the user
actively. The user model contains user preferences, which are built from the
interaction between E-Partner and the user. User preferences can improve the quality
of conversation, as well as user satisfaction.

Our dialogue manager receives the semantic representation from the parser, and then
decides what to do by rule matching, which also takes the user model into
consideration. If it does not get enough information, it prompts the user to give more
information. If the user does not have a particular request, it takes the initiative
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according to the task scripts. By combining rule matching with form filling and task
execution, we have a two-layer mixed-initiative dialogue system.

Dialogue Model

Our dialogue model is a combination of the dialogue grammar and frame-based
approach [3]. We use rules to construct our dialogue model into hierarchical sub-
dialogues. The dialogue manager chooses the appropriate sub-dialogue according to
the discourse context and parser output. We can handle many kinds of conversation by
providing carefully designed sub-dialogues.

Each rule specifies a list of actions to be executed sequentially when in a certain
dialogue state (CONTEXT condition) and for a particular sentence input by the user
(USER condition) (Fig.4). A USER condition is a form with many slots. If the
dialogue manager finds any unfilled slot, it repeatedly asks for the missing slot, using
a natural prompt specified by the designer, until all the missing slots are filled or the
user gives up the current form. The parser focus is also set to reflect the form-filling
status. Because the user can answer in any order they prefer, this can result in a low-
level mixed-initiative behavior.

Discourse Model

The discourse model represents the current state of the dialogue. We use two kinds of
data structures to represent the dialogue history: data objects constructed recently, in
the form of a list of filled or unfilled slots, and a list of context variables, which can
be read and written in a rule, indicating some special states.

Domain Model

The domain model holds knowledge of the world. It includes many kinds of
information. The main structure is a tree, which provides a structured representation
of many related concepts, i.e. a place tree contains different levels of places. Many
other facts are directly or indirectly related to the different places in this place tree.
LEAP grammar and the language template are also the implicit representation of part
of the domain knowledge.

Task Model

The main task of the E-Partner is to actively provide the user with useful information
related to a given topic. It is not a simple one-shot task. Usually, this task consists of
many sub-tasks or primitive actions. The E-Partner should have the ability to fulfill
these sub-tasks during the interactions with the user. Since the execution of a sub-task
may be interrupted by the user when the user initiate a sub-dialogue, E-Partner should
take the initiative again to continue its task after this sub-dialogue. So we have a high
level mixed-initiative behavior when combining the task model with the original rule-
based system.

A script language (Fig.4) is devoted to define the task structure using a hierarchical
task tree. The leaf node represents the terminal task consisting of action sequence
while the internal node represents the non-terminal task. Since there are many related
concepts in the domain model, the tasks can be associated with different concepts.
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When switching between different concepts, we also switch the current task to the
associated task.

To prevent the task from disturbing the user, E-Partner executes the task only when it
is not engaged in any sub-dialogue. The user can also ask E-Partner to skip the current
task or parent task.

User Model

Our user model only includes the user preferences:

• If the user is in a hurry, skip some less important information. We assume that a
hurried user likes to interrupt E-Partner.

• If the user does not like short stories, reduce the frequency of the story telling. We
assume a user does not like stories if he often answers “no” when being asked
whether he wants to hear a story, or interrupts a story.

• If the user likes to ask many questions, increase the frequency of question requests,
which is a trick of saying something to lead the user to ask some particular
questions that can be answered. This is very useful in increasing user satisfaction
when many of their previous questions cannot be answered satisfactorily.

As long as the dialogue proceeds, the user’s preferences will be changed dynamically
and our dialogue manager can adapt to this kind of change by storing the parameters
of the user preferences in the user model. Additional useful user preferences that may
fit in the user model are currently being considered.

4 Facial Animation

For facial animation we use video rewrite [2], which is one of the most effective
techniques for creating photo-realistic talking heads. However, video rewrite by itself
cannot support conversational interactions as it is only a technique for creating a
talking head for each individual sentence spoken by the conversation agent. We have
extended [2] so that the facial animations of individual sentences can be stitched
together to provide a continuous presence of the talking head, which pauses between
sentences and appears to listen (instead of just freeze) when the user speaks. The
talking head can smoothly switch back and forth between the listening and talking
states.

The facial animation synthesized by video rewrite is a composite of two parts. The
first part is a video sequence of the jaw and mouth, which is lip-synched according to
the spoken sentence. The second part is a “background video” of the face. The mouth
video sequence is generated from an annotated viseme database extracted from a short
training video using a hidden Markov model (HMM). To support conversational
interactions, we need a “background” video of the talking head that is alive and
having a neutral expression. This ``background” video is taken from the training
video. As mentioned, the training video is short. If the same background video is used
repeatedly, the talking head appears artificial. Using video texture [8], we generate a
“background” video that continues infinitely without apparent repetition. Similarly,
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we use video texture to provide the talking head for the conversation agent when it is
in the listening state.

Video texture generates infinitely long video from a short video sequence by jumping
back to an earlier frame whenever there is a smooth transition from the current frame
and an earlier frame. The smoothness of the transition is measured by the L2 distance
between the frames. Fig.5 shows an analysis of a short video sequence. For this
sequence, after dead-end avoidance and transitions pruning [8], the possible
transmissions are (1, 37), (1, 64), (1, 85), (93, 45). In each transition point, we set a
transition probability to decide the whether to jump back to an earlier frame.

A challenging issue in using video rewrite for conversational interactions is facial
pose tracking. Accurate facial pose tracking is critical for the smooth transition
between the talking and listening states, as well as for allowing natural head motion of
the conversation agent when it is in the talking state. To allow a variety of head
motions, the system warps each face image into a standard reference pose. The system
tries to find the affine transform that minimizes the mean-squared error between face
images and the template images [1]. The quality of facial animation largely depends
on continuity of the facial pose. Even with a little error, the continuous mouth motion
and the transition between talking and listening states become jerky.

We apply two strategies to improve the facial pose estimation. One is to apply
second-order prediction to determine the initial pose. The other is to low-pass filter
the pose parameters if abrupt motion exists. But in some cases there really exists large
motions; we must eliminate the false alarm. We first interpolate the parameters of the
pre frame and the post frame to obtain several different new parameters, and then
compute the residue errors by each group of parameters. If the new error is greater
than the original one, we believe that the abrupt motion is true. Otherwise, the
parameters take the filter value. Linear interpolation directly on the affine parameters
is not reasonable, because the parameters of the affine matrix do not correspond to the
physical motion. So we decompose the affine matrix as the following:
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Fig. 5. Video texture of a background video with 100 frames
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parameter. Then the new affine matrix can be computed. We conduct experiments to
show that the parameters are more continuous than the original method, and that the
jerkiness is eliminated.

5 Conclusion

In this paper, we present a photo-realistic conversation agent called E-Partner. The
first application of the E-Partner project – Maggie the tour guide of the Forbidden
City – has been demonstrated at Microsoft since last September. We have received
positive feedback from many visitors. They think such a cyber companion will play a
very important role in many similar applications. For example, in E-commerce
applications to sell cars, an E-Partner can be a virtual expert on cars who can talk
about cars with users. Other potential applications include some information-
providing applications, interactive games, a lovely partner in a living room, etc.
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Abstract. In this paper, we describe our face modeling system which allows a
user, with a PC and an ordinary video camera, to construct their own 3D face
models with minimal manual work. Furthermore, the constructed face model can
be animated right away. There are two technical innovations that make our sys-
tem possible. The first is a robust head motion estimation algorithm that takes
advantage of physical properties of the face feature points obtained from manual
marking to reduce the number of unknowns. The second innovation is to fit a
set of face metrics (3D deformation vectors) to the reconstructed 3D points and
markers to generate a complete face geometry. We have done live demonstrations
many times and constructed 3D faces for hundreds of people. The system has
proven to be robust, fast, and easy to use.

1 Introduction

One of the most interesting and difficult problems in computer graphics is the effortless
generation of realistic looking, animated human face models. Animated face models
are essential to computer games, film making, online chat, virtual presence, video con-
ferencing, etc. So far, the most popular commercially available tools have utilized laser
scanners or structured lights. These systems produce more accurate data, but they are
specialized equipment and expensive. In addition, in order to animate the model, the
user still needs to register the model. Because inexpensive computers and cameras are
widely available, there is great interest in producing face models directly from images.
In spite of progress toward this goal, the available techniques are either manually inten-
sive or computationally expensive.

The goal of our system is to allow an untrained user with a PC and an ordinary
camera to create and instantly animate his/her face model in no more than a few min-
utes. The user interface for the process comprises three simple steps. First the user turns
his/her head from one side to the other side in about 5 seconds. Second the user moves a
slide to select a front view. Third, two images pop up and the user marks 5 feature points
(eye corners, nose top, and mouth corners) on each of the two images. The Fourth step
is optional: the user marks 3 points under the chin on the frontal view image. After these
manual steps, the system then computes the 3D face geometry from the two images, and
tracks the video sequences to create a complete facial texture map by blending frames
of the sequence.

There are two technical innovations to make such a system robust and fast. The first
is a robust head motion estimation algorithm that takes advantage of the physical prop-
erties of the face feature points obtained from manual marking to reduce the number of
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Fig. 1: System overview

unknowns. The second innovation is to fit a set of face metrics (3D deformation vec-
tors) to the reconstructed 3D points and markers to generate a complete face geometry.
Linear classes of face geometries and image prototypes have been used for construct-
ing face models from images in a morphable model framework [2]. But we use linear
classes of face metrics to interpolate a sparse set of 3D points. An earlier version of this
face modeling system has been reported in an earlier paper [5]. This paper describes an
improved system. This new system has incorporated the robust head motion estimation
technique so that it is significantly more robust. In addition, the user interface is much
simpler.

Facial modeling and animation has been a computer graphics research topic for
over 25 years. The reader is referred to Parke and Waters’ book [6, 5] for a complete
overview.

2 System Overview

Figure 1 outlines the components of our system. The equipment include a computer
and a video camera. We assume the intrinsic camera parameters have been calibrated, a
reasonable assumption given the simplicity of calibration procedures [12].

The first stage is data capture. The user simply turns his/her head from one side all
the way to the other side in about 5 seconds. Then the user moves a slide to select the
frontal view. The system then displays the frontal view and its neighboring view, and
have the user to mark 5 feature points (eye corners, nose top, and mouth corners) on
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each of the two images (see Figure 2 for an example). In the sequel, we call the two
images the base images.

As an optional step, the user is instructed to put 3 markers below the chin on the
frontal view (just one image).

The next processing stage computes the face mesh geometry and the head pose with
respect to the camera frame using the two base images and markers as input.

The final stage determines the head motions in the video sequences, and blends the
images to generate a facial texture map.

Fig. 2: An example of two
base images used for face
modeling. Also shown are five
manually picked markers indi-
cated by yellow dots.

3 Notation

We denote the homogeneous coordinates of a vector � by ��, i.e., the homogeneous
coordinates of an image point � � ��� ��� are �� � ��� �� ��� , and those of a 3D
point � � ��� �� ��� are �� � ��� �� �� ��� . A camera is described by a pinhole model,
and a 3D point � and its image point � are related by

� �� � ����� (1)

where � is a scale, and�, � and � are given by

� �

�
�� 	 ��

� 
 ��
� � �

�
� � �

�
�� � � �
� � � �
� � � �

�
� � �

�
� �

�� �

�

The elements of matrix� are the intrinsic parameters of the camera and matrix�maps
the normalized image coordinates to the pixel image coordinates (see e.g. [3]). Matrix
� is the perspective projection matrix. Matrix� is the 3D rigid transformation (rotation
� and translation �) from the object/world coordinate system to the camera coordinate
system. When two images are concerned, a prime � is added to denote the quantities
related to the second image.

The fundamental geometric constraint between two images is known as the epipolar
constraint [3, 11]. It states that in order for a point� in one image and a point� � in the
other image to be the projections of a single physical point in space, or, in other words,
in order for them to be matched, they must satisfy

������������ �� � � (2)

where � � ������� is known as the essential matrix, ���� ��� is the relative motion
between the two images, and ����� is a skew symmetric matrix such that �� � 	 �
�����	 for any 3D vector 	.
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4 Linear Class of Face Geometries

Vetter and Poggio [10] represented an arbitrary face image as a linear combination
of some number of prototypes and used this representation (called linear object class)
for image recognition, coding, and image synthesis. Blanz and Vetter [2] used linear
class of both images and 3D geometries for image matching and face modeling. The
advantage of using linear class of objects is that it eliminates most of the non-natural
faces and significantly reduces the search space.

Instead of representing a face as a linear combination of real faces, we represent it as
a linear combination of a neutral face and some number of face metrics where a metric is
vector that linearly deforms a face in certain way, such as to make the head wider, make
the nose bigger, etc. To be more precise, let’s denote the face geometry by a vector � �
���

�
� � � � ���� �

� where �� � ���� ��� ���
� (� � �� � � � � �) are the vertices, and a metric

by a vector � � �Æ��� � � � � Æ���
� , where Æ�� � �Æ��� Æ��� Æ���

� . Given a neutral

face �� � ���
�

�
� � � � ����

�
�� , and a set of � metrics �� � �Æ��

�

�
� � � � � Æ���

�
�� , the

linear space of face geometries spanned by these metrics is

� � �� �
��

���

���
� subject to �� � �	� � 
� � (3)

where ��’s are the metric coefficients and 	� and 
� are
the valid range of �� . In our implementation, the neu-
tral face and all the metrics are designed by an artist,
and it is done once. The neutral face (see Figure 3)
contains 194 vertices and 360 triangles. There are 65
metrics.

Fig. 3: Neutral face.

5 Face Geometry from Two Views

In this section, we describe our techniques to determine the face geometry from just
two views. The two base images are taken in a normal room by a static camera while
the head is moving in front. There is no control on the head motion, and the motion is
unknown, of course. We have to determine first the motion of the head and match some
pixels across the two views before we can fit an animated face model to the images.

5.1 Corner Matching

One popular technique of image registration is optical flow [4, 1], which is based on the
assumption that the intensity/color is conserved. This is not the case in our situation: the
color of the same physical point appears to be different in images because the illumina-
tion changes when the head is moving. We therefore resort to a feature-based approach
that is more robust to intensity/color variations. It consists of the following steps: (i)
detecting corners in each image; (ii) matching corners between the two images; (iii) de-
tecting false matches based on a robust estimation technique; (iv) determining the head
motion; (v) reconstructing matched points in 3D space.
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5.2 Robust Head Motion Estimation

In this section, we describe a new algorithm to compute the head motion between two
views from the correspondences of five feature points including eye corners, mouth
corners and nose top, and zero or more other image point matches.

If the image locations of these feature points are precise, one could use five-point
algorithm to compute camera motion. However, this is usually not the case in practice
since a human in general cannot mark the feature points with high precision. When
there are errors, a five-point algorithm is not robust even when refined with a bundle
adjustment technique. The key idea of our algorithm is to use the physical properties
of the feature points to improve robustness. We use the property of symmetry to reduce
the number of unknowns. We put reasonable lower and upper bounds on the nose height
and represent the bounds as inequality constrains. As a result, the algorithm becomes
significantly more robust.

5.3 3D Reconstruction

Once the motion is estimated, matched points can be reconstructed in 3D space with
respect to the camera frame at the time when the first base image was taken. Let ���� ��
be a couple of matched points, and � be their corresponding point in space. 3D point �
is estimated such that ��� ���� � ��� � ����� is minimized, where �� and ��� are
projections of � in both images according to (1).

5.4 Fitting a Face Model

The face model fitting process consists of two steps: fitting to 3D reconstructed points
and fine adjustment using image information.
3D fitting. Given a set of reconstructed 3D points from matched corners and markers,
the fitting process searches for both the pose of the face and the metric coefficients to
minimize the distances from the reconstructed 3D points to the face mesh. The pose of

the face is the transformation � �

�
�� �

�� �

�
from the coordinate frame of the neutral

face mesh to the camera frame, where � is a � � � rotation matrix, � is a translation,
and � is a global scale. For any 3D vector �, we use notation���� � ���� �.

The vertex coordinates of the face mesh in the camera frame is a function of both
the metric coefficients and the pose of the face. Given metric coefficients �� �� � � � � ���
and pose �, the face geometry in the camera frame is given by

� � ���� �

��
���

���
��� (4)

Since the face mesh is a triangular mesh, any point on a triangle is a linear combination
of the three triangle vertexes in terms of barycentric coordinates. So any point on a
triangle is also a function of � and metric coefficients. Furthermore, when � is fixed,
it is simply a linear function of the metric coefficients.
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Let ������� � � � ���� be the reconstructed corner points, and ������� � � � ���� be
the reconstructed markers. Denote the distance from � � to the face mesh � by �������.
Assume marker �� corresponds to vertex ���

of the face mesh, and denote the distance
between �� and ���

by ���� ����
�. The fitting process consists in finding pose � and

metric coefficients ���� � � � � ��� by minimizing

��

���

���
������� �

��

���

����� ����
� (5)

where �� is a weighting factor.
To solve this problem, we use an iterative closest point approach.

Fine adjustment using image information. After the geometric fitting process, we
have now a face mesh that is a close approximation to the real face. To further improve
the result, we search for silhouettes and other face features in the images and use them
to refine the face geometry. The general problem of locating silhouettes and face fea-
tures in images is difficult, and is still a very active research area in computer vision.
However, the face mesh that we have obtained provides a good estimate of the locations
of the face features, so we only need to perform search in a small region.

6 Face Texture from Video Sequence

Now we have the geometry of the face from only two views that are close to the frontal
position. For the sides of the face, the texture from the two images is therefore quite
poor or even not available at all. Since each image only covers a portion of the face, we
need to combine all the images in the video sequence to obtain a complete texture map.
This is done by first determining the head pose for the images in the video sequence
and then blending them to create a complete texture map.

Successive images are first matched using the same technique as described in Sec-
tion 5.1. We could combine the resulting motions incrementally to determine the head
pose. However, this estimation is quite noisy because it is computed only from 2D
points. As we already have the 3D face geometry, a more reliable pose estimation can
be obtained by combining both 3D and 2D information.

After the head pose of an image is computed, we use an approach similar to Pighin
et al.’s method [7] to generate a view independent texture map. We also construct the
texture map on a virtual cylinder enclosing the face model. But instead of casting a ray
from each pixel to the face mesh and computing the texture blending weights on a pixel
by pixel basis, we use a more efficient approach by using graphics hardware.

7 Animation

Having obtained the 3D textured face model, the user can immediately animate the
model with the application of facial expressions including smiles, sad, thinking, etc.
The model can also perform text to speech.
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To accomplish this we have defined a set of vectors, which we call posemes. Like
the metric vectors described previously, posemes are a collection of artist-designed dis-
placements. We can apply these displacements to any face as long as it has the same
topology as the neutral face. Posemes are collected in a library of actions, expressions,
and visems.

8 Results

We have constructed 3D face models for well over a hundred of people. We have done
live demonstrations at ACM Multimedia2000, ACM1, and CHI2001, where we set up
a booth a construct face models for visitors. At each of these events, the success rate is
90% or higher. In ACM1, most of the visitors are kids or teenagers. Kids are usually
more difficult to model since
they have smooth skins, but
our system worked very well.
We observe that the main fac-
tor for the occasional failure is
the head turning too fast.

Figure 4 shows side-by-side
comparisons of eight recon-
structed models with the real
images. In these examples, the
video sequences were taken
using ordinary video camera
in people’s offices. No special
lighting equipment or back-
ground was used. After data-
capture and marking, the com-
putations take about 1 minute
to generate the synthetic tex-
tured head. Most of this time
is spent tracking the video se-
quences.

Fig. 4: Side by side comparison of the original images with
the reconstructed models of various people.

9 Conclusions

We have developed a system to construct textured 3D face models from video sequences
with minimal user intervention. With a few simple clicks by the user, our system quickly
generates a person’s face model which is animated right away. Our experiments show
that our system is able to generate face models for people of different races, of different
ages, and with different skin colors. Such a system can be potentially used by an ordi-
nary user at home to make their own face models. These face models can be used, for
example, as avatars in computer games, online chatting, virtual conferencing, etc.
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10 Future Work

In our current system, the face geometry is determined from only two views, and video
sequences are used merely for creating a complete face texture. We are working on
using all the images in the video sequence to improve the geometry, and some of the
initial results are reported in [9]. We are planning on incorporating this work into our
system.

The current face mesh is very sparse. We are investigating techniques to increase
the mesh resolution by using higher resolution face metrics or prototypes. Another pos-
sibility is to compute a displacement map for each triangle using color information.

Several researchers in computer vision are working at automatically locating facial
features in images [8]. With the advancement of those techniques, a completely auto-
matic face modeling system can be expected, even though it is not a burden to click just
five points with our current system.

Additional challenges include automatic generation of eyeballs and eye texture
maps, as well as accurate incorporation of hair, teeth, and tongues.
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Abstract. In this paper, an efticient automatic human face recowlition 
system is proposed. Fractal dimension is nn efficient representation of texturc 
which is used to locate the eyes in a lhunisn face. We propose a modified 
approach to estimate the fractal dimensions which is less sensitive to lighting 
conditions and provides information about the orientation of an image under 
consideration. Based on the position of the eyes, two face images are 
normalized, aligned and then compared by a new nioditied Hausdorff 
distance measure. As different facial re~ions have different degrees of 
importance for face recognition, the modified Hausdorff distance is weighted 
according to a weighted function derived from the spatial information of the 
human face. Experimental results show that our approach can achieve 
recognition rates of 76%. 84%, and 92% for the first one, the tint five, tirst 
ten likely matched faces, respectively, If the position of the eyes is selected 
manually, the corresponding recognition rates are 82%. 95% and 98%. 
respectively. The average processing time for detecting the eyes and 
recognize a human face is less than two seconds. 

1. Introduction 

Facial feature detection is an important step for an automatic human face 
recognition system [1][2][3]. The system has a wide range of applications such as 
security systems, credit card verification, etc. Although the subject of automatic 
human face recognition has been studied for more than 20 years, it still prcsents a 
challenge because the human face niay change its appearance. 

The success of an automatic human fiice recognition system relies not only on an 
efficient face recognition method, but also on the accuracy of the location of the 
facial features. There are several approaches for locating the facial features [4][5] 
and recognizing the human face [6][7]. However. they are computationally intensive 
approaches. 

In this paper, an efficient method for locating the two eyes and recognizing the 
human face is proposed. In our method. the position of the two eyes are located 
based on the valley field detection and measurement of fractal dimensions. Fractal 
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dimension is an efficient representation of the texture of facial features. The 
detection procedure of the two eyes is divided into three levels. The first level 
locates the possible eye candidates which exhibit themselves as a valley in the 
image space. Two possible eye candidates with similar fractal dimensions are 
grouped to form a possible eye pair in level 2. The possible eye pairs arc then 
further verified based on the fractal dimensions of the eye-pair windows and face 
regions in level 3. 

After the eyes are located, a moditicd Hausdorff distance proposed in this paper 
will be used to compare two human faces. Humans have the ability to categorize 
faces at a glance and recognize the line drawings of objects as accurately as 
photographs [6] .  It is suggested that the edge-like retinal images of faces are useful 
and efficient in face identification. Takacs [6]  introduced a method of comparing 
face images using the "doubly" moditied Hausdorff distance, which is a similarity 
measure derived as a variant of the Hausdorff distance. This modified Hausdorff 
distance introduces the notion of neighborhood function N;I and assoicated penalty 
(P),  which is called 'doubly' modified Hausdorff distance (M2HD). This modified 
Hausdorff distance is defined as follows: 
Given two finite point sets 

A={a, ..... a,} and B=(h, ...., h,,), 

I 
where d(a,  B) = max(1. minlln-611,(1 -1)- P) and ~ ( A , B ) =  - Z d ( a ,  B) 

DEN; N ,  ,*A 

In this modified definition, N; is the neighborhood of point a in set B. I is an 

indicator, which is equal to I if there exists a point he N ; ,  and 0 if otherwise. This 

formulation may have two different valucs for h(A.BI: when all matching pairs fall 
within a given neighborhood, its value will be the same as the original Hausdorff 
distance; however, if no matching pair is found, then the penalty value P is 
considered. This modified Hausdorff distance therefore accounts for small and non- 
rigid local distortions. However, this distance measure does not consider the spatial 
information of  the human face such as the eyes and mouth. Hence, in this paper, a 
new method for human face recognition is devised that utilizes a modified type of 
Hausdorff distance by incorporating the spatial information of a human face. In 
order to evaluate this combined new method, the ORL database is used in the 
experiment. The experimental results show that the proposed method is efficient and 
can achieve a reasonable recognition rate. 

This paper is organized as follows. Section 2 presents a new approach to locating 
the eyes. A new modified Hausdorff distance, namely spatial weighted Hausdorff 
distance, is defined in Section 3. Section 4 presents the experimental results. 
Finally, conclusions are given in Section 5 .  
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2. Detecting the Eye Pairs 

In this section, we propose a new approach for locating the eye pairs in an image. 
Our new approach is based on the surface roughness of facial features by means of 
fractal dimension. Box-counting [8] is one of the methods which estimates the 
fractal dimension. This method is an efficient technique for estimating fractal 
dimensions, and can be applied to gray-level images and binary images [9]. Our 
detection scheme can be divided into three stages. First, all the valley regions in an 
image are detected and tested for possible eye candidates. Valley positions that have 
features similar to the eyes are considered as possible eye candidates, and will be 
passed to the second stage to form possible eye pairs. At the second stage, possible 
eye pairs are formed from the eye candidates based on the eye features and our 
proposed oriented fractal dimension. In the third stage, the possible eye pairs are 
then further verified based on the fractal dimensions of the eye-pair windows and 
face regions. The detailed procedures for locating the eye pain and the face regions 
are described below. 

2.1 Valley Detection of the Eyes 

As the iris has a relatively low gray-lcvcl intensity in a human face, a valley exists 
at an eye region. The valley tield, a,.. is extracted by means of morphological 
operators. A possible eye candidate is identified at position (x.y) if the following 
two criteria are satisfied: 

wheref(x,y) is a facial image, and ti and 1 ,  are thresholds. A number of regions of 
possible eye candidates are detected, and are then reduced to a point by choosing the 
best candidate in each of the regions. Two functions. vl(x.y) and v2(x.!)), are used to 
locate the best eye candidate in each region. The two functions are defined as 
follows: 

where C's are weighting factors. a , , , (+ .p)  and SII(.r.y) are the average valley 
intensity and the average gray-level intensity inside a 3x3 window. respectively, 
while @2.1(x,y) and S?,l(x.y) are the corrcspondinp values inside a 5x5 window. 
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2.2 Grouping the best eye candidates to form possible eye pairs 

Two eye candidates are paired to form a possible eye pair. We assume that the 
rotation of the human face is less than 45". The two eyes of a face should have 
similar orientations and be of similar s i x .  Moreover, the roughness of the two eye 
regions should be close to each other. 

Based on the inter-distance between the two eye candidates, we can set up the 
corresponding windows to cover each of the two eye regions. The height, 11, and 
width, w, of the windows are equal to a quarter of the inter-distance, L. As fractal 
dimension is sensitive to lighting conditions, the average gray-level intensities of 
the two eye windows are therefore adjusted to 180. This arrangement alleviates the 
effect of uneven lighting conditions on each half of the face. When two eye 
candidates are paired, they should have similar fractal dimensions, as well as 
orientation. However, owing to the use of square boxes in counting, fractal 
dimension lacks this information about orientation. In our approach, we use two 
rectangular boxes, as shown in Fig I, namely a vertical rectangular box and a 
horizontal rectangular box of different orientations instead of  a square box in box- 
counting. The two measured fractal dimensions are called horizontal fractal 
dimension, FDI,, and vertical fractal dimension, FD,., respectively. The two fractal 
dimensions, FDh and FD,., for a human face are different from each other, and 
change according to the orientation of the eyes. For any given image region, the 
texture inside will remain more or less the same under different rotations, but both 
the FDh and FD,, will change. Nevertheless, when the FDh decreases, the FD,, will 
increase, and vice versa. This is due to the fact that the total number of boxes 
required to cover the image area or space should change only slightly even when the 
image is rotated. The sums of FD,, and FD,, for the eye samples under different 
rotations remain fairly constant. Thus, a valid eye pair can be selected if the 
following criteria are satisfied. 

l F Q , ( ~ ~ , . v ~ ) - ~ ~ , ( x ~ . j ~ ~ ) l  <r1 and IFQ.(.V,,.I+FQ (r1. q]  < f 2  mid 

I(~~h(~o.yo)+F~.(xo.yg))-M,,.I < I X  ~ ~ ~ ~ ( F ~ , ( . ~ . ? I ) + F Q . ( - Y I . ~ I ) ) - M , , , ~  < 4  (4) 

where (I,,, yo) and (xl, y l )  are the locations of the left- and right-eye candidates, M,.,,. 
is the average fractal dimension of the eye windows, and t l ,  t*, t,, and 1, are 
thresholds. For a valid pair, the respective differences should be less than certain 
thresholds. The possible eye candidates are then validated by the oriented fractal 
dimension to form possible valid eye pairs. Our experiments show that by using the 
oriented fractal dimension we can form eye pairs more reliably than cases where the 
conventional fractal dimension is used. As the oriented fractal dimension matches 
eye pairs more accurately, the total amount ofconiputation required in stagc three 
can be reduced. 
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Fig. 1. Rectanbwlar boxes used for measuring I n )  FDI,, and (b) FD,. 

2.3 Verification of eye pairs 

The eye pairs selected in stage two are passed to the next stage for further 
verification. At stage three, the measurement of each possible eye-pair region and 
its corresponding face region will be computed by means of fractal dimension. In 
order to reduce the effect of lighting conditions. the edge images are used in the 
computation of  the fractal dimensions. 

Based on the inter-distance L between two eye candidates, the eye-pair region 
and its corresponding face region can be extracted. In order to verify whether a 
selected eye-pair candidate is valid, the average fractal dimensions of the eye-pair 
regions, M,,, and the face regions, M' ,,,< .,,.. are computed. In our study, we 

computed the fractal dimensions of a number of eye-pair windows and face 
windows. The corresponding means and variances of the fractal dimensions are 
1.7298 and 0.0015, respectively, for the eye-pair region and 1.9469 and 0.0027, 
respectively, for the face region. The computed fractal dimensions of the eye-pair 
regions and face regions show a small variance under different scales. A large 
difference is found between the fractal dimensions for facial images and those for 
non-facial images. Thus, a valid eye pair can be selected if the following criteria are 
satisfied. 

where (x,y) represents the position of the eye-pair window and the face windows. 
F,, and Fbcc are the fractal dimensions of the eye-pair and face regions, . I I~ , ,~ ,  and 

M;,,,,. are the average fractal dimensions of the two windows, and ts and t, are the 

thresholds. However, it is possible to detect more than one valid eye pair, which 
cluster around the valid eye-pair region. In making a selection among the 
overlapping valid eye pairs, the one with the lowest value of I F,-,.(x,y) - M:.,,. (x,y)l 

+ I F,,,,,. (x,y) - M;,<,, (x,y)l should be selected as the best eye pair in the overlapping 
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3. Face Recognition Using Spatially Weighted Hausdorff Distance 

In human face recognition, different facial regions have different degrees of 
importance. For example, the eyes and mouth regions on a face are crucial features 
for identification and are therefore more important than other parts of the face. 
However, the traditional Hausdorff distance does not consider the different degrees 
of importance between different facial regions, and makes no distinction between 
different parts of the face. We therefore devise a new Hausdorff distance measure 
that is specific to face recognition and put more emphasis on the crucial facial 
features, including the eyes and mouth regions. 

The modified Hausdorff distance measure incorporates a weighted function 
which is defined according to the spatial position of the respective regions of the 
facial features; hence it is called Spatially Weighted Hausdorff Distance (SWHD). 
The following is the definition of  the new Hausdorffdistance: 
Given two finite point sets A={al, ..., a,,) and B={hl,  ... , b,},  the spatially weighted 
Hausdorff distance is defined as follows: 

N, is the number ofpoints in set A; w(x) is a weighted function, whose definition is: 

X E  R ,  

W ( X )  = W y  1: s E R,, (8) 

.x E R ,, 
where R, represents the important facial regions, such as the eyes and mouth, which 
should be emphasized; R. is the unimportant facial regions, which are the facial 
regions other than the important facial regions; and R,, is the background region that 
contains no facial parts. With this weighted function, an edge point that occurs in 
the background will be ignored. All points in the unimportant facial regions, R,,, will 
be suppressed by a weighted value, w,., which is less than one. All points in the 
important facial regions, R ,  are fully counted. 

In our new approach, the two eyes in a facial image are located using fractal 
dimensions, as described in Section 2. Atter detecting the two eyes, a rectangular 
face window, the two eye windows and the mouth window can be set by means of 
anthropometric measure. In order to avoid intcrference from the background and 
noise, the four corners of the face picture are considered as non-facial regions and 
are discarded. In normal situations, thcse regions do not contain any useful facial 
edge. 

In this weighted function, the weight of the eyes and mouth regions (important 
region R;) has a value of I ;  the weight of the background region, R,,, is 0; and the 
weight of  the remaining face region. R,,, is 0.5. Due to the weighted function, only 
those edge points in the face region are considered when computing the Haudorff 
distance. These important regions for recognition have a higher weight (i.e., 1); 

a lent therefore, this modified Hausdorff distance is more effective in capturing the s I '  
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features of human faces. Because the weight of the background is 0, the noise points 
and non-facial points in these areas will be ignored, resulting in a better noise 
immunity. 

4. Experimental Results 

The input to our automatic human face recognition system is a facial image. The 
system locates the position of the two eyes automatically. The face region is then 
normalized according to the inter-distance of the two eyes, and the weighted 
function for the input face can then be generated. Based on the position of the two 
eyes, we can also estimate the face region. The corresponding edge map of the face 
region is then produced and two human faces, one from the input and the other from 
the face gallery, are compared using the spatially weighted Hausdorff distance. 

We used the ORL face database in the experiment. An upright frontal view of 
each of the 40 subjects with a normal facial expression was chosen in our 
experiment. Among the rest of the faces, 6 images for each of the 40 subjects were 
selected to form a pool of 240 faces as a tcsting set. 

Figure 2 shows the cumulative recognition rates from our experiment based on 
automatic and manual selections of the eyes, as well as the results based on the 
doubly modified Hausdorff distance with manual selection. The automatic face 
recognition system can achieve recognition rates of 76%, 84% and 92% for the first 
one, the first five, and the first ten likely matched faces, respectively. The 
corresponding recognition rates using spatial weighted Hausdorff distance (SWHD) 
and "doubly" modified Hausdorffdistance (WZHD) with manual selection are 82%, 
95% and 98% and first one, first five and first ten likely matched faces, respectively. 
The experiments were conducted on a Pentium 111 733MHz computer. The average 
runtime for detecting the eyes and recognizing a human face input from a database 
of 240 faces is less than two seconds: slightly less than one second for eye 
detection, and slightly more than onc second for face recognition 

Fig. 2. Overall recognition rates using 240 testing face images. 
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5. Conclusion 

An automatic human face recognition is proposed which combines the detection of 
the two eyes by fractal dimension, and face recognition by a modified Hausdorff 
distance. We have proposed an oriented fractal dimension to accurately extract the 
eye pairs. The effect of uneven lighting conditions on the left-eye and the right-eye 
can be reduced by normalization to a specific gray-level intensity. Moreover, when 
grouping a left eye candidate with a right eye candidate to form an eye pair, the 
oriented fractal dimension provides a higher level of matching accuracy. A spatially 
weighted Hausdorff distance is also proposed in this paper for human face 
recognition. Since different facial regions have different degrees of importance for 
face recognition, this new distance measure incorporates the a priori structure of a 
human face by emphasizing the important facial regions. This can reduce the effect 
of outliers on the image. Experimental results based on the ORL database show that 
our automatic human face recognition can achieve recognition rates of 76%. 84% 
and 92% for the first one, the first five, the first ten likely matched faces, 
respectively. The corresponding recognition rates manual selection of the two eyes 
are 82%, 95% and 98%, and the first one, the first five and the first ten likely 
matched faces respectively. 
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Abstract. We present an on-line query mechanism for shape-based sim- 
ilarity retrieval of image databases. It successively boosts salient common 
features among query samples, in which weak classifiers are tuned and 
selected to contribute to a final strong classifier. The similarity between 
two shape samples was measured in statistic space of features, through 
which relative instead of absolute similarity was targeted for visual infor- 
mation retrieval. Experiments of query by the boosted features on thirty 
thousand trademark images showed that the retrieved results meet vi- 
sual similarity of shape very well. Only 5 - 7 boosted featurw out of 
100 or more were enough to represent subjective recognition on shape 
similarity. 

1 Introduction 

Content-based similarity retrieval for multimedia data becomes important after 
international coding standard, such as JPEG, MPEG-1, -2, had been widely 
used and distributed over Internet. The multimedia content description inter- 
face, MPEG-7 [I], had been proposed to provide normal descriptors for database 
search engine. For 2D shapes, contour-based and region-based descriptors, shown 
in Fig. 1, have been proposed in MPEG-7. Describing shapes of image content 
by contours with Fourier descriptors (FDs) [2] yields size, rotation and tran- 
sition invariant descriptors for indexing. However, FDs are sensitive to noises. 
A multiscale, curvature scale space descriptors had been proposed to improve 
the stability in contour description and matching [3]. For region-based descrip- 
tors, Zernike and psuedo-Zernike moments (ZMs and PZMs) also provide size, 
transition and rotational invariant descriptors for similarity retrieval [4]. In gen- 
eral, there's no one set of universal shape descriptors could meet all specific 
requirements in similarity retrieval. The indexing system, though Feature sets 
accommodated are plural, is with single similarity retrieval target. In [5], visually 
salient feature is determined using probabilistic distribution model of features 
from trademark databases, however, feedback control had not been investigated. 

H:Y. Shurn, M. Liao, and S -F .  Chang (Eds.): FCM 2001, LNCS 2195, pp. 285-292, 2001. 
@ Springer-Verlag Berlin Heidelberg 2001 
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c© Springer-Verlag Berlin Heidelberg 2001



286 J.-J. Chen et al. 

For similarity retrieval, each user has his definition on shape similarity that 
the query system usually provides relevance feedback or multi-instances to learn. 
In [GI, the visual concept is selected according to the importance of each instance 
feature from mer's feedback. Other learning approach could be found in [7]. We 
proposed to boost salient common features among query samples such that user's 
recognition on similarity is targeted. The boosting algorithm consistently selects 
weak hypotheses that are slightly better than random guessing, and the error of 
the final hypothesis would drops exponentially fast 181. In general, only global 
shape contents are subjectively recognized for similarity measure [S]. We thus 
proposed to successively boost one salient common feature under the boosting 
framework. Similar concept can be found in [9]. In addition, when both positive 
and negative query images are provided, it's proper to actively choose converg- 
ing positive features while excluding negative ones, which are usually sparse and 
diverse, passively. This paper is organized as follows. In section 2, descriptors for 
shape content in images are presented. Pre-processing for each image is intrw 
duced in section 3. The query mechanism by bomting salient common fentures 
is described in section 4. Simulation study is provided in section 5. Section 6 
concludes the paper. 

Fig. 1. Shape description by (a) shape-contour and (b) shaperegion. 

2 Shape Descriptors 

Shape descriptors are extracted From image contents according to applications of 
indexing. For shapes in images, we use region-based shape descriptors, Zernike 
and pseudo-Zernike moments [lo], as the basic feature sets. 

2.1 Zernike Moments 

Zernike moments are defined inside the unit circle, and the radial polynomials 
R,,,(p) are defined as: 

w (n - s)! ,,n-2a 

s=o 
(1) 
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where n = 0.1.2, .  . . ,oo, lml 5 n and n - Iml is even. The two-dimensional 
mnike  moment with order n and repetition m of an image, I(p.0) in polar 
coordinate is defined as: 

The Zernike basis polynomials, V,,(p,B), are defined as 

2.2 Pseudo-Zernike Moments  

Pseudo-Zernike moments are another set of orthogonal polynomials with similar 
properties to Zernike polynomials. The psuedo-Zernike radial polynomials are 
defined as 

n-lml (2n + 1 - s)! 
8m(p) = - lml - s)!(n+ lml+ I - s)! pn-'. (4) 

s=o 

The twc-dimensional pseudo-Zernike moment can he defined similarly to (2). 
Normalized projections vector, f = {A,,)/I&l, of both ZMs and PZMs are 
the desired shape descriptors. In general, PZMs are less sensitive to noises than 
are ZMs. 

Both ZMs and PZMs provide orientation invariant feature for shapes. Both ZMs 
and PZMs are projections of signals representing shape content on a complete 
set of complex-values functions orthogonal on the unit disk, z2 + 3 < 1. To 
achieve transition invariance, the coordinate TRIO are moved to shape centroid, 
i.e., (E[zi], E[Y, ] ) ,  where (2,. y,)s belong to points of object shape. The scale in- 
variance is accomplished by enlarging or reducing each shape such that its zero-th 
order moment equals to a predetermined value. Both pre-processing steps are de- 
signed for discrimination of different shapes or identification of the same shapes, 
which are not quite the same when dealing with retrieval of similar shapes from 
image databases. For this, we intend to accommodate shape content in image 
with minimum bounding circle (MBC). We have devised a fast algorithm for 
locating the MBC of shape content, i.e., center and radius, which excludes erro- 
neous noises, when computing ZMs and PZMs, outside the circle. Experiments 
show that shape features computed with the MBC center do perform better in 
similarity retrieval of shapes than do with shape centroid. Note that with the 
MBC, the projections of shape content on Zernike bases could be computed 
efficiently, ie., less computation time and less erroneous noises. 
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4 Boosting 

Shape feature sets are defined according to specific database and user's require- 
ments. They are efficient in similarity r e t r i ed  for their applications. Nonethe- 
less, it's clear there's no one set of universal descriptors could satisfy all require- 
ments. In addition, users may need specific combination of features for their 
retrieval target, either query by multi-instance or relevance feedback. The query 
mechanism thus must accommodate plural features sets while being flexible in 
selecting proper features to figure out user's definition on shape similarity. Note 
that the target, by nature, of visual information retriwal is relative instead of 
absolute similarity. We intend to measure similarity between samples in the su- 
pervised approach, such as those in statistical space [S]. To reflect visual sirnilar- 
ity, the on-line learning mechanism should bring up subjectively similar features 
among query samples for refined query. For this, we propose to choose features 
by boosting salient common ones to meet visual similarity. 

4.1 Similarity Measurement 

To measure relative similarity between shape samples in statistic space, the prob- 
ability distribution of each shape feature was modelled by gamma distribution 
function with parameters a and 4: 

The parameterso and 0 could be computed from a = $ and p = $, where -. 
mi and a, are the mean and standard deviation of feature f,s of all images in 
database. Dissimilarity between feature value a and b thus could be measured 
by the following probability distance: 

4.2 Boosting Algorithm 

The basic idea of boosting algorithm is to collect weak hypotheses t o  form a 
single highly accurate prediction rule. If weak hypotheses are slightly better than 
random persing, the error of the final hypothesis would drops exponentially 
fast 18) For shape-based similarity retrieval, visual perception would appreciate 
global instead of detailed shape contents in images [5]. This boosting algorithm 
is thus designed to successively select one highly deterministic feature among 
query shape images to output robust global classifier. We describe the boosting 
procedure with the following control steps: 
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Input: query images (xI,YI)...., (XN,YN), 
weak learning algorithm WeakLearn, 
integer T specifying the number of iterations 
D o f o r t = 1 , 2 , . . . , T :  

1. Get the distribution by: p' = 5x7 
2. Call function WeakLearn(pt) and return one hypothesis h, for each 

feature j and compute its error 

3. Set ht(.) = hk(.), where k is feature index such that 

4. Let pt = & and set the new weight vector to he: 

Output the hypothesis 

The WeakLearn function is designed to locate the decision boundaries for each 
hypothesis by finding the minimum error with function Ej(mi) in eq. 7, in which 

he 
m j  = k x i = ,  fj(x.) and 

hj(.) = 0 if P(f,(xi),mj) I Pr 
1 otherwise, 

where PT could be the constant threshold to determine whether features j of two 
samples are relatively similar or not. The boosting mechanism could be eady 
understood with the aids of Fig. 2. With 4. specifying the shaded region, the 
weaklearn hypotheses are designed to accommodate salient common (converging) 
features among query sarnpln, such as feature of samples 1 and 2 with the 
hypothesis hi(.) in Fig. 2 (a). Excluded samples, such samples 3, 4 and 5 in 
Fig. 2 (a)(b), are weighted heavily to make them easily bomted thereafter. As 
seen in Fig. 2 (b), feature m of samples 4 and 5 are boosted and heavily weighted 
sample 3 is then targeted. Possible hypothesis could he as that shown in Fig. 4 
(c). The final strong hypothesis is thus a greedy collection of deterministic weak 
hypotheses. Note that only positive features are plotted in Fig. 2. The weak 
hypothesis could accommodate negative samples as well. 
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5 Experiment Study 

Thirty thousand registered Taiwan trademarks were collected. They contain text 
pattern, animal, regular geometrical shape and shapes with text et al. Each im- 
age is pre-processed by locating MBC of the trademark shape region for both 
normalization and feature extraction. Magnitudes of ZMs and PZhfs for each 
sample image are computed by lookuptables to speed up processing of database 
images. With order n=10, the number of Zhls and PZMs are 36 and 66. respec- 
tively. Fig. 3 shows the retrieval results of one query image in the upper-left 
corner. The similarity ranking is from left to  right and up to down. In Fig. 3 (a), 
the retrieved shape images are not coherent in subjective similarity since only 
one query image was given. When one positive sampled were added for refined 
query, more visually similar shape were retrieved as shown in Fig. 3 (b). Giving 
more positive samples, the salient and common features were hoosted and the 
retrieved results demonstrate convergence toward subjective similarity very well. 
as images shown in Fig. 3 (c) circled with dotted line. 

6 Summary 

We presented a query mechanism for shapebased similarity retrieval in image 
databases, by which salient common features among query samples are boosted 
successively. The rule for determining the weak hypothesis is actively choosing 
converging features of pmitive samples while excluding passively negative ones. 
The most distinguished functionality of the p r o p o d  method is that visual simi- 
larities could be targeted well from multiple sets of features. Experiments showed 
that the retrieved results by the proposed boosting algorithm meet subjective 
similarity wry well. 
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possible salient common features. The width of line denotes the weighting of the cor- 
responding sample. 
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(c) 

Fig. 3. Retrieved results by the boosting algorithm with (a) one, (b) two and (c) three 
query images. As shown, when more shape images were given, more subjectively similar 
shapw were retrieved by the proposed algorithm 
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Abstract. We develop a framework for combining configurational and
statistical approaches in image retrieval. While configurations have se-
mantic description power, the explicit representation of an image by a
set of configurations lacks the vector space structure from which the sta-
tistical feature-based representations have benefitted. That makes con-
cept learning and prediction harder. Our framework treats configurations
analogously to words occurring in a document. It combines a configuration-
based approach with statistical approaches to take advantage of both the
semantic description power of the former, and the simple vector-space
structure of the latter.

1 Background

A key goal in image indexing is to create methods that efficiently retrieve images
from large collections. Critical issues for efficient indexing are designing good
image representations, and learning query concepts from user interactions.

Two alternative representation schemes are vectors and sets. When each im-
age is mapped to a feature vector (especially with pixel-level features), learning
a visual concept is transformed into a supervised learning problem (e.g., [8,
10]). Unfortunately, a vector representation poorly preserves relevant informa-
tion about spatial layout, making the design of a proper metric for the vector
space difficult.

In case of the set representation, images are described by the generic elements
they contain. An example is the attributed graph [3], a structure composed of
attributed parts (e.g. color, shape), and attributed relations such as relative
brightness, relative texture change, and relative positions. We call subgraphs of
these attributed graphs “configurations”. This structured composition is conve-
nient for representing contextual information in an image. It is a natural way for
a user to directly specify a query concept (e.g., [6]), and has also been shown to
be successful for retrieval when the configuration is representative of the scene
or the appearance of the object (e.g.,[5, 2]).
� This work is supported by ITRI.
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However, when the input to the system contains only labeled images (pos-
itive or negative examples), learning the common structure becomes difficult.
There is some work on learning a concept under a set representation (e.g., [4,
7]). In [4], an implicit set representation was used, but the method was compu-
tationally costly, and negative examples were not used in concept learning. In
[7] an explicit set representation was used by fixing the structure of the con-
figurations and representing images by a few of the major configurations they
contain. This transforms concept learning into maximum likelihood parameter
estimation. However, the structure of the configuration is not as flexible as in
the implicit set representation.

Inspired by the analogy of words to documents, we extend [4] using the
attributed graph representation. The key idea is to derive a secondary vector
representation after extracting candidate configurations. The framework can in-
corporate expert object detectors as well as statistical feature-based classifiers,
and accounts for uncertainty in these modules.

2 An Overview

The key idea for merging configurational and statistical methods is to use a
vector representation of images, based not on pixel qualities, but rather on the
occurrence of configurations. We obtain a “secondary” feature vector for each
image, where feature i corresponds to “whether configuration i has occurred in
it.” The value of features can be binary, or continuous (e.g., a probability, or
similarity measure.)

Given this approach, we preprocess the database by computing an attributed
graph for every image, based on a color segmentation of the image. The com-
ponent attributes we use are HSV color and shape moments of regions. The
attributed relation is the direction between two neighboring regions, and the
assumption we make is that vertical order is important while horizontal order is
not. Upon query, the system extracts candidate configurations from example im-
ages and trains an inference module to softly select among these configurations.
Then it predicts over the dataset to retrieve relevant images.

The main challenge is speed, because these “secondary” features can only be
constructed at the query step, and the comparison between them involves graph
checking steps performed on each image. Since graph matching is NP complete,
finding relevant configurations requires a fast greedy algorithm. We pairwise
sample example images to feed to this matching algorithm. We describe finding
configurations and the structure of the inference module below.

3 Extract Informative Configurations

Finding common patterns between images can be formulated as a subgraph
isomorphism problem when only binary relations between regions are considered,
and more generally a relational homomorphism where relations can be N-ary.
(See [3] for a comprehensive analysis of such approaches.)
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Two major differences between the traditional problem setting and our case
make old algorithms not suitable here. First, one graph is usually a model that
needs to be found in the second graph. But in our case the common subgraph
may be partial to both graphs. The second difference is that fixing the match-
ing range of the component attributes is not suitable here, for objects/scenes
can have large variability in appearance, due to lighting changes, for example.
This range should be determined adaptively from the common subgraph, thus
creating a self loop. Because of these difficulties, as well as the high computa-
tional demand of on-line response, we use an extension of the maximal clique
method for extracting common subgraphs, whose attributes are then naturally
determined by the matching.

The maximum clique method has previously been used in model based reg-
istration [1], and a key conclusion is to form a set of good hypotheses based on
consistent matching. Our method first constructs a decision graph G = (V, E, h).
Each vertex v ∈ V assigns a pair of neighboring regions in one image to a pair
in another image. To relax the constraint of hard assignments, we introduce a
height label h(v) ∈ [0, 1] for each vertex. It indicates the quality of the assign-
ments, and is constructed to be a continuous function of the similarity (measured
by the color and shape attributes) between corresponding regions and the an-
gle between the vertical directions of the two pairs. Two vertices are considered
compatible if their assignments satisfy the one-to-one matching constraint. Two
compatible vertices share an edge, i.e., E = {(v1, v2) | v1, v2 are compatible.}.
Beginning from a height level, the maximal cliques are found on the induced
decision graph. They form a set of hypotheses regarding possible matches. The
details of the algorithm are listed in Fig. 1. Between the clique growing stages,
several criteria (e.g., large contrast or scale) are used to further select informative
configurations. In the image plane, we can think of it as growing configurations
from the best matching spots. The stopping criterion can be the size of the
cliques or the height of the induced graph. Figure 2 shows an example of snowy
mountain configuration selected by the largest contrast criterion. Note the two
subgraphs are almost horizontal reflections of each other.

Given: clique-selecting agents; a stopping criterion;
a decision graph G = (V, E, h);

Initialize: h = h0; step δh; {Ci} = ∅;
Repeat until satisfying the stopping criterion:

1. Gh = subgraph of G induced by {v ∈ V | h(v) > h0};
2. {Cj} = maximal cliques grown from Ci in Gh;
3. {Cj} = selected cliques from {Ci} by

the clique-selecting agents;
4. h = h − δh; go to 1.

Fig. 1. Extended maximal clique algorithm.
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Fig. 2. An extracted common subgraph superimposed on the original images with
non-matched regions blanked out.

Ideally, we should take the extracted configuration in whole and find its best
match in each image from the database. But for large databases, doing even
greedy graph matching is too expensive. We therefore break the configurations
into smaller parts, each a superclique induced by one component and its edges, so
that the checking algorithm only needs to find the “dominant” region and then
check the compatibility of its neighbors.1 It is worth to note that this flexibility
is also due to the following learning module that selects reliable detectors.

4 Concept Learning and Predicting

Once we have a set of candidate configurations, the simplest vector representa-
tion would be binary bits, each indicating the occurrence of the corresponding
configuration in an image. Unlike words occurring in documents, this is not suit-
able for visual tasks because of the uncertainty in the measurements. A direct
extension is mapping an image into a real valued feature vector, where each
feature indicates the probability of the occurrence of the corresponding configu-
ration. We now describe formally the procedure of concept learning and making
predictions, beginning from the simplest setting.

4.1 A Naive Setting

Let S+, S− be the set of positive and negative images respectively, and S =
S+ ∪ S−. Let Y be the class label (1/0 for positive/negative), and {Ci}n

1 the
configurations extracted from the previous stage. We define Xi to be 1 if Ci

occurred, 0 otherwise. If xi is obtainable from the graph matching algorithm,
the observations (x̂j

1, . . . , x̂j
n, ŷj) for each example image j ∈ S form a training

set for the inference network. After training, the network can predict Y for an
unlabeled observation (x1, . . . , xn) in the database, thus classifying or ranking
images according to the posterior probabilities.
1 Alternatively, we could maintain them as one configuration, but allow the checking

algorithm approximately “find” that configuration.
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4.2 Allow Uncertain Measurements

In practice, the matching algorithm cannot make binary decisions with com-
plete certainty. Assigning real values can indicate quality of match. To allow
this uncertainty and at the same time not increase the complexity of training
the inference network, we use the network shown in Fig. 3. A difference to the
previous model is that the values of Xis are now unobservable.

Y

X1 X2 Xn

e1 e2 en

Fig. 3. Naive Bayesian network with latent variables.

For each configuration Ci, we model the associated graph checking algorithm
as an autonomous agent [9] from whom we receive information, but have no clear
knowledge of how this information is gathered. The dummy node ei represents
the virtual evidence “observed” from an image by the checking algorithm, who
then reports us the likelihood ratio P (ei | Xi = 1) : P (ei | Xi = 0).

Denoting all evidence by e, and assuming uniform prior on class labels,

P (Y | e) ∝
∏

i

∑

xi

P (ei | xi)P (xi | Y ) . (1)

Therefore, the likelihood ratio P (ei|Xi=1)
P (ei|Xi=0) suffices for calculating the posterior

probabilities P (Y | e).
The parameters, P (Xi | Y ), are estimated in training by (Expectation-

Maximization (EM). Let θi1 = P (Xi = 1 | Y = 1), θi0 = P (Xi = 1 | Y = 0).
The updating rules are:

θ
(t+1)
i1 = 1

|S+|
∑

j∈S+

P (Xi = 1 | Y =1, ej
i , θi

(t) ) , (2)

θ
(t+1)
i0 = 1

|S−|
∑

j∈S−
P (Xi = 1 | Y =0, ej

i , θi
(t) ) , (3)

where

P (xi | y, ei, θi ) =
P (xi | y)P (ei | xi)∑
x
′
i
P (x′

i | y)P (ei | x
′
i)

. (4)
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Again, only the likelihood ratios between P (ei | xi) are needed to calculate (4).
After training, we can eliminate less informative features, for example, fea-

tures s.t. P (xi | Y = 1) = P (xi | Y = 0). With k configurations being deacti-
vated from the configuration set, we save k graph checking steps per image in
the database, thus speeding up the predicting process.

5 Experiments

We have tested the system on 1000 Corel natural scene images. They are man-
ually labeled and have multiple labels (e.g., a car under the sunset). Figure 4
shows a performance comparison upon one query of waterfall scene. The global
statistical feature-based methods that we compare are: histogram on opponent
color space (denoted as “hist-rgby”), energy of wavelet coefficients and energy of
the responses from Gabor filters. Our configurational approach (labeled “Con-
fig”) does significantly better than the others. In this experiment, no methods
get negative examples (the input to the global methods is one image from the
two images given to our system.) Without negative images, our system forges
negative points complementary to the positive vectors at its training stage, which
is equivalent to weighting candidate configurations equally when no evidence so
far indicates bias.

Fig. 4. Comparison on a waterfall example.

Figure 5 and 6 demonstrates how negative examples help selecting discrimi-
tive configurations. In Fig. 5, an extracted common subgraph is superimposed on
one of the two example images.2 Seeing only two examples, the system believes
2 Note the two connected components in this subgraph correspond to only one optimal

clique in the decision graph.
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all the supercliques, configuration C1 to C6, are equally important. Figure 6(a)
shows the retrieved images. The decimal numbers above each image are the log
posterior probabilities. Given additional 5 examples (among which 3 negatives
are 841, 582 and 435), the system deactivates C5 and C6 as less informative,
and penalizes for containing C4. Non-waterfall images having this white-white
pattern will thus be penalized much more than waterfall images that also have
pattern C1 to C3, which, translated to our language, are describing the concept
as a vertical white region with dark and green surround. The improved retrieval
result is shown in Fig. 6(b).

Fig. 5. A waterfall configuration.

(a) (b)

Fig. 6. Retrieval results without(left) and with(right) negative examples.
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6 Discussion

The work presented here exploits the richness in the structured description of
visual contents as well as the simplicity of a vector representation. An advantage
of the framework is that it separates decision from the inexactness in modeling
and the uncertainty in measurements. It uses an inference process to judge from
the training data which subgraphs, together with their detectors, are reliable
indicators for prediction. This is beneficial when perfect detectors are not ob-
tainable (e.g., due to inaccurate image segmentation), or not affordable due to
efficiency reasons.

We consider the limitation of the current work to be the conditional inde-
pendence assumption in the Naive Bayesian network. We are working towards
handling correlation between detectors, as well as improving both the represen-
tation and the learning algorithm by incorporating statistical features and prior
information in a systematic way.
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Abstract. The hvbrid wavelet oacket imuroves the oerformance of wavelet 

u .  . . 
algorithm has better performance than SPIHT and EZW for images with 
complex texture. 

1 Introduction 

Wavelel LransTomi based image coding has a better performance than the DCT- 
based method. Several wavelet-lransform based methods, such asenibedded zerotree 
wavele EZW [I]. set partilioning in hierarchical trees SPIHT [2], and morphological 
represenlalion wavelel data MRWD [3] have been proposed lo exploil the spalial 
oriented tree structure proposed by Shapiro[l]. It perrorms very well Tor 
compressing the common image, however. it is not suitable Tor the image containing 
much texture. In contrast to the wavelet LransTorni, wavelel packels[4] can do Turther 
decomposilion on any subband rather than only on the low frequency band. For this 
reason, wavelel packets can provide rich library of wavelet packel bases and are 
suitable for the analysis o f  non-stationary signals. 

The hybrid wavelel packel transTom improves the perTorniance o r  wavelel packet 
transform by choosing appropriale QMFs [5-61. The choice orappropriate QMF is not 
only signal dependent. but also scale dependent. It can provide a richer library of 
wavelet packet bases. To select the best basis over all possible wavelet packet bases 
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of the given image we use the top-down method to prune the wavelet packet tree with 
the cost function of entropy. In order to generate the embedded bit stream for 
progressive transmission we reorder the transformed coefficients with successive 
approximation quantization to construct a prioritized quantization scheme. This leads 
to simple implementation and high coding efficiency for progressive trmsmission. 

2. The Proposed Image Coding with Hybrid Wavelet Packet 

The coding algorithm with the hybrid wavelet packet transform can produce an 
embedded bit stream for progressive transmission. The basic concept is the order-by- 
magnitude transmission which is used by Huang's partition priority coding for . . 
pro&si\,e I)C I '  iniage compression [8] and b! Sliapiro's enibed&d &ding pripem 
of bit-plane [I]. I'Iie bits conve! in% Inore signiticant information are in front ofthe bit 
stream. In the hybrid wavelet packet analysis, given m filter banks, the number of 

2 
bases contained in an the L+l level is given recursively by EL+, = m(BL + I ) ,  
where B, is the number of bases at the level L. Thus, we must do some modification 
of the algorithm in [9] for best basis selection. Note that the information cost in is the 
first-order entropy of wavelet coefficients H(S). The top-down algorithm for best 
basis selection [7] is given as below: 

1. We apply the hybrid wavelet packet transform on the original image. Each 
time we adopt m QMF pairs to the hybrid wavelet packet tree mlysis. For 
each node, there are m children branches corresponding to the wavelet 
coefficients that result from the application of the m QMF pairs. Every 
branch is composed of four nodes. The procedure begins at the root node as 
the first parent node, which corresponds to the image. 

2. The entropy of each children branch of a parent node is computed. If any 
branch has not the entropy less than the parent's, all m branches are pruned; 
otherwise the four nodes of the branch with the lowest entropy are chosen as new 
nodes in the next level and all other m-1 branches are pruned. We also have to record 
the associated quadrature mirror filters(QMFs). 

This method is then only applied to those new nodes in the next level kom left to 
right recursively until the expected level is reached and all nodes are traversed. 

2.1 Scanning Order of Wavelet Coefficients 

In the progressive transmission, the large significant coefficients should be 
transmitted first then the small significant coefficients are refined later. The 
coefficients in the coarser scale represent the kernel of the image. As long as these 
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coefficients are lost, the image has serious distortion. Therefore, the scan order is 
kom coarse to fine. It means that the LL band must first be scanned then the HL, LH, 
and HH band according to the optimal hybrid wavelet packet tree. However, in the 
same frequency band, the scan order is in raster scan. The scan orde of the wavelet 
coefficient is denoted as Sj, 0 5 i ,  j 5 N - 1 ,  where NxN is the size of the image. 

In priority progressive transmission [S], the transformed coefficients are ordered 
by their magnitude in the order that the largest coefficient is encoded first. The 
wavelet-transform based coding algorithm such as EZW and SPIHT also follow this 
spirit but use some different way to deal with these coefficients. The prioritized 
coding schemes are suitable for embedded image coding. A coefficient Sj is called 
significant if it is greater than or equals to the threshold Q, otherwise it is called 
insignificant. The insignificant coeff~cient is implicitly quantized to zero by the 
threshold Q. We can generate the embedded sequence by allowing non-uniform 
quantization. In the successive partition coder, the magnitude range R of the wavelet 
coefficients is divided into several variable-sized partitions {4}, where 

L, = {m 2"-'-' 5 m < 2"-'}.~et {Lo,Ll,L2 ....... L,) be the partitions on the 

magnitude range M of the wavelet coefficient $, where 0 5 s , ,  5 M such that J+ 

are disjoint nonempty and bound by Ti-' to 2"-' where 
n = ceiling[log, (max( S , ,  ) ) I  5 i ,  j 5 N - 1 .  For each partition step, we 

use the different step sized quantizer {Qo , Ql , Q, ...... Qn) , where Q, = Qe I2 . 
The initial threshold Q, is chosen as the power of two and has to satisfy 

~ ~ , , ~ ~ < 2 ~ ~ , 1 5 i , j 5 ~ - 1 .  

Each Li can be viewed as a quantization pass. In each pass, the coefficients 

compare with the current threshold to determine their significance. 1f s,,, E L, , Sij 

is significant and 1 is encoded followed by the sign bit to indicate its significance. 

Then, the residue R , ,  = s,,, - LB(L,) is put to the list to be refined in the next 

quantization pass, where LB(4) stands for the lower bound of 4. The bit stream is 
generated by encoding the bit plane which consist of the bits contributed from each 
coefficient with arithmetic coding. In the encoding pass, we encode one bit of each 
coefficient from the most significant bit to the less significant bit. The magnitude bit 
and sign bit are encoded with different context models applied in arithmetic coding. 
The encoding process stops until all bits of coefficient are encoded. 

In our coding procedure, we also use the context-based arithmetic coding scheme 
[lo-121, which is used for the bi-level image compression to encode them. 

Digital Image Coding with Hybrid Wavelet Packet Transform 303
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3. Experimental Results 

In our simulation, we use are biorthoganal 7-tap filter, 12-tap Coiflet filter. and 
6-tap Daubechies filter. Figures I (a) and (b) show the magnified view o f  an area o f  
the boat imag at 0.25 bit/pixel for EZW and the proposed coder. respectively. Figure 
2 (a). (b) shows the magnified view o f  thr Babara's rizht leg o f  the reconstructed 
Babara image at 0.25 bit:pixel with SPlHT and thr proposed algorithm. respectively. 
From above observations. we lind our coder with hybrid wavelet packet transform 
could preserve the texture o f  the image much betfer than SPIIiT. I t  is because the 
hybrid wavelet packet can better match the texture than wavelet transform. 

4. Conclusion 

Our coding algorithm based on the hybrid wavelet packet which allows multiple 
quadrature mirror filters to be used is adapted for any images. The top-down best 
basis selection scheme is used to save the time and memory for the exhaustive search 
process.. From the experimental results we can see that our coder always has better 
performance than SPlHT for the image with much texture. Besides. our coder also 
has hetter performance than the coder which uses the wavelet packet transform. 
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(b) 
Fig. 1 (a) The EZW coder. @) Our proposed coder. 
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(b) 

Fig. 2 (a) The SPIHT coder. (b) Our proposed coder. 
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this study. Uom can pose tc&l dcseriptick or v i d  kmpl&to'find the 
desired texture. A m m ~ i n ~  mechanism bawem low-level stutistic fealuns and .. - 
high-level xmnt ic  information is formulated. The proposed s y m  contains 
three major parts, including texture analysis. fluq clusterin& and similarity 
computation. For texture-analysis. six Tamura features are extraned from each 
texture image in the database. For fuzzy clustering, an unsupervised fuzzy 
clustering algorithm is proposed to generate membership functions with five 
dcnrees for each feature. Therefore. deerees of wvearance for each feature are - . . 
incrpretcd s five linguistic terms. For similarity computation, a user's query is 
first Wanslated into a o u m  matrix thmueh the eenerated membcrshio functions. . . =- " 
A similarity metric is proposed to wmpute the similarity between the query 
matrix and feature matrix of corresponding texture images. Several empirical 
tests are given to dcmonsbntc Lhe performance of the pmposed system. 

1 Introduction 

In content-based imaae retrieval. ~e rcmtua l  f m s  of i m a m  an known as color. - 
texturr, shape, spatial layout. and on i l l .  According to M P ~ G - 7  standard 121, the& 
perceptual features are the lowed abstraction level called descriptors and the semantic 
infohation of the media object belongs to the highest level. However, the mapping 
between low-level image features and high-level semantic information is not trivial. 
The semantic gap comes from the lack of consistence between the information 
extracted from visual data and user's interpretation for the same data [3]. As linguistic 
descriptions yield informative interpretations, we expect that suitable methods to 
m f e r  images into linguistic terms should be useful in designing content-based 
image retrieval systems. 

The Picasso system [4] used Ittm's color language to expmses  the semantics 
associated with the combination of  chromatic properties of color images. Comparing 
with color, texture is more difficult to express in words. Many research efforts have 
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been made to characterize textures through a set of features in either the spatial or 
frequency domain. However, little semantic referent is offered in visual perception. 
Tamura et a/. [5]  proposed six basic visual features for a texture, including 
coarseness, contrast, diiectionality, line-likeness, regularity, and roughness. The 
Photobook system [6] proposed following three Wold features for a texture: 
periodicity, diiectionality, and randomness. Both Tamura and Wold features are 
related to human visual perception. Mojsilovic et a/. [7] proposed five percephld 
criteria (vocabularies) used in the comparison among color patterns, as well as a set of 
rules (grammars) governing the use of these criteria in similarity judgment. The 
vocabulary and grammar can provide a simple linguistic description for visual 
qualities of textures. 

In this study we propose a novel system for texture retrieval. The six Tamura 
features are extracted for each image in the database. For each statistic feature, an 
unsupervised fuzzy clustering algorithm is proposed to generate membership 
functions. Then the system will automatically produce linguistic descriptions for 
textures according to membership functions. For query, users can describe the desired 
textures with linguistic terms, such as "fine and very regular," to find textures with 
similar degree of descriptions. Accordingly, it provides not only the low-level texture 
features but also the high-level semantic information. The proposed system is 
composed of construction phase and query phase. The construction phase contains 
texture analysis and fuzzy clustering. The query phase allows users to pose linguistic 
descriptions or visual examples to find the target texture images in the database. Fig. 
1 shows the proposed system architecture. 

I - - - - - - - - .  

Translation 

, - - - - - - - - 3  

Fig. 1. (a) Construction phase (off-line). (b) Query phsse (on-line) 
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The rest of this paper is organized as follows. Section 2, 3, and 4 present three 
major parts of the system, including texture analysis. funy clustering, and similarity 
compulation, respectively. Section 5 repons on experimental results and perfor- 
mances. Conclusions and future work are given in the last section. 

2 Texture Analysis 

The six Tamura features, including warmess, conIrast, d i ional i ty ,  line-likeness, 
regularity, and roughness. are extracted from each texture image in the database. 
Definitions and computational procedures of the six features can be found in [S]. We 
summarize visual properties of the six features as follows: 
Coarseness: The coarseness is the most fundamental feature in analyzing a texture. 

This feature refers to the size and number of texture primitives. A coarse texture 
contains a small number of large primitives, while a fine texture contains a large 
number of small primitives. 

Conrrmr: The contrast stands for image quality in the n m w  sense. This feature 
refers to the dinerence in intensity between neighboring pixels. A texture of high 
contrast has large difference in intensity between neighboring pixels, while a 
texture of low conbast has small difference. 

Direcrionalify: The directionality is a global pmperly over the given region. This 
feature refers to the shape of texture primitives and their placement rule. A 
directional texture has one or more recognizable orientation of primitives. 

Line-likeness: The line-likeness refers to only the shape of texture primitives. A line- 
like texture has straight or wave-like primitives. ORen the line-like texture is 
simultaneously directional. 

Regularity: The regularity refers to variations of the texture-primitive placement. A 
regular texture (e.g.. chessboard and textile) is composed of identical or similar 
primitives, which are regularly or almost regularly arranged. An irregular texture is 
composed of various primitives, which are irregularly or randomly arranged. 

Roughness: The roughness refers to tactile variations of physical surface. A mugh 
texture contains angular primitives. while a smooth texture contains munded 
blurred primitives. 

3 Fuzzy Clustering 

An unsupervised fuzzy clustering algorithm is pmposed to generate membership 
functions for each feature. Each fealure designates a linguistic variable whose degrees 
of appearance are defined as five linguistic terms [S]. Linguistic terms for the six 
linguistic variables are summarized in Table 1. The degree of appearance increases 
fmm left to right in this table. The linguistic term is considend as a fuzzy set, which 
is represented as a triangular membership function. The proposed fuuy clustering 
algorithm is given as follows. 
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Table 1. Linguistic tmns for the six linguistic variables 

Linguistic 
Vnrinble, 

Fuzzy Clustering Algorithm 
Input: Feature values xl, x,, ..., x. of a linguistic variable in given database containing 
n texture images. 
Output: Membership hc t ions  with five linguistic terms for the linguistic variable. 
I. Initialize five evenly distributed triangular membership functions (see Fig. 2). 

Linguistic Terms 

where c,, c,. .... c, denote class centers of the initial fuzzy partition, cw= min(xl, 
x?, ..., x.), c, = max(xl, x,, ..., x.), j = I, 2.3.4, 5 .  

2. Set membership matrix U - 0. For each pattern x,, update the membership value u# 
using one of the following rules, where i s i s n , l s j s 5 , denotes the i-th 
panern belongs to the j-th linguistic term. 
Rule1.lf x, SCI, u,,, = I  and u , ~ , ,  = O .  

I 

Rule 2. If c, c X, 5 clfl , compute 

Rule 3. If x, > cs , U,L.S = 0 and u,., = I 
3. Compute cl,c2 ,.-.cs using the following equation: 

If c,,c2. -,c, are unchanged. the algorithm stops; otherwise go to Step 2. 
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Fig. I Initial membership Amctions with five linguistic tams for a linguistic variable 

The proposed algorithm obtains all membership functions for the six Tamura 
features. The membmhip vectors of eaeh texture images in the databsx are then 
computed through the generated membership functions. The description of the texture 
depends on its membmhip vectors. For example. the contrast membership vector of 
the image D3 in Fig. 4 is (O,O, 0.0.92.0.08). which is classified in linguistic term as 
"high on conbast". Fig. 3 shows the two-dimensional spatial distribution of some 
texture images after fuay clustering. In this figure, the horizontal axis represents the 
coarseness dimension, whereas the vertical axis represents the conbast dimension. 
Each texture image, together with its Tamura features and linguistic terms, is 
organized and stored in an image database for further applications. 

very h~gh  on contrast 

rn 
I 

F7g. 3. Two-dimmsional spatid distribution ofsome ccmuer 
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4 Similarity Computation 

The pmposed system offers two query methods to retrieve texhUeS: one is based on 
ling&tic describtions and the other is-based on visual examples. 

First, we associate each image in the database a f a  matrix FM by collecting all 
ia membership vectors. In other words, the membership vector of the i-th feature of 
the image is assigned to the i-th row of the matrix FM. Whm posing a linguistic 
description, a user can select some target features and their respective linguistic terms 
for query condition. Then each linguistic term is translated into a membership vector. 
Finally these membership vectors are formed a query matrix QM. For example, users 
may specify a linguistic query such as "very fine and medium on contrast." Then the 
corresponding query matrix is shown as follows: 

Note that the membership vector of unspecified featurn are recorded as (* * ). 
When issuing a visual example, usen can select a sample image together with 

some features as the quay condition. Then system computes the quay matrix to 
perform the query. According to the query condition, each feature value is converted 
into membership vector and the query mabix. 

To measure the degree of similarity, we define the similarity function as follows: 

where 11 11 is the Euclidean distance and i is the i-th texture image in the database. 

5 Experimental Results 

The pmposed system is implemented in Matlab script on a PC with an AMD K7 
Athlon 650 CPU, 128MB RAM, and Microsoft Windows 98SE. The database 
contains 1500 192x128 Corel true-color texture images. These images are 
transformed to gray-level images before extracting the six Tamura features. The 
average time required for feature extraction of a texture image is about 1.86 seconds. 

To demonstrate the performance of the proposed system, a subset of Brodak 
textures [9] and Corel images are tested in our experiments. Fig. 4 shows resulting 
descriptions of some texture images. The average time required for each texture 
description is less than 2 seconds. 

Texture Retrieval with Linguistic Descriptions 313
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Fig. 5 and Fig. 6 show retrieval results for linguistic descriptions. The retrieved 
images are displayed in descending similarity order in 'om left to right Fig. 7. 8 and 
9 show retrieval results o f  visual examples. The left-most image is the query image 
and the retrieved images are displayed in descending similarities order. According to 
these empirical tests. the retrieval results are perceptually satisfactory. The average 
retrieval time is about 3 seconds. A speedup can be expected by a bmer indexing 
scheme in the database. 

6 Conclusions and Future Work 

A texture rraieval system with linguistic descriptions is pmposed in this paper. Users 
can pose textural descriptions or visual examples to fmd the desired texture. A 
mapping mechanism between low-level texture features and high-level semantic 
information is formulated through the proposed fuzzy clustering algorithm. According 
to the experimental results. the fUny clustering algorithm generates satisfactory 
membership functions for each linguistic variable. The texture image can be described 
in feasible linguistic terms; and the retrieved images are indeed perceptually similar 
according to the linguistic terms. 

For future work. we try to extend the linguistic descriptions to more perceptual 
features, such as color, shape, and spatial layout. Besides, the weighted feature 
descriptors may be combined according to description schemes to obtain high-level 
descriptions for special applications. Furthermore, we will explore some alternative 
approaches to find more effective similarity functions. For example, fuzzy inference 
and Bayesian probabilistic are two possible candidates. 
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Abstract. The article discusses the architecture and implementation issues of a 
virtual school --- Best Cyber Academy.  Best Cyber Academy is being 
implemented following the principles of distributed learning in order to create a 
web-based learning environment for elementary and junior high students to 
enjoy learning constructively in an authentic collaborative manner.  It is 
suggested that the architecture of a virtual school should consist of three 
components: (1) the highly interactive eLearning environments, (2) the
profound eLearning content and (3) the concrete eLearning community.  To 
implement and maintain a virtual school successfully, three components above 
are all essential.

1 Introduction

Taiwan government has been advocating the education reform that focuses on the 
change of learning paradigm.  It is widely accepted in the field of school education 
that constructivism should be the guideline for instructional design.  Hence, we need 
to provide students an active learning environment that is full of collaborative and 
adaptive learning opportunities with the claims of constructivism.  It has been
discussing that Internet is a feasible tool for creating such environment.  There are 
huge efforts around the world have been devoted to the creation and experimentation 
of educational websites.  However, there are few evidences that fulfill the claims of 
Internet advocates in the field of school education.  It seems that Internet is far 
beyond what we have realized about in terms of education application.  This paper 
aims to propose the architecture of a Taiwan virtual school, Best Cyber Academy 
which has over 80 thousands members and is one of the most popular education 
websites in Taiwan (http://linc.hinet.net/), and the implementation of it for helping 
primary and secondary schools to meet the challenge of the 21st century. 

2 The Rationales of Best Cyber Academy

Constructive Learning Theory is the primary principle for designing Best Cyber 
Academy.  By means of the Internet, Best Cyber Academy is intended to construct 
an authentic collaborative learning environment that could serve as a virtual school 
and provide eLearning services to the pupils around the world.  In such an

H.-Y. Shum, M. Liao, and S.-F. Chang (Eds.): PCM 2001, LNCS 2195, pp. 316–323, 2001.
c© Springer-Verlag Berlin Heidelberg 2001
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environment, pupils are able to pursue individual and adaptive learning needs without 
the constraints of time and pace.  Moreover, pupils can learn collaboratively at 
anytime and anywhere with their distant peers or even the citizens around the world.
This is to say, Best Cyber Academy provides a new teaching method and learning 
media with the features of anytime, anyplace, anyway and anyone. Best Cyber 
Academy represents a new paradigm of education.

3 The Collaborative Learning Environments of Best Cyber 
Academy

It is suggested that the primary concern of an eLearning environment is to stress the 
function of interpersonal interaction in order to meet the needs of active and
collaborative learning.  Based on the rationales mentioned in the previous section 
and the concern of an eLearning environment, Best Cyber Academy has researched 
and developed an eLearning environment equipped with six infrastructures: (1) 
identification system, (2) communication tools, (3) collaborative learning tools, (4) 
instructional management system, (5) repository, retrieval, and representation of
learning resources, and (6) the application of intelligent agents.

3.1  Identification System

To assure the authenticity of the users’  information and manage pupils’  learning 
processes, it is essential to build an identification system in an eLearning environment.
As a matter of facts, identification system is the key for an eLearning environment in 
terms of providing high-end learning services such as adaptive learning and supports. 
After spending several years on trial and error, Best Cyber Academy has developed a 
feasible identification system. By means of manual and system automatic
identification, upon registering on line pupils can immediately login to the Best with 
their identification and enjoy the personal learning services.

3.2 Communication Tools

All pupils participating in eLearning activities should be able to employ interpersonal 
communication tools.  By means of them, pupils can discuss, share and cooperate 
with their peers.  The tools could be divided into two categories in terms of time 
phase: asynchronous and synchronous.

3.3  Collaborative Learning Tools 

Collaborative learning tools provide users with the function needed for Web-based
collaborative learning.  These tools help users proceed to collaborative learning 
activities freely and easily.

3.3.1  Auto-Grouping Mechanism

Best Cyber Academy is equipped with a users learning activities tracking system that 
is able to record learners’  learning behaviors and web pages navigated.  According
to theses data provided from the tracking system, a grouping mechanism can divide 
learners into groups with desired design and help them achieve their learning goals of 
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collaborative learning and reach higher learning performance.

3.3.2  Artifact Center

Artifact Center, helping users have the sense of learning community, is an important 
eLearning tool in terms of constructing knowledge and collaborative learning.  By 
means of it, users can show their works publicly and receive feedback from others 
such as peers, domain experts, and even parents.  Therefore, to enhance the result of 
eLearning, Artifact Center is contained in all learning sessions of Best Cyber
Academy such as “Internet eFamily Book”, “WebTheme Curriculum”, “Collaborative 
Learning Projects” and “eLearning Materials”.

3.3.3  Collaborative Notebook

Collaborative Notebook, a tool for team members to record the processing
information or idea during collaborative learning events, is one of the most significant 
collaborative tools in Best.  It  can help learners deduce constantly and think logically 
in collaborative learning.  Its design is corresponding with the Auto-Grouping
mechanism and it is embedded in all the collaborative learning projects or activities.

3.4. Instructional Management System

The purpose of Instructional Management System is to manage learners’  personal 
information and their learning records. 

3.5. Repository, Retrieval, and Representation of Learning Resources

In an eLearning environment, searching and organizing learning resources are very 
important learning activities.  However, the present search engines provide little 
requested information for the learners; they are not designed for assisting pupils’  
learning; their interface and function also concern little about the needs of pupils in 
primary and secondary schools.  For better utilization of learning resources on the 
Internet, Best Cyber Academy has designed two systems: (1) digital library and (2) 
learning performance indicators search engine.

3.5.1 Digital Li brary

Digital Library is designed in light of pupils eLeaning needs with special information 
repository, retrieval, and representation considerations.  By means of it, teachers or 
experts can login to utilize the learning resources; teachers and pupils can engage in 
inquiry learning.

The content of digital library system is divided into eight learning domains and 
based on a subject classification model that is created following the Governmental 
Curriculum Scheme.  The subject classification model helps the Best manages
Internet learning resources efficiently.  Pupils or teachers can retrieve appropriate 
and useful learning resources with learning domain, grade level and performance 
pointer search engines.  With the help from digital library, learning in cyber space 
will become more efficient and enjoyable for students.
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3.5.2  Learning Performance Indicators Search Engine

This search engine covers eight domains and six learning issues that are regulated by 
MOE of Taiwan.  The user could either uses keywords to search the detailed learning 
performance indicators of each learning activity or apply alternatively the indicators 
to search required supporting learning resources.  To use this tool, the user should 
follow three steps: (1) click “Performance Indicators Search Engine”, (2) enter
keywords to search relative performance indicators and (3) select the preferred 
performance indicators and retrieve the relevant learning resources from Digital 
Library.

3.6  IA : Intelligent Agents

Intelligent Agent is the newest technology and concept in the field of Internet. In an 
eLearning environment, intelligent agents could provide all kinds of learning supports 
and make adaptive learning possible.  Furthermore, intelligent agents are one of the 
most significant tools for achieving the sense of community and its identification.
Intelligent agents could play the role of a teacher and monitor pupils’  learning 
behaviors, to record learning processes, to understand pupils’  level of learning and to 
assist pupils at any time.  Thus, IA will affect the result of eLearning dramatically.

At present, Best Cyber Academy is researching and developing six IAs for 
eLearning environments: (1) Avatars, (2) Learning Companion, (3) Moderator, (4) 
Genie, (5) Digital Librarian and (6) Evaluator.

3.6.1  Avatars

They are the representatives of individual learners on the cyber space. They can 
record and track learning process for learners individually.  Avatars are the central 
pieces of intelligent agents in Best Cyber Academy.  They are the databases and 
information providers for other agents.

3.6.2  Learning Companion 

It is the friend to users.  Usually, its roles are to learn together with pupils, give 
support to pupils, interact with pupils and reduce pupils’  learning pressure.  For now, 
Best Cyber Academy has developed a learning companion−WuKong.  With
WuKong’ s help, pupils can improve learning motivation and performance, and
increase interpersonal interaction.

3.6.3  Moderator

It can track learning schedule and monitor learning outcome in a collaborative
eLearning event.  An experienced Moderator will guide pupils to interact with others 
and increase the frequency of interaction.

3.6.4  Genie

It represents the expert in eLearning environment.  It can examine and search the 
database of pupils’  model, understand an individual pupil’ s learning situation and 
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difficulties, answer learners’  inquiries and give pupils appropriate assistant.

3.6.5  Digital Librarian

It can search, filter and organize information to suit individual needs and cope with 
chores automatically.  Through the help from digital librarian, pupils can receive the 
information they really need; this helps their learning considerably.

3.6.6  Evaluator

It can give assessment to an individual pupil based on pupils’  student model database.
After evaluation, evaluator will provide immediate, individualized feedback and 
synchronous online guidance to pupils.

4  eLearning Content

The eLearning content in Best Cyber Academy is divided into six categories: (1) 
eLearning materials, (2) WebTheme, (3) collaborative learning projects, (4) online 
forestall quiz, (5) witty playground, and (6) Go Go Mall.

4.1  eLearning Materials

Following the standard of Governmental Curriculum Scheme, eLearning materials 
consist of eight subjects: (1) Language, (2) Mathematics, (3) Social Study, (4) Life 
Study, (5) Science and Life Technology, (6) Arts and Humanities, (7) Health and PE, 
and (8) General Activities.  Each subject covers four levels: grade 1-2, grade 3-4,
grade 5-6 in primary schools and all grades in the middle schools.  eLearning 
materials are targeted at providing individual learning materials and are much like a 
conventional CD title except the networked features.  For now, over eighty
eLearning materials are presented in Best Cyber Academy.

Based on constructivism and the features of eLearning technology, eLearning 
materials of Best Cyber Academy usually require three learning activities: navigation, 
ongoing assessment and communication.

4.1.1 Navigation

Navigation means pupils utilize the browser to navigate different learning resources 
suitable for them.  This is to say that learners use their sense of “look” and “hearing” 
to obtain semantic knowledge.  Therefore, navigation is a perceptive learning 
activity.

4.1.2  Ongoing Assessment

As far as learning hierarchy is concerned, ongoing assessment is a higher learning 
activity than navigation.  Ongoing assessment implies that learners utilize online test, 
search engine, assignments or artifacts to assess or examine their own present learning 
status for receiving procedural and strategic knowledge.  Therefore, ongoing
assessment usually incorporates learning activities such as presentation, evaluation 
and reflection.
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The main purpose of ongoing assessment is to help the learners rethink the 
information they have just navigated and plan further learning path and objectives.

4.1.3  Communication

Communication means discussion, emulation and collaboration among people.
According to the learning theory, interpersonal communication is the highest
cognitive activity.  Learners can construct constructive knowledge (meta-cognitive
knowledge) by means of interpersonal communication.

4.2  WebTheme

WebTheme combines the theories of inquiry learning, project-based learning, engaged 
learning, collaborative learning and web-based inquiry learning for offering pupils, 
guardians and teachers an alternative eLearning approach.  The unique features of 
WebTheme are (1) pupils study in a team, (2) the team members work together with 
collaborative tools to find the solutions of driving questions in an interdisciplinary 
manner, and (3) finish the tasks and present them in public by using multimedia tools. 

4.3 Collaborative Learning Projects

To go beyond the traditional teaching methods and institutional settings, schools 
around the world could incorporate information technologies and work on
collaborative projects together and develop the essence of open education. Best Cyber 
Academy designs and operates three kinds of collaborative learning projects:
interschool, international and WebQuest.

4.4  Online Forestall Quiz

On the basis of online test database and game style, Online Forestall Quiz, enabling 
multiple users to play simultaneously, pops up the question randomly.  All users can 
use “Question-Giver” to provide questions.  “Online Forestall Quiz” will make 
“Ongoing Assessment” more interesting and meaningful.  The immediate feedback 
and competition feature of the Quiz will enhance pupils’  learning interests and 
engagement during their learning process.

4.5  Witty Playground 

Witty Playground is a special zone designed to relieve pupils’  pressure and provide 
recreation.  This zone consists of intelligent computer or online games and is full of
entertainment and pupils can train their thinking and reaction abilities.  Furthermore, 
all games are designed and created by teachers of primary and secondary schools 
those who put more focus on learning than entertainment.

4.6  Go Go Mall

Go Go Mall is a place where pupils can enjoy online shopping, participate in all sorts 
of community parties, and receive educational eCommerce service.  Pupils can 
search and sell goods relating to education.  This Mall will also build a platform 
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providing pupils to have deal with others and an eCommerce area for exhibition and 
arts fairs.  The teachers can help pupils learn correct Internet transaction knowledge 
and proper Internet behavior; the pupils can exchange knowledge with others in this 
Mall.

5  eLearning Community:

The sense of learning community in a virtual school could glue members together and 
create the ownership among members.  Therefore, learning community is the key for 
maintaining the momentum of a virtual school.  The learning community is resulted
from the interaction between virtual learning community in networked learning 
environments and real associations that are associated with the virtual school.

The best way to create a virtual learning community in virtual schools is to 
provide a learning environment that members are able to both take part in the learning 
activities actively and also control their own learning pace and incorporate their own 
learning styles.  As to the real associations, three communities are formed in Best 
Cyber Academy currently: (1) eLearning teachers, (2) eLearning tutors and (3) news 
community.

5.1  eLearning Teachers

One important mission of Best Cyber Academy is to develop eLearning materials.
To help pupils learn actively, the content should be attractive to them.   Teachers of 
primary and secondary schools stand on the frontline of teaching; they understand 
best the pupils’  needs and their learning behaviors.  Thus, they are the best
candidates to develop and design the draft of eLearning materials. 

eLearning materials should be developed and designed under the consideration 
of meeting different pupils’  needs.  eLearning materials designers should have a
place to offer opinions and receive support in the process of designing eLearning 
material, so it is a must for Best Cyber Academy to form a learning-oriented teacher 
community.  The initial plan for this community is to form a group of key members 
and then these members will be the leaders to help others develop local and regional 
learning community physically and virtually.

5.2 eLearning Tutors

Best Cyber Academy employs the Internet features to develop learning mechanisms 
that are manual, automatic, synchronous and asynchronous to help pupils obtain 
individual and adaptive learning content and counseling.

Best Cyber Academy has been recruiting and training teachers and pre-service
teachers as the online tutors to provide online learning supports.  Tutors will answer 
pupils’  questions with all kind of communication tools mentioned above such as 
Forums and Best GSM.  The eLearning tutors community has formed Best Cyber 
Academy an educational website with harmless, excellent and perfect learning 
environments.

5.3  News Community

News Community is intended for members to report and share latest information 
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regarding to education and campus activities.  The information providers are pupils 
and teachers of primary and secondary schools.  Periodically, exclusive about people 
or particular news will be reported.  At the same time, Best Cyber Academy also 
recruits Campus Journalists, Reporters, Correspondents to contribute their works and 
interact with the members of News Community.

6  Conclusion

In this paper, a proposal about a virtual school is suggested.  To build a sound virtual school, 
three components should be equipped: eLearning environment, eLearning content and
eLearning community.  As far as eLearning environment is concerned, the infrastructure 
should contain: (1) identification system, (2) communication tools, (3) collaborative learning 
tools, (4) instructional management system, (5) repository, retrieval, and representation of 
learning sources and (6) the application of IA.  To help pupils learn actively and
collaboratively, six categories of eLearning content are suggested: (1) eLearning materials, (2) 
WebTheme curriculum, (3) collaborative learning project, (4) online forestall quiz, (5) witty 
playground and (6) Go Go Mall.  Apart from eLearning environment and eLearning content, a 
virtual school needs “users” to build up a brand community.  Both virtual learning community 
and real associations that are associated with the virtual school constitute the community.

7  REFERENCES

1. Brenner, W., Zarnekow, R., & Wittig, H. (1998). Intelligent Software Agents:
Foundations and Applications. Berlin, Germany: Springer-Verlag.

2. Cockayne, W. R., & Zyda, M. (1998). Mobile Agents. Greenwich, CT: Manning 
Publications Co.

3. Davidson, K. (1998). Education in the Internet – Linking Theory to Reality. 
http://www.oise.on.ca/~kdavidson/cons.html.

4. Lin, Chi-Syan, & Wu, Tieh-Hsiung, (1998). The Design and Application of Tracking
Systems for the Web Learning Environments. Proceedings of ED-MEDIA and
ED-TELECOM 98: 10th World Conference on Educational Multimedia and Hypermedia 
& World Conference on Educational Telecommunications, June 20-25, 1998, (1) (pp. 
825-830). Freiburg, Germany: AACE.

5. Lin, Chi-Syan, (1998). Pathfinder: A Web Learning Environment for Elementary School 
Students at Taiwan. (CD ROM of WebNet 98 Proceeding, Nov.).

6. Lin, Chi-Syan, (1999). Pathfinder: The Design and Application of a Web Learning 
Environment for Elementary Schools in Taiwan. (CD ROM of EdTech 99 Procedding, 
Ministry of Education, Singapore).

7. Wallace, R., Krajcik, J., & Soloway, E. (1996). Digital Libraries in the Science
Classroom: An Opportunity for Inquiry. 
http://www.dlib.org/dlib/september96/09wallace.html



a B

jehng@src.ncu.edu.tw jsheh@ice.cycu.edu.tw

ntroduction

H.-Y. Shum, M. Liao, and S.-F. Chang (Eds.): PCM 2001, LNCS 2195, pp. 324–334, 2001.
c© Springer-Verlag Berlin Heidelberg 2001



Applying Process Improvement Approach 325

rocess mprovement/Workflow nalysis



326 J.-C.J. Jehng and J.-S. Heh

P

P I

• I
•
•
•
•
•
•



Applying Process Improvement Approach 327

A

•
•
•

•
•

T I



328 J.-C.J. Jehng and J.-S. Heh

ase llustration

C T S



Applying Process Improvement Approach 329

P I



330 J.-C.J. Jehng and J.-S. Heh

•

•

•



Applying Process Improvement Approach 331

F A



332 J.-C.J. Jehng and J.-S. Heh



Applying Process Improvement Approach 333

V S C



334 J.-C.J. Jehng and J.-S. Heh

ummary

eferences



IP Traffic Monitoring: An Overview and Future 
Considerations * 

h g  Wei and Nirwan Ansari 

A h a d  Nehuorking Lab 
Deputmnt of Eleceical & Computer Engineering 

New Jeney Institute of Technology, University Heights 
Newark, New J m y  071 02 

(dm3077,  n i w a n . a n s a r i ) e n j i t . e d u  

A b h  An averview on emerging IP traffic moniloring is p m t e d  
Impmiant pramten to clulrsekrizc the baffic, network and QoS. me 
discussed. The infimrturc and melhodology to measure those paramten 
dimtly or to compute them b a d  on other measurements me described. We 
alw, present a discourse on coping with the challenge of new transport 
architecIures and technologies. In summary, a framework of IP tralfic 
monitoring isprrscnted. 

1. Introduction 

Rapid growth of the Internet is evidenced by unceasing increased traffic volumes 
due to new applications and users. Main reasons for the necessity to understand and 
measure traffic patterns and characteristics are: I)  network optimization and planning. 
i.e., more efficient usage of the network resources, 2) appropriate provisioning of QoS 
for all applications, and 3) detection of network security violations. However, Internet 
traffic is heterogeneous and highly dynamic, and, as a consequence, is difficult to 
predict Furthermore, it is also difficult to observe Internet traffic owing to large 
network size, huge traffic volume, relatively distributed administration, and 
heterogeneous media. Current understanding of the traffic pattern and measuring 
methods are rather rudimentary, and further study on IP monitoring becomes 
increasingly important and urgent as traffic grows exponentially. 

This paper presents current state of the a~? on IP traffic measurement and 
characterization, and attempts lo answer the following questions: 
0 Why is IP traffic monitoring necessary? 

What parameters can characterize the traffic, the network, and QoS? 
How can these parameters be collected? By measuring directly or computing 
based on other measurements? 

What kinds of network infktructuns or protocols are needed for these methods? 

t This work was supported in part by Opencon Communication SysIem Inc.. the New Jersey 
Commission on Science and Technology via the NJ Wireless Telecommunication Cater. 
and the New J m y  Commission on Higher Education via the NJLTOEWR pmjat  
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How can these mcasumnents be used to impmve the efficient usage of the 
network r e s o m s ?  
How can these measunmen*r be employed to provision appropriate QoS for all 
applications? 
What should be considemi to meet the rapid growth of traffic and new 
technologies, especially with the emergence of traffic engineering technology? 

The rest of the paper is organized as follows. Section I1 presents the backgrouod 
and motivations of IP traffic monitoring. Section 111 discusses 1P traftic pattern, 
modeling and characteristics. The infrastructures and methods to collect 
measuremmts and compute parameters are presented in Section IV. Further 
discussion on efficient IP traffic measurement is presented in Section V. This paper 
ends with some concluding remarks in Section VI. 

2. Motivations Behind IP Traffic Monitoring 

Network traRc meaSuRments and characterizations arc needed by lSPs for the 
following reasons [I]-[S]: 
1) To understand macroscopic, infrastnrenrre-wide traffic behavior (from the 

perspective of the entire network) for network optimization and planning: 
Network design, operation and flow management, i.e., traffic load balance, and 
efficient resource usage by adapting network configuration to tackle problems 
such as congestion and so forth. 
Identify and eliminate unnecessary pmtocols, hence increasing the efficiency of 
IP networks 
Identify sub-optimal muting 
Billing and pricing 
Long-term measurement and optimization as a whole are nccded to meet the 

above requirements. 
2) To provision appropriate QoS for each application (from the microscopic 

perspective, per flow, session, or connection): 
Network configuration should be dynamically and autonomously adapted, and 

mources should be reallocated to provision appropriate QoS in terms of 1) 
transmission rate; 2) delay; 3) delay jitter, 4) packet loss rate, and so forth. Real 
time measurement and control are needed to meet the QoS rquiremmt. 

3) Detection of network security violation and abnormalities 
This task includes detecting potentially dangerous hamc conditions, pinpointing 

where and understanding how they a n  originated, performing designated actions to 
block the abnormalities, and hence limiting their extension to the entire network. 
For different motivations, measurements can be classified as I) long-tam. and 2) 

real time. They span on different time scales, from months. weeks dorm to seconds 
and even milliseconds. 
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3. IP mfi ic  Pattern, Modeling and characteristics 

Fib I. The Composition of lP Traffic 

Fig. 1 shows various protocols in the IP protocol suite [7]. Roberts [8] showed that 
about 90 to 95% of Internet packas use TCP and correspond to the transfer of digital 
documents of one form or another (Web pages, data transfer, MP3 tracks. ctc.). 
Thompson, et al, showed [9] that: 

Of IP traffic, TCP accounts for 95% or more of bytes, 85-95% packets, and 75- 
85% of the flows. ICMP packets account for less than 1% of all packets. UDP 
makes up the remaining IP tramc. 
About 40% of all packets are 40 bytes (TCP ACK. RST and FIN, SYN). 5% of 

44 bytes, 5% of 552 bytes, 6% of 576 bytes, lOO/o of 1500 bytes. 90% of packets 
are 576 bytes or smaller. 

The above data show that TCP packets dominate the IP traffic. and short packets 
(40 or 44 bytes long) occupy more than half of the IP packets. Thus. the statistical 
characteristics of TCP packets dominate the statistical characteristics of IP. 

According to different QoS requirement. Roberts (81 classified the 1P traffic into 
two categories: 1) elastic flow, where the packets of a document are t ransfed .  
requiring zero packet loss rate; and 2) streaming flow, where the packets represent an 
audio or video signal being transferred, requiring end-to-end delay and delay jitter 
guarantees. 

The development of new Internet applications could change the composition of IP 
traffic through new protocols or QoS requirement, and thus could change the 
statistical characteristics of IP traffic. Nevertheless, the study of current IP pattern is 
still necessary and urgent for both the academic and industry. 

Traditionally, analysis of IP traflic is based on two assumptions: 1) the arrival of 
traffic is independently Poisson dishibuted; 2) the service time is exponentially 
distributed Thus, Markov process can be employed to predict the average 
performance in terms of queuing delay, packet queue size, and so forth. However, in 
the past few years, many studies [lo]-[15] showed that IP traffics do not follow those 
two assumptions and show self-similarity in different time scales. There are two 
impoltant characteristics with IP traffic: burstiness and longdependency, i.e.. packets 
come in burst and the autocornlation of traffic can span a large time scale. It is 
tempting to think that the aggregation of IP traffics should be Gaussian distributed, 
and the burstiness could be smoothed by aggregation, but on the contraly, reference 
[lo] and [I21 demonstrated by experiments that the aggregation of IP traffic can 
intensify burstiness. 

Paxson and Floyd [I I] showed that, in conventional Markov process, self-similarity 
in a network is ignored, the burstiness of traffic is underestimated, and the 
performance is overestimated. As a consequence, resource allocation based on 
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Markov assumption is inadequate, resulting in the unexpected bigger delay, bigger 
queue size, and higher packet loss rate. 

Many studies showed the existence of self-similarity in IP traffic. However. no 
model can provide both qualitative insights and quantitative predictions on the 
performance of IP networks so far. 

In order to simulate IP traffic, three most widely used methods to generate self- 
similar traffic are: 

Pareto distribution [I 11 
Fractional Bmwnian motion [16][17] 
ON-OFF sources [I 0][18] 

Hurst parameter H is the parameter to characterize a self-similar random process. 
Gomez and Santonja [19] enumerated three methods to estimate H: 

R/S analysis 
0 Variance-time plot 

Periodopm-based analysis (wavelet, energy-scale index relation) 
In order to pmvide qualitative insights of traffic and network, the following 

parameters need to be collected and analyzed: 
1) Parametm to characterize IP traffic patterns: 

Primary data that can be collected 
- Packet arrival rate 
- Packet inter-arrival time 
- Packet length distribution 
- Link lifetime 

Statistical data 
- Mean 
- Peak 
- Burstiness (standard deviation) 
- Sclf-similarity (Hurst parameter H) 

2) Parameters to characterize networks (not only in Internet): 
Utilization and throughput 
Quiescence (indicates the occupancy of a link) [6] 
Unpredictability (indicates the stability and consistency of a link) [6] 
Responsiveness to the change of IP traffic 
Routing stability 
Reliability (ability to pinpoint some anomalous traffic conditions and block 
them) 
Granularity 

3) Parameters to characterize the QoS of a link: 
End-to-end delay 
Delayjiner 
Packet loss rate 
Round trip time (RTT) 

IPPM (1P Performance Metrics) working group of lETF has developed some 
metrics of quantities to characterize the performance and reliability of the Internet 
P I .  
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4. The mfrastrnctme and Methodology of 1P Traffic Measurement 

Contmi Infornutlm 
Collator n X Nehrork 

Nehrork 

Acthe Modtor Node 

Ruive Moultor 

Fig. 2. lnfrastruefurc of IP Traffic Measurement 

Some parameters, such as delay jitter and H, are not observable directly. These 
parameters could be calculated from other measurements. 

There are three methods of collecting data of network behavior [1][5]: 
Passive measurement: a probe, which resides at the import of a network node, 
and records network activities, is insetted into this node. Most commonly, the 
probe is attached to a link between network nodes, and summarizes and records 
information about the traffic flowing on that link. 
Active measurement: the behavior of the network is studied by sending data 
(usually a probing packet, from end to end) through the network and observing 
the results, including the time taken to send the data. Internet Control Message 
Protocol (ICMP) and IP Measurement Protocol can be used here. 
Control information monitoring: network control information such as muting or 
network management information (SNMP derived data and BGP muter-based 
data) is captured and analyzed. 

These three approaches focus on different perspectives of network behavior, and 
each method has its advantages and disadvantages. All of them are ofIen employed 
together to develop an understanding of the entire network's behavior. 

Passive measurement. which is also called per-hop measurement, observes the 
behavior of a network at a specific point; it does not add to or modify the data carried 
by the network. Consequently, it has no impaa on the behavior of the network. A 
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very detailed understanding of the behavior at the point of measurement can be 
developed. but it is difficult to gain an understanding of the network as a whole, or the 
end-to-end behavior of the network. Passive measurement is often used to measure 
traffic patterns, such as packet arrival rate, link lifetime, ac. 

Since active measuremenf which is also called end- toed  measurement, observes 
network behavior by sending probing packets (usually ICMP packets) into the 
network, it lends itself to measuring parameters that reflect the senice the network is 
offering to its users, including parameters like round-trip time (RTT) and packet loss. 
However, the traffic added to the network may alter the behavior of the network. 
Furthennore, if ICMP is used, lSPs could turn off ICMP traffic at selected routers to 
limit the visibility of their infrastructure. Owing to the general-purpose nature, ICMP 
has some weaknesses as a measurement protocol. The most important downside is 
that it can be blocked by ISPs. NLANR (National Laboratoty for Applied Network 
Research) has developed a new protocol - IP Measurement Protocol (IPMP) [20], 
which is tailored for active measurement and has many features that make it  easier to 
process. 

Monitoring the control information of the network provides a Rady source of 
information about those aspects of network behavior described by data transferred as 
pert of the normal network operation. Remote monitoring agent (RMON) [4] employs 
this approach to configure and instrument SNMP properly and analyze collected data. 
The RMON MI9 Working Group of IETF [21] is chartered to define a set of managed 
objects for remote network monitoring. Parameters such as link utilization or route 
stability may be collected this way. However, it is difficult to monitor the control 
information when the network size is large. 

To provision appropriate QoS, traffic pattern should be measured, bandwidth and 
buffer are reserved accordingly. network status should be monitored to avoid 
congestion and to balance traffic load to improve the throughput of the entire network. 

5. Farther Considerations On IP Tramc Monitoring 

Owing to the i n d  need for Internet usage and demand for provisioning quality 
of smrice, IP traffic engineering technologies become monummtally important, and 
thus traffic-mgineering-oriented measurement is required. ln order to develop general 
and operational measurement infrastructure and methodology, the following issues 
should be considered [23]-[26]: 

I) Protocol-independent and traffic engimering aware m~uurrmmts - an IP link 
can be arbitrarily specific, e.g., via MPLS or DiffSm, and thus IP links have 
many varieties, supported by different protocols. An efficient measurement 
should be designed for generic IP traflic, which is independent of protocols 
and portable across different platforms. Fmthennore, the measurement should 
be traflic engineering aware too. For example, in DiffServ, many packets may 
pass the same path (fmm end to end), but they may have different classes of 
service (CoS), different priority queues, and thus different delay, etc. The 
measurement methodology should be aware of these classes of service, and 
collect and analyze data acoordingly. 
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2) Scalability - a measurement int?aSmctun must be able to scale with the size 
and speed of a network as it evolves. 

3) Timing optimization and orthogonality of collected data - minimize the 
amount of data to be collected without compmmising the necessary accuracy, 
thus preventing network performance from being adversely affected by 
un~cessarily loading of processors, memories, transmission facilities and the 
administrative support systems. 

4) Feedback mechanism for topology state - in order to provision appropriate 
QoS, conshaint-based routing measuremmt is employed, in which all network 
nodes require topology state information, such as link availability and 
maximum resource, etc. However, the information could fluctuate immediately 
while it is distributed in the network. To acquire accurate topology state 
information. a feedback mechanism can be employed by traversing the IP link. 

5) Security - ensure correctness and reliability of the measurements. 
6) Active measurements that are leu invasive and do not provoke lSPs to block 

them. 
7) Aggregating, mining, and v i d i z i n g  the massive data sets in ways that arc 

useful to multiple users 
8) Traffic prediction based on measurements and modeling - by capturing the 

statistical nature of traffic from previous measurements, resources can be re- 
allocated and network can be resonfigured accordingly by predicting the 
subsequent traffic, such that the performance in terms of efficiency and QoS 
can be improved. 

9) Optical consideration - optical network is going to play a major role in the 
Internet It is imminent to develop IP traffic monitoring over o p t i d  channels 
and labels. This is an emerging research. 

6. Conclusions 

With the development of traffic engineering technologies, IP traffic monitoring can 
have a wide range of influence on network performance. The cunent infrastruaure 
and mefhodology of IP traffic monitoring cannot meet the demand for provisioning 
appmpriate QoS for IP applications. Some issues, which need to be considered when 
the new infrasmrctun and methodology of IP traffic monitoring are developed, have 
been discussed in this paper. 
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Abstract. The increasing use of digital images in applications ranging 
from remote sensing to medical applications and industrial control sys- 
tems results in a demand for well-suited and efficient techniques for their 
storage, management and retrieval. The state-of-the-art approach for im- 
age retried considers a priori extracted features, which are compared to 
query information supplied by a user in the form of, for example, a list 
of keywords or the corresponding features of a sample image or sketch. 
In this paper an alternative, object-based approach for image retrieval is 
presented. This allows the user to specify and to search for certain regions 
of interest in images. The marked regions are represented by wavelet 
coefficients and searched in all image sections during query runtime. All 
other image elements are ignored, thus a detailed search can be realiwd. 
The resulting computational effort can be overcome by utilisation of 
pardlel architectures. An example for a cluster-bawd image database is 
discused in the last part of this paper. 

1 Introduction 

Image databases are used to organise, manage and retrieve different classes of 
images. They allow searches for a number of images that are similar to a given 
sample image or sketch. 

The importance of image databases increased dramatically in recent ye,ars. 
One of the reasons is the spreading of digital image technologies and multimedia 
applications producing petabytes of pictorial material per year. The application 
areas are numerous. Document libraries offer e.g. their niultimedia stock all over 
the world. This is also true for a r t  galleries, museums, rwczch institutions, photo 
agencies for publishing houses, press agencies, civil services, etc. managing many 
current and archived images. Some well-known research systems are QBIC [I], 
SURPIMAGE [2] and Vrsu~~SrirsK [3]. 

An image is a complex data structure containing syntax and semantic in- 
formation. In addition to the raw image data, technical and world-oriented in- 
formation, a number of extracted features is used for image representation in a 
database system. These arc! usually related to  colour, shape ,uld texture. Addi- 
tional knowledge-based information describes the relationship between the image 
elements a.nd the real world entities. The raw image data, the technical and the 
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4 Conclusions 

This paper introduces a wavelet-based approach for image retrieval using dy- 
namically extracted features. All images are transformed with the B trous algo- 
rithm, thus the number of created approximation coefficients equals the number 
of pixels. This is important for t.he a priori computation of the wavelet images. 
-4 user-defined region of interest is represented by a number of coefficients and 
compared to  all sections in the database. All other image elements are ignored, 
so a detail search can be realised. The related computational requirements are 
satisfied by using a high performance cluster architecture for image r e t r i ed .  

Future work includes the examination of further methods for dynamic r e  
t r i e d ,  e.g. Gabor-Wavelets [14] are a promising approach. Other similarity cri- 
t e r ion~ in combination with the fast wavelet transform have to be examined in 
more detail. 
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Abstract. Emergence is a phenomenon where we study the implicit or hidden 
meaning of an image. We introduce this concept in image database access and 
retrieval of images using this as an index for retrieval. This would give an 
entirely different search outcome than ordinary search where emergence is not 
considered, as consideration of hidden meanings could change the index of 
search. We discuss emergence, emergence index and accessing multimedia 
databases using emergence index in this paper. 
Key words: Content-based image retrieval, Emergence index, Multimedia 
Databases

1  Introduction 

Content-based image retrieval (CBIR) is a bottleneck of multimedia database access.
Although extensive research has been done during the last decade, it has yet to attain
maturity. Original text-based approach in image retrieval was time consuming and
expensive as it involved manual processing of image data which could sometime be
very voluminous. Attempts have been made to combine text-based and content-based
retrieval [5] and quite a few models like QBIC, Virage, Excalibur, Attrasoft, Pichunter,
VisualSEEK, Chabot, Photobook and so on have been developed. Fully automated
CBIR has come into being very recently using  low-level  features like color, texture,
shape and spatial locations.  Few models are now commercially available like QBIC,
Virage, Excalibur, Attrasoft and others. Also non-commercial models developed by
universities and research institutions are also available. But they do an approximate
match between input and objects of image database. Thorough image segmentation,
which is important for very accurate retrieval is still a problem. 

CBIR has been defined in three levels. Level 1 is about finding symmetry between
input image and images of database. As we mentioned,  success to some extent has
been achieved in this level. Level 2 is about extracting semantic meaning out of the
image like ‘Find a double-decker bus in an image’. Only very limited success has been
achieved in this field.  One of the best known works in this field is of Forsyth and
others [2] by successfully identifying human being within image and this technique has
been applied for other objects. Level 3 is about finding inner meanings of an image
like ‘Find pain in an image’. This requires very sophisticated and complex logic and
segmentation. Very little has been achieved so far in this level with current technology
[1].
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Multimedia databases. The ultimate goal of multimedia database is to have all 
information types digitized and computerized. But this has not yet been achieved. The
multimedia database could contain, as we know, text, audio, still images, digital video
and graphic objects. 

Multimedia database is highly efficient database that supports multimedia data types, 
alphanumeric types and handle very large volumes of information. The multimedia
database management system consists of three capabilities, conventional database
system and hierarchical storage system support and information retrieval capacity.  

In multimedia databases queries are more often based on content of the objects. As we
discussed, images can be accessed based on their contents and spatial relationships
among various objects within the image. For voice data, the index could be based upon
speaker of the voice information. For color image, color histograms could be used as 
index for search and access. For video images, it could be scenes. For text data, the
search attributes could be nonstop words. Once we define the attributes and features of 
multimedia data, they could be used as index in searching multimedia database.
Images take lot of space on our hard disks. A multimedia database can help us wrangle
these files. They allow us to view an image, play a movie or hear a sound even if we
do not have the program that created it. This could be time saver. We do not need to
launch several applications to look through a variety of files. We can drill down in
search through the results of a previous search to find an image, then drag it into a 
page layout program [6]. From commercial point of view, the multimedia database is
nothing but glorified file management system. In terms of research it means to do more
in terms of finding semantic meanings of image [7]. 

The paper provides definition and application of emergence index using pictures and
application of emergence index in image query processing. Section 2 gives the
definition and section 3 the access of multimedia database. We make our conclusion
on section 4. 

2  Emergence Index.

Feature of an image, which is not explicit, is emergent feature if it can be made
explicit.  

Examples of emergence. Shape emergence is associated with emergence of individual
or multiple shapes.  Figure 1 contains examples of shape emergence.
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Figure 1 Two Emergent shapes derived from the existing one. The first one is the existing
shape 
 whereas the other two are emergent shapes from the first  [4] 

2.1  Definition of Emergence Index 

Image retrieval where the hidden or emergence meanings of the images are studied and
based on those hidden meanings as well as explicit meanings, where there is no hidden
meaning at all, an index of search is defined to retrieve images is called emergence
index. 

2.2  Semantic Representation of images 

Symbolic Representation of  images. The symbolic representation of shapes can be
defined using infinite maximal lines as 

                                      I = {N;constraints}                                                            (1)

Where N is the number of infinite maximal lines which effectively constitutes image I 
and constraints are restrictions which define behaviors or properties that come out 
from the infinite maximal lines [3]. 

2.3  Various mathematical tools that would be used in the definition of the image.

Geometric property. There are four geometric properties involved in infinite
maximal lines:  a. Two lines La and Lb are perpendicular, La ⊥ Lb.  b. Two lines La
and Lb are parallel, La // Lb.  c. Two lines La and Lb are skewed, La × Lb.  d. Two
lines La and Lb are coincident, La = Lb 

Topological property. Intersection and segment are two properties of a set of infinite
maximal lines.  If La and Lb are two infinite maximal lines then intersection Iab would 
be denoted by  a. La × Lb => Iab,  b. La ⊥ Lb => Iab   where => means ‘implies’. The
first case of the above is the skewness whereas the second case is perpendicularity of 
the geometric property. 
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The intersection cannot occur if La // Lb or La = Lb.  In other words, parallel behavior 
of two infinite maximal lines and also coincidence do not generate any intersection. 

Properties of intersection  a. Iab is same as Iba. b.Iab and Ibc are called collinear
intersection in Lb.  c. Iabc exists if La,Lb and Lc are concurrent.  

The segment generated by two intersections is denoted by (Iab,Ibc) and this segment 
lies obviously in infinite maximal line Lb. 

There are three types of intersection groups: ordinary groups, adjacent groups and
enclosed groups. These three groups indicate three kinds of topological structures, 
which define intersections and line segments in different ways. Ordinary group could 
be expressed by a pair of ‘(' and ‘)’ parentheses. In this case a line segment could be
defined by two intersections. If La,Lb and Lc are three lines, then segment of line
would be (Iab,Icb). The adjacent group is defined by a pair of angle ‘<’ and ‘>’
brackets. Here only two adjacent intersections can represent line segment of the order
<Iab,Iac>. An enclosed group, defined by a pair of square ‘[‘ and ‘]’ brackets
represent a circuit of line segments.  For a triangle it would be [Iab,Iac,Ibc].   

Dimensional property. The length of the segment of two intersections is the
dimensional property and is denoted by d(Iab,Ibc). 

3  Accessing Multimedia Databases 

In this section we discuss the methodology we follow in accessing multimedia
databases. We have pointed out that CBIR is a bottleneck in accessing  multimedia
databases. We attempt to establish symmetry between input and images of multimedia
database on contents using emergence index.   

3.1  Symmetry between input and images of database 

Calculation of index of input. Let us suppose our input image is of the kind shown
below. 
                                            Imn        (x24,y24) 
                                           Lm                Ln 
                                   Imop                          Inoq 
                        (x25,y25)                                  (x26,y26)  
                                   Lo 
                                 Lp                                      Lq 

                                 Ipr                                     Iqr
                        (x27,y27)                Lr               (x28,y28) 

                                                       Figure 2 input 
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This is the image of a house. In the input image, coordinates are obviously 
(x24,y24),(x25,y25),……,(x28,y28). We notice if Lm,Ln,Lo,Lp,Lq  and Lr are the six 
lines constituting the house, then Lp//Lq,Lo//Lr. Also the number of sides is 6. 

The distance between  (x25,y25) and (x27,y27) is same as the distance between
(x26,y26) and (x28,y28). This can be defined as d{(x25,y25), (x27,y27)} =
d{(x26,y26), (x28,y28)} which is d(Imop,Ipr) = d(Inoq,Iqr). 

Again the distance between (x24,y24) and  (x25,y25) is same as the distance between
(x24,y24) and (x26,y26). This can be defined as d{(x24,y24), (x25,y25)} =
d{(x24,y24), (x26,y26)} which is d(Imn,Imop) = d(Imn,Inoq). 

Also the distance between (x25,y25) and  (x26,y26) is same as the distance between
(x27,y27) and (x28,y28) and this can be defined as d{(x25,y25), (x26,y26)} =
d{(x27,y27), (x28,y28)} which is d(Imop,Inoq) = d(Ipr,Iqr). 

Calculation of index of image. In the example image, we have three objects 
O1,O2,O3. O1 is the lake, O2 a house and O3 is also a house. Coordinates for O1 are
C1=(x1,y1), C2=(x2,y2),…….. C13=(x13,y13). Coordinates for O2 are
C14=(x14,y14), C15=(x15,y15), …. , C18=(x18,y18). The six sides are
La,Lb,Lc,Ld,Le and Lf. Coordinates for O3 are C19=(x19,y19), C20=(x20,y20), ….,
C23=(x23,y23). The six sides are Lg,Lh,Li,Lj,Lk and Ll. 

Y
C1          C13 C12 

 C1 

C2

O1 C3                                                         C11                

C10 
C4                      C7 C8    C9          C14    O3  C19 

       C5                      C6             C15     C16  C20        C21
O2      C17      C18 C22        C23

Y

Figure 3 Image of multimedia database 

Constraints. According to equation (1) in Section 2.2, constraints for O1,O2 and O3
are as follows: 

For O1,  I = {13;C1,C2,C3,….,C13}. 
For O2, the number of sides is 6 and the distance between (x15,y15) and (x17,y17) is
same as the distance between (x16,y16) and (x18,y18). In other words, 
d{(x15,y15),(x17,y17)} = d{(x16,y16),(x18,y18)} which is d(Iacd,Idf) = d(Ibce,Ief).  
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Also distance between (x14,y14) and (x15,y15) is same as the distance between 
(x14,y14) and (x16,y16). In other words, 
d{(x14,y14),(x15,y15)} = d{(x14,y14),(x16,y16)} which is d(Iab,Iacd) = d(Iab,Ibce).

And distance between (x15,y15) and (x16,y16) is same as the distance between
(x17,y17) and (x18,y18). In other words, 
d{(x15,y15),(x16,y16)} = d{(x17,y17),(x18,y18)} which is d(Iacd,Ibce) = d(Idf,Ief).

Then Ld//Le, Lc//Lf. 

For O3, the number of sides is 6 and the distance between (x20,y20) and (x22,y22) is
same as the distance between (x21,y21) and (x23,y23). In other words, 
d{(x20,y20),(x22,y22)} = d{(x21,y21),(x23,y23)} which is d(Igij,Ijl) = d(Ihik,Ikl). 

Also distance between (x19,y19) and (x20,y20) is same as the distance between
(x19,y19) and (x21,y21). In other words, 
d{(x19,y19),(x20,y20)} = d{(x19,y19),(x21,y21)} which is d(Igh,Igij) = d(Igh,Ihik).

And distance between (x20,y20) and (x21,y21) is same as the distance between
(x22,y22) and (x23,y23). In other words, 
d{(x20,y20),(x21,y21)} = d{(x22,y22),(x23,y23)} which is d(Igij,Ihik) = d(Ijl,Ikl). 

Then Lj//Lk, Li//Ll. 

3.2 To establish correspondence between input and image 

Group intersections in each image. Now if we compare the representation of this
input image with that of one of the two houses of the image, then we find 

           Input = {6;[Imn,Imop,Inoq,Ipr,Iqr]} 
           O2 = {6;[Iab,Iacd,Ibce,Idf,Ief]} 

Number of infinite maximal lines. We notice number of infinite maximal lines in 
each case is 6. 

Corresponding equivalence. Considering the corresponding equivalence of various
segments, we get  

           La   Lm  ^ Lb  Ln  ^ Lc  Lo  ^ Ld  Lp ^ Le  Lq ^ Lf  Lr 

And the corresponding equivalence of various intersections are  

           Iab  Imn  ^ Iacd  Lmop  ^ Ibce  Inoq  ^ Idf  Ipr ^ Ief  Iqr 
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Number of intersections. The number of intersections in each case is 5. 

Geometric constraints of infinite maximal lines. Input  has 

              Imn  Lm × Ln 
              Imo  Lm × Lo 
              Ino  Ln × Lo 

So Lm × Ln × Lo is established since they intersect each other. 

O2 has    Iab  La × Lb 
              Iac  La × Lc 
              Ibc  Lb × Lc 

So La × Lb × Lc is established since they intersect each other. 

Dimensional constraints of segments. Since the number of intersections in input and
O2 is same, we deduct 

In input    Lm × Lo  ^ Lm × Ln  (Imo, Imn) 
               Ln × Lo  ^ Ln × Lm  (Ino, Imn) 
               Lo × Lm  ^ Lo × Ln  (Iom, Ion) 
               Lp × Lo  ^ Lp × Lr  (Ipo, Ipr) 
               Lq × Lo  ^ Lq × Lr  (Iqo, Iqr) 
               Lp × Lr  ^ Lq × Lr  (Ipr, Iqr) 

So dimensional constraints in input is 
                d(Imo, Imn),d(Ino, Imn),d(Iom, Ion),d(Ipo, Ipr),d(Iqo, Iqr),d(Ipr, Iqr) 

In O2       La × Lc  ^ La × Lb  (Iac, Iab) 
               Lb × Lc  ^ Lb × La  (Ibc, Iab) 
               Lc × La  ^ Lc × Lb  (Ica, Icb) 
               Ld × Lc  ^ Ld × Lf  (Idc, Idf) 
               Le × Lc  ^ Le × Lf  (Iec, Ief) 
               Ld × Lf  ^ Le × Lf  (Idf, Ief) 

So dimensional constraints in input is 
               d(Iac, Iab),d(Ibc, Iab),d(Ica, Icb),d(Idc, Idf),d(Iec, Ief),d(Idf, Ief) 

Corresponding intersections 

Lm ↔ La  ^ Ln ↔ Lb ^ Lm × Ln  ^ La × Lb => Imn ↔ Iab 
              Lm ↔ La  ^ Lp ↔ Ld ^ Lm × Lp  ^ La × Ld => Imp ↔ Iad 
              Ln ↔ Lb  ^ Lq ↔ Le ^ Ln × Lq  ^ Lb × Le => Inq ↔ Ibe 
              Lp ↔ Ld  ^ Lr ↔ Lf ^ Lp × Lr  ^ Ld × Lf => Ipr ↔ Idf 



358 S. Deb and Y. Zhang

                 Lq ↔ Le  ^ Lr ↔ Lf ^ Lq × Lr  ^ Le × Lf => Iqr ↔ Ief

So we see the symmetry between the input and image O2 although they are not of the
same size.  Also, the image in the database is that of a locality. But our input, which
comes as the image of a house, selects this image although they are not same image.
This is the emergence index search.  

4  Conclusion 

We have discussed accessing multimedia databases using emergence index. We have
shown how emergence can give rise to altogether different meaning of an image. This 
could help us explain and interpret images in a more accurate way. More research
works need to be done to apply this concept in practical problems of finger-print 
analysis, understanding cloud behavior in weather forecasting or selecting geographic
location in the image database. That way we should be able to find more meanings and
hidden patterns of those images which not only would enable us to define them more
accurately but also should establish more appropriate symmetry with other images 
when needed. 

To implement this concept, we require thorough image segmentation and also to 
extract semantic meanings out of an image. As we mentioned in section 1, the current 
technology still lacks these facilities. However, given the pace of technological
advancements in this field, it should not be too long before technology should be able
to support us to implement these concepts in practice. 
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Abstract. In this paper, we introduce structural join index hierarchy (SJIH)
indexing mechanisms that mimic the class composition hierarchy of the complex
objects to provide direct access to multimedia objects and/or their component
objects. A cost model for processing the queries and maintaining the indices is
developed. A heuristic algorithm is designed to select appropriate indices to
efficiently process a given set of multimedia queries. Through the use of a
News-on-Demand example, we show that SJIH indexing mechanisms facilitate
efficient query processing in multimedia applications.

1 Introduction

Performance is a key factor for the success of multimedia database systems, especially
when supporting semantically rich applications such as Video Database Management
Systems [2,3,10]. For these applications, multimedia object query processing has a
major impact on the cost of query processing. One of the ways to improve the
performance of query processing is to make use of index. This is because without any
particular access structure, query processings are processed by pointer traversal and
sequential scanning of the multimedia database. But the cost of multimedia object
query processing using pointer traversal and sequential scanning is very high,
especially when: (a) the multimedia objects are large, which is the usual case; (b)
component multimedia objects to be retrieved are deep inside the class composition
hierarchy (CCH); (c) the user may be interested more in the relationship among the
complex multimedia object/component objects than in their actual contents in some
cases.

For these reasons, we have been developing a uniform framework of structural join
index hierarchy (SJIH) [6,7,8]. Our main contributions along this research direction
include the following: (a) a unified framework of SJIH which subsumes previous work
in OODB indexing methods and yet provides efficient support for complex object

♠ This work was mainly supported by a grant from City University of Hong Kong Strategic
Research Grants [Project No. CityU 7001073].
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retrieval; (b) a detailed cost model for the retrieval cost, the storage cost and the index
maintenance cost for SJIH; and (c) analytical experiments have been conducted to
show that there is a wide range of parameters for which SJIH is beneficial. In this paper,
we further present experiments on a heuristic SJIH selection algorithm being developed
for optimal or near-optimal index selection, and show that the algorithm is both
efficient and effective in reducing multimedia object query processing cost.

Our subsequent discussion is based on the running example schema as illustrated in
Figure 1. The figure shows a schema of an News-on-Demand video database
application. A news video (News) has a number of headlines (Headline) and a number
of stories (Story). A headline in turn can have a number of headline video segments
(HSegment) and a number of keywords (Keyword). On the other hand, a story has a
number of story video segments (SSegment) and a number of bib information (Bib).
Furthermore, each bib information consists of a number of bib terms (BibTerm).

News

Headline Story

HSegment BibSSegmentKeyword

Key

IsPartOf
Link

Class

BibTerm

Fig. 1. News-on-Demand database schema

The rest of the paper is organized as follows: Section 2 reviews background work on
indexing schemes and index selection algorithms, Section 3 formulates our SJIH
indexing framework and Section 4 discusses cost model and index selection algorithm.
Conclusions are given in Section 5.

2 Background Work

There has been some work done on indexing techniques for efficient query processing
along a CCH. These techniques include: Multi-index (MI) [11], Join index (JI) [12],
Nested index (NI) [1], Path index (PI) [1], Access Support Relation (ASR) [9] and Join
index hierarchy (JIH) [13]. By comparing the previous work on indexing methods, we
note the following points: (a) In terms of the number of index lookups required for
query processing, NI, PI, ASR and JIH are better than MI and JI. (b) MI, NI and PI only
support reverse traversal, but JI, ASR and JIH support traversals in multiple directions.
(c) All of the above indexing methods index on classes along a single path, hence for
complex object retrieval that requires results from classes on multiple paths, extra
processing is required. In contrast, our SJIH framework supports multiple path queries,



Efficient Multimedia Database Indexing 361

facilitates traversal in both forward and reverse direction, and at the same time is
extensible for accommodating new user requirements [8].

Upon input of the database characteristics and query processing characteristics, an
index selection algorithm can be devised to determine the optimal or near-optimal
indexing method to process a set of queries. As shown in [8], the number of different
index configurations grows quickly as the number of classes in an OODB schema
increases. Hence the search space for index selection also grows quickly, implying
brute force method does not work for index selection problem. Previous work on index
selection includes [4], in which an optimal index configuration for a path is achieved by
splitting the path into subpaths and optimally indexing each subpath. But they only
considered multi-index and nested index along a single path in a CCH. In [5], the index
selection problem is addressed based on nested index, with the following index
selection algorithms analyzed: a naive scheme, an algorithm based on profit ordering, a
greedy algorithm, and a sophisticated look-ahead algorithm.

3 SJIH Mechanisms

3.1 Basic Definitions

We use the join index approach to store OIDs in the form of tuples for efficient
complex object retrieval. In the SJIH framework, we present the following index
categories: (1) base join index (BJI) ([13]), (2) derived join index (DJI) ([13]), (3) hyper
join index (HJI) (our contribution), and (4) structural join index (SJI) (our contribution).
Furthermore, BJI and DJI are defined over a single path, whereas HJI and SJI are
defined over multiple paths.

The most primitive index under SJIH is the BJI: a BJI is used to support navigation
between two adjacent classes. A BJI is a binary relation with the two attributes being
the OIDs of two neighbouring classes. Furthermore, BJIs are also useful in building up
more complex higher level indices.

A DJI is a ternary relation with the first two attributes being the OIDs of two classes
along the same path, and the third attribute (dup) is a duplicating factor which records
the number of duplicates. As in [13], a dup value greater than 1 means that there is more
than one connection relating the OIDs of two classes in the OODB. These duplicate
factors facilitate the management of the impact of object deletions on the DJI. DJIs are
"derived" from the BJIs. While a BJI relates two adjacent classes in the OODB schema,
a DJI relates classes that are one or more classes apart and on the same path. In a more
complex OODB schema, a DJI can also be derived from other DJIs and/or BJIs.

A HJI is also a ternary relation, where the first two attributes are the OIDs of two
classes (over two paths). The third attribute is still the duplicating factor. HJIs also
relate objects of two classes in an OODB schema and consists of two OIDs. But HJI can
involve classes from two different paths. Note that a DJI is a special case of a HJI when
the two classes are from the same path.

For a SJI which indexes on n classes and hence containing a total of n OIDs, the SJI
is an 1+n -ary relation, where the first n attributes are the OIDs of the classes. The last
attribute is still the duplicating factor. An SJI is a sophisticated structure as it may
contain more than two OIDs from classes in an OODB schema. In fact, an SJI may even
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cover the whole schema structure (complete SJI), though more often it covers part of
the schema structure (partial SJI). From the design point of view, an SJI is a high level
abstraction of the original OODB schema that contains the OID information about the
classes that are indexed by the SJI.

3.2 Types of SJIH

In a query processing environment with multiple queries, one single indexing method is
often not enough to expedite all queries. Furthermore, the user requirements and query
patterns may change, requiring accesses to different classes during query processing.
Our framework solves this problem by having a SJIH. An SJIH can consist of a set of
partial SJIs (or even a complete SJI) coupled with some simpler BJIs, DJIs and HJIs.
An ideal SJIH should expedite most of the queries in the query processing environment.
When the query pattern changes, we can use the existing indices in the SJIH to form
new indices. The following classifications of SJIHs are introduced for a given OODB
schema:
Complete-SJIH (CSJIH): It is a single large SJI that covers every class in the schema.
CSJIH is the most powerful as all the OID information and hence all the relationships
between objects in all the classes are captured. The more the number of classes an SJIH
has, the more complex it is. The major problem with CSJIH is its large storage and
maintenance cost, especially for a high degree of sharing between composite objects
and their component objects.
Partial-SJIH (PSJIH): A PSJIH may contain a number of partial SJIs and some other
simpler BJIs, DJIs and HJIs. Since not all the OID information is stored but is spread
over a number of indices, we may need to combine these indices to obtain the results for
query processing. PSJIH has the advantage of lower maintenance cost, but it may imply
higher query processing cost. For cases with a high degree of sharing, the storage
overhead will be much lower than that of the CSJIH.
Base-SJIH (BSJIH): It is the collection of all the BJIs between every two
neighbouring classes in the OODB schema. Query processing requires combining the
relevant BJIs to obtain the result. The main advantage of the BSJIH is its low storage
cost even in the case of a high degree of sharing. Another advantage is that it is efficient
to maintain a BJI. The main problem with the BSJIH is that the performance of query
processing may not be as good as that of the CSJIH or a PSJIH, due to the large number
of BJIs involved.

3.3 Examples of SJIH

Figure 2 shows an example occurrence of the News object with OID N[1]. Note that we
use notations similar to [1], the N[], H[], HS[], S[], SS[], B[] and T[] are OIDs for
classes News, Headline, HSegment, Story, SSegment, Bib and BibTerm, respectively.
From the News-on-Demand application semantics, there is a constrained pair-up [8]
between object instances of classes Headline and Story from the two branches in the
schema, that means, headline H[1] is paired-up with story S[1] but not S[2]. Similarly
H[2] is only paired-up with S[2].
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N[1]

HS[2]HS[1] K[3]K[2]K[1] SS[2]SS[1] B[1] B[2] B[3] B[7]B[6]B[5]B[4] B[8]

H[1] H[2] S[1] S[2]

T[1] T[2] T[3] T[7]T[6]T[5]T[4] T[8] T[11]T[10]T[9] T[12]

Fig. 2. An example News object

An CSJIH consists of a single complete SJI that stores OIDs of all the classes in the
schema. Due to the page limit, only some of the CSJIH index tuples are shown below:
<N[1],H[1],HS[1],K[1],S[1],SS[1],B[1],T[1],1>
<N[1],H[1],HS[1],K[1],S[1],SS[1],B[1],T[2],1>
<N[1],H[1],HS[1],K[1],S[1],SS[1],B[2],T[3],1>
<N[1],H[1],HS[1],K[1],S[1],SS[1],B[3],T[4],1>
<N[1],H[2],HS[2],K[2],S[2],SS[2],B[4],T[5],1>
... (a total of 20 index tuples)

On the other hand, an BSJIH consists of 7 BJIs that index on every pair of
neighbouring classes. They are <N[],H[]>, <N[],S[]>, <H[],HS[]>, <H[],K[]>,
<S[],SS[]>, <S[],B[]> and <B[].T[]>. Example BJI index tuples that index on classes
News and Headline are:
<N[1],H[1] >
<N[1],H[2] >

(a total of 2 index tuples)
Finally, an example PSJIH that consists of 3 SJIs: an SJI

<N[],H[],HS[],K[],S[],SS[],dup>, an SJI/BJI <S[],B[]> and an SJI/BJI <B[],T[]>.
Example SJI index tuples for <N[],H[],HS[],K[],S[],SS[],dup> are:
<N[1],H[1],HS[1],K[1],S[1],SS[1],1>
<N[1],H[2],HS[2],K[2],S[2],SS[2],1>
<N[1],H[2],HS[2],K[3],S[2],SS[3],1>

(a total of 3 index tuples)

4 Cost Model and Index Selection Algorithm

In this section, we summarize the characteristics of the SJIH cost model that includes
storage cost, index maintenance cost and query processing cost. We then use the
News-on-Demand example for illustration. Furthermore, we report on the effectiveness
and efficiency of our heuristic index selection algorithm which finds the optimal or
near optimal SJIH.

4.1 Cost Model

We store OIDs of an SJI in the form of tuples in the leaf level of a clustered B+ tree
index. We can also build non-clustered indices on the SJI tuples if required. The index



364 C.-W. Fung and Q. Li

tuple consists of OIDs of classes on which the SJI is defined. The tuples are stored as a
relation with no redundancy. If there are duplicate SJI tuples, a duplicating factor is
used to record the total number of duplicates. This duplicating factor can facilitate the

management of the index tuples. The storage cost of the SJI is given by: ��
�

��
�

×
×

POFPS

STJIn
,

where n is the number of SJI tuples, STJI is the length of the SJI tuples, PS is the
page size of the system, and POF is the page occupancy factor of the B+ tree index. In
the above formula, PS and POF are constants for a given DBMS. The length of the
SJI tuples is proportional to the number of OIDs being indexed. We find that the
constrained pair-up between the classes in the different branches of the CCH influences
on the number of SJI tuples. Constrained pair-up (between two classes A and B), means
that there are constraints on the pairing up of actual objects (between classes A and B).
If the two classes A and B are unconstrained pair-up, the objects in the two classes can
be paired up freely without any constraint.

Due to the space limit, interested readers are referred to [7] for the detailed index
maintenance and query processing cost model for SJIH. The general features are
summarized as follows: (a) Similar to the storage cost, the constrained/unconstrained
pair-ups between the different branches of the CCH have a great impact on the index
maintenance and query processing cost. The index maintenance and query processing
cost of SJIH on CCH with constrained pair-up branches is much less than that with
unconstrained pair-up. (b) Within a branch of the CCH, high forward/reverse fan-outs
values lead to high index maintenance and query processing cost.

We note from [7] that both the index maintenance cost and query processing cost are
highly dependent on the storage cost. The storage cost in turn is dependent on the
number of classes, hence number of OIDs being indexed. Furthermore, the storage cost
is also dependent on the number of index tuples in the SJIH, in turn dependent on the
constrained/unconstrained pair-up between the classes. From the above, we define the
term ( )�

×=
i

ii nnumOIDoverhead , where the summation is over all SJIs in the SJIH,

with inumOID is the number of OIDs and in is the number of SJI tuples in the i th SJI.

To illustrate the cost model characteristics by our News-on-Demand schema and
example occurrence, we show in Table 1 the overhead and the number of SJIs for each
of the following indexing schemes: PSJIH, BSJIH and CSJIH (as illustrated in Section
3.3). From Table 1, we see that in terms of the storage cost/overhead, the use of PSJIH
will be the best (with minimum overhead); BSJIH is close to PSJIH; and CSJIH will be
the worst. In addition to the storage overhead, the query processing cost is also
dependent on the number of SJIs in the SJIH. If the number of SJIs is high, extra
processing is required to join back the results. Still from Table 1, we observe that for
our running example, PSJIH is still the best in terms of query processing, as it has the
minimum overhead and a low number of SJIs. BSJIH is efficient in terms of index
maintenance (it has an overhead quite close to that of PSJIH), but for query processing,
it is not as efficient as PSJIH due to its larger number (viz., 7) of SJIs involved. Finally,
CSJIH is inefficient in terms of index maintenance, as its storage overhead is nearly
triple that of PSJIH. So in terms of query processing, although CSJIH has some
advantages over BSJIH with its smallest number of SJI involved, it still cannot compete
with PSJIH due to its overly large storage overhead [8].
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Table 1. Summary of overhead and number of SJIs

Index Overhead Number of SJIs
PSJIH 58 3
BSJIH 62 7
CSJIH 160 1

4.2 Index Selection Algorithm

Index selection algorithm that minimizes query processing cost has been regarded as a
tough problem. In particular, for an OODB schema with n classes, the number of
possible SJIHs grows very quickly [8]. For large n, the total number of possible SJIHs

approaches
2

2n . In [7], we have described a hill-climbing heuristic SJIH selection
algorithm (HCHSSA) for finding optimal or near-optimal SJIH based on the input of
database characteristics and query characteristics. The design of the HCHSSA is based
on the following rationale: (a) As the set of queries in the query processing environment
usually does not involve all the classes in the OODB schema, the query graph (QG) has
fewer or the same number of nodes as the schema graph (SG). Dealing with a QG
instead of the SG can thus potentially reduce the search space of the HCHSSA. (b)
Forming an SJI that covers unconstrained pair-up branches in the QG is expensive both
in terms of storage space and retrieval/maintenance cost. We avoid this by separating
unconstrained branches from the QG. We break the QG into a number of simpler QGs:
one QG contains the constrained pair-up branches, and the other QGs contain one
unconstrained pair-up branch in each QG. By doing this, the search space is
significantly trimmed down by breaking the QG into a set of simpler QGs (SQG).

For an example CAD schema (which has 11 classes and is similar to the
News-On-Demand schema) and query processing environment [7], we have performed
analytical evaluation on our HCHSSA. In the first part of the evaluation, we used
Exhaustive Enumeration Algorithm (EEA) to exhaustively enumerate all possible
SJIHs to find the minimum cost SJIH. This absolute minimum cost SJIH serves as a
measure to the quality of the output of the HCHSSA. In the second part of the
experiment, we used our HCHSSA. The HCHSSA produces the same final SJIH as the
EEA, which means that the HCHSSA finds the optimal solution in its hill-climbing
process. In terms of effectiveness, HCHSSA finds the optimal solution in all three sets
of queries, which means HCHSSA is quite effective when compared with the EEA. In
terms of efficiency, the efficiency of the algorithm to find the optimal SJIH is dictated
by the number of SJIHs probed during the search. HCHSSA is also highly efficient
when compared with the EEA. We further note that the process of branch separation
greatly reduces the number of SJIHs to be probed in the later stages of the algorithm.
For a query graph (without branch separation) with 11 classes, for example, the number
of SJIHs probed in the EEA will be approximately 26103× as compared with 17,901 in
HCHSSA. Finally, in the case where there is only limited storage space available for
storing the indices, from the lower envelop of the scatter plot of storage space vs. total
cost, HCHSSA facilitates selection of a near-optimal set of indices for efficiently
executing the set of queries.
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5 Conclusions

Queries in multimedia database systems typically access complex objects and/or their
component objects. In order to support their efficient processing, it is important to
provide suitable access methods for retrieving complex multimedia database objects.
Earlier work on OODB indexing has addressed efficient navigation through path
expressions. We have extended existing work by advocating the Structural Join Index
Hierarchy (SJIH) mechanism for retrieving complex multimedia database objects. A
cost model for processing the queries and maintaining the indices is developed. Our
performance results demonstrated the utility of the SJIH, and showed the superiority of
a selected SJIH over other indexing schemes, such as nested index, multi-index and
access support relation. A heuristic algorithm HCHSSA is developed to select
appropriate indices to efficiently process a given set of queries over an example
database schema. Our results show that, given a set of queries, the heuristic algorithm
facilitates fast selection of the optimal or near-optimal set of indices for efficiently
executing the queries.
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Abstract. High Level Architecture is the IEEE standard 1516 to build a large 
scale distributed virtual environment over the Internet. This paper proposes a 
Colored-Timed Petri Net(CTPN) model  to analyze and design an HLA-based 
simulation, called federation. The proposed model aims to assist the Federation 
Development and Execution Process(FEDEP) to facilitate the process of creating 
a federation. The paper strictly follows the HLA specification to analyze and 
develop the proposed model so that it can later become a template for the 
designer to develop a federation. With the developed CTPN model, a system 
developer can modularly design a federation by cost effective method. At the end 
of this paper, a demo game is developed to verify the effectiveness of the 
proposed model.

1 Introduction

The distributive virtual environment is a computer-generated synthetic world on the
network in which users can navigate and interact with each other. Previous work on this 
effort includes: VERN, DIVE, RING, BRICKNET[1] and SharedWeb[2]. 
Unfortunately, most of the previous researches defined their own proprietary protocols
that are not compatible with each other, let alone interoperation together. To solve this
problem, the Defense Advanced Research Project Agency (DARPA) of America with
the Army initiated a project called Simulation Network (SIMNET) in 1983 to study the
protocol of interconnecting existing simulators to perform the military drill. With the
experience from SIMNET, the Distributed Interactive Simulation (DIS) technology
followed in 1989. DIS later became the international standard, IEEE 1218, of the
communication protocol for the 3D interactive multiple participants virtual
environment.

In 1995, Department of Defense, US, proposed a new communication architecture
called High Level Architecture(HLA) which has become the international standard, 
IEEE 1516, in year 2000.[3] The goal of the HLA is to provide a structure that supports
reusability and interoperability among different types of simulation. According to the
HLA terminology, the simulating system is called the federate and the simulation
environment that is composed of multiple federates is called the federation. The HLA
specification itself does not furnish enough information for the developer to design a 
complete HLA-based simulation environment. To alleviate this situation, DMSO
proposes a standardized procedure to develop and execute a federation, called

H.-Y. Shum, M. Liao, and S.-F. Chang (Eds.): PCM 2001, LNCS 2195, pp. 367–374, 2001.
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Federation Development and Execution Process(FEDEP)[4]. 
FEDEP, however, is not a method to build a federation. Instead, it is a guideline 

document for the developer to comply when he designs a federation. The goal of this 
paper is to propose a Colored-Timed Petri Net(CTPN) model for the federate 
developing process to facilitate the process of creating a federation. This paper strictly 
follows the HLA specification to analyze and develop the proposed model so that it can 
later become a template for developing a federation. In the following sections, the 
concept of HLA and the modeling tool is introduced first. The process of developing 
the proposed model then follows. Finally, in order to verify the effectiveness of the 
proposed model, a demo game is implemented and briefly discussed at the end. 

2 Related Works 

2.1 High Level Architecture(HLA) 

The objective of HLA is to provide a common simulation framework to facilitate the 
interoperability of all types of simulations, analysis tools, and live players. In addition, 
the HLA standard aims to promote the reuse of these modular Modeling and Simulation 
components. The HLA is defined by three concepts: [3] 

Object Model Templates(0MT); 
Interface Specification; 
HLA compliance rules. 

The Interface Specification defines programming interfaces with six types of services, 
which are Federation Management, Declaration Management, Object Management, 
Ownership Management, Time Management, and Data Distribution Management. The 
software that realizes these six service groups is called Run Time Infrastructure(RT1). 

The OMT is a template for documenting HLA-relevant information about classes of 
simulation or federation objects and their attributes and interactions. This common 
template facilitates understanding and comparisons of different simulations/ 
federations, and provides the format for a contract between members of a federation on 
the types of objects and interactions that will be supported across its multiple 
interoperating simulations. When this template is used to describe an individual 
federation member (federate), it is called a Simulation Object Model (SOM). On the 
other hand, when this template documents a named set of multiple interacting federates 
(federation), it is called a Federation Object Model (FOM). 

The HLA Rules is a set of ten rules that define the relationship and rationale among 
federate, federation, FOM, SOM and RTI. Among these ten rules, five rules are applied 
to federation and other five are to regulate federate. In brief, these rules describe that 
each federate should have a SOM whereas each federation should have a single FOM. 
Moreover, the rules say that the operation of a federation is confined by the FOM and 
the SOM regulates the operation of a federate. 
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2.2 FEDEP 
The FEDEP (FEderation Development and Execution Process) is aimed as the 
completed guiding documents for the federation development and it starts from the 
objective definition, followed by the designing steps of the federation and execution, 
and concludes with the assessment of the execution result.[4] The FEDEP is identified 
by a sequence of six abstract steps: DeJine Federation Objectives, Develop Federation 
Conceptual Model, Design Federation, Develop Federation, Integrate and Test 
Federation, and Execute Federation and Prepare Results. 

Even though FEDEP clearly defines the procedures to develop the federation, it is 
simply a guiding document for the federation developer. It is not a formal methodology 
for the user to follow or use. This paper proposes a model and a methodology based on 
Colored-Timed Petri Net for the developer to easily design an HLA-based simulation 
system. 

2.3 The Colored-Timed Petri Net 

The Petri Net was originally proposed by C. A. Petri which attempts to develop a 
formal methodology to describe and analyze a system behavior. The Petri Net model is 
a graphical and mathematical modeling tool that is especially useful to capture the 
synchronization characteristic among modules of a system. However, a developer often 
found out that the Petri Net model could easily grow enormously even when modeling a 
simple system. This situation is due to the existence of several subnets that possess the 
same functionality in this large net. To effectively reduce the size of a large net as well 
as solve the problem of redundant subnets in a net, the Colored Petri Net(CPN) was 
proposed[5]. 

The Colored-Timed Petri Net(CTPN)[G] is an enhancement of CPN which takes the 
timing delay into consideration. The CTPN follows the same disciplines sketched by 
CPN, except adding the time transition mechanism into the model. In addition, in order 
to model the distributed system, the CTPN was further extended[7] by adding five 
communication objects. These five extended objects enable two CTPNs to pass 
token(s) among them to model the process of distributive computation. 

3 Modeling of the Federation 

The goal of the HLA is to define a distributive common infrastructure that not only can 
interoperate different types of simulation systems but also put the evolvement of the 
future technology into consideration. Due to the vision of this goal, no implementation 
methodology is limited in constructing an HLA-based simulation environment. Hence, 
a formal model is required for the developer to design a federation. This model must 
obey the rules set by the HLA specification and fit tightly to the essence of the HLA 
standard. 

3.1 The Mapping of the CTPN Components 

Based upon the HLA specification and the FEDEP, this paper purposes a CTPN model 

Modeling of the HLA-Based Simulation System 369



to fully explore the hctionalities of a federation execution. Since the HLA 
environment is a fully distributive simulation environment, the proposed model must 
fully conform to the designated features of the HLA standard. There are three distinct 
essences of the HLA specification, which are distributive, modular and reusable, and 
interactive. Accordingly, the bases of employing CTPN to model the HLA-based 
simulations must conform to these three essences. Hence, the mapping of components 
of the CTPN model to a simulation system(federati0n) is as follows. 

CTPN: Since a federation execution represents a distributive computing of a 
simulation, the entire federation execution is modeled as a complete CTPN. The 
simulated entities that constitute a federation are modeled as sub-CTPNs. 
Furthermore, each sub-CTPN models the operation of an object instance and adheres 
to the information defined in the Federation Object Model (FOM). 
Sub-CTPN Each sub-CTPN is analyzed and designed based upon the information 
recorded in SOM and each sub-CTPN may be m h e r  subdivided into several 
sub-CTPNs. 
Colored Token: The color token is employed to model an object instance with each 
color representing a category of object. Since each federate must have a unique ID 
inside a federation execution, each color is also unique inside the CTPN to uniquely 
model a category of an object. 
Immediately Transition: The HLA standard defines a message-based distributive 
simulation infrastructure. Two categories of messages are identified which are 
time-based and event-based messages. The event-based message is the message 
without time stamp and is handled by the RTI immediately after the event is 
triggered. To exhibit this phenomenon, the Immediate transition is used to model the 
mechanism of event-based message passing. 
Timed Transition: Contrary to the Immediate transition, the time-based message is 
modeled by the Timed transition of CTPN model. 
Macro Transition: As discussed in the previous section, the macro transition is 
employed to model the transition among sub-CTPNs. Since the entire FOM is 
modeled as a complete CTPN and each SOM is modeled by a sub-CTPN, the Macro 
transition models the connection between FOM and SOM. 
Place: The place is modeled as a snapshot of the status of a federate. A place 
represents the current status of a federate during the federation execution. 

3.2 Analysis and Design A Federation Execution Model 

- +Federation Start-up t + - +Federation Executionq- - - - ) Federation End 

Ownership Management 

Object Management 

Fig. 1. The federate execution cycle 

I 

Declaration Management 

Federation Management T i e  ------------- -b 
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From the HLA Rule 4, in order to achieve the consistency and validity among messages
passed by RTI, each federate must follow the definition of HLA interface specification
to request services from RTI. As shown in Fig. 1, a federation execution cycle is
composed of three phases, which are Federation Start, Federation Execution and
Federation End phases. 

These three phases are conjuncted with FOM and SOM to form a complete 
HLA-based simulation. Furthermore, as shown in Fig. 1, services from the six service
groups of the HLA Interface specification must be invoked in the designated order.

The Main CTPN Model. As discussed previously, a federation execution is modeled
as a complete CTPN model as depicted in Fig. 2, and it is called the main CTPN model.
Following the execution cycle sketched in Fig. 1, the CTPN model in Fig. 2 is mainly 
composed of a sequence of Pitch down places and Catch up places to modular model 
the Federation Start-up phase(Fig. 3), the Federation Execution phase(Fig. 5), and
Federation End phase(Fig. 6).
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Fig. 2. The main CTPN model

The Federation Start-up Model.  Fig. 3 depicts the sub-CTPN model of the
HLA-base simulation at the start-up phase.
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.Fig. 3. The sub-CTPN model for the Federation Start-up phase

The Federation start-up phase begins with the transition Start_T1 that models 
createFederationExecution service call from Federation Management to create a new
federation execution if it does not exist. The transition Start_T2 then follows to model
joinFederationExecution service call. When a colored token appearing on place
Start_p3 indicates that a federate has already successfully joined a federation. The
start-up phase then enters another sub-CTPN, called SD, through transition Start_T3. 
The sub-CTPN, as shown in Fig. 4, is to model the Declaration Management service. 



After returning from the sub-CTPN SD, a federate then begins to instance and register 
the simulated objects inside the virtual world by looping the place Start-p6 and the 
transition Start-T6 to model the Object Management service. Finally, the transition 
Start-T7 conveys the start-up phase to the Time Management service to activate the 
time-based messages delivering service. The transition StartLT8 is to model the action 
of a federate to set itself as a time regulating federate, whereas the transition StartLT9 is 
to set a time constrained federate. 

J SD-T7 

SD-PI 
[Start-P4] 

[Start] 

SD-T3 

SD 2 9  SD-TI 1 
[Start-P4] 

Fig. 4. The sub-CTPN model for Declaration Management on the start-up phase 

Fig. 4 is the sub-CTPN for the Declaration Management, called SD, that models the 
process of a federate to establish the communication channels with other federates. 
This establishment must strictly depend upon the information supplied by FOM. 

The Federation Execution Model. After a federate has successfUlly joined a 
federation execution and declared all of the required object classes and interaction 
types, it then begins to interact with other federates by sending and receiving messages 
as shown in Fig. 5. 

Run -P 1 

Run -TS Run -T3 

[Main] 
[Behavior Model] 

Run-P7 
[Main-P5] 

Fig. 5. The sub-CTPN model for the Federation Execution phase 

During the federation execution, as depicted in Fig. 5, the simulated federate will 
repeatedly send the messages of its simulated object(s) and receive events from other 
federates until condition(s) defined in the place Run-P2 is satisfied, On each bout of the 
simulation loop, the transition Run_T2 models the beginning of the loop and the 
transition Run-T6 marks the end. The transition Run-T3 is triggered by every 
generated object attribute and interaction recorded in SOM. Furthermore, the transition 
Run_T3 is depended upon the modeled simulated object and need to be further 
modeled for each specific application. Similar to the event-receiving phase, the 
transition Run-T5, which models reflectAttributeValues and receivelnteraction service 
calls defined in Object Management, represents the reaction of federate when receiving 
events. 
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The Federation End model. According to Fig. 1, when a federate wants to leave a 
federation execution, it must first invoke services from Declaration Management and
Object Management to relinquish its published and subscribed data before it can use
Federation Management to resign from the participated federation. Furthermore, since
this relinquishing process must be executed according to the information recorded in 
FOM and SOM, a sub-CTPN to model Declaration Management is designed as shown
in Fig. 7 to fully explore its connection with FOM and SOM. 
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Fig. 6. The sub-CTPN for the Federation End phase

After returning from sub-CTPN ED, the simulated federate then triggers the transition
End_T3 to begin to remove its object classes from the federation execution. Finally, the
transition End_T5 that models resignFederationExecution service call and the
transition End_T6 that models destroyFederationExecution service calls from
Federation Management are invoked in order to formally leave the federation.
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Fig. 7. The sub-CTPN for Declaration Management on the ending phase

4. An Example

To verify the correctness of the proposed CTPN model, an HLA-based gaming demo
was designed and experimented. This simplified demo game contains only two types of
objects. One is a tank and the other is a helicopter. Furthermore, since the designed
federate is used to demo the feasibility of the proposed CTPN model, the interactions
among objects for this federation are sending object’s status information and firing
weapon at each other only. As far as the SOM for the federation, since the designed
game is simply a proof-of-concept demo, SOM is exactly the same as FOM. The demo
game was implemented under Microsoft Windows 2000 using OpenGL library and
GForce II MX 3D acceleration card to display the 3D scene. The machine that runs the
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demo game is a desktop computer with Pentium III 600 CPU.

5. Conclusion

This paper proposed a CTPN model for the HLA-based simulation system. The
proposed model provides an infrastructure for the developer to study and analyze the
status of the federation execution. Reusable processes are also explored by the
proposed model when we develop an HLA application and efficiently reduce the
developing time. The Macro transition and the colored token are employed to model the
distributive property of the HLA standard. That is, the Macro transition may implicitly 
represent the communication media, such as network, that interconnects different 
sub-CTPNs and colored tokens stand for different federate instances that interact with
each other. By transferring a colored token from one sub-CTPN into another via Macro
transition, the distributive computing feature is clearly studied. In addition, the Macro
transition that interconnects different sub-CTPNs also discloses the modularity of the
modeled HLA-based simulation. The proposed model analyzes the HLA-based
simulation into a hierarchy of sub-CTPNs. This hierarchy further explores the
reusability of the modeled federation execution.

Under the HLA Rules, the federation execution is inseparable from FOM and SOM.
But, the HLA specification does not explicitly explain how a federate is collaborated
with FOM and SOM. The model proposed in this paper fully investigates this issue by
CTPN while adhering to the HLA standard. By naming each color token as a simulation
instance and assigning attributes to that token, the proposed model tightly integrates the
FOM and SOM into the simulation environment and inserts meaning to the modeled
simulation before it is actually built. Hence, the proposed model can be used as a
template for the system developer to easily analyze and design a federation. This model
can also be used as an auxiliary tool for the FEDEP to create a federation execution.
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Abstract. In this paper, we propose a novel robust end-to-end approach, re-
ferred to as packet permutation (PP), to deliver pre-compressed video streams 
over the Internet. We focus on reducing the impact caused by the bursty loss 
behavior of the Internet. PP is designed to be both orthogonal and complemen-
tary to traditional error control schemes, such as forward error correction (FEC) 
and feedback/retransmission-based schemes. With the use of PP, the probabil-
ity of losing a large number of packets within each video frame can be signifi-
cantly reduced. Our simulation results show that PP greatly reduces the over-
head required by FEC (or feedback/retransmission-based schemes) to recover 
the damaged or lost data in order to achieve a predefined quality of service 
(QoS). 

1 Introduction 

1.1 Motivation 

With the rising popularity of the Internet and the dramatic evolution in multimedia 
and communications technologies, there is a growing demand to support video 
streaming over the Internet. However, the current Internet is unsuitable for supporting 
video streaming since it offers only a single class best effort service. One of the main 
drawbacks of this simple service model is that packets may be damaged or lost during 
transmission. In particular, successive packets are often dropped by routers when the 
network becomes congested, resulting in bursty packet losses [1], [6], [8]. Previous 
studies on packet loss on the Internet have indicated that this behavior is primarily 
caused by the drop-tail queuing discipline employed by many Internet routers [5].   

Previous studies on video viewing have shown that packet losses as well as other 
problems, such as varying transmission delay and bandwidth, have annoying effect on 
the perceptual quality of video data. In particular, since numerous video compression 
algorithms apply inter-frame compression techniques [3], the effect caused by packet 
losses may be significant. With inter-frame dependancy, losing any packet of an intra-
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frame (also known as a reference frame) is equivalent to losing all interframes related 
to that intraframe. In this paper, we focus on reducing the annoying effect caused by 
bursty packet losses. We propose a novel robust end-to-end delivery scheme, termed 
packet permutation (PP), for pre-compressed video streams over a wide-area network 
with bursty packet loss behavior, such as the Internet. At the server side, PP permutes 
the normal packet delivery sequence of video files prior to transmission. At the client 
side, PP re-permutes the received packets back to the original delivery sequence be-
fore they are presented to the application. Therefore, as will be explained in Section 
2, when a bursty loss occurs, the probability that a video frame loses consecutive 
packets can be greatly reduced. More importantly, the probability that a frame loses a 
large number of packets is also reduced. This effect is significant since it implies that 
the overhead required to recover the lost packets of all reference frames of a video 
stream to achieve a predefined QoS can be greatly reduced by PP. The effectiveness 
of PP is validated via a series of trace-driven simulation experiments presented in 
Section 3. 

1.2 Previous Work and Research Contributions 

To handle the bursty loss behavior on the Internet, Varadarajan et al. have recently 
proposed several error spreading algorithms for video streaming [4], [7]. Their work 
permutes the data of video streams at the video frame level, while PP performs error 
spreading at the packet level (certainly, the permutation algorithms of PP and previ-
ous work are quite different). Their intention is to reduce the maximum number of 
consecutive lost frames, referred to as consecutive loss factor (CLF), caused by bursty 
packet losses. However, the unit of bursty packet losses is a packet, rather than a 
video frame. The size of a video frame is typically much larger than that of a packet, 
and different types of frames have very different sizes. For example, for MPEG 
video, an I frame can be divided into approximately 37 packets of 576 bytes, the 
Internet standard MTU. On the other hand, the length of a bursty loss observed by an 
end-to-end connection generally ranges from two to six packets in the current Internet 
[1], [8]. Thus, the probability that many consecutive video frames are damaged by a 
bursty loss is very low. As a result, although "frame permutation" alleviates the worst 
case (i.e., reducing the maximum number of consecutive lost frames), the probability 
distribution functions of packet losses within each video frame remain essentially 
unchanged. As will be shown in Section 3, while PP significantly reduces the over-
head required by error recovery to achieve a predefined QoS, frame permutation fails 
to reduce this overhead.  

PP has three salient features. First, it is orthogonal and complementary to conven-
tional error control schemes such as FEC and feedback/retransmission-based 
schemes. Note that since it can work synergistically with FEC, it is very suitable for 
video applications using multicast. Second, PP can be applied to many types of video 
formats with interframe dependency. To illustrate PP, we primarily apply it to MPEG 
video, a prevalent video compression format, in this paper. Nevertheless, the algo-
rithm presented in this paper can be extended to other video formats with similar 
structure. Third, PP has very low computational complexity, which makes the imple-
mentation practical.  
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The rest of this paper is organized as follows. Section 2 details PP and Section 3 
presents the results of the trace-driven simulations. Finally, Section 4 concludes this 
paper.

2 Packet Permutation 

2.1 Impact of Bursty Packet Losses 

Consider transmitting an MPEG video stream over the Internet. Whenever a bursty 
loss occurs in the stream (i.e., successive packets of the stream are dropped), three 
types of situations may occur for the I frames of the stream as shown in Figs. 1(a)-(c), 
where NDS refers to normal delivery sequence. For MPEG video, it is known that 
losing any of the I frame packets will result in a significant impact on the visual qual-
ity of the stream since the loss of an I frame will render the whole GOP (group of 
pictures) related to that I frame useless. A GOP may contain 12 or 15 frames or hun-
dreds of packets. Hence, it is vital to recover all lost packets for I frames. However, 
this is not an easy task. If FEC is employed, because of the unpredictable behavior of 
bursty losses, in order to receive all I frames correctly, each I frame must use a large 
enough redundancy (i.e., repair packets) in order to recover from the worst case cre-
ated by bursty losses (e.g., see Fig. 1(c)). If feedback/retransmission-based schemes 
are employed, there may exist some situations where so many packets of an I frame 
are lost such that it is difficult to retransmit them on time (e.g., see Fig. 1(c)).    

Observe from Figs. 1(b) and 1(c) that if the distance between any two consecutive 
I packets can be increased, then the number of I packets dropped in a bursty loss will 
be reduced. The longer the distance, the less the loss. A direct method to achieve this 
goal is to spread all I packets across the entire delivery sequence, as shown in Fig. 
1(d). In this way, we can eliminate many ill conditions incurred by bursty losses. In 
other words, the number of I packets dropped in a bursty loss can then be reduced to a 
small number. Although this method reduces the probability of losing larger numbers 
of I packets, it also increases the probability of losing smaller numbers of I packets. 
This is because when all I packets are spread out, an I packet is more likely to en-
counter a bursty loss. Therefore, spreading all I packets out reshapes the probability 
function of the number of lost packets within each I frame as depicted in Fig. 2. Ob-
viously, the reshaped function is better. For FEC it substantially reduces the redun-
dant information required to protect all I frames. For feedback/retransmission-based 
schemes, it virtually eliminates events in which so many I frame packets are lost that 
they cannot be retransmitted on time.  

Similarly, it is desirable to reduce the probability of losing larger numbers of pack-
ets for P1 frames since the loss of a P1 frame will render the subsequent P frames and 
all B frames within the same GOP useless. Therefore, it is also desirable to spread all 
packets of P1 frames across the entire delivery sequence. A similar argument applies 
to the remaining reference frames. Actually, increasing the distance between any two 
consecutive packets belonging to the same reference frame is the main idea behind 
PP.
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Fig. 1. Impact of a bursty loss on I frames. 
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Fig. 2. The probability distribution function of the number of lost packets of an I frame. 

2.2 Packet Permutation Algorithm 

To spread the packets of each frame type across the entire delivery sequence, PP 
interleaves the packets from distinct frames. The size of a packet is set to the Internet 
standard MTU, 576 bytes. The unit of packet permutation may be one or several 
GOPs, and is an adjustable parameter. PP permutes the normal packet delivery se-
quence of one or several GOPs before transmitting them to the client. At the client 
side the permuted packets are re-permuted back to the original delivery sequence 
before they are presented to the application. For simplicity of presentation, we first 
consider the case with one GOP as the unit of permutation. In this case, PP alters the 
packet delivery sequence within each GOP, but preserves the order in which distinct 
GOPs are sent. The delivery sequence generated by PP is referred to as the packet 
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permutation sequence (PPS). Let g
ki  denote the thk packet of the I frame in the thg

GOP, g
kjp ,  denote the thk  packet of the 

jP  frame in the thg  GOP, and g
kb  denote the 

thk  packet of the B frames in the thg  GOP. Fig. 3 illustrates how the PPS of a GOP is 

generated (with the abbreviation of the corresponding superscripts). Initially, PP adds 
the most significant frame packets (i.e., I frame packets) to PPS. Then, it inserts each 
of the second most significant frame packets (i.e., P1 frame packets) between every 
two consecutive I packets. Next, it similarly inserts the third most significant frame 
packets (i.e., P2 frame packets) into the other consecutively arranged I packets. Other 
frames are similarly inserted based on their significance. After there is a packet in-
serted between every two consecutive I packets, the insertion operation returns to the 
beginning of the PPS and then continues. A similar process is repeated until all pack-
ets have been added to the PPS. Note that since PP inserts packets in the order of their 
importance, first, the largest distance is between consecutive I packets, and the next 
largest distance is between consecutive P1 packets, and so on. Consequently, the im-
pact caused by bursty losses on I frames is the smallest, that upon P1 frames is the 
next smallest, and so on.  

PP can also use two or more GOPs as the unit of permutation. The advantage of 
permuting several GOPs at a time is that the distance between consecutive packets 
belonging to the same reference frame can be extended even more. The drawback is 
that this may incur a slightly longer initial delay and a larger buffer requirement. The 
additional delay introduced by permuting an additional GOP is approximately 0.5 
seconds (if a GOP contains 15 frames and the playback rate is 30 frames/second); and 
the additional buffer space needed is approximately 76KB (if the average bit rate is 
1.2Mbps). Fortunately, such extra delays and buffer space are acceptable for most 
applications [2], [3]. The way multiple GOPs are permuted is similar to that discussed 
above. The main difference is that the frames of the same type in distinct GOPs are 
merged and treated as a single frame with their packets interleaved with each other. 
To better explain this idea, assume that two GOPs are permuted. Then, in the gener-
ated PPS, the next I packet after 1

1i  is 2
1i ; the next P1 packet after 1

1,1p  is 2
1,1p ; and so 

on. As a result, the distance between any two consecutive packets belonging to the 
same reference frame is even larger, which increases the robustness of the delivery 
sequence. Due to limited page space, the formal algorithm of PP is abbreviated here. 
However, it can be seen from Fig. 3 that the computational complexity of PP is 

)( mGTO ⋅⋅ , where T  is the number of frame types in a GOP, G  is the number of 

GOPs permuted at a time, and m  is the maximum number of packets in a frame. This 
low computational complexity makes the implementation practical. It is worth men-
tioning that PP can be used in conjunction with FEC easily: it simply handles the 
repair packets generated for each reference frame as part of each reference frame.  
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Fig. 3. Generating packet permutation sequence for a GOP. 

3 Performance Evaluation 

3.1 Simulation Model 

Recent work has shown that the end-to-end packet loss behavior on the Internet can 
be modeled by a two-state Markov chain, know as the Gilbert model, in which state 
"1" represents a lost packet and state "0" represents a packet successfully reaching its 
destination [1], [4], [7], [8]. In our simulation, the Gilbert model was employed to 
simulate the packet loss behavior on the Internet. The video stream tested is a vari-
able-bit-rate (VBR) MPEG-1 file named "cnn.t", whose bit rate trace can be obtained 
from [9]. The stream has an average bit rate of 1.2Mbps with a frame rate of 30 fps, 
and a GOP pattern of "IBBPBBPBBPBBPBB." In each simulation, 2000 GOPs were 
transmitted with the packet size set to 576bytes, the Internet standard MTU; that is, 
about 300,000 packets were transmitted in each simulation. With the simulation 
model described above, a series of experiments were conducted to compare the per-
formance of the delivery schemes using NDS (normal delivery sequence) and PPS 
(packet permutation sequence). 

3.2 Simulation Results 

In the first experiment the average packet loss rate was set to 5%, the average number 
of packets dropped in a bursty loss was set to three packets, and the buffer size em-
ployed by PP was set to one GOP.  No FEC repair packets were encoded for both the 
delivery schemes using NDS and PPS. Fig. 4 shows the probability that a GOP loses I
packets. Since the probability distribution functions of P1, P2, P3, and P4 frames are 
similar to that of P1, they are not shown here. It is clear from the plots in Fig. 4 that 
PP reshapes the probability functions so that for each frame the probability of losing 
larger numbers of packets is significantly reduced, which validates our claim.  
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In the second experiment, we encoded FEC repair packets for all reference frames 
in each GOP, and compared the number of repair packets required by NDS and PPS 
to achieve a particular QoS. Fig. 5 shows the number of repair packets required by 
NDS and PPS for guaranteeing that 95% and 99% of the GOPs transmitted will not 
lose any of the reference frame packets (i.e., I, P1, P2, P3, and P4 packets). As ex-
pected, PP substantially reduces the number of repair packets required for protecting 
all reference frames. To examine the effect of permuting data at video frame level, we 
repeated this experiment for numerous frame permutation sequences. We found that 
permuting only frames cannot reshape the probability function of the number of lost 
packets within each video frame as PP does, and therefore the results of other se-
quences tested are similar to that shown in Fig. 5. In this experiment, the extra cost 
incurred by PP is the initial delay of 1.5 seconds and the memory space of about 
230KB required by both the sender and receiver. In practice, this extra cost is accept-
able for most video applications [2], [3]. 
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4 Conclusions 

In this paper, we focus on reducing the annoying effects caused by bursty packet 
losses on the visual quality of video streaming. We propos a novel robust end-to-end 
delivery scheme, termed PP. PP is designed to be both orthogonal and complemen-
tary to conventional error control schemes such as FEC and feedback/retransmission-
based schemes. PP can reshape the probability functions of the number of packet 
losses within each video frame so that the probability of losing larger numbers of 
packets within each video frame is significantly reduced. The cost of applying PP is a 
small extra buffer space and a short extra initial delay. A series of trace-driven simu-
lations were conducted to validate the effectiveness of PP. Our results showed that in 
various network conditions, PP effectively reduces the probability of losing larger 
numbers of packets for each video frame. If combined with FEC, PP will greatly 
reduce the number of repair packets required to protect reference frames. If combined 
with feedback/retransmission-based schemes, it will substantially reduce the events in 
which so many reference frame packets are lost that they cannot be retransmitted on 
time. From these results, we conclude that PP is a robust transmission technique for 
video streaming over a wide-area network with bursty packet loss behavior. 
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Abstract. In our publication we present a fingerprint watermark for the 
compressed video formats MPEG1/2 to ensure customer identification. The 
basic customer information is a watermark, which was developed for still 
images. We transfer it into the video area and adjust it to the special facts of 
MPEG video to be resistant against coalition attacks.  

Keywords: Fingerprint watermark, coalition security, MPEG-video, data 
hiding, customer vector 

1. Motivation 

Digital Watermarking offers various security mechanisms, like protection of integrity 
or copyright, among others. The field of application is important for the design. A 
watermark can, for instance, embed customer identification into a carrier signal, like 
image, video, audio or 3D and each customer gets a special copy with his 
identification. But with customer copies it is possible to commit a coalition attack: 
Two or more customers work together and compare their copies pixel by pixel. They 
can detect differences between the copies and identify them as the watermark. After 
changing the values at these positions, where the differences are, it is usually 
impossible to retrieve the correct watermark information.  

Currently we find a lot of digital watermarking techniques some examples can be 
find in [7,8,9], but only few are focused on the coalition attack, especially in the area 
of video watermarking we could not find any evaluation. Therefore on the basis of a 
digital watermark [1][2] we develop a robust fingerprint watermark algorithm for 
MPEG1/2 video. The basis derives from the image area and is adjusted to MPEG 
standards for compressed videos. The watermark information is a customer identi-
fication number (chapter 2). The two fingerprint algorithms, which we test, are the 
Boneh-Shaw Scheme [3] and the Schwenk Scheme [2]. We represent the water-
marking algorithm in chapter 3. Finally we test the two fingerprint algorithms which 
should offer security against the coalition attack. The watermark will be optimised by 
the parameter complexity, capacity, transparency and robustness.  
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2. Digital Fingerprint Algorithm 

To solve the problem of the coalition attack, we use the Boneh-Shaw fingerprint and 
the Schwenk fingerprint algorithm [3][2]. With the algorithms we can find the 
customers, which have committed the coalition attack. To mark images, we generate 
positions within the image to embed the watermark information (in the video the 
positions stands for scenes). Each customer has his own fingerprint; which contains a 
number of   “1” and “0”. Each fingerprint vector is assigned to marking position in the 
document to prevent the coalition attack. The only marking positions the pirates can 
not detect are those positions which contain the same letter in all the compared 
documents. We call the set of these marking positions the intersection of the different 
fingerprints. To this purpose we use two schemes:  

2.1. Schwenk Fingerprint Scheme 

This first approach put the information to trace the pirates into the intersection of up 
to d fingerprints. In the best case (e.g. automated attacks like computing the average 
of fingerprinted images) this allows us to detect all pirates, in the worst case (removal 
of individually selected marks) we can detect the pirates with a negligibly small one-
sided error probability, i.e. we will never accuse innocent customers.  

The fingerprint vector is spread over the marking positions. The marking positions 
for each customer are the same in every customer copy and the intersection of 
different fingerprints can therefore not be detected. With the remaining marked 
points, the intersection of all used copies, it is possible to follow up all customers, 
which have worked together. 

2.2. Boneh-Shaw Fingerprint Scheme 

The scheme of Boneh and Shaw [3] is also used to recognize the coalition attack, but 
it is an other scheme. Here it is noticeable, that you do not necessarily find all pirates, 
with a (any arbitrary small) probability ε to get the wrong customer and every 
fingerprint has a different number of zeros. 

The number of customers is q and with q and ε you can get the repeats d. The 
fingerprint vector consists of (q-1) blocks of the length d (“d-blocks”), the whole 
length is d*(q-1). The first customer has the value 1 in all marked points, in the 
second customer all marked points without the fist “d-block”, in the third all mark 
points without the first two “d-blocks”. The last customer has the value 0 in all 
marked points.  

With a permutation of the fingerprint vector we get a higher security, because the 
pirates can find differences between the copies, but they can’t assign it to a special d-
block. 
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3. Digital Watermark for MPEG1/2 Videos 

In this chapter we introduce a digital watermarks for MPEG video. First we analyse 
the general demands for watermarks for MPEG videos. The second part is the design 
of our watermark including embedding and retrieval process. 

3.1. Demands of MPEG Watermarks 

With [4] the demands of MPEG fingerprint watermarking can be divided into the 
following characteristics: 
• Robustness, Capacity, Transparence, Security, Complexity, Verification, Inverti-

bility 
For the fingerprint watermarking in MPEG videos, the following parameters are 

important: 
• Robustness:  Resistance to 
- Frame cutting and frame changing, Digital-Analog-Digital Transformation, 

Decoding-encoding processes with changing of the data rate, Format conversion 
• Capacity  
- quantity of information, which can be embedded without significant increase of 

the data volume 
• Transparence: - prevent visual artifacts in a frame and in a sequence of frames 
• Security: - Resistance against coalition attacks 
• Complexity: - blind or non-blind algorithm and run time performance 
• Verification: - public or private algorithm 
• Invertion: - restoration of the original 

In our current version we focus on the resistance of frame cutting, frame changing 
and decoding and encoding processes. 

The capacity describes the amount of information that can be embedded into the 
video. If the embedding information increases the data rate, the video has to be 
resynchronized.  

For the embedding of the fingerprint information the watermark must be 
transparent. The luminance blocks in the MPEG video are a good carrier signal, 
because changes in the luminance values are only fairly visible for the human eyes. 
It’s also important to consider the relations to the frame types, to prevent visual 
artifacts [6]. 

The important security aspect for fingerprint watermarks is the security against the 
coalition attack. Therefore the fingerprint bits will be embedded at the same positions 
in the I-Frame. The idea is to mark for each customer the scenes differently, but 
several customers have enough identical marked scenes so that the rest amount 
remains after a coalition attack, to trace the pirates. 

The complexity of the watermarking algorithm depends on the runtime perfor-
mance and the use of the original. The watermarking algorithm is a non-blind 
algorithm and depends on the original. This dependence is disadvantageous. To 
improve the runtime performance we embed the watermark information into the 
temporary frame information during the decoding of the video. We decode the video 
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only partially and use only I-Frames. Our carrier signal consists of four luminance 
blocks in a macroblock. 

3.2. Watermarking Design 

Three general problems emerge during the development of the watermark:

(a) Robustness 
To improve the robustness against the coalition attack, we embed one fingerprint 

vector bit in a whole scene. So we reach a resistance against statistical attacks, like 
average calculation of look like frames. With this method we can make the frame 
cutting and frame changing ineffective. We have not contemplated the cutting of a 
whole scene yet. In the current prototype we mark a group of pictures GOP for one 
fingerprint bit. We add a pseudo random sequence to the first AC values of the 
luminance DCT blocks of an intracoded macroblock in all I-Frames of the video. 
(b) Capacity 

The basis of the video watermark is an algorithm, which was developed for still 
images [1][2]. In still images the whole fingerprint is embedded into the image and 
the capacity is restricted. With the I-Frame in a video, the capacity is much better. To 
achieve high robustness, we embed one watermark information bit into a scene. Thus 
the video must have a minimal length.  Additional to the embedding of the water-
mark, the data rate can increase. The problem of synchronization between the audio 
and video stream can arise or data rate is raised. Basically, with the embedding of the 
watermark we must synchronize the audio and video stream. 
(c) Transparence 

To improve the transparency we use a visual model [4]. With the visual model the 
watermark strength is calculated for every marking position individually. 
Additionally, we use the same marking position for each frame. 

3.3. Embedding Process of the Watermark Algorithm 

The fingerprint algorithms [2] and [3] produce the watermark information, the 
fingerprint bit vector, which we want to embed into the video. The starting parameters 
are:
• Original video V and User key UK 
• Fingerprint vector FPV with the Length l 
• Range, the values of the watermark sequence are between [-Range, +Range] 
• Watermark strength ws 
• number of marked DCT blocks per frame r1 in % and of marked AC values r2

• minimal number of marked GOP per bit of the watermark information r3

The watermark algorithm supports MPEG1 system stream and MPEG2 program 
stream. First we split the system stream into the audio and video stream. The next step 
is a check, that the video has enough GOPs n to embed the information.  

 n >= Length l * r3(1)
If the video has not enough GOPs the embedding process is stopped with an error 

message.  
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After the splitting of the fingerprint vector FPV into its bits we embed one bit of 
the fingerprint vector FPV, the watermark information, in every GOP. If the number 
of GOP n is more than Length l * r3 we repeat the embed of the information in the 
next GOPs of the video.  

The next steps are repeated for every GOP in the video: 
a) If the watermark bit is a 1 the GOP will decode, if it’s a 0 we go to the 

next GOP of the video. Calculate the number of DCT blocks in the intra-
coded frame 

m= heightframe/8 * wideframe/8 (2) 
b) Calculate number of DCT blocks, which will be marked 

p= m * r1 (3) 
c) For the first frame we build a pseudo random sequence B=(B0, B1, B2, …, Bp-

1) for the marking position in the frame, the sequence B will used for 
every marked frame 

d) Building of a pseudo-random sequence R(R0,R1,R2, …, Rp-1), every Ri

consists of r2 elements with values between –Range and +Range 
e) For every selected luminance DCT block for i= 0 to p-1 

1. Extract the luminance DCT block Bi of the Frame I 
2. Multiplication of watermark strength ws with the R-Sequence Ri

Ri’= Ri * ws (4) 
3. Inverse quantization of luminance DCT block Bi

4. Add the R-Sequence Ri of the first r2 AC values in zig-zack-scan 
Bi’=  Rij + Bij for j= 1 to r2 in zig-zag-scan (5) 

5. Quantization of luminance DCT block Bi’
f) To get the marked video frame I’ write all marked luminance DCT Block 

back into the original frame  
g) Write the marked frame I’ in the Video V to produce the marked Video 

V’

A schematic illustration of the embed process is at http://www.darmstadt.gmd.de/ 
~hauer/pcm2001. 

3.4. Retrieval Process of the Watermark Algorithm 

In the retrieval process we need the original video. The watermark algorithm 
retrieves the fingerprint vector and the fingerprint algorithm analyzes the vector to get 
the customer. The starting parameters are: 
• Original video Vand marked video V’ 
• Userkey UK 
• Range, the values of the watermark sequence are between [-Range, +Range] 
• number of marked DCT blocks per frame r1 in % 
• number of marked AC values r2

• minimal number of marked GOP per bit of the watermark information r3

• toleranz value t 
The first steps of splitting the video stream and check of enough GOPs are the 

same as in the embedding process.  
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As we embed the bits of the fingerprint vector FPV in the I-Frame of the GOP, we 
analyze the I-Frames in the video only. 

The next steps are: 
a) Calculate the number of DCT blocks in the intracoded frame 

m= heightframe/8 * wideframe/8 (6) 
b) Calculate number of DCT blocks, which will be marked     p= m * r1 (7) 
c) For the first frame we build a pseudo random sequence B=(B0, B1, B2…, Bp-1)

for the marking position in the frame, the sequence B will used for every 
marked frame 

d) Building of a pseudo-random sequence R(R0,R1,R2, …, Rp-1), every Ri consists 
of r2 elements with values between –Range and +Range 

e) For every selected luminance DCT block for i= 0 to p-1 
1. Extract the luminance DCT block Bi of the frame I in video V 
2. Extract the luminance DCT block Bi’ of the frame I’ in video V’ 
3. Calculate the difference block Bi’’ Bi’’= Bi’ – Bi (8) 
4. Read the watermark sequence WMi (the first r2 AC values in Bi’’ in zig-

zag-scan) 
5. Compare watermark sequence WMi with R_Sequence Ri

a. If WMi = Ri, the bit has the value 1, other bit has the value 0 
6. If the fingerprint vector is more than once in the video, we build a sum 

for every bit at each position. We compare the redundancy at the end of 
video. 
a. Analyze the information and evaluate the customer ID 

A schematic illustration of the retrieval process is at http://www.darmstadt.gmd.de/ 
~hauer/pcm2001. 

4. Test Results 

The test of the prototype concentrates on: the transparency, the MPEG re-encoding 
and the coalition security. We use four different test videos: a news program (video 
1), cartoon (video 2), movie trailer (video 3) and commercial (video 4).   

(a) Transparency 
The tools, which we used, can estimate the quality differences between the original 

and marked video. The base of the tool is the JND algorithm [5]. The assess lies 
between 1 and 6. At 1 there are no differences between the original and the copy. At 4 
it’s possible to see the watermark. At 6 you can see the watermark. The to compared 
objects are the intracoded frames between frame number 1 and 36. These frames are 
marked with the watermark. The parameters, with which we measure the 
transparency, are the Range R of the pseudo random Sequence R and the watermark 
strength ws. Details of table are at http://www.darmstadt.gmd.de/~hauer/pcm2001. 

In all test results it is possible to retrieve the fingerprint vector correctly. The tests 
are based on the Boneh-Shaw Scheme [3]. The parameters of the fingerprint vector 
are q=4, d=3 and the customer ID=3. 

With the quality assess of Q=3 it is possible to see the watermark. We observed 
that Range and watermark strength ws together influence the quality. If the product of 
Range * ws is smaller than 6 there is a good to very good visual quality. With a 
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forward increase of the parameter the watermark will be more visible. If the product 
of Range * ws is smaller 4 the watermark is invisible but it is impossible to readout 
the watermark. 

Differences between the videos are only in the movie trailer. The video needs 
higher values of Range and ws but the watermark is visible. 

(b) MPEG robustness 
We measure the robustness with a re-encoding process. We work with different 

data rates. The data rates are 600 kB/s, 800 kB/s, 1MB/s, 1,5 MB/s. With the increase 
of the Range to 20 it is impossible to detect the right watermark after the re-encoding. 
The retrieved information is complete different from the embedded information or 
sometime there are some segments of the customer vector, but this is insufficient for 
the exact determination of the customer.  

(c) Coalition security 
There are more possibilities, to carry out a coalition attack: 

1. Attacks to separate frame areas 
2. Attacks to whole frame 
3. Attacks to whole scenes 

The time and practical effort grows from (1) to (3). The video must be split in the 
important areas. Additionally there must be knowledge about the MPEG video 
format. 

With weak spots in the transparency it is possible to detect parts of watermark in 
separate frame areas. But for the coalition attack this attack is relative irrelevant, 
because we embed the fingerprint bit over the whole frame and more times over the 
whole video. The attack over whole frames, like the exchange of frames, is only 
possible with visual similar frames, because with different frames the semantic of the 
frames can be destroyed. Only for attacks over whole scenes the watermark has no 
robustness, because one bit of the fingerprint vector will cut out. But with the cut off 
of whole scenes the semantic of the video will be decreased. We haven’t note this 
attack for this prototype. 

5. Conclusion 

In this contribution we have described a watermark algorithm for MPEG video with 
special marking positions, based on the mathematical model of [2] and [3]. With the 
watermark algorithm we embed generated fingerprint vectors, which embed customer 
identification. 

The algorithms work on intracoded frames and embed the customer information to 
the DCT values. The tests examine the transparency, robustness and coalition 
security. The transparency has shown, that with the parameter Range it is possible, to 
adapt the visual quality. With high transparency the robustness can’t meet, especially 
during a re-encoding process. The results are very good to the coalition attack. 
Generally for a high number of customers the length of the fingerprint vectors is very 
high. The optimization of the fingerprint algorithms is an important point for the 
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future research. The problem is to embed the customer vector in material with 
restricted size. 
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Abstract. This paper presents a theoretical performance analysis of
data hiding, which inserts invisible/inaudible digital watermarks in me-
dia data. The analysis relates payload limit, minimum watermark-signal-
to-noise ratio, probability of watermark detection error, and bandwidth
of the watermarking channel. The usage of such a channel for large pay-
load, direct sequence spread spectrum (DSSS) with and without coding
for error recovery is discussed. The paper finally illustrates how the ana-
lytical results can be applied in practice, in terms of selecting parameters
of watermarking under quantization, by introducing analytical prediction
of the decreasing SNR against quantization step size.

1 Introduction

Data hiding, the insertion of imperceptible digital watermarking (invisible for
video and image and inaudible for audio applications) into a host media data,
offers a way to carry secondary information such as annotation which is tightly
coupled with primary host data. The maximum amount of information bits which
the watermark is able to carry is called payload and is an important issue for
digital watermarking. Payload limit in terms of channel capacity was discussed
in [1, 2]. This paper presents an analysis on watermarking performance in terms
of the payload limit, minimum watermark-signal-to-noise ratio, probability of
watermark detection error, and bandwidth of watermarking channel. Also pre-
sented are results on the effect of quantization such as from lossy compression
against watermarks with minimum SNR. In Section 2, we review the water-
marking processes, in Section 3, we analyze the performance of watermarking in
terms of payload and the robustness margin to be introduced for realizing the
reliable detection, and in Section 4, we give the practical performance analysis
and experimental results on the effect of quantization.

2 Watermark Creation and Detection

Digital watermarking may be classified as robust or fragile. In this paper, we shall
be concerned only with robust watermarking which refers to those methods for
which the inserted watermark are still detectable after certain signal processing
or deliberate attack. Most of robust watermarking schemes [3, 4] are based on
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some form of spread spectrum techniques, in which watermark creation and
detection may be regarded as an application of digital communications. For
these schemes, because a large amount of redundancy is required to overcome
the effect of processing or attack on the watermark signal, the bandwidth W of
the inserted watermark is much greater than the information rate R.

Watermark creation is mainly composed of the following three steps: (1)
Channel coding generates a code word from the information bits. This code word
can be viewed as a binary baseband signal. We denote by cij the j-th bit in the i-
th code word, where 1 ≤ i ≤ 2R and 1 ≤ j ≤ W . We refer to the simple repetition
of the bits to expand R to W as the uncoded case. (2) Spectrum spreading, or
more specifically direct sequence spread spectrum (DSSS), multiplies a pseudo
random number (PN) sequence {bj} by the baseband signal to generate another
sequence, gj = (2cij − 1)(2bj − 1) for the i-th code word. The symbol unit of
spreading is called a chip. (3) Modulation segments the host data into a number
of blocks, applies discrete Fourier transform (DFT) or other transforms to each of
the blocks, and selects a frequency component to carry gj . The j-th transmitted
signal for the i-th code word is represented by

wij = (2cij − 1)(2bj − 1)µj , (1)

where the positive number µj is the strength of the watermark. The case when
no transform is applied, or when transform is applied to the host data without
segmenting into blocks is also treated as modulation in this paper.

Watermark detection is also composed of three steps, which are the inverses
of those in the creation process. (1) Demodulating converts the observed wave-
form signal to baseband based on carrier frequencies for the case of modulation
with carrier, or extracts appropriate pixels or coefficients to make the baseband
signal for the case of modulation without any carrier. For simplicity, we assume
synchronization prior to the modulation step. Then, the j-th received signal is
rj = wj +nj , where the code word is unknown and nj indicates the additive noise
that has been introduced in the channel. (2) Despreading multiplies the base-
band signal with the same PN sequence used in the creation stage. (3) Decoding
determines the most likely embedded information bits by using soft-decision on
the continuous baseband signal obtained through the above two steps. In this
step, the correlation metric is calculated for the k-th code word as follows:

Mk =
W∑

j=1

(2ckj − 1)(2bj − 1)rj , (2)

and the one with the maximum value is selected.

3 Basic Performance Analysis

In general, there is a trade-off between the payload and robustness. Namely, the
higher the payload, the less robust the watermark. In the following, we analyze
watermarking performance in terms of the payload and robustness under the
detection error rate.
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3.1 Detection Error Rate

For linear codes, the difference between correlation metrics of any code words
can be mapped into metrics of all-zero code word (M1) and the corresponding
one (Mm), and so the distance between any two of them can be represented by

Dm = M1 − Mm = 2
W∑

j=1

cmjµj − 2
W∑

j=1

cmj(2bj − 1)nj . (3)

In the case that the watermark strength is constant in each chip (µj = µ = µS),
it is known [5] that the distance converges to a normal distribution with mean
2wmµS and variance 4wmσ2

N, when the number of non-zero cmj is large enough.
Thus, the probability of code word error between the two is

P2(wm) = Prob[Dm < 0] = Q

(√
µ2

S

σ2
N

wm

)
, (4)

where Q(x) is the tail of Gaussian density:

Q(x) =
∫ ∞

x

1√
2π

e−t2/2dt. (5)

Denote by Ec the energy per chip, N0 the single-sided noise power spectral
density, Eb the energy per bit, and Rc the code rate. Thus Ec = RcEb and
Ec/N0 = µ2

S/(2σ2
N). By noting S = EbR and N = N0W , (4) can be rewritten

as1

P2(wm) = Q

(√
2

S

N

W

R
Rcwm

)
. (6)

Note that it is not necessary that the additive noise follows a normal distribution
in this analysis. However, when the noise follows a Gaussian distribution, then it
is know that the correlator produces the maximum SNR, and thus it is optimum.
It is also not necessary that they are individually distributed, however, it is
required that they are identically distributed or wide-sense stationary.

If the strength uj is not constant, (6) still holds. In this case, the distance
Dm is the sum of two uncorrelated random variables, and its mean is 2wmµS.
When the µj ’s are uncorrelated, its variance is 4wm(σ2

N + σ2
S), where σ2

S is the
variance of µj .

3.2 Payload and Minimum SNR for Uncoded and Coded DSSS

Now, we discuss the uncoded and coded DSSS watermarking channel as practical
schemes. The uncoded DSSS does not employ any code word and its robustness
1 When the code is concatenated as an outer code with a binary repetition code, then

the coding gain of the combined code is Rcwm = Ro
cw

o
m, where Ro

c and wo
m are the

code rate and weight of the outer code.
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is supported by the DSSS only. In the simple repetition code (i.e., no code word),
the minimum of wm is W/R, the code rate is Rc = R/W . The probability of
decoding error on M = 2R code words is upper-bounded by

PM ≤
M∑

m=2

P2(wm) � RQ

(√
2

S

N

W

R

)
. (7)

In the case that the (n, k) convolutional code is introduced to the watermark
creation stage, and soft-decision such as Viterbi algorithm is applied to extract
the information bits, the upper bound of the equivalent bit error rate is [5],

Pb ≤ 1
k

∞∑
d=dfree

βdP2(d), (8)

where k is the number of input bits for the convolutional encoder, dfree is the
minimum free distance of the convolutional code, and the coefficients {βd} are
obtained from the transfer function of the code. Thus, the probability of code
word error can be bounded by

PM = 1 − (1 − Pb)R <
R

k

∞∑
d=dfree

βdQ

(√
2

S

N

W

R
Ro

cd

)
, (9)

if the information bits are assumed to be independent.
When the maximum error rate PM , bandwidth W , and channel coding pa-

rameters k, βd, Ro
c are given, then the maximum payload R and minimum SNR

S/N are determined from Equation (7) or (9), which are plotted in Fig. 1 with
the inequality sign replaced by equal sign.2 Also included in Fig. 1 is the Shan-
non’s channel capacity as a reference of payload upper limits. For example, when
the coded DSSS is employed, then a 256-bit payload is obtained with −18.5 dB
minimum SNR. When the error rate and/or the bandwidth are allowed to be
greater, then the maximum payload can be greater and/or the minimum SNR
can be smaller.

Note that the well-known watermarking scheme of [3] employs M -ary orthog-
onal signals with M = 1000 (about 10-bit payload) and bandwidth W = 1000.
Assuming an additive white Gaussian noise (AWGN), then the minimum SNR
is about −15.1 dB for the 10−5 error rate.3 By shifting Fig. 1 by about 18.2 dB
(i.e., 65536/1000), it is found that the minimum SNR for the uncoded DSSS is
−9.5 dB under a 10−5 error rate. Thus, the M -ary orthogonal channel coding
contributes about 5.6 dB gain.4

2 In (9), R is the payload plus the constraint length K, and the summation is calcu-
lated until d = 64 because the terms for d > 64 are small enough with comparison
to the given error rate for drawing Fig. 1.

3 From [5], PM = 1√
2π

∫∞
−∞
{
1 − (1 − Q(y))M−1

}
exp

{
− 1

2

(
y −

√
2(S/N)W

)2
}

dy

4 However, the use of larger M is not practical in terms of computational costs.
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Fig. 1. Trade-offs between the payload and minimum SNR for (a) Shannon’s channel
capacity with continuous input and output, (b) channel capacity with discrete input, (c)
the uncoded DSSS, and (d) the convolutional-coded DSSS with rate Ro

c = k/n = 1/2,
constraint length K = 7, minimum free distance dfree = 10, coefficients β10 = 36,
β11 = 0, β12 = 211 · · ·, bandwidth W = 65536, and error rate PM = 10−5.

3.3 Decision Rule

In practice, the SNR is unknown to the detector, and so it is necessary to es-
timate the SNR from the received signals, zlj = (2clj − 1)(2bj − 1)rj , where
l = arg maxk Mk. As the sample mean µ̂Zl

and variance σ̂2
Zl

are the minimum-
variance unbiased estimators, thus the SNR can be estimated by µ̂2

Zl
/(2σ̂2

Zl
). The

decision rule to employ the output from the decoder is then as follows:

δ =

{
1 if γ̂l

�
= µ̂2

Zl
/(2σ̂2

Zl
) ≥ T,

0 otherwise ,
(10)

where the threshold T corresponds to the minimum SNR.
Note that Equation (10) is designed to be optimum for the binary hypothesis

testing of acceptance of code word, but it should not be applied as a decision
rule for another binary hypothesis testing that tests existence or absence of
watermark, because it is not optimum for that purpose. The false alarm rate
might be much higher than the code word error rate when the above decision
rule is applied.5

3.4 Robustness Margin

The SNR is closely related to the robustness of watermarks. Just after watermark
is embedded, the initial SNR is the ratio of the watermark signal to the power
5 In the uncoded DSSS, PM � RQ(

√
2TW/R) and PFA � Q(

√
R/

√
2(

√
2T − 1)).
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of the original image or audio data as noise. Thus, the difference between the
minimum SNR and the initial SNR is a robustness margin for the attenuation
of watermark signals and/or the additive noise from unknown post processing
such as lossy compression.

4 Performance Analysis on Quantization Effect

Quantization is performed on a discrete cosine transform (DCT) domain for
JPEG and MPEG [6]. Given a random variable Y with continuous probability
density function (PDF) PY(y), a uniform quantizer with step size q produces a
discrete PDF PZ(z). The first and second moments of the quantizer output are

E[Z] =
∞∑

i=−∞
iq

∫ (i+ 1
2 )q

(i− 1
2 )q

PY(y)dy, (11)

E[Z2] =
∞∑

i=−∞
(iq)2

∫ (i+ 1
2 )q

(i− 1
2 )q

PY(y)dy, (12)

and the variance is σ2
Z = E[Z2] − E2[Z]. We shall assume that the original host

signal follows the generalized Gaussian PDF:

PX(x) =
c1(β)

σ
exp

(
−c2(β)

∣∣∣x
σ

∣∣∣ 1
β

)
, (13)

where

c1(β) =
Γ

1
2 (3β)

2βΓ
3
2 (β)

, c2(β) =
[
Γ (3β)
Γ (β)

] 1
2β

(14)

and Γ (x) is the Gamma function. Note that β = 1/2 represents the Gaussian
PDF and β = 1 represents the Laplacian PDF.

These equations allow us to compute the watermarking SNR vs. the normal-
ized quantization step size. The solid line (a) in Fig. 2 is from analysis, showing
SNR decreasing with increasing quantization step size for “Lena” image with
the constant-strength watermarking scheme or

Y = X + aσ. (15)

That is, by substituting PY(y) = PX(y − aσ) in Equation (11) and (12). In the
figure, the scaling factor6 is set to a = 0.5, and the horizontal axis is normalized
to q/σ. It is found that the SNR rapidly decreases when the quantization step
size exceeds twice the watermark strength or q/σ > 2a. The points marked with
“+” are from measurement. For the experimental measurement, the watermark is
created on 16 coefficients in the middle range of each 8×8-DCT block. In general,
6 The scaling factor a = 0.5 makes PSNR 42 [dB] with 4 [dB] standard deviation

for the 100 sample natural images used in the experimental measurements. In the
PSNR, the signal is (peak) power of image, and the noise is power of watermark.
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the variance is greater on a lower frequency than on a higher frequency in natural
images, and so the 16 coefficients are separately manipulated to represent the
watermark so that the amount of manipulation would be proportional to the
standard deviation σi of the i-th coefficient or Yi = Xi + aσi. In the detection
stage, the Quantizer outputs {Zi} are normalized prior to summing up them
so that the watermark signal could be maximized, by dividing them with the
sample standard deviation (σ̂Z)i. Thus, the SNR is estimated by

γ̂ =
1
2

[
1
n

n∑
i=1

(
µ̂Z

σ̂Z

)
i

]2

, (16)

where n is the number of the coefficients manipulated in each DCT block, and
(x)i indicates the statistics in the i-th coefficient.

The dotted line (c) shows the analysis on another watermarking scheme,
namely, adaptive-strength scheme or

Y = X + a|X|, (17)

in which the strength of watermark signals is proportional to the strength of host
signals. The PSNR is the same as in the constant-strength scheme, because the
mean of watermark power is the same, i.e., E[(a|X|)2] = a2σ2. The points marked
with “x” are from measurement. The deviation caused by various assignments of
PN sequence and code word may be negligible because of the high bandwidth.
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Fig. 2. Theoretical and observed estimates of SNR on a “Lena” image for the constant-
strength and adaptive-strength schemes, in which a generalized Gaussian PDF is as-
sumed, and β = 1.77 is fitted to the image.

It is found from Fig. 1 and Fig. 2, that the 256-bit payload in the bandwidth
W = 65536 can be achieved as long as the quantization step size is less than
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about 6 times of the standard deviation of the host signal for the adaptive-
strength watermarking scheme with the watermark strength a = 0.5, because the
SNR is able to decrease down to about −18.5 dB, which was found from Fig. 1.
Note that in our 100 sample natural images, the difference between analysis and
measurement shows −0.03 [dB] mean with 1.60 [dB] standard deviation, which
indicates that the theoretical estimates fit the observed estimates on average.

Consequently, when the generalized Gaussian PDF parameters, {σi} and β,
are known for the given host image, then the SNR can be predicted from the
quantization weights, and thus the upper limit of compression rate is found or the
minimum watermarking strength can be determined under the given compression
rate. For the case of “cjpeg” [7], the SNR can be predicted based on a “quality”
parameter and the predefined quantization table which describes the weights of
quantization for DCT coefficients, and thus the minimum watermarking strength
can be determined under the quality parameter given as compression rate.

5 Conclusion

We have analyzed the performance of data hiding in terms of the payload limit,
the minimum SNR, the probability of detection error, and the bandwidth of
the watermarking channel. We have illustrated how the analytical results can
be applied in practice in terms of selecting parameters of watermarking under
quantization.
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Abstract In a digital multimedia era, the security of multimedia over network 
transmission becomes a challenging issue. A stnteg;, combining cryptography with 
steganography, is investigated to overcome the problems in hand. This paper proposes 
hiding secret messages~epresented as a binary image, by covering a binary random 
texlurc synthesized from a 2D king Markov random field with an authorized RSA 
key as the seed. Experiments show that an unauthorized key may never recover the 
mcssagc even it is close to the authorized one. 

1. Introduction 

The security of multimedia over network transmission and information concealment 
raises an increasing interest in a digital multimedia era. The issues are discussed in E- 
commerce and Web-commerce sporadically. Petitcolas et al. [5] reported a survey of 
information hiding methods. Cox et al. [I]  and Wolfgang et a]. [8] reviewed the 
watermarking techniques. As the technology moves, a new scheme, based on combining the 
concept of cryptography [4J and steganography [31 using a probabilistic texture image 
model, is investigated for hiding secret messages. 

Steganography [3] is a Greek ancient art of hiding information and is currently 
exploited to either put a digital image on the secret messages to hide the information or 
insert watermarks [1.6,9] into a digital image, audio, andlor video, to preserve an 
intellectual property or to claim the copyright. The research of using steganography is to 
invent an intelligent use of camou 
flage such that no one except the authorized person can read the secret message after 
decryption. 

Cryptography [4]. on the other hand. is concerned with strategies based on a secret key for 
enciphering or concealing data such as text, image, audio, and video data. A commonly 
used cryptographic system. RSA system [7], based on Euler and Euclidean theorems from 
Number Theory. may encrypt a plaintext with a binary representation into a ciphertext with 
a public key (a, n). where n = pq is a large number. 3 c a < m = (p - l)(q - I ) ,  and gcd(a. 
m)=I. Presumably, an RSA system realizes that only an authorized person knows how to 
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factor n into the product of two primes, p and q, and so does the private key b (that requires 
solving ax r 1 mod m) to decrypt the ciphertext, The usage of RSA system is based on 
issuing a very large number n = pq 

such that for intruders using trial and error approaches 
can never find the secret key b in their lifetime. 

This paper assumes that the secret message is represented as a binary image. To hide the 
secrets, a synthesized texture. like a rain pattern, from a second order 

king Markov random 
field with parameters (I, 1, 1.- 1) [2] with an authorized RSA key [4] as the seed covers on 
the message by means of a simple image processing operation like "pixel exclusive-or" to 
encrypt and hide the secret message. Only the one who knows the authorized key may 
recover the information 

2. The Algorithm 

Suppose that a secret message to be hidden is represented as an N X N binary image. 
X. We will implement the following steps. 
1. Issue an RSA key (an). where n=pq. p and q are large prime numbers, rn=(pl)(q-1). 

gcd(a,m)= l and a@ 1 mod m must 3 be satisfied [4]. 
2. Use an Ising Mrf model to generate a binary texture image W by the use of the 

authorized key b obtained in (I) as the initial seed for the Mrf synthesizer [2]. 
3. Cover the image X with W by Y=X @ W. where each pixel of Y is obtained by x @ w. 

where x E X and w E W are the corresponding pixels (bits). 

4. Get a word. y, an integer of k * bits long by rearranging a block of k X k pixels from 
the image, Y , the secret message covered by a binary texture. 

5. Encrypt each word obtained in (4) by the strategy of an RSA system to get the 
enciphered image 2 

6. To decrypt and recover the message. an authorized person must know b. the factors p 
and q of n, and the parameters of Mrf synthesizer which is extremely di f iu l t  although 
not unsolvable. 

3. Experiments 

To demonstrate how our algorithm works. Suppose Figure I(a) contains the original 
message which is a 64 X 64 0-1 binary image. We follow the algorithm. 

For step 1. we select two prime numbers p = 127 and q = 193 such that n = pq = 2451 1 
and m = (pl)(q-1) = 24192. We further elect a = 2731 which is relatively prime to m. 
Thus. b = 1869 1 is the unique solution of ax r 1 mod m. 

For step 2, we synthesize a binary texture. W. from an Ising Markov random field [2] 
with the authorized key b = 1869 1 as the initial seed. 
For step 3. the message shown in X is now hidden as Y=X @ W as shown in Figure I(b). 
For step 4, we first partition the image into 32X32=1024 2 x 2  blocks. then pack each 
2X 2 block with bits yO, yl, y2, and y3 into a ldbi t  integer by y = 2048 * y3 + 256* y2 + 
16 * yl + y0. 
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For step 5, we encipher each y obtained in (4) as z = y a mod n and then unpack the 
word z as four &bit integers to get the enciphered message Z as shown in Figure l(c). 

- 
Figure l(d) shows the decrypted message by randomly guessing the key b = 18693 instead 
of using the correct key b = 18691. Note that the original message will be completely 
recovered if the correct key is chosen. 

4. Discussion and Conclusion 

This paper proposes a framework of using a cryptographic algorithm associated with an 
king Mrf to cover a semt message to achieve information concealment. The issue is that 
the synthesized texture by an Mrf using the authorized key of an RSA system is presumably 
difiult to be revealed. Furthermore, the Mrf parameters are floating-point numbers which 
increases the complexity of intrusion. For the future work, some other t e x m  models such 
as Gaussian Mrf models, fractal models. Gabor -Iten, and time series models [2] can also 
be used instead of king Mrf for information concealment under our proposed paradigm. 
Other cryptographic algorithms such as the one based on an elliptic curve [4] might also be 
considered. 
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Abstract. Forgery prevention and detection are of great social importance.This 
paper attempts to apply digital watermarking into forgery prevention.To embed 
a watermark,the wavelet transformation is first applied to the original image 
and the corresponding approximation image and detail images are obtained.The 
digital watermark is embedded into the most important DCT coefficients of the  
approximation image  except the DC coefficient of the detail image through 
linearly additive operation.The corresponding watermark is extracted throught 
threshold judgement and the threshold is determined through the difference of 
two cycle print&scan and one cyle print&scan of the images.To improve the 
robustness of the orgorithm•the simple and effective repetition is applied to wa-
termark configuration.And the CIE Lab color space is chosen to guarantee the 
repetition of the results and minimize the error brought by the transference of 
images between differnt equipments.Experimental results show that the pro-
posed algorithm can satisfy the requirements of forgery prevention for ordinary 
images•that is to say the digital watermark is robust to one cycle print&scan 
and fragile to two cycle print&scan. Compared with other forgery prevention 
and detection techniques•the algorithm described in this paper reduced the 
computation cost considerably as no other special material or equipment is re-
quired and ordinary user can verify the authentication of printing materials. 
This algorithm can also be used in printing materials copyright protection,such 
as the owner verification in certificates,passports,ect. 

1   Introduction 

The increasingly networked society calls for effective measures for copyright protec-
tion, image authentication, etc. Digital watermarking thus comes into being and pro-
motes the progress of the field. But we should not neglect those images largely in the 
form of presswork (trademarks, pictures, certification, ID cards, paper currency, pass-
ports, etc). For recent years, many people have been engaged in forgery of printed 
materials for illegal economic profit. The identical printing process brings the
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fact that it is easy for a forger to make illegal copies of the original. Just take the 
passports as an example, from the China Police Department statistics, there are about 
3 million false passports all over the world. And a comparative portion is absolutely 
counterfeited. The strike on counterfeit has never been stopped. People have thought 
of many different forgery prevention methods on color printing, such as laser forgery 
preventing, telephone code forgery preventing, computer network counterfeit pre-
venting, etc. All these forgery-prevention techniques have worked on a certain de-
gree, but the cost has increased greatly. People are looking forward to more cost-
effective schemes. 
In this paper, we attempt to apply digital watermarking into the forgery prevention 
field. The paper is organized as follows. Section 2 introduces the recent progresses of 
watermarking in printing systems. Section 3 puts forward the implementation scheme. 
Section 4 outlines the experimental results. And Section 5 makes the conclusions and 
presents the work to be continued. 

2   Recent Progresses of Watermarking in Printing 

Recent public literatures show that some researchers have tried to apply watermarking 
into printing system. The watermarking scheme invented in Digimarc Company has 
been integrated in the most popular image processing tool-PhotoShop. The embedded 
watermark can survive printing and scanning on some degree. But the amount of 
watermark is very limited and the content of watermark is restricted in Digimarc ID, 
Distributor ID, Copyright Year, etc. Also it is sensitive to geometric transform. Pun 
[1] has devised a watermarking algorithm robust to printing and scanning. The 
PhotoCheck software developed in AlpVision Company by Kutter [2] is mainly fo-
cused on authentication detection of passports. As a passport belongs to the owner 
with his photo, this belongs to a content-based watermarking technique. When the 
photo is changed, the image with the watermark is of course lost and this just requires 
that the watermark hidden in the owner’s passport is robust to one cycle of print and 
scan. Considering the special characteristic of FFT on rotation, scaling and cropping, 
Lin [3][4] has carried out the research on fragile watermarking rather early and ob-
tained many useful conclusions on the distortion brought by print and scan. Research-
ers in China [5] began to hide some information in printing materials, using the func-
tion offered by PhotoShop. All these are focused on the watermark robust to one 
cycle of print and scan. For real forgery prevention, there are some other require-
ments as discussed in the following. 

Figure 1 and 2 illustrate watermark embedding and extraction processes both for a 
copyrighted product and a forged one. From the figures, we can see that the differ-
ence between the copyrighted and the forged is the process before watermark extrac-
tion. The copyrighted only needs one scan, while the forged requires more than one 
cycle of print and scan. It will be ideal if the watermark is robust only to the first 
cycle of print&scan, but fragile to the second cycle of print&scan. 
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Fig. 1. Embedding Process 

Fig. 2. Extracting Process 
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3   Implementation Method 

3.1   Print&Scan Distortion Analysis 

All the distortion in the print and scan process can be categorized into two 
types[3].The first type is distortion visible to human eyes, including changes of 
brightness and contrast, gamma correction, image halftone•dot diffusion, edge noise, 
etc. The printing of an image is from digital to analogous. Meanwhile, the resolution 
of a photocomposer is a key factor, which controls the fine degree of the halftone 
grids. On the contrary, the scanning is to convert an analogy image to its digital form. 
The resolution of a scanner is also an important factor. As with the increase of the 
resolution of the scanner, the inserting values are also increasing and the computing 
speed is decreasing. Considering all these factors, we choose 300dpi for printing and 
600dpi~1200dpi for scanning in our experiments.The second type is geometric distor-
tion invisible to human eyes•including rotation, scaling, cropping, etc.This distortion 
always occurs when locating the corresponding portion in the printing sheet with the 
original digital images. Some rotation is needed, as a sheet may not be very horizontal 
when it is put on the surface of a scanner. Numerous experiments show the rotation 
angle is at about –0.5°~ 0.5°. A certain cropping is necessary to cut the margins. And 
scaling is always indispensable, as the printing resolution and the scanning resolution 
are always inconsistent. 

There is still one point which is always neglected,that is the color conversions during 
print and scan.One image has different color space descriptions on different equip-
ment. For example, it may be displayed in RGB space in computer, be edited in HSI 
space and be converted into CMYK space when it is published. Different color spaces 
have different gamut. So some information may be lost when converting between 
different spaces. It is important to select an appropriate color space among so many 
color spaces, including RGB space, CMY space, HIS•HLS, HSB•space YUV space, 
YIQ space, and YCrCb space and those based on CIE•including CIExyY space, CIE-
Lab space and CIELu*v* space. Meanwhile the CIELab space is recently the only 
one to describe color most exactly and independent of the equipment. So CIE Lab 
space is chosen. 

3.2   Watermark Embedding and Extraction Methods 

The original image (ordinarily in the RGB mode) is first changed into CIELab mode, 
and the L portion is chosen to carry the watermark. The watermark ‘This belongs to 
NLPR’ is taken as an example (the length of the watermark is defined as l).
Firstly, each bit of the watermark is extracted and a sequence composed of 0 and 1 is 
obtained. 0 is changed to –1, 1 remains unchanged. The above sequence is repeated m
times and the size of the total sequence is 8l*m. Secondly, a two-level multi-
resolution representation of the original image is obtained using a Haar wavelet trans-
form.The DCT transform is applied to the approximation image, the 8l*m largest 
coefficients are selected and the watermark is added with a linear additive function, 
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just as Cox’s method [6]. The strength of the watermark is controlled by a. Lastly, the 
inverse DCT of the above sequence is made,the corresponding inverse wavelet tran-
form is done to get the watermarked image which can be printed later. 
It is time to distinguish the copyrighted products and the forged ones. Firstly, one of
the presswork is scanned and a scanned image with some margin is obtained (The
sheet should better be put as horizontal as possible.). Secondly, the corresponding area
with the original digital image is located. Thirdly a sequence W_j (i) is computed
using the minus operation with the embedding process. M is chosen as a threshold, if
the current value of W_j (i) is greater than M, then W_jj (i) is set to 1,otherwise is set
to 0. If the number of 1s is greater than that of 0s in a bit of a character, then the bit is
considered as 1s,otherwise 0.By repeating the above operation for all other bits, the
watermark is extracted.
At the same time, the bit-error rate curve can be obtained. If the whole eight bits of a
character can be extracted (or the bit error rate of each bit of a character is less than
50%), then the extracted character is considered as correct. If all the characters can be
extracted from the first cycle of the print&scan image, the watermark is considered
robust to the first cycle of print&scan. If all the characters can not be extracted from
the second cycle of the print&scan image, the watermark is defined fragile to second
cycle of print&scan. Thus the watermark can claim the owner of the copyright and
detect the forgery images.
Now the pirating technique is becoming more sophisticated. That is to say the differ-
ence between the first cycle of print&scan image and the second cycle of print&scan 
image is small. If the above scheme works, the difference between the sequences 
extracted after the copyrighted image and the forgery must be found. Many repeated 
experiments (100 times) with the approximately same conditions demonstrate that the 
mean of the sequence extracted from copyrighted image stabilizes at a certain value 
M1 (the variance is between -0.1 and 0.1). Many repeated experiments (100 times) 
with other conditions different from the copyrighted print and scan show the mean of 
the sequence extracted from forgery image stabilizes at another certain value M2 and 
M2 is ten times greater than M1 .So M1 is chosen as the decision threshold. 

4 Experimental Results 

4.1   Parameter Optimization 

Channel capacity is a key factor in the watermark insertion and detection. It is well 
connected with the robustness and the invisibility of the watermark. Robustness need 
more watermark capacity and invisibility requires capacity should not exceed a cer-
tain value. From the point of information theory, MIT lab’s Smith and Comiskey [7] 
ever made some capacity estimation on the data hiding system. They obtained the 
conclusion that the channel capacity is proportional to the ratio of signal-noise of the 
system on the condition that Gaussian noise channel is the basic model of the system 
and the ratio of signal-noise is low.Ramkumar [8] made some improvement on the 
above model and also made some quantitative analysis. Although this model still 
have many presumptive conditions, but it offered a useful reflection. In this paper, we 
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used the formula proposed [8] and estimate that we can embed 1000 bits at best ro-
bust to first cycle of print&scan in a 256*256 pixel if we just use luminance of the 
image. For more details [8] can be referred to. 
The invisibility of a watermark is weighted by the image quality evaluation. PSNR is 
chosen for simplicity. Generally, the PSNR should be chosen to be 38dB for water-
mark invisibility and more powerful watermark.The robustness is connected with the 
following factors:Watermark strengthen factor a, watermark sequence repeat times m,
watermark sequence length l, etc. PSNR is defined no less than 38dB, the whole 
length of the adding sequence (8*m*l) is computed to be 1000 at most.The optimized 
value of a is 0.2 on the condition that watermark sequence is consist of 1, -1, PSNR is 
38dB and 8m*l is1000. Of course, the robustness is connected with printing quality 
and the resolution of the original image. 

4.2 Parameter Optimization 

The most popular attack tool-Stirmark3.1 is first selected to test the robustness of the 
algorithm. The following Table1 is statistical results. 
The watermark shows good robustness to JPEG compression, scaling, changes in the 
x-y axis display, removal of the rows and columns symmetrical or not; it shows some 
robustness on central cropping, rotation with scaling and cropping, x-y direction 
cropping to some extent; and it is fragile to Linear geometry conversion.The above 
robustness can satisfy the process of the printing and scanning which includes some 
rotation (-0.5 degree to 0.5 degree), some cropping (about 1%), scaling, JPEG com-
pression for fast transmission, random error, etc. 

Table 1. Stirmark3.1 test results 

Test type Test numbers Right Tests numbers 

Remove the rows and columns  
symmetrical or not 5 5

Filtering (median Gaussian FMLR  
sharping) 6 5

JPEG compression 12 12 
Cropping 9 2 

Linear geometry conversion 3 0 
Change the x-y axis display 8 8 

Rotation with cropping ,without  
scaling 16 6

Rotation with cropping and scaling 16 6 
Scaling 6 6 

x – y direction cropping 6 3 

Stirmark random bend 1 0 

sum 88 53 
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4.3 Print&Scan Results 

Figure 4 is a typical result chosen from 100 experiments. It shows bit error rate com-
parison between the copyrighted and forgery images. As when the bit error rate is 
lower than 35%, the extracted bit is considered correct. The bit error rate of each bit 
from the copyrighted image is all below 50%, thus the watermark can be fully ex-
tracted.
While the bit error rate from the forgery image is above 35%,only about half of the 
bits can be extracted correctly and now the embedded watemark has become mean-
ingless. So we can make a decision that when the watermark can be 85% or above 
extracted, the image is considered copyrighted product; otherwise the image will be 
considered forgery product. 

Fig. 3. Bit Error Rate Comparison (Copyrighted and Forgery Images) 

5   Conclusions 

The above experiments show that the proposed scheme can satisfy the requirement of 
forgery preventing for ordinary images. Also it can be used in situations where only 
the robustness to one cycle of print&scan is needed, such as the ID card, passports, 
etc. The most excellent point is that the cost of this scheme is largely reduced com-
pared with other forgery techniques and ordinary people can authenticate their prod-
ucts. The combined wavelet and DCT transform is applied to the original image and 
the watermark is linearly added to the most energy-concentrated oefficients.The CIE 
lab color space makes it possible that the watermark technique can be used in forgery 
prevention field. The repeated experiments for the same watermark and same image 
under the same parameters are considered on the same environment equipment (in-
cluding the scanner, printer, etc.). The optimization may vary with different equip-
ment. 
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There is still much work to do from the point of research. If we take the color differ-
ence (a* and b*) into account, more watermarks can be added and PSNR will not 
work. Future work will focus on these. 
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Abstract. An improved method for watermarking images in the discrete 
wavelet transform domain is introduced based on complementary modulation 
proposed by Lu et al. The enhancement is performed by utilizing Reed 
Solomon error control coding, and modulate the data and parity separately. In 
addition, we raise comments on the method for combating StirMark random 
geometric attack which was suggested by those authors, and we offer an 
alternative method to do so. 

1. Introduction 

The production and distribution of multimedia data in digital format, raises the
problem of protecting intellectual property rights (IPR), since the digital data can be
easily copied without degradation in quality. With digital watermarking, information
including origin, status, and/or destination of the data, can be imperceptibly and
robustly embedded in the host data, either in the spatial domain or in a transform
domain.  

Robustness of watermarking systems can be improved by applying diversity. In 
[3], Kundur presented analysis of improving the robustness by repeatedly embedding
the watermark and characterizing the attacks. Lu et al.[5] embedded the watermark 
data by using complementary modulation, which consists of positive and negative
modulations.  

In this paper we suggest an enhancement of the method in [5] if binary data is
applied as a watermark. The proposed method uses a Reed Solomon code on the
watermark, then embeds data and parity separately in negative and positive
modulation respectively to the discrete wavelet transform coefficients.  

To cope with the StirMark random geometric attack [6], the authors in [5] 
suggested a relocating method based on the watermarked image prior to the detection. 
However, from our simulation it was found that this method can produce a false 
positive result. Then, we propose another method to deal with this attack which is
valid.

The reminder of this paper is organized as follows. In Section 2, the
complementary modulation concept is reviewed. Then, in Section 3 an overview of 
Reed Solomon error correcting code and its properties is given. Section 4 and Section
5 describe our proposed watermarking scheme and its experimental results
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respectively. The issue of combating the random geometric attack is discussed in 
Section 6. Finally, the conclusion will be given in Section 7. 

2. Complementary Modulation 

In order to be robust against attacks, many watermarking schemes such as [2] or 
[8] embed the watermark by slightly changing or modulating the magnitude of the
significant transform coefficients. If the watermark has positive value, the coefficient
magnitude is increased. Conversely, if the watermark has negative value (or 0 or –1
for binary type) the magnitude is decreased.  

The authors in [5] observed that an arbitrary attack usually tends to increase or 
decrease the magnitudes of the majority of the transformed coefficients. Or, in other
words, the chance that an attack will make the number of increased and of decreased
coefficients equal is very low. So, they proposed a scheme which aims to detect the
watermark from the less distorted coefficients. They use two different modulation
rules: positive modulation and negative modulation. If a modulation operates by
adding a positive quantity to a positive coefficient or by adding a negative quantity to
a negative coefficient, then it is called positive modulation. Otherwise, it is called
negative modulation. Then, in the detection, the best result that survives against
attacks is chosen. 

3. Reed Solomon Codes

Digital watermarking embedding and detection can be observed as a
communication system where the information (i.e. the watermark) is transmitted
through a channel to the receiver. To overcome the error which may occur in the
channel (i.e. the attacks), an error control coding can be utilized, where in our
proposed scheme, the Reed Solomon code is used. A brief summary of RS code and
its terminology will be given as follows. 

A Reed Solomon code [4,7] is usually specified as RS(n,k), where k data symbols
of s bits each are added by (n-k) parity symbols to make n symbols codeword. The
code rate is equal to k/n. The RS decoder can correct errors and erasures. If the
position of the incorrect symbol is known, it can be categorized as an erasure. A
decoder can correct up to (n-k)/2 symbol errors or up to n-k symbol erasures. To fit
the specific implementation, RS codes can be shortened by making several data 
symbols zero at the encoder, not transmitting them, and inserting them in the
detection prior to the decoding. 

4. Proposed Scheme 

A block diagram of improved complementary modulation watermarking is shown
in Figure 1. Firstly, the original image is decomposed into three levels using the
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discrete wavelet transform. Like the method of Xia et al.[8], the watermark will be 
embedded only in the largest coefficients at the high and middle frequency bands. The
DWT coefficients at the lowest resolution are not changed.  

Positive 
Modulation

Negative 
Modulation

Original 
Image

DWT

Watermark
Data

RS Encoder

Data Parity

IDWT
Watermarked

Image
Positive 

Modulation

Negative 
Modulation

Original 
Image

DWT

Watermark
Data

RS Encoder

Data Parity

IDWT
Watermarked

Image

Fig. 1. Proposed embedding scheme 

For the watermark, d bits of random {0,1} binary data are used, and they are
encoded by a Reed Solomon error correcting code into (d+p) bits, before being
embedded into the required DWT coefficients.  

Next, the high and mid band coefficients of the host image (V) are sorted in 
increasing order. Then, the positive and negative modulations are applied to the parity
and data (W) respectively, constructing watermarked coefficients (V’), using the
following rules: 
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Finally, after the coefficients are set to their original order, they are reconstructed
by inverse discrete wavelet transform to form the watermarked image. The scaling
factor α  is used to adjust the watermark level, so that it is imperceptible 

In the detection, by using the original image, the data and parity extraction from
the suspected image are performed by the inverse of the process in Figure 1 and the
above rules in equation (1) and (2). Then, by applying the RS decoder the watermark 
can be reconstructed.   

Finally, the extracted watermarked  W* is assessed by comparing it to the original
watermark data W using a similarity correlation suggested by Cox et al.[2]: 
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A set of m randomly generated watermarks with d bits each is used to check that 
the detection best matches the original watermark.  

5. Experimental Results 

To evaluate the performance of the proposed watermarking scheme, the 512×512
Lena image was used as a host image. The simulation was conducted mainly by using
Matlab where the parameters were set as follows. A set of m=1000 {0,1} random
binary data with length d=992 bits each, were provided. Then, one series was selected
and used as a watermark in conjunction with an RS code. The image decomposition
and reconstruction was carried out by discrete wavelet transform with Haar filter.
The watermark level α  was experimentally set to 0.15. The larger the value of α ,
the more the watermarked image degraded. 

The performance of the proposed scheme is compared to complementary 
modulation (Lu et al.) methods. In order to make a fair comparison, where each
method carries the same amount of data, the (248,124) and (248,62) RS codes were
used for the Lu et al. method and the proposed method respectively. In the detection
of the proposed method, the decoder used both (248,62) and (124,62), using erasures, 
for each of the two modulations subsequently taking the best result. 

Then, several attacks were applied by using Matlab functions and StirMark 3.1 [6] 
to test the robustness of those algorithms before detection.  Table 1 shows the
maximum attack level, which the watermark still can survive. The embedded
watermark is categorized as successfully detected if its SIM is maximized and can be
distinguished clearly from the SIMs of other 999 data.  

As can be seen from Table 1, the proposed scheme is more robust for these attacks:
Gaussian noise, low JPEG compression, rotation, and scaling. Like the other scheme,
the proposed method is not robust against the StirMark random geometric attack. 
However, this issue will be discussed in Section 6. 

Table 1. Robustness against various attacks 

Attacks Lu et al. method Proposed method

Gaussian noise, mean=0 var < 0.01 var < 0.03 

Low JPEG QF > 13 QF > 1 

Rotation: 1.  detect directly offset < 0.5o offset < 0.9o

                2.  re-rotate any angle any angle 

Scaling SF > 0.45 SF > 0.35 

Cropping cropped < 85% cropped < 85% 

StirMark Random Geometric fail fail 

Figure 2 shows the SIM of the two methods against other attacks, i.e. FMLR,
median filter, sharpening, linear geometric transforms, aspect ratio changing, and row
& column removing, where for these attacks the proposed scheme is better and the
watermarks can be detected successfully.    
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Fig. 2.  Robustness Against Various Attacks : (a)FMLR   (b)2x2 Median Filter  (c)3x3 Median
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6. Combating Random Geometric Attack 

To cope with the StirMark random geometric attack [6], the authors in [5]
suggested a relocating method based on the watermarked image prior to the detection. 
In this method, the wavelet coefficients of the attacked watermarked image A and the
watermarked image V’ are both sorted. Then, the ith coefficient of A, A(i), is put into
the position of the ith coefficient of V’, V’(i), for all i.

A simulation to test the validity of this method against false positive was carried
out by applying an image with no watermark as an ‘attacked watermarked image’. 
Surprisingly, as can be seen from Figure 3, the ‘watermark’ can be detected. Then, for
further validation, this relocating method was also applied to watermarking scheme
with single modulation [8] for both binary and real watermark data, where similar
false positives were also shown. It is therefore believed that the amending method
described in [5] is invalid. However the authors claim that, since we have original
image for the detection, the above problem can be avoided if an image recognition, 
which requires user assistance, is performed prior to the detection.  
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Fig. 3. False positive detection from unwatermarked image, using relocation method 

Instead, we propose another method to amend the StirMark attacked watermarked
image. Our previous work [1] reported that this method can be used together with
watermarking method in DCT domain. Nevertheless, our simulation showed that this
amending method works also for the watermarking scheme in DWT domain, as
proposed in this paper. As illustrated in Figure 4, the scheme uses a reference image
to identify the attacked pixels, then exchanges them for pixels from the original
unwatermarked image. 

The attacked pixels can be approximated by taking a difference between the
attacked  watermarked  image  (suspect image)  and  a  reference  image. Ideally, the
watermarked image containing the same watermark as the suspect image should be
used as the reference image. Nevertheless, in a fingerprinting application where each
recipient has a unique watermark, it is not possible to identify which watermark was
being embedded into the suspect image. Hence, alternatively, we can use the original
image as a reference. 

By using this difference, we can determine how many pixels should be changed. 
Then, after replacing the attacked pixels by pixels from the original image, the
detection can be completed. It should be noted that there is a trade off in determining
the number of attacked pixels that should be changed. Changing only few pixels may
not reduce the effect of the attack. On the other hand, replacing too many pixels, 
which is similar to applying severe cropping, may reduce the robustness of the
scheme. 

From the simulation it was shown that by replacing around 35% - 45% of the
pixels, a valid detection result can be obtained. Furthermore, the false positive
detection does not occur.  

7. Conclusions 

A robust image watermarking method in DWT domain by using error control
coding with separate data and parity embedding is presented. The watermarks
embedded using the proposed schemes can be successfully detected from images
degraded by various attacks. Moreover, the proposed scheme is more robust than the
other method which uses complementary modulation. Furthermore, we suggest a
valid method to combat the Stirmark random geometric attack which can be used in
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association with watermarking scheme in DCT or DWT domain, including our 
proposed watermarking method. 

Reference Image

Suspect Image

Reference 

Parameter

Original Image

Change Some Altered Pixels
of the Suspect Image with 

the Pixels from the Original Image

Watermark

Detection

Fig. 4. Proposed scheme to combat random geometric attack 
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Abstract. An image coding scheme which combines transform coding with a hu-
man visual system (HVS) model has been developed. The system include an eye
tracker to pick up the point of regard of a single viewer. One can then utilize that
the acuity of the HVS is lower in the peripheral vision than in the central part of
the visual field. A model of the decreasing acuity of the HVS which can be ap-
plied to a wide class of transform coders is described. Such a coding system has
a large potential for data compression.

In this paper we have incorporated the model into an image coder based on
the discrete wavelet transform (DWT) scheme.

1 Introduction

The field of image coding deals with efficient ways of representing images for trans-
mission and storage. Most image coding methods have been developed for TV-distri-
bution, tele-conferencing and video-phones. Few efforts have been devoted towards
coding methods for interactive systems. One example where interactive systems exists
is in tele-robotics, where a human operator controls a robot at a distance. Interactive
systems usually have only one observer of the transmitted image. In such a system one
can include an eye tracker to pick up the point of regard of the viewer.

The human visual system (HVS) works as a space variant sensor system providing
detailed information only in the gaze direction. The sensitivity decreases with increas-
ing eccentricity and is much lower in the peripheral visual field. Thus, in a system with
a single observer whose point of gaze is known, one can allow the image to be coded
with decreasing quality towards the peripheral visual field.

Figure 1. An eye-movement controlled coding system.

Eye-tra
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DecoderCoder

Transmitter Receiver
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In a previous work we have incorporated the model of the HVSs acuity described in sec-
tion 2 into the JPEG coder with good results [1]. The JPEG coder applies a block based
decomposition scheme in combination with the discrete cosine transform (DCT). In this
work we will apply the HVS model to a coder based on the DWT decomposition
scheme.

To be as similar as possible to the JPEG coder except for the decomposition step the
DWT coder in this work is made up of four modules. The image is first decomposed
into an octave-band representation. Secondly the transform coefficients are quantized,
zero-tree scanned and finally entropy coded [4]. In the decomposition step we have used
the Daubechies 9/7 biorthogonal filter bank [2], an excellent filter bank for image com-
pression [3]. The quantizer consists of one uniform scalar quantizer for each subband.
A quantization matrix contains the quantization steps. For each image the best quanti-
zation matrix is estimated in a rate-distortion sense [4].

The outline of this paper is as follows. Next, the model of the visual acuity will be
described. The proposed scheme is presented in section 3 followed by simulation results
in section 4. Finally, section 5 draws up the final conclusions.

2 A Visual Acuity Model

Due to the uneven distribution of cones and ganglion cells in the human retina, we have
truly sharp vision only in the central fovea. This, covers a visual angle of less than 2
degrees. The ability to distinguishing details is essentially related to the power to re-
solve two stimuli separated in space. This is measured by the minimum angle of resolu-
tion (MAR) [6, 7, 8]. The MAR depends on the eccentricity, which is the angle to the
gaze direction. In this work we will use the MAR measured by Thibos [6].

The related size in the image to a MAR value is called the minimum size of resolu-
tion (MSR). This size depends on the current viewing conditions. We will assume that
the display is flat. Figure 2 shows the viewing situation.

Figure 2. Viewing situation.

With a position tracker and an eye tracker we will get the distance between the observer
and the display, denoted d, and the point of regard in the image which will be called the
focus. From these values, one can calculate the eccentricity, e, for any point, p, in the
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image plane. Furthermore, the minimum size of resolution for the point p is equal to,

(1)

where rp is the distance between the current point and origin. The MSR in Equation 1
is calculated perpendicular to the rp-direction. For a computer display the MSR is al-
most equal for all directions. For larger eccentricities the region which is covered by
the MAR will have the form of an oval. However, the is used since it is the
minimum MSR for all directions. This will guarantee that we will not erase visible
details.

The MSR-bound can be expressed as a visual frequency constraint. Thus, an image
frequency must be less than,

(2)

if an observer shall be able to perceive it.

2.1 Normalized MSR

The model above is a just-noticeable distortion (JND) bound. The possibility to uti-
lize this for compression will occur if we use a large or a high resolution display. How-
ever, for many computer displays with normal pixel-resolution the MSR-value will be
less than the size of a pixel in large parts of the image. If we, in these cases want to in-
crease the compression we have to go from a JND-bound to a MND-bound (minimum
noticeable distortion). A MND-bound can not be measured it has to be estimated. This
is achieved by normalization of the JND-bound [6].

The normalization will be done such that the relative difficulty to catch details at dif-
ferent eccentricities is kept. This is equal to scaling the stimulated area on the retina
equally at different eccentricities. This is achieved by scaling the MSR equally at all ec-
centricities.

We will define the scaling factor so that the normalized MSR is equal to the width
of a pixel at the eccentricity ef, called the fovea-angle. This angle is set to 2 degrees.
Thus, the region inside the fovea-angle will be unaffected of the visual model. The nor-
malized MSR is defined as,

(3)

where psw is the width of a pixel. The parameter psw is equal to where is
and ir are the size and pixel resolution of the image.

3 Modified DWT Coder

The discrete wavelet transform divide the frequency domain into an octave-band rep-
resentation. To preserve the space frequency resolution and thereby a constant number
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of coefficients, the scheme consists of down sampling after each filtering. The result is
that the coefficients for each decomposition level will represent a larger spatial region.
To estimate the spatial and frequency region related to a coefficient we will not take
the current filters into consideration. Instead, we will use the decomposition dependent
regions pointed out by the Heisenberg boxes [9, 10]. Figure 3 (left) illustrates the space
frequency decomposition for a DWT scheme. Each coefficient is associated with a He-
isenberg box. These indicates the time and frequency intervals where the energy of the
coefficients are mostly concentrated.

The Heisenberg boxes will for each level, l, divide the space into squares. Each
square has the size,

if (4)

where L is the number of decompositions (L+1 levels).
In the frequency domain, the one-dimensional lower frequency border of subband

number l, starting with one at the high pass band, is calculated according to (fy is calcu-
lated in the same way),

if (5)

where L is the number of decompositions (L+1 levels). In the two dimensional case
each level (except the dc-level) consists of three subbands, representing horizontal, ver-
tical and diagonal frequencies. For the diagonal subbands both fx and fy are calculated
according to Equation 5. For the vertical and horizontal subbands either fx or fy are cal-
culated according to Equation 5 while the other is equal to 0.

Figure 3. Space frequency decomposition for the DWT scheme (left). Visual description of the
position p(ci) and lower frequency range fT(ci) corresponding to coefficient ci (right).

Assume that the viewing conditions are equal to, d=0.5m, is=0.3m, ir=512 pixels, ef=2
degrees and focus in the centre of the image. Consider the space frequency decomposi-
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tion along the positive x-axis. Figure 3 (left) shows this space frequency decomposition
and the current visual frequency constraint.

A transform coefficient will respond above all to signals whose location and fre-
quency are covered by the corresponding Heisenberg box. The response to other signals
will decrease with the distance to the box. We will assume that the coefficients response
to signals which are not covered by the corresponding box can be neglected. Thus, a
coefficient whose Heisenberg box entirely is above the visual constraint can and will be
set to zero.

Let fT(ci) denote the lower range of the frequency interval of the Heisenberg box
corresponding to coefficient ci and let p(ci) denote the point in the space interval which
is closest to focus. Figure 3 (right) shows an example. Thus, the strategy above can be
expressed as,

(6)

where d is the distance to the observer and focus the point on the display which is point-
ed out by the gaze direction. With the three parameters d, focus and p(ci) we can calcu-
late the current eccentricity and then apply Equation 2 to get the visual frequency
constraint, fvc. The frequency fT is equal to,

(7)

where the frequencies fx and fy are the lower borders of the one dimensional horizontal
and vertical subbands.

Note that, since the visual constraint is a decreasing function, a Heisenberg box
which is above the visual constraint can only have one corner near the visual constraint.
Thus, the most part of the space and frequency domains outside these boxes will also
be above the visual constraint. The error in the assumption above will therefore be lim-
ited even if there is some spreading outside the Heisenberg boxes.

Furthermore, the fT value for the baseband is zero. Thus, the baseband will be kept
and every pixel in the image will at least be represented by one transform coefficient.

Figure 4. The modified DWT-encoder.
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Figure 4 shows a block diagram of the modified DWT-coder. In an initial stage a fT val-
ue is estimated for each subband. Then, whenever the focus is moved a position map is
estimated. It contains the position for each coefficient which has the minimum distance
to the current focus. Note that three coefficients at each level will have the same posi-
tion. This position is used to calculate the eccentricity which is put into Equation 2 to
calculate the visual frequency constraint for each coefficient. Those coefficients whose
fT value is larger than its visual frequency constraint, fvc, are marked with a zero in the
Z-map and the rest with a one. Transform coefficients which are marked with a zero are
finally set to zero. This can be done before or after the quantization or by adapting the
quantization matrix.

3.1 An Alternative Implementation

Instead of calculating a visual frequency constraint for each coefficient we can utilize
Equation 2 and transform the fT values to MSR related values. The distance to focus
which corresponds to each of these MSR related values are then estimated. These val-
ues, one for each subband, are called visual distance constraint, denoted dvc. A coeffi-
cient will be kept if the minimum distance between the coefficient and the focus is
smaller than the current dvc border.

Thus, instead of calculating one fvc value for each coefficient, we only have to cal-
culate one dvc value for each subband. The other steps in the two implementations are
equal or comparable considering the requirement of computations.

A factor which will affect the computation gain is the pixel resolution, a higher pixel
resolution will increase the number of coefficients but not the number of subbands.

Figure 5. An alternative implementation.

4 Simulation Results

The modified coder described in this paper will be called the MDWT coder. The same
coder but without applying the visual constraint will be called the DWT coder.

It is well known that there does not exist any objective distortion measure which
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We will instead compare the bit rate for the MDWT coder and the DWT coder when
they use the same quantization matrix. That way all maintained coefficients will be
quantized in the same way and the quality in the fovea region will be equal.

Thus, the procedure has been the following. For a given image we estimate the best
quantization matrix in a rate-distortion sense which results in a certain bit rate for the
DWT coder [5]. The image is then coded in the two coders using this quantization ma-
trix. Denote the resulting bit rates with RDWT and RMDWT. We define the compression
gain for the modified coder as,

(8)

Figure 6 shows the results when the images Barbara and Lena are coded. The view-
ing conditions are set to, d=0.5m, is=0.3m, ir=512, ef=2 degrees and focus in the centre.

Figure 6. The compression gain for the images Barbara (solid) and Lena (dashed).

As can be seen in Figure 6 the gain by the MDWT coder depends on the required qual-
ity. If the required quality is low the quantization will set the high-pass coefficients to
zero anyway. The gain is also dependent on the frequency content in the peripheral parts
of the image. The image Lena is smoother than the image Barbara in the peripheral parts
and the gain is therefore less for this image.

5 Conclusion

The coder described in this paper shows that there is a considerable additional potential
for data compression if one takes into account the point of regard of the observer. The
gain is dependent on the high frequency content in the peripheral regions of the image
and on the quality that is required. The benefit of the proposed coder is therefore most
prominent in a situation where the required quality is high.

In a previous work [1] we applied the visual acuity model described in section 2 to
a DCT based coder. The result was higher compression gain than for the MDWT coder
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described in this work. A research direction is therefore to investigate why. Probably is
the reason a better correspondence between the space frequency decomposition and the
visual constraint in section 2. A more adaptive decomposition of the space and frequen-
cy domain will probably result in an even better correspondence with the visual con-
straint. It would therefore be of interests to incorporate the visual constraint into a
wavelet packet coder.

Our future work will also be directed towards investigating the filter spreading out-
side the Heisenberg boxes. The result could be a better method to predict the effective
size of the filters in the space and frequency domain.

Another direction will be to investigate the real-time performance. Simple visual
tests with static images under fixation of the focus have been done. The observers have
then only reported minor artifacts. However, a real-time system is necessary too inves-
tigate the visual aspects better.

A necessary requirement for a system which uses an eye-movement controlled cod-
er is that it can handle the delay introduced by the encoder and the transmission. This is
an issue which is not covered in this paper but which will require special attention [11].
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Abstract. This paper proposes a variable frame-rate video coding method based
on global motion analysis for low bit rate video coding. Variable frame-rate
video coding outperforms fixed frame-rate coding taking full adavantage of ad-
justing coding frame-rate according to the motion activity of video segments in
the video sequence to be coded. Bit-rate can be reduced greatly in those video
segments with low motion activity because lower coding frame-rate is used.
Global motion analysis is utilized to evaluate the motion activity. The video se-
quence is classified into segments with low, medium and high motion activity
according to global motion intensity. The results of variable frame-rate coding
and fixed frame-rate coding methods are compared with test model of H.263 in
order to evaluate the performance of proposed variable frame-rate coding
method. Bit rate is reduced compared with fixed frame rate coding with the
same image quality.

1 Introduction

Traditional video coding scheme, such as MPEG-1/MPEG-2, is fixed frame-rate
(FFR) and based on statistical principle. It is independent on video contents, so the
optimal compression performance usually can not be gotten with it. FFR coding will
waste valuable resources in many situations because there are quite a few shots con-
sisting of still images or low motion activity. There is no need to transmit still images
at 25 frames/s or 30 frames/s. Nowadays more and more researchers focus on video
content analysis. Much research achievements have been made in content-based video
analysis [1]. So content-based video coding is becoming possible. MPEG-4 is the
object-based coding standard, which supports object-oriented interactivity, and it has
better compression performance compared with conventional frame-based coding
because different coding scheme is selected to use for different video object according
to its specific attributions. MPEG-7 is a new developing standard, which will provide
a multimedia content description interface standardizing the content description.
When a video is decomposed into more meaningful segments with some homogeneous
attributes, compression could be optimized in source coding. Tian and Zhang [1]
introduce the concept of content-based variable frame-rate (VFR) compression, which
belongs to content-based video compression. In that concept there are three kinds of
frame-rate, one is the source frame-rate, the second is transmission frame-rate and the
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c© Springer-Verlag Berlin Heidelberg 2001



Variable Frame-Rate Video Coding Based on Global Motion Analysis 427

third is playback frame-rate. They can be different in content-based video coding. The
transmission frame-rate maybe is much lower than playback frame-rate or source
frame-rate, and it is determined based on various factors such as activity levels of
shots and communication channel capacity. Taking the low frame-rate as transmission
frame-rate can save transmission bandwidth, storage space. Saw [3] investigates the
video coding system with content analysis. The system performance is improved be-
cause of utilizing the analysis results in coding. Content-based video coding is a good
solution of low bit-rate video coding. Variable frame-rate coding method proposed by
Guaragnella [6] uses frame difference to evaluate the motion activity, but it can only
be available for the videos with still background and frame difference usually can not
reflect the motion activity correctly when motion change is large. Kim [7] selects
coding frame-rate according to the current available transmission bandwidth of net-
work. The system emphasizes the transmission quality not on the compression per-
formance. Chen [8] proposes a source model in coding, which can estimate the num-
ber of coded bits when a given quantization step is used. Then they can select the
frame-rate in order to get the constant image quality. Their method is still based on
statistics without content analysis. The availability of the prediction model is very
important in their system, but there is no general model in existence.

Motion information is a very important factor in the compression. The effect of mo-
tion compensation will determine the compression performance directly. There are
two kinds of motion in the video: the one is global motion of background, and the
other is the local motion of foreground. The area of background is usually larger than
that of foreground. So the motion of background is more important than the local
motion with regard to compression performance. In this paper we will use the global
motion as the main cue in the video content analysis, which can reflect the motion
activity of background. Robust and fast global motion estimation (GME) is our former
research work in global motion compensation coding in MPEG-4 [4][5]. We classify
video sequence into coding segments with low, medium and high motion activity. The
motion activity is measured with global motion parameters. In this paper we only use
two translational motion parameters mainly. The different coding frame-rate is applied
in different segments according to its motion activity.

The paper is organized as follows. The methodology of variable frame-rate coding
is explained, and the method of motion activity analysis is introduced in detail in sec-
tion 2. Experimental evaluation is given in section 3. The comparison is made between
VFR and FFR coding with test model (TM) of H.263. A short discussion and conclu-
sion are presented in section 4.

2 Variable Frame-Rate Video Coding

There are two main modules in the VFR video coding system with different functions.
The first is video content analysis module, which will decompose the video into seg-
ments with different motion activity and determine the motion activity level of every
segment. The second is the variable frame-rate coding module, which will encode the
given segments with different frame-rate according to its motion activity level. They
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will be discussed in detail in the following parts. There are three main steps in VFR
coding system.
(1) Calculate translation motion parameters of two consecutive frames with global
motion estimation;
(2) Decompose the video sequence into coding segments with different motion activ-
ity according to the intensity of translation motion;
(3) Encode the coding segments with different frame-rate according to motion activity.

2.1 Motion Activity Analysis

MPEG-7 defines motion activity of video shot [2]. But their aim is for content-based
retrieval. In VFR coding, motion activity analysis is to analysis the motion intensity in
order to determine the coding frame-rate. The coding frame-rate of high motion activ-
ity will be higher than that of low motion activity. Global motion is the motion of
background, which is induced by camera motion, and it is dominant motion because
the area of background is usually larger than that of foreground. Thus global motion
will determine the coding performance. So global motion will be used to determine
the motion activity of the given segment. There are three levels of motion activity
according to the intensity of global motion: low, medium and high.

In global motion estimation six-parameter affine motion model is used, which is
represented in equation (1). [ ]Τyx , is a pixel’s position in the current image, and

[ ]Τ′′ yx , is the corresponding pixel’s position in the reference image. The relation

between them is:

++=′
++=′

feydxy

cbyaxx (1)

Detailed algorithm of robust GME can be referred in [4][5]. In affine models of
equation 1, parameter c and f is the translation motion parameters in horizontal and
vertical directions. We will identify the motion activity of segment according to these
two translation motion parameters.

Figure 1 (page 4) shows the motion activity segment result of stefan sequence ac-
cording to two global motion parameters. There are three levels of motion intensity:
low motion activity (LMA), medium motion activity (MMA), and high motion activity
(HMA). We first set two predefined thresholds: ThreshodL and ThresholdM.

ThreshodL = SR/4 , ThresholdM = SR/2 ; (2)

In equation (2) SR is the searching range of motion estimation in video coding. SR
is 16 in the experiment. The motion activity determination rule of frame is presented
as follows (TMx and TMy represent translation motion parameter in X and Y direction
respectively):

If ( (|TMx| < ThresholdL) and (|TMy| < ThresholdL) )
Then current frame belongs to LMA;

Else If (((ThresholdL<|TMx|<ThresholdM)and(|TMy|<ThresholdM))
or ((ThresholdL<|TMy|<ThresholdM ) and (|TMx|<ThresholdM)))

Then current frame belongs to MMA;
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Else If ( (|TMx|>ThresholdM) or (|TMy|>ThresholdM ) )
Then current frame belongs to HMA;

End If
After determining the motion activity of every frame then we can group the con-

tinuous frames with same motion activity into segments, which will be regarded as
coding units with fixed frame-rate. But there will be some segments with only a few
frames. In order to deduce the number of segments, we add a constraint in grouping.
The segment will be incorporated into adjacent segment with higher motion activity
between its two adjacent segments if the total frame number of this segment is less
than 10.

There are ten segments in according to the two thresholds and the segmenting con-
straint in figure 1. The frames of every segment are no less than 10.

2.2 Variable Frame Rate Coding

Variable frame-rate video coding module will encode the decomposed segments with
different coding frame-rate according to the motion activity. There are three kinds of
coding frame-rate corresponding to three kinds of motion activity level. We define
these coding frame-rate as follows:

FRL = a*FRs, FRM = b*FRs, FRH = FRs; (3)

FRL, FRM and FRH represent the coding frame-rate for low motion activity, medium
motion activity and high motion activity respectively. FRs is the source frame-rate of
video sequence. We set a and b parameters in the experiment as: a=1/3, b=1/2. The
motion intensity increases because lower frame-rate is used in the low motion activity
segment. But there usually exists a constraint in order to guarantee that the motion
vector does not exceed the searching range of motion estimation in coding.

Thresholdx* (FRs / FRx) ≤ �SR, where x is L or M (4)

The first frame of coding segment will be encoded as I-Frame in the VFR coding
module, so that the quality of successive frames encoded as P-Frame can be improved
and the image quality will not change too much between continuous segments. And
then the coding module will use the predefined I-Frame gap to encode the segment.
Figure 2 (page 4) shows the whole procedure of VFR coding.��

3 Experimental Evaluation

In order to evaluate the VFR coding method proposed in this paper. VFR and FFR
coding schemes are compared with the test model (TM) of H.263. Some video testing
sequences in MPEG-4 testing data are selected. They are listed in table 1. All these
sequences have strong global motion, and they are used to evaluate global motion
estimation and global motion compensation coding by MPEG-4 video group. Coding
segments in table 1 is the number of segments decomposed from the video according
to the global motion parameters. The coding results are shown in the graph of PSNR
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and Bit-Rate. PSNR of luminance (Y) and two color components (Cb,Cr) with two
coding schemes are drawn in the graph. In experiment fix quantization parameter is
used and no rate control is applied.

Table 1. Testing sequences

Sequence Format/Frames Source FR (fps) Coding Segments

Stefan SIF/300 30 10

Bus SIF/298 30 6

Coastguard CIF/300 30 3
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Figure 3. Coding results of stefan sequence
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Figure 4. Coding results of bus sequence
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Figure 5. Coding results of coastguard sequence

VFR coding scheme outperforms FFR coding scheme from the comparisons of the
figure 3, figure 4 and figure 5. There is 1.0dB-2.0dB objective quality increment for
PSRN-Y (luminance) on condition of the same bit-rate for all these three sequences
compared to FFR coding, and PSNR of Cb and Cr of VFR is also higher than that of
FFR considering the same bit-rate. On the other hand there is about 40% bits saving
with VFR coding scheme under the condition of the same PSNR-Y. We also evaluate
the subjective decoded image quality. The image quality of VFR is better than that of
FFR under the condition of the approximate same bit-rate. The improvement is visi-
ble.

4 Summary

Variable frame-rate video coding is a potential coding scheme because it is based on
video content analysis, which has a high compression performance. From the compari-
sons of FFR coding, the method of evaluating motion activity is effective and VFR
coding method proposed in this paper is available, and the gain of coding performance
is substantial. There are two main modules in VFR coding system proposed in the
paper. The first is motion analysis module and it classifies the video into coding seg-
ments. The second is coding module, and it encodes coding segments with variable
frame-rate according to motion activity level. The key problem in VFR coding is how
to analysis the motion activity from video content. This paper investigates the motion
analysis with global motion information. The proposed system is more complex than
that of conventional coding system such as H.263 because content analysis is added.
But the performance of our VRF coding system will be improved with robust and fast
global motion estimation. The global motion information can also be referred in local
motion estimation in the latter coding module, so that the speed of coding module can
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be accelerated greatly. Thus global motion estimation is very valuable in our VFR
coding system.

The compression performance will be better if global motion and local motion are
considered to evaluate the motion activity of video. First local motion region can be
extracted with global motion compensation. Thus we can measure the motion activity
of local motion region. Then we can evaluate the motion activity of video with the
combination of the motion activity of global motion region and the motion activity of
local motion region. The method of motion compensation frame interpolation is also
important when decoding the VFR coded stream. It will further improve the subjective
quality especially the motion continuity.
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Figure 1. Motion activity segment result of stefan sequence according to global motion pa-
rameters (LMA: Low Motion Activity, MMA: Medium Motion Activity, HMA: High Motion
Activity)
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Figure 2. The flowchart of VFR coding module
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Abstract. Restoring an image from its convolution with an unknown blur 
function is a well-known ill-posed problem in image processing. The 
generalized cross validation (GCV) approach was proposed to solve the 
problem and it has shown to have good performance in identifying the blur 
function and restoring the original image. However, in actual implementation, 
various problems incurred due to the large data size and long computational 
time of the approach are undesirable even with the current computing 
machines. h this paper, an efficient algorithm is proposed for blind image 
restoration. For this approach, the original 2-D blind image restoration problem 
is converted into 1-D ones by using the discrete periodic Radon transform, 1-D 
GCV algorithm is then applied hence the memory size and computational time 
required are greatly reduced. Experimental results show that the resulting 
approach is faster in almost an order of magnitude as compared with the 
traditional approach, while the quality of the restored image is similar. 

1 Introduction 

In many practical situations, image formation process can be adequately formulated 
by the following linear model [I]: 

where N is the image size, f(x,y) is the original image, g(x,y) is the observed image, 
h(x,y) is the point spread function (PSF) and n(x,y) is the additive noise due to the 
imaging system. The problem of blind image restoration is to recover the unknown 
original image f(x,y) from a given blurred image g(x,y) without the knowledge of the 
PSF h(x,y). One of the important classes of approach for solving the blind restoration 
problem is by modeling the true image as a 2-D autoregressive (AR) process and the 
PSF as a 2-D moving average (MA) process. Based on these models, the resulting 
blurred image is represented as an autoregressive moving average (ARMA) process. 
Identifying the ARMA parameters allows us to identify the true image and PSF. 
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One of the most popular methods in this class is the generalized cross-validation 
(GCV) approach [2]. The GCV approach determines the parameters by minimizing a 
weighted sum of prediction errors. This criterion has been shown to possess certain 
properties that are superior to other approaches in the context of regularization 
parameter estimation [3]. Nevertheless, the GCV approach is often criticized due to 
the extensive numerical searches for minimizing the GCV score. Efficient approach 
[4] was proposed to first estimate the unknown PSF parameter set and regularization 
parameter from raw data, and then make use of a computationally inexpensive 
preconditioned conjugate gradient algorithm to solve the non-blind problem. Efficient 
estimation of the PSF becomes the major concern. In this paper, we consider adopting 
the discrete periodic Radon transform (DPRT) [5] for the estimation of the PSF. By 
using the DPRT, a 2-D signal can be processed by some 1-D approaches to reduce the 
complexity. Experimental results show that the new approach is much faster than the 
traditional one, while the quality of the restored image is similar. 

1.1 Discrete Periodic Radon Transform 

The DPRT on Z; and z2 and their inversions are proposed in [5], where P is a 
2" ' 

prime integer and n is any positive integer. Due to page length limit, we describe only 
the prime length case. Let f(x,y) be a 2-D function, where x,y E (0, 1, ..., P-1); P is 

prime. The DPRTs off(x,y) on Z; is given as follows [S]: 

where <A>D means the residue of A modulo D; d,m E {O,..,E-1). The DPRT has a 
few useful properties. Among them, the circular convolution property is particularly 
relevant to the current problem. It is shown in [5] that the circular convolution of two 
functions with size PxP (where P is prime) can be converted into P+I  1-D length-P 
circular convolutions in the transform domain. That is, if g(x,y) is the result of the 2- 
D circular convolution between two 2-D functions f(x,y) and h(x,y), then 

where m E (0, ...Q- 1 ) and (23 stands for 1-D circular convolution. The hnctions 

{ gk ( 4  , ggb (4 ),I h$ (d)  , hgb (d )  1, and { fg ( d )  , fob (d)  ) are the DPRT of g(x,y), 

h(x,y), and f(x,y), respectively. By performing the inverse DPRT on g$(d)  and 

(d )  , g@,yl can be obtained. The inverse DPRT on 2; is given in [S] : 
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1.2 GCV For Image Restoration 

The image formation process can be modeled as a 2-D AR process: 

where f is the original image; u is an independent zero-mean white noise process with 
variance 0:. Rn is the nonsymmetric half-plane support of the AR process. Eqns.1 
and 5 can be rewritten in matrix form as follows: 

where the 2-D signals have been lexicographically ordered and expressed in matrix- 
vector notation. Eqn.6 can be combined to form a single equation: 

The blur identification problem becomes a matter of determining the parameters of an 
ARMA model. It can be achieved using the GCV algorithm. 

The concept of applying cross-validation to image restoration is quite simple. For a 
fixed value of the model parameters, a restored image is determined using all but one 
values from the observed image. The restored mage is then reblurred to predict the 
observation that was left out of the restoration. The parameter set which minimizes 
the mean-square prediction error over all the observations is chosen as the optimal 
estimate. Due to the difftculty in implementation, the cross-validation approach is 
modified [2] to become the generalized cross-validation approach. The parameter set 
which minimizes the GCV score as follows is taken to be the final solution: 

where H, A and G are the DFT of h, a and g, respectively; H* and B* are the complex 
conjugate of H and B, respectively; and B = 1 - A .  Here we assume that the matrices a 
and h are circulant, i.e. the image is blurred by a circular convolution operation. 
Besides, the following assumptions are often made to fixther reduce the complexity 
[2,6]: (i) the AR model can be adequately described by only two parameters: ale = p,,, 
a01 = f i  and a11 = -p,p,; (ii) the blurring process is energy conservative. 

2 Converting 2-D GCV To 1-D GCV 

The idea of using the DPRT for blind image restoration is very simple. Recall eqn.6 
and rewrite it using the 2-D circular convolution operator m2 : 
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Since the supports of the PSF and AR model are often much smaller than the image, 
the functions h" and a" as shown in eqn.9 refer to the original h and a padded with 
appropriate number of zeros to enable them to have the same size as the image 

support. Assume that the DPRT of g, f: L, a,  u and n are (gk ,g:), !$, f: ), 
,, , and nh,ns , respectively, where m = 0, ..., 2"-1; s = 0, (h" ; .h" : ) , (a"h , z ! ) ,~cub)  ( b )  

..., 2"-'-1 and the size of all functions are NxN, where N = 2"; n E Z .  Then fiom the 
circular convolution property of the DPRT, we have 

Eqn.10 shows that the original 2-D problem is converted into 3N/2 1-D blind (-. - b )  image restoration problems. 1-D GCV algorithm can be applied to estimate h,, hs , 
(a";, a"!) fiom (gk , g:). The 1 -D GCV score for the rn projections become: 

where is the DFT of Kk and (fig )*, ( E L  )* are the complex conjugate of fig , 
E; . The parameter set & becomes b,, LA, a"; 1. The 1-D GCV scores for the s 

projections are similar to eqn.11 with all rn replaced by s. Based on the result 
obtained from the 1-D GCV estimation, we can reconstruct L and a" based on 

(h";,i;sb), (a";, a":) using the inverse DPRT [ 5 ] .  The restored image can be obtained 

by any computationally inexpensive restoration algorithm based on h and a". 
Unfortunately, this intuitive idea in general does not work properly. As the DPRT 

is non-orthogonal, the 3Nl2 1-D GCV restorations have the total computational 
complexity not so much lower than the original 2-D problem. Furthermore, the DPRT 
of a compact-supported function may not be compact-supported. It implies that more 
parameters will be required to estimate than the original 2-D approach. Let us use an 
example to illustrate the problem. Assume that both g and f have the size of 256x256. 
Assume also that h and a have the size of 5x5 and 2x2, respectively. Hence originally 
the parameter set contains on1 30 parameters required to be estimated. In eqn. 10, the 

(- - b )  (-c -bJ  support for h k ,  h, , a, ,as can be up to 256, i.e. the size of the image support. 
Hence for each m and s, up to 256 parameters are to be estimated. 
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3 Proposed Approach 

An alternative approach is proposed. First, it is interesting to note that, depending on 
the size of h and h" , some of the projections of h" are compact-supported. 

Lemma 1: Given that a function h" with size NxN is formed by padding 
appropriate number of zeros to another function h with size PxP, where N = 2"; n EZ 

and P is a prime integer. If the DPRT of h" is ( ~ k ( d ) , i ; ~ ( d ) ) ,  where m, d = 0, ...a- I; 
s=O, ..., N/2-I, then 

h"k(d)=0 i f  { P l d l N - 1 - m ( P - 1 )  and m < R )  (12) 
and if { P + ( N - m ) ( ~ - l ) < d < N - 1  and m > N - R }  

h",h(d)=0 if { P l d < N - l - 2 s ( ~ - l )  and s < R / 2 )  

and if { P + ( N - 2 s ) ( P - l ) l d < N - 1  and S > N - R / ~ ]  

where R = (N - P) / (P - 1). The proof of Lemma 1 can be found in [7]. Lemma 1 
shows that when m and s are very small or big numbers, there will be a consecutive 
sequence of zeros exists in the corresponding projections. This implies that the first 
and the last few projections of the total 3N/2 projections are essentially compact- 
supported. When applying the 1-D GCV algorithm to these projections, the number 
of parameters to be estimated is much less than the others. Besides, we now fiuther 
show that only some of these essentially compact-supported projections are useful for 
reconstructing the original compact-supported PSF h. 

Lemma 2: Given that a function h" with size NxN is formed by padding 
appropriate number of zeros to another function h with size PxP, where N = 2"; n  EZ 

and P is a prime integer. Assume that the DPRT of is (h"; ( d ) , i ; ~  ( d ) ) ,  where m, d = 

0 ,.... N-I; s = 0 ,..., N/2-I, and the DPRT of h is (hk, h i ) ,  where m, d = 0 ,..., P-I. 

Assume also that N > (++I), then 

m- ~ / P L  
(ii) h i  ( d )  = h ; ( < d + ~ ( ~ - n ) > ~ )  

for 0 I m < PI2 and d = 0, ..., P-1. The proof of Lemma 2 can be found in [7]. Lemma 
2 shows that by appropriately adding the data of the essentially compact-supported 

projections obtained from (h"; (d),  i;,b ( d ) )  , we can reconstruct (h& , hi  ). More 

importantly, only P + I  projections are required for the reconstruction of (h:, hob) as 

compared to the original 3N/2 projections. The complexity is greatly reduced. 
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Besides estimating the PSF h, the estimation of the image model parameter a is 
also important. Recall that images are assumed to be represented by an AR model aii 
with only two unknowns: ale = p,, a01 = pb and all = -p,ph . With this simple 
structure, all parameters can be obtained from the DPRT projections of a as follows: 

Hence once ;ioC and ;iob are obtained from the 1-D GCV algorithm, p,, and ph can also 

be obtained. The proposed DPRT blind restoration algorithm is summarized below: 

1. Perform the DPRT on g to obtain kg, g;) . 
2. Select g; and P other projections from & of which the corresponding 

projections of are compact-supported. More specifically, we select the first 

[PI  21 and the last L P /  21 projections of g; and projection g,b . 

3. 1-D GCV algorithm is then applied to identify (KG,;:) and (Z;,i$) for the 

selected projections. 
( c b )  (-c - b )  4. Reconstruct h,, ho from h,,ho using eqn.13. 

5. Obtain a fiom (i;, 8)  using eqn. 14. 

6. Obtain h from (h; , h t  ) using the inverse DPRT algorithm. 

7. Based on the estimated h and a, obtain a by direct searching and using the 2-D 
GCV score as the stopping criterion. 

8. Restore the image using the estimated h, a, and a. 

4 Experimental Results 

Both the traditional 2-D GCV blind image restoration algorithm and the proposed 
DPRT based algorithm were implemented using Matlab. Standard testing images, 
such as, Lenna and Pepper, etc. were used and blurred by a symmetric 5x5 PSF. 
Additive white Guassian noise was then added to the blurred images in two different 
noise levels: BSNR = 30dB and 40dB. The numerical search of the GCV algorithm 
was implemented using the Matlab routinefnaincon. The initial conditions for the 2-D 
GCV approach were: 

= 0.0001; p, = 0.8; ph = 0.8; hO0 = 1; hij = o if i, j + 0 )  

The initial conditions for the DPRT based algorithm were: - b, =O.OOOI:pv =O.&ph =0 .8 :b~(O)=I ;  K&(d)=0 if d t 0 )  

The results in terms of accuracy and complexity in all experiments were recorded and 
averaged. Table 1 shows the comparison result. It is noted that, in both noise levels, 
the total number of operations required for the proposed approach is only about 4% 
of the 2-D GCV algorithm. This result is foreseeable because the major operation 
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done in each iteration of the GCV algorithm is an FFT. By converting the 2-D GCV 
algorithm to become P+1 1-D ones, the 2-D FFT required in each iteration is also 
converted into P+1 1-D FFTs. Hence the complexity is greatly reduced from 
O(N2log2N

2) to O((P+1)Nlog2N), where N >> P. 

Table 1. Comparison in terms of arithmetic operations 

 2-D GCV Proposed DPRT approach 
BNSR Iteration 

number (I) 
Flops per 
iter. (F) 

I*F Iteration 
number (I) 

Flops per 
iter. (F) 

I*F + 
DPRT

40dB 361 5.6x106 2.0x109 1,515 40,759 6.3x10
7

30dB 318 5.6x106 1.8x109 1,648 40,759 6.8x10
7

Table 2. Comparison in terms of accuracy achieved 

 2-D GCV Proposed DPRT approach 
BNSR Restored image 

(SER)
Estimated PSF 
accuracy (SER) 

Restored image 
(SER)

Estimated PSF 
accuracy (SER) 

40dB 25.82 dB 14.16 dB 26.78 dB 14.12 dB 
30dB 23.10 dB 12.68 dB 23.42 dB 13.84 dB 

Table 2 illustrates the accuracy of both approaches. The results in Table 2 show 
that the accuracy of the proposed DPRT approach is not inferior to the traditional 2-D 
approach, particularly in high noise level. Fig.1 to 4 show the actual restored images 
given by both approaches. It is seen that no observable difference can be found from 
the restored images obtained by the two approaches. 

5   Conclusion 

In this paper, efficient algorithms are proposed for blind image restoration. By using 
DPRT, the original 2-d blind image restoration problem is converted to some 1-d 
ones hence greatly reduces the memory size and computation time. Experimental 
results show that the proposed DPRT based approach consistently uses less arithmetic 
operations than the 2-D GCV approach. The overall saving can be as much as 96%. 
Apart from the saving in computation time, the accuracy of the proposed approach is 
not inferior to the traditional one in both objective and subjective measures.  
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Fig. 1. Original Image Fig. 2. Blurred and noisy image (BSNR = 
30dB)
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Fig. 4. Restored image using the proposed 
approach (SER = 22.66dB) 
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Abstract. The set partitioning in hierarchical trees (SPIHT) coding algorithm,
proposed by Said and Pearlman, provides effective progressive and embedding
property. However, for images with high energy that is randomly dispersed
throughout high frequency subbands in the wavelet domain, the SPIHT does not 
fully exploit energy compaction of the wavelet transform and thus becomes less 
efficient to represent these images. This paper presents an energy compaction
method, block reordering wavelet packet SPIHT (BRWP-SPIHT) coding, to
enhance the image visual quality. The block reordering technique divides the
wavelet coefficients into blocks and reorders these blocks depending on the
significance of each block. The simulation results show that BRWP-SPIHT is
superior, on average, to SPIHT by 0.6 dB for texture rich images. Subjectively, it 
also shows significant enhancement to the quality of the reconstructed image,
particularly for images with fractal and oscillatory patterns. 

Index Terms – Block reordering, Energy compaction, Wavelet packet, SPIHT,
image coding.…

1   Introduction

Many wavelet-based embedded image coders, such as Shapiro’ s embedded zerotree
wavelet coding (EZW) [1], Said and Pearlman’ s set partitioning into hierarchical tree
(SPIHT) [2], Chai’ s significance-linked connected component analysis (SLCCA) [3],
and Taubman’ s embedded block coding with optimized truncation (EBCOT) [4],
provide progressive coding properties. 

Said and Perlman’ s SPIHT with a set partitioning sorting algorithm with ordered bit
plane transmission generally performs better than EZW for still images. However,
SPIHT coding is less efficient to represent an image that has randomly dispersed
horizontal or vertical energy distributions in the high frequency subbands of wavelet
transform, such as the test image “Barbara”. Some of the images, such as “Goldhill” 
and “Fingerprints”, have fractal patterns that are important to human visual quality.
Unfortunately, those fractal patterns have small corresponding wavelet coefficients and
are often quantized to zero by SPIHT at a low to medium bit rate. 

Most zerotree coding algorithms, such as EZW, SPIHT and SLCCA [1]-[3], are
based on the wavelet decomposition tree structure of Mallat. Taubman used the
wavelet packet decomposition for EBCOT [4]; Meyer proposed the fast adaptive
wavelet packet for oscillatory textured images [5]. All these authors support the claim
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that the wavelet packet performs preferably visual quality for those images with fractal 
patterns than the conventional wavelet decomposition structure [4]-[6]. In this paper,
we apply SPIHT to wavelet packet decomposition and propose a block reordering
technique for increasing coding efficiency. In LH, HL, and HH high frequency
subbands of the first layer of DWT, a subband is divided into a number of blocks and
SPIHT is operated on each subband independently. The energy compaction is achieved
by the reordering technique which reorders the wavelet blocks according to the energy
of each block. Hence, SPIHT can be applied in a more effective way and results in
more efficient compression. Section II describes the block reordering wavelet packet
SPIHT (BRWP-SPIHT) algorithm. Section III presents the variable block size BRWP-
SPIHT method (VBRWP-SPIHT) that is a recursive version of BRWP-SPIHT. The
results of the simulation comparison of SPIHT, MRDW, SLCCA, BRWP-SPIHT, and
VBRWP-SPIHT are shown in Section IV. Conclusions are given in the final section.

2   Block Reordering Wavelet Packet SPIHT

In SPIHT algorithm, the wavelet coefficients are first organized into spatial orientation
trees. The SPIHT algorithm consists of two passes, namely the sorting pass and the
refinement pass. The sorting pass is used to find these significant pixels that were
defined as insignificant before the current threshold scan. Those pixels transmitted in a 
previous sorting pass, are set as the refinement pass. The list of insignificant pixels
(LIP), the list of significant pixels (LSP), and the list of insignificant sets (LIS) are
used to indicate whether these pixels are significant or not.

2.1   Energy Compaction

The SPIHT coding is based on the pyramid structure to exploit the correlation among
subbands. Some of images have large energy which is randomly dispersed in high
frequency subbands. Unfortunately, the original SPIHT requires a significant amount
of bits to exploit the correlation between the lowest band and the high frequency
subbands for this kind of images. The block diagram of the BRWP-SPIHT method
proposed in this paper is shown in Fig. 1. Images are first decomposed into four
subbands by discrete wavelet transform (DWT). All subbbands in the first layer are
again decomposed by a five-level pyramid DWT. Since the high frequency subbands
are further decomposed, the overall decomposition process is in the category of wavelet
packet transform. The original SPIHT is applied to the LL band as the convential
approach does. For increasing the SPIHT coding efficiency, high frequency subbands
are rearranged before SPIHT is applied. Each high frequency subband in the first layer
with five-level pyramid structure, i.e., LH, HL, and HH, is divided into a number of

blocks nB , where n=1, 2, 3, representing three high frequency bands. If any wavelet

coefficient in block b  exceeds the scan threshold iT (the initial threshold 0T  is half of

the maximum magnitude of wavelet coefficients) of SPIHT then the wavelet block b is
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considered as significant and the block counter bN  increases by one. These wavelet

blocks are reordered according to the number of significant wavelet coefficients in

bN , with the maximum bN  in the top left corner, to obtain the energy compaction of

these high frequency subbands. 

We search over all coefficients and find all of the significant wavelet blocks at iT ,

then these blocks are zig-zag scanned for SPIHT, shown as in Fig. 2. In the next

threshold 1+iT  search, wavelet blocks which are insignificant at iT  can be identified as

new significant wavelet blocks based on the block counter. A reordering example for
the HL subband of Barbara is shown in Fig. 3.  Fig. 3(a) shows the three-level DWT of
Barbara in the HL band. The reordered result of 64 wavelet blocks in the HL band is
shown in Fig. 3(b). It is easily observed that energy is more concentrated at the upper
left corner after reordering. By experiments, the 256-wavelet block for 512 x 512
images is the best choice when both the bitrate overhead and the performance are taken
into account.

2.2   Bit Allocation

Bit allocation aims to adjust the bit rate nr  of each subband in the first layer, where

n=0, 1, 2, 3, representing LL, LH, HL, and HH subbands, to minimize the

reconstruction error for a fixed total rate cR . Because each significant coefficient will

be quantized by SPIHT explicitly, the bit allocation is determined by the number of
blocks in each subband. 
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Where nw  is the weighting factor for each subband, and nS  is the sum of

significant blocks in the n-th band. From the simulation results, 10 =w ,

and 1.1=nw , n=1, 2, 3, yields the best input quality for texture images.

3 Variable Block Size
with Block Reordering Wavelet Packet SPIHT

In this section, a multiple-layer variable block size BRWP-SPIHT (VBRWP-SPIHT)
is proposed. It has two differences from the previous BRWP-SPIHT. Namely, the
reordering is restricted in the upper left quadrature and the upper left quadrature blocks
can be divided recursively, shown as in Fig. 4. To further achieve energy compaction,
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the first block in the zigzag scan, i.e, the most upper left block, is divided into four sub-
blocks. The block division in the left quadrature blocks can be performed in multiple
layers to achieve maximum energy compaction. 

In the sorting process of BRWP-SPIHT the block position must be recorded, and
transmitted to the decoder as side information. The upper-left quadrature is usually the
most energy concentrated area, where block reordering has significant effect in energy
compaction, while the others have less reordering effect. In VBRWP-SPIHT, the
amount of recorded information can be reduced significantly.

4 Experimental Results

4.1 PSNR Comparisons

We perform simulations with various DWT based coding algorithms, including
SLCCA [3], MRWD [7], SPIHT [2], as well as the proposed BRWP-SPIHT and
VBWP-SPIHT methods, at the same bit rate to compare peak signal-to-noise ratios
(PSNR). The 9-7 biorthogonal wavelet filters of Daubechies [8] and 512 x 512
Barbara, Goldhill images are used. In BRWP-SPIHT, 256 wavelet blocks are used for
each high band. In VBRWP-SPIHT, 64 wavelet blocks are used for each high band in
each layer of a three-layer structure. Table 1 compares the performance at various bit
rates of SLCCA, MRWD, SPIHT, BRWP-SPIHT, and VBRWP-SPIHT for Barbara
and Goldhill. For Barbara, on average, VBRWP-SPIHT outperforms SPIHT by about
0.6 dB, SLCCA by about 0.12 dB, and MRWD by about 0.45 dB. The BRWP-SPIHT
outperforms SPIHT by about 0.58 dB, SLCCA by about 0.11 dB and MRWD by
about 0.44 dB. For Goldhill, on average, VBRWP-SPIHT and BRWP-SPIHT perform
about equally as SPIHT based on PSNR. These results show that the block reordering
technique of our proposed algorithms provide more efficient way to encode the
significant wavelet coefficients than others methods.

4.2 Perceptual Quality

Fig. 5(b)-(d) shows the results for the pants of Barbara using SPIHT, BRWP-SPIHT
and VBRWP-SPIHT at 0.25 bpp. Fig 5(a) shows the original source of Barbara. It is
observed that the oscillating patterns are blurred by SPIHT coding, as shown in Fig.
5(b). However, the proposed methods still maintain good perceptual quality at low bit
rates. Fig. 6(b)-(d) shows the reconstructed results for Goldhill using SPIHT, BRWP-
SPIHT and VBRWP-SPIHT at 0.444 bpp. Fig 6(a) shows the original source of
Goldhill. Most details on the roof of the house are erased by SPIHT as shown in Fig.
6(b). However, BRWP-SPIHT and VBRWP-SPIHT can maintain those details as
shown in Fig. 6(c)-(d). It is observed that those oscillating patterns can be truly
preserved by VBRWP-SPIHT and BRWP-SPIHT.
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5  Conclusion

We have presented the block reordering technique for wavelet packet SPIHT. It is
particularly suitable for images with fractal patterns or oscillating patterns. The block
reordering algorithm with wavelet packet has three advantages: 1) the energy
compaction in the upper left of high frequency subbands can improve the SPIHT
coding efficiently. 2) the wavelet packet decomposition provides flexible structure for
high frequency subbands, and thus yields better performance with SPIHT coding. 3)
the multiple layer with partial reordering can make the block reordering fast. According
to the experimental results, the proposed methods improve not only the PSNR values
but also perceptual image quality.
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TABLE 1. Comparisons of reconstructed images with various compression methods for
“Barbara” and “Goldhill”.

Barbara

Goldhill

Fig. 1. BRWP-SPIHT encoder block diagram

Fig. 2. Zig-zag scan for block reordering in BRWP-SPIHT.

BRWP-SPIHT
VBRWP-

SPIHT
SPIHT SLCCA MRWD

0.12bpp 25.33 25.36 24.86 25.36 25.27
0.25bpp 28.10 28.12 27.58 28.18 27.86
0.50bpp 32.12 32.15 31.40 31.89 31.44
0.75bpp 34.85 34.86 34.26 --- ---
1.00bpp 37.00 37.02 36.41 36.69 36.24

BRWP-SPIHT
VBRWP-

SPIHT
SPIHT SLCCA MRWD

0.12bpp 28.50 28.52 28.48 --- ---
0.25bpp 30.58 30.60 30.56 30.60 30.53
0.50bpp 33.13 33.15 33.13 33.26 33.15
0.75bpp 34.90 34.91 34.95 --- ---
1.00bpp 36.40 36.41 36.55 36.66 36.56
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(a)                                                                      (b)
Fig. 3. Block reordering example (a) DWT with three layer in HL band of Barbara (b) Energy
compaction after reordering  for HL band with three layer decomposition

Fig. 4. Zig-zag scan for VBRWP-SPIHT with  block reordering

(a)                                                                  (b)
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(c)  (d)
Fig. 5. Magnified detail at 0.25 bpp for Barbara image. (a) Original (b) SPIHT, PSNR=27.46dB
(c) BRWP-SPIHT, PSNR=28.10dB (d) VBRWP-SPIHT, PSNR = 28.11dB.

(a)                                                                    (b)

(c)                                                      (d)
Fig. 6. Coding results at 0.444 bpp for Goldhill image. (a) Original image. (b) SPIHT, PSNR = 
32.62dB.(c) BRWP-SPIHT , PSNR = 32.60dB. (d) VBRWP-SPIHT,PSNR = 32.62dB.
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Abstract. A novel motion activity descriptor and its extraction from a 
compressed MPEG (MPEG-1/2) video stream are presented. The
descriptor consists of two parts, a temporal descriptor and a spatial 
descriptor. To get the temporal descriptor, the “motion intensity” is first 
computed based on P frame macroblock information. Then the motion 
intensity histogram is generated for a given video unit as the temporal
descriptor. To get the spatial descriptor, the average magnitude of the 
motion vector in a P frame is used to threshold the macro-blocks into 
“zero” and “non-zero” types. The average magnitude of the motion 
vectors and three types of runs of zeros in the frame are then taken as 
the spatial descriptor. Experimental results show that the proposed 
descriptor is fast, and that the combination of the temporal and spatial 
attributes is effective. Key elements of the intensity parameter, spatial 
parameters and the temporal histogram of the descriptor have been 
adopted by the draft MPEG-7 standard [10].

1. Introduction

How to characterize the degree or intensity of a scene change and the
corresponding temporal pattern of that intensity is of great significance in content-
based system applications. Most previous work such as UCSB Netra V [2], IBM
CueVideo [9], Columbia Video Search Engine[1], etc. has applied motion feature for
content analysis, but none of the systems have addressed the above issue. It is the
first question addressed in this paper. The second question addressed in this paper is
how to describe the spatial distribution of the motion in a scene, i.e. how the mo tion
varies within a given frame. To solve the above problems, a motion activity descriptor
is proposed. The descriptor is a combination of two descriptors: a temporal descriptor
and a spatial descriptor, which address the temporal and spatial distribution of motion
respectively.

H.-Y. Shum, M. Liao, and S.-F. Chang (Eds.): PCM 2001, LNCS 2195, pp. 450–457, 2001.
c© Springer-Verlag Berlin Heidelberg 2001



A Motion Activity Descriptor and Its Extraction in Compressed Domain 451

In obtaining the temporal descriptor for motion activity, we first characterize a scene 
change into different intensity levels, called motion intensity . This is based on the
following observation. When describing video scene motion intensities, a person
usually uses several levels of description, for example, high, low, medium, etc. In
sports videos, a play can be characterized in terms of these intensity levels very
clearly. At the beginning of the play, the intensity of motion is small, and it goes up
and down with the progression of the play. This pattern is very similar to that of audio,
which can be characterized by rhythm.  After we get the intensity level of a scene, we
can further characterize the temporal change of the scene. Suppose that the video
sequence has been segmented into small units based on different measures [7], we can
then use the histogram of the intensity, here we call it motion intensity histogram
(MIH), to characterize the change of it. The MIH is taken as our temporal descriptor.

In obtaining the spatial descriptor for motion activity, we use motion vectors to
characterize the video frames into spatial regions. Motion segmentation of image into
regions tends not to be robust in practical applications. Therefore, instead of working
on the segmentation, we pursue a statistical approach. The general idea is to threshold
the macroblocks into zero and non-zero types based on whether it is above or below
the average motion magnitude. The average magnitude and the runs of zero types can
then be used to describe the spatial distribution of the motion and taken as our spatial
descriptor.

The primary reason for compressed domain video processing is that it can achieve
high speeds (see for example [8]). Therefore, in this paper we extract features from
compressed domain information directly. Since the P frames of a video are good sub-
samples of the original video, we confine our extraction to them.

2. Extraction of Temporal Descriptor for Motion Activity

2.1 Motion Intensity

To exploit temporal redundancy, MPEG adopts macroblock level motion estimation. In order
to reduce the bit rate, some macroblocks in the P or B frames are coded using their differences
with corresponding reference macroblocks. Since only P frames are used for later discussion of
camera control, the following discussion applies to P frames only. During motion estimation,
the encoder first searches for the best match of a macroblock in its neighborhood in the reference
frame. If the prediction macroblock and the reference macroblock are not in the same positions
of the frames, motion compensation is applied before coding. No_MC means no motion
compensation. When a macroblock has no motion compensation, it is referred to as a No_MC
macroblock.  Generally, there are two kinds of No_MCs: one is the No_MC intra-coded and
the other is the No_MC inter-coded. In typical MPEG encoder architecture, there exists an
inter/intra classifier. The inter/intra classifier compares the prediction error with the input
picture elements (pels). If the mean squared error of the prediction exceeds the mean squared
pel value then the macroblock is intra-coded, otherwise it is inter-coded.  The No_MC intra-
coded and inter-coded scheme can be obtained correspondingly.

Only P frames of MPEG macroblocks have No_MC inter-coded macroblocks. In fact,
in a special case, when the macroblock perfectly matches its reference, it is skipped
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and not coded at all. To simplify the illustration, the skipped frames are categorized the 
same as No_MC inter-coded frames as shown in figure 1. 

No_MC

Intra

Inter

Coded

Not Coded
(skipped)

Figure 1. No_MC in MPEG video macroblocks.
According to the definition of inter No_MC, we can see that when the content of

video changes are not too significant, and thus many macroblocks can be matched by
their reference frames, the number of inter No_MC macroblock in a P frame would be
high. For example, pauses in sports games often coincide with small object motion and
fixed cameras in videos, so the corresponding number of  inter No_MC macroblocks
would be very high.  On the other hand, when the content of the video changes
rapidly, and thus many macroblocks cannot be matched by their reference frames, the
number of inter No_MC macroblock in a P frame would be small. Here, we define the α-
ratio of a P frame as: 

 int _Numberof er No MC Macroblocks

TotalNumberof FrameMacroblocks
a = . (1)

From our experiments, we found that this ratio is a good measure of scene motion
intensity change and it conforms with human perception very well. The higher the
ratio is, the lower the scene motion intensity change is. Figure 2 shows two frames
from a football video, the first one extracted from the start of a play, which has a high α
= 86%, and the second one corresponding to the play in progress, which has a low α = 
5%.

Frame 1. α=0.86 Frame 2. α=0.05
Figure 2. Two video frames with different inter No_MC ratios

As our objective is to find motion intensity levels, it is not necessary to use α-ratios
directly for video motion description. So, we further quantize the ratio into several
levels. Here we use the logarithmic compandor [4] that has been widely applied to
speech telephony for quantization. First we compress the ratio into )(auG  using the

µ_law characteristic. By using this method, we can keep quantization steps higher for
high ratio values. Next, we use vector quantization methods to transform )(auG  into

lN  quantized change levels. A codebook of lN  entries is extracted from the )(auG

data set first, then )(auG  values are indexed using this code book. In our experiments,
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we set lN =5. We use the index of )(auG  as the quantized level, therefore the motion

intensity of a scene can be characterized by a level L =i, where i=1,2,3,4, 5. 
Figure 3 shows such quantization results on P frames 1500 to 2000 of a soccer video

(from MPEG 7 test data V18). The I and B frames in this interval are not used. The
original α-ratios are shown in figure 3.a. The quantized change levels are shown in
figure 5.b. Within the time range betweenframes 1880 to 1970, there is a pause of the
play. During the pause, the scene change has a very low value and the P frames within
the pause have high quantized levels.

a. Original α-Ratio b. Quantized α Level
Figure 3. The α-ratios and their quantized levels from part of the MPEG-7 data set. 

2.2  Motion Intensity Histogram 

Assume a video has been segmented into temporal segments (called video units),
where these video units can be a video sequence, a shot, or small temporal segments.
Then the histogram of the above levels can be used to characterize the segments’
temporal intensity distributions. Note that the histogram is not dependent on the
video segment size, therefore it can be easily scaled to multiple video levels. Therefore,
it supports hierarchical video content description. While much research effort has
been expended on frame level motion feature description, we believe that we  discuss
the temporal intensity distribution for the first time. The temporal intensity distribution
is similar to the histogram analysis that has been used for region based image
processing [6].

Given a video unit, we define our temporal descriptor as the corresponding motion
intensity histogram of the unit: MIH 0 1 2 3[ , , , , ]

lNp p p p p= … . Where ip  is the percentage of

the quantized motion corresponding to the i-th quantization level, and 
1

1
lN

i
i

p
=

=∑ . Here

we set lN =5. The intensity level within a small video temporal region usually keeps

stable. Therefore this vector also conforms to human perception very well.

3. Extraction of Spatial Descriptor for Motion Activity

We use the magnitude of motion vectors with a run-length framework to form a 
descriptor [2]. The extraction is as follows:

For a given P frame, the “spatial activity matrix” mvC  is defined as: { ( , )}mvC R i j= ,

where 2 2
, ,( , ) i j i jR i j x y= +  and , ,( , )i j i jx y  is the motion vector associated with the

( , )i j th  block. For Intra-coded blocks, ( , ) 0R i j = .
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The average motion vector magnitude per ma cro -block of the frame/object 
avg
mvC is

given by: 
0 0

1
( , )

M N
avg
mv mv

i j
C C i j

MN = =
= ∑ ∑  where M  and N are the width and height of the

macroblocks in the frame.

We use avg
mvC  as a threshold on mvC to get a new matrix as:

( , ), if ( , )
( , )

0, otherwise

avg
thresh mv mv mv
mv

C i j C i j C
C i j

⎧ ≥⎪= ⎨
⎪⎩

Then we compute lengths of runs of zeroes in the above matrix, using a raster-scan
order. Next we classify the run-lengths into three categories, short, medium and long,
which are normalized with respect to the object/frame width. In this case we have
defined the short runs to be 1/3 of the frame width or lower, the medium runs to be
greater than 1/3 but less than 2/3 of the frame width, and the long runs to be all runs
that are greater than or equal to the width. srN  is the number of short runs, with

mrN , lrN  similarly defined. We use such “quantization” of runs to get some invariance

with respect to rotation, translation, reflection etc.
The spatial descriptor can then be constructed as ( , , , ).avg

mv sr mr lrSD C N N N=  Note

that the descriptor indirectly expresses the number, size, and shape of distinct moving
objects in the frame, and their distribution across the frame. For a frame with a single
large object such as a talking head, the number of short run-lengths is high, whereas
for a frame with several small objects, such as an aerial shot of a soccer game, the
number of short run-lengths is lower. 

4. Similarity Measure

After we obtain the motion activity descriptors for different video data sets, the
MPEG-7 enabled applications can be performed based on them. However, in order to
compare feature vectors, we need to provide a similarity measure. Generally, the
feature vector components propose above are correlated. Therefore, when computing
the similarity between two feature vectors, we use the Mahalanobis distance. The
Mahalanobis distance between two feature vectors: 1Q  and 2Q  is given by:

( ) -1
1 2 1 2 1 2, [ -Q ]M [ -Q ]MD Q Q QQ = . (2)

Where M is the covariance matrix of the feature vector. Since 1
M

−  is symmetric, it is 

a semi or positive matrix. So we can diagonalize it as 1 TM P P− = Λ , where Λ  is a
diagonal matrix, and P is an orthogonal matrix. Then computation of (2) can be
simplified in terms of Euclidean distance as follows:

( ) ( )1 2 1 2, ,M ED Q Q D PQ PQ= Λ Λ . (3)

Since Λ  and P can be computed directly from 1
M

− , the complexity of the

computation of the vector distance can be reduced from O(n
2
) to O(n). 
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5. Experimental Results

We have implemented the descriptor for MPEG-7 data sets for the applications of
video classification, retrieval, browsing, etc. Since the temporal and spatial descriptors
cover two different aspects of motion activity, we first show experimental results of the
two separately, then we show how to combine the two together for more powerful
applications. To test the descriptors, a video is first segmented into small video units
(clips) using the method proposed in [7]. The number of clips is 5% of the total video
length. Therefore, a video with 100,000 frames will be segmented into 5000 small clips.

To get the temporal descriptor, the MIH is computed for each video clip. An example

of searching for similar video clips using the MIH descriptor and the similarity measure
is shown in figure 4. The first P frame from each clip is used to represent the whole
clip. The query frame shows a scene where a football game starts and there is very
little motion in the scene. The 5 retrieved clips, ranked in order from 1 to 5, are
displayed in the figure. As we expect, similar scenes are retrieved from the video. 

Figure 5 shows the experimental results on a retrieval of a similar scene, based on the
spatial descriptor SD . The first P frame from each video clip is shown in the figure.
The query is an anchorperson in the news. We observe that the scenes with the
anchorperson showing similar gestures are retrieved from the video stream.

A general motion activity descriptor can be constructed from its temporal and spatial
parts as (Q = MIH, )SD . Now we explain how to use the general descriptor. First, note
that the temporal attributes can apply to an entire video sequence, not necessarily to
just a shot, and still be meaningful. For example, a high action movie like “The
Terminator” could get a quantized intensity value that indicates high action.
Moreover, the proposed temporal histogram would be even more meaningful in
describing an entire movie or any other long video sequence. It immediately follows
that the intensity histogram can serve to filter at the video program or sequence level.
However, once we have located the program of intere st, the spatial attribute becomes
meaningful, since it effectively locates similar activities within a program, and thus

(a)query
clip 0427

(b)rank=1
clip 0006

(c)rank=2
clip 1284

(d)rank=3
clip 0718

(e)rank=4
clip 2043

(f)rank=5
clip 0423

Figure 4. Video query using temporal descriptor
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facilitates intra -program browsing. This is a capability unique to the motion activity 
descriptor among all other MPEG-7 visual descriptors.

Based on the query results shown in figure 4, we further process the query video
using the general descriptor. All the query results are used as candidates for further
spatial processing. The spatial descriptor for all P frames in all candidate clips and the
query clip are computed. The distance between a candidate and the query is computed
as the smallest distance between two spatial descriptors, one is from the query P
frames and the other is from the candidate P frames. Then we can reorder the
candidates based on their distances to the query. The new order is shown in Figure 6.
Clip0423 is our target, but it is the last one among the temporal query result
candidates. After further spatial processing, it moves to rank 1 as expected.

6. Conclusions

In this paper we present a novel motion activity descriptor, which includes both
temporal and spatial features of motion. The proposed descriptor can be extracted
using compressed domain information. It supports both similarity-based classification
and retrieval, as well as other applications such as surveillance, video abstraction,

(a)query
clip 0427

(b)rank=1
clip 0423

(c)rank=2
clip 1284

(d)rank=3
clip 0718

(e)rank=4
 clip 0006

(f)rank=5
clip 2043

Figure 6. Results from figure 4 re -sorted with the spatial 

(a) query (b) rank=1

frame 56127
(b) rank=2
frame 56952

(b) rank=3
frame 6816

(b) rank=4
frame 6891

(b) rank=5
frame 61302

Figure 5. Video query using spatial descriptor..
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content re-purposing etc. The core of our descriptor, viz. the intensity, spatial and 
temporal attributes, has been accepted into the draft MPEG-7 standard motion activity
descriptor.

The descriptor can be efficiently computed since only P frames of a video are
processed and the descriptor can be processed directly in the compressed domain.
While the temporal feature of the descriptor can be scaled to support multi-level
representation and provides a basis for hierarchical video content analysis, the spatial
feature can be easily scaled for different frame sizes as well. 

Since the descriptor is a low level and simple descriptor, it does not carry out
semantic matches. Therefore, as a standalone feature descriptor it only targets MPEG–
7 enabled applications like media filtering, multimedia presentation etc. However, we
can combine it with other visual features to make it more powerful in content-based
multimedia applications. Future research also includes how to process the descriptor
in both compressed domain and spatial domain more effectively. 
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Abstract.  Image retrieval based on vector quantization (VQ) is a content-based 
image retrieval that we have proposed recently.  However, it is noted that a 
potential problem of the proposed method is that it may be not robust in the 
sense that its performance may be sensitive to small changes in images. This 
paper investigates if this is a problem in practical image retrieval systems. Our 
experimental results and analysis show that image retrieval based on VQ is 
robust.

1 Introduction 

With growing utilization of digital image libraries in recently years, content-based
image retrieval techniques are developed to allow information to be managed
efficiently and effectively.  Such techniques use image features such as colour, shape
and texture for indexing and retrieval [1, 2, 3, 4, 5].  To date, colour-based image
retrieval techniques are the most popular and are commonly implemented in many
content-based image retrieval applications [6].  Its popularity is mainly due to two
reasons.  Firstly, compared to shape and texture, it is normally much easier to
remember the colour elements in the images.  Secondly, not only are image retrieval
techniques relatively easier to implement, but also effective. 

In colour-based retrieval techniques, each image in the database is represented by a 
colour histogram [1, 3, 5].  Traditionally, the histogram H(M) is a vector (h1, h2,...,
hn), where each element hj represents the number of pixels falling in bin j in image M.
Each bin denotes an interval of a quantized colour space.  During image retrieval, a 
histogram is found for the query image or estimated from the user’s query. A metric is 
used to measure the distance between the histograms of the query image and images 
in the database. (If images are of different size, their histograms are normalized.)
Images with a distance smaller than a pre-defined threshold are retrieved from the
database and presented to the user. Alternatively, the first k images with smallest
distances are retrieved. 

Recently, we have proposed a retrieval technique that is based on vector
quantization (VQ) compressed image data.  In concept, it is similar to the method

H.-Y. Shum, M. Liao, and S.-F. Chang (Eds.): PCM 2001, LNCS 2195, pp. 474–481, 2001.
c© Springer-Verlag Berlin Heidelberg 2001
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based on colour histograms. The difference is that in VQ-based method, the histogram 
represents the number of blocks using a particular codeword in the codebook, instead
of a particular colour.  With such histogram, spatial relationships among the image
pixels are captured.  Initial studies show that the proposed scheme is more effective
than traditional colour-based methods [7, 8]. 

However, it is noted that the VQ-based method may have a potential robustness
problem.  The problem can be explained as follows.  The image encoding in VQ
consists of two stages.  First, the image is segmented into equal blocks of MxN pixels.
The block size must be equivalent to the codeword size.  Then, each image block is 
compared with the codewords to find the best match.  The index of the best matching
codeword is now used to represent the image block.  Due to the manner images are
encoded, it is possible that two similar images, where one is a slight translated image
of another, have two very different sets of codewords representing their image blocks. 
Even though majority of the pixels in the two images are the same, the positions of 
the pixels in their respective images are different.  The pixel position difference might 
cause the pixels to be grouped differently and coded with different codewords. Since
the retrieval of the proposed VQ scheme is based on the codewords, the distance of 
the two images can be large, though perceptually, they are almost the same.  

In this paper, we investigate the retrieval robustness of the VQ-based method in 
practice.  The following sections are organized as follows. Next section describes the
main concepts of image indexing and retrieval based on VQ compressed image data.
Section 3 presents some robustness studies on the retrieval performances of VQ-based
method.  Finally, Section 4 concludes the paper. 

2 Image Indexing and Retrieval Based on VQ Compressed Data 

VQ is an established compression technique that has been used for image
compression in many areas [7-11].  A vector quantizer can be defined as a mapping Q
of K-dimensional Euclidean space RK into a finite subset Y of RK, that is    
Q: RK -->> Y,   

where Y= (x’i; i = 1, 2, .... N), and x’i is the ith vector in Y. 

Y is the set of reproduction vectors and is called a VQ codebook or VQ table. N is the
number of vectors in Y. At the encoder, each data vector x belonging to RK is
matched or approximated with a codeword in the codebook and the address or index
of that codeword is transmitted/stored instead of the data vector itself. At the decoder,
the index is mapped back to the codeword and the codeword is used to represent the
original data vector. In the encoder and decoder, an identical codebook exists whose
entries contain combinations of pixels in a block. Assuming the image block size is (n
x n) pixels and each pixel is represented by m bits, theoretically, (2m)nxn types of
blocks are possible. In practice, however, there are only a limited number of
combinations that occur most often, which reduces the size of the codebook
considerably. This is the basis of vector quantization. If properties of the human
visual system are used, the size of the codebook can be reduced further and fewer bits
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can be used to represent the index of codebook entries.  

To index an image, the number of occurrences of each index is calculated to obtain
an index histogram H(v1, v2, …, vi, …, vn), where vi is the number of times codeword
i is used by the image, and n is the total number of codewords  in the codebook. 
Since each index is unique for each codeword in the codebook and each block of
pixels is represented by an index number, this histogram will be able to characterise
the major features of the image. 

During image retrieval, an index histogram H(q1, q2, …, qi, …, qn) is calculated for
the query image.  Then the distance between the query image Q and the target image
V is calculated as follows : 

 d(Q,V) = 
i

n

=
�

1
| qi - vi |

Images can be ranked in an ascending order of calculated distances. 

After describing the main concepts of image indexing and retrieval based on VQ
compressed image data, we will now illustrate the potential problem of this method
with an example. 

Fig. 1 shows four images (dimension of 8x4 pixels) where, image B, C and D are
image A translated right by 1, 2 and 3 pixels respectively.  After translation, 
perceptually, the four images are still very similar. However, in VQ process, we have
8 distinct blocks if the block size is 4x4 pixels. Each distinct block may be coded into
different codewords, thus these images may have totally different VQ histograms. 
This is a possibility.  We want to determine what is the effect of this potential
problem on image retrieval performance. 

   
   
   
   

Image A                                     Image B     
   
   

Image C                                     Image D    

Fig. 1.  Perceptually similar images that differ by a slight pixel shift 

pixel
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3 Robustness Studies on Image Retrieval of the VQ Scheme 

To investigate the effects the image translation problem has on retrieval performance
of the VQ scheme, two sets of experiments are conducted.  The first experiment 
studies the VQ histograms of the images and their translated images. We investigate if 
the slight translations in the images cause great change in the histogram. The purpose 
of the second experiment is to compare the retrieval performance based on the recall
and precision curves [11,12] of the VQ scheme on databases before and after
translated images are added. For both experiments, the codebook size is 1024 and the
dimension of the codeword is 4x4 pixels.  The dimension of the images used is
256x256 pixels. 

3.1 Histogram Studies 

To conduct the first experiment, 200 images are randomly chosen.  For each image,
eight translated images (four translated to the right by 1, 2, 3, 4 pixels; four translated
diagonally down by 1, 2, 3, 4 pixels) are produced from it.  With the original image as 
the query, the distances between the query and each of its reproduced images are
calculated.  The largest distance between each query and their translated images are
added and the average difference is 10.76% of the maximum possible distances 
between two images (twice of the number of blocks). This means that between the
queries and their images that are most affected by the translation, only an average of 
10.76% of the blocks are represented by different codewords.  Thus, these results
show that in practice, the number of image blocks affected by the translation is a lot
smaller compared to what is suggested in theory.   

To investigate the results above, we take a closer look into one of the 200 images 
above. Fig. 2 shows 2 images, where MT5D3 is one of the translated (diagonally 
down by 3 pixels) image of the query image MT5Q. Among the translated images and
the query, MT5D3 has the largest distance to MT5Q. However, their histograms are
similar and the percentage of difference is 14%. With such percentage of difference,
the translated images of MT5Q are ranked among the closest when retrieved from
database. Actually, this distance is much smaller than that (53%) between MT5Q and
VC14 (Fig. 4) which is a similar face to MT5Q. 

MT5Q.JPG MT5D3.JPG 

Fig. 2.  MT5Q and its translated image, MT5D3 

The reasons for the difference between what is suggested in theory and the results
obtained in practice are as follows: 
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• Generally, for an image to be meaningful, majority of the pixels and their 
neighbours are correlated.  For example, in Fig. 2, large patches of pixels in the
areas like hair, face and background have similar colour.  When the image is 
translated by a few pixels, pixels that are shifted out of the VQ segmented blocks
and the pixels shifted into them actually have the similar colour.  Since there is
little pixel colour change in the blocks, the codeword that is closest will likely to 
stay unchanged.  The image blocks that are affected are the ones which contain 
edges of the picture.  The percentage of such blocks in a image is normally small.

MT5Q.JPG
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Fig. 3. VQ based histograms of "MT5Q.JPG" & "MT5D3.JPG" 

• From Section 2, we see that VQ uses the properties of human visual system to achieve
better compression. Image blocks which are perceptual similar are therefore represented
by the same codeword. Thus, the codebook does not contain all the possible distinct 
blocks in the database images. Thus, majority of the codewords used to represent the
query blocks are still the closest to the translated blocks. 

3.2 Recall and Precision Studies   

In the second experiment, two image databases are used.  The first database consists 
of 2165 randomly chosen general images.  The second database consists of the images 
in the first database and 48 added translated images.  The 48 translated images are
produced from six query images randomly chosen from the first database (8 from
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each query).  The retrieval performances of the VQ scheme in both databases is 
evaluated by comparing to the retrieval results based on the colour histogram method
used in the commercial product QBIC1 from IBM [8, 9, 10].  The colour histogram
method used in the QBIC system is an improved version of the traditional colour 
histogram method as it takes into account the contributions of perceptually similar
colours in the distance calculation [5, 10]. 

Fig. 5 shows the retrieval performances of both systems on the two databases. 
From the retrieval results of the first database (before the translated images are
added), we see that the recall and precision curve of the VQ method is further away
from the origin compared to the curve of QBIC's colour histogram method starting
from recall value of about 20%.   Thus, VQ method performs better than the QBIC's 
colour histogram method before the translated images are added.  According to the
recall and precision curves plotted from the retrieval results of the two systems on the
second database, we see that the retrieval performances of both systems have
improved. Until the recall value of about 70%, both systems' curves have precision of 
1.  The reason for the QBIC's colour histogram curve having the precision of 1 is 
because this method is invariant to translation [13].  Thus all the added translated
images are retrieved in the QBIC system.  As for the VQ-based system, all the added
translated images are also retrieved (Fig. 4) due to the reasons we have discussed in 
Section 3.1. Above the recall value of 70%, the recall and precision curves show that
the VQ-based method performs better than the colour histogram method.  VQ-based
method performs better because besides retrieving the added translated images, it is 
also able to retrieve more database images that are considered as relevant to the
queries compared to the colour histogram method. 

3.3 Further Analysis on Experimental Results 

The results in Sections 3.1 and 3.2 demonstrated that the VQ-based method is robust.
This can be further explained as follows. 

• The first database used above consists of general images that are randomly 
chosen without any bias. If the retrieval results of VQ-based method are better
than QBIC on the first database, the same should be true for the second database
which is just another database with more similar images to queries.  

• In content-based image retrieval technique, the retrieval is not based on exact
match and the retrieved database images are normally ranked based on their
similarity to the query.  Since the difference between the query and its translated
images are relatively small, the translated images should still be ranked higher
among the retrieved image. 

In our current experiments, similarities between codewords/bins are ignored. We
believe that the effect of small changes in images on image retrieval performance and
VQ histogram will be even smaller when similarities between codewords are
considered. We will investigate this further. 

                                                          
1 QBIC is a trade mark of IBM. 
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4 Conclusion 

Our work shows that in practice, the VQ scheme is capable of retrieving images that
only differ from their query by a slight translation.  It also shows that its retrieval
performance is also better compared to the colour histogram method used in QBIC,
before and after adding shifted images into the database. Thus, the proposed VQ
based method is a robust image indexing and retrieval scheme. 

Fig. 4.  An example of VQ based retrieval result of query image "MT5Q.JPG" 
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ABSTRACT. Developing effective and efficient retrieval techniques for 
multimedia data is a challenging issue in building a digital library. Unlike most 
previously proposed retrieval approaches that focus on a specific media type, 
this paper presents 2M2Net as a generic framework for retrieval of multi- 
modality data in digital libraries. As its specific approaches, a learning- from-
elements strategy is devised for propagation of semantic descriptions, and a 
cross media search mechanism with relevance feedback is proposed for 
evaluation and refinement of user queries. Experiments conducted on a digital 
encyclopedia manifest the effectiveness and flexibility of our approaches.  

1. Introduction 

Digital libraries are becoming the most complex and advanced form of information 
systems that are used to store, access, share and disseminate multimedia data of 
various types including text, image, audio and video. A challenging issue in building 
a digital library is to support effective and efficient retrieval of such multi-modality 
data in the whole library.  

Currently, many digital library systems rely on text-based retrieval [5] technologies 
for retrieving information from the library. While such technologies could be 
tolerable for textual documents, they have limited applicability to digital libraries due 
to lack of effective means to specify queries for multimedia data. The problem is even 
amplified when the multimedia data are not well annotated. In contrast, content-based 
retrieval has been proposed to index and search multimedia data by their low-level 
features. This approach has been respectively adopted to image, video and audio 
retrieval [1][2]. Formulating a query in this approach is to create or select a 
representative media object as query example and search for other objects that 
resemble to it in terms of low-level features, denoted as query-by-example. However, 
the performance of this approach is very low when the low-level features of the 
multimedia data cannot be readily mapped to their semantics. 

Not surprisingly, most approaches currently available for multimedia retrieval are 
dedicated to a certain media type and thus inapplicable to a digital library that 
contains multi-modality data. Moreover, there are great constraints on the means by 
which a user can formulate his/her query. A user must know clearly which media type 



Search for Multi-modality Data in Digital Libraries      483 

to search for, and has an appropriate retrieval example to express the query. However, 
this is very inconvenient and inflexible in the context of a digital library. Quite often, 
a user may have only a vague idea of his/her information need, or has no appropriate 
query example at hand that can be used to express the information need. 

To address the limitations of the current retrieval technologies, we propose a 
seamless integration framework, 2M2Net, for retrieval of multi-modality data in 
digital libraries. It features a learning-from-elements strategy for propagation of the 
semantic descriptions, as well as a cross media search mechanism with relevance 
feedback that is tailored to multi-modality data. High-level semantics and low-level 
features are integrated during the retrieval process towards high retrieval 
performance. Within this framework, user queries can be (re-) formulated in a flexible 
and convenient way. Finally, a retrieval system using the proposed framework has 
been built on a digital encyclopedia. This framework distinguishes from the previous 
retrieval systems, such as QBIC[2] for image retrieval and VideoQ[1] for video 
retrieval, in that it support retrieval of multi-modality data, as well as employ an 
integration approach to enhance the retrieval performance. 

This paper is organized as follows. In Section 2, we present the architectural 
framework of 2M2Net. Two specific approaches of the framework are described in 
Section 3. In Section 4 we present the implementation issues and the experimental 
evaluations of the system. Conclusion and future works are given in Section 5. 

2. The Architectural Framework 

Our proposed framework does not simply put together the existing retrieval methods 
specific to each media type in order to handle multi-modality data. Instead, it fully 
explores the semantic correlation existed among various media objects in a digital 
library to enhance the retrieval performance. It is named as 2M2Net due to our 
intension to model the multi-modality (the first “2M”), multimedia data (the second 
”2M”) in a digital library as a Network at the semantic layer. 

A digital library can be viewed as a collection of multimedia documents1, which is 
recursively defined as a logical document consisting of several elements that are 
multimedia documents by themselves or individual media objects such as text, image, 
video and audio. Each document has a semantic subject that is applicable to all of its 
elements. The concrete forms of multimedia document include web page(s), a portion 
of encyclopedia and other forms of multimedia data collection.  

The framework of 2M2Net is illustrated in Figure 1. Multimedia documents are 
firstly pre-processed so that their various elements are extracted out and stored into 
the corresponding databases in the Storage Subsystem. In 2M2Net, a multimedia 
document D is represented by means of its semantic skeleton, SD= (ID, Title, URL,
Keyword-list, Element-set), where Keyword-list is a list of weighted keywords 
describing the document semantics, and Element-set = (Texts, Images, Videos,
Audios, …) is a set of component media objects. Each media object is represented by 
its low-level features and semantics as descriptive keywords, e.g., Image =

                                                          
1 If not indicated explicitly, document is referred to multimedia document in this paper. 
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(Keyword-list, Image-features). In the pre-processing phase, the semantics and low-
level features of each media object are extracted. The semantics of text object is 
directly extracted from itself using the traditional IR techniques. For non-textual 
objects such as image and video, the semantics can be obtained from the 
accompanying textual descriptions (e.g. surrounding text, captions, HTML tags), 
depending on the specific form of the document. The extracted features and semantics 
are stored into semantic skeleton base to construct the initial semantics skeleton. 
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Fig. 1. The 2M2Net Framework 

User query is processed based on semantic skeleton by the Query Processor, which 
conducts a cross-media search to retrieve relevant documents or media objects. This 
mechanism allows a simple keyword-based search to induce a suite of more 
sophisticated content-based retrievals to be conducted. User feedback is accepted and 
handled by the Feedback & Learning Subsystem. It conducts a parallel session of 
relevance feedback on each media type to improve the retrieval results immediately. 
Meanwhile, a learning-from-element process is performed to propagate descriptive 
keywords among semantically related documents and media objects, which is likely 
to enhance the retrieval performance in a long term. The Query Profile is designed 
(but not implemented) to expedite and optimize the retrieval process by memorizing 
the history of complex queries previously processed and their resolutions.  

3. The Specific Approaches 

In this section, we describe two key approaches employed by the proposed 
framework, which are learning-from-elements strategy and cross-media search 
mechanism with relevance feedback.  
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3.1 Learning-from-Elements 

In practice, the initial semantics acquired for documents and their elements in the pre-
processing phase are imprecise, insufficient or even non-existing. In view of this, we 
devise a machine learning strategy, learning-from-element, to supplement their 
semantics by propagating descriptive keywords among them. It is triggered whenever 
a user marks a set of the documents and media objects as feedback examples for a 
given set of query keywords. As illustrated in Figure 2, there are four directions in 
which keyword propagation can take place: from user query to feedback examples as 
documents or media objects (type A), from a document to its elements (type B), from 
a media object to its parent document (type C) and from a media object to visually 
similar ones of the same media type (type D).  

… …

User
query …

text

A

B
D

A

BC

image video text image

multimedia
document

multimedia
document

Fig. 2. Keyword Propagation Scheme 

Propagation from the query to the feedback examples (type A) serves as the 
starting point of the whole learning process. Its mechanism is described as follows. 
For a positive example, we add each query keyword into its keyword list. If the query 
keyword is already in the list, its weight is increased by a certain step. For a negative 
example, if there is any query keyword is in its keyword list, we remove it from there. 
By conducting this propagation for each feedback example, the semantics of these 
documents and media objects are implicitly learnt from users. Also, the representative 
keywords with a majority of user consensus are likely to receive a large weight.  

Propagation types B and C are more ambitious schemes that utilize the semantic 
correlation among the elements of a document. If the positive example is a media 
object, the keywords inserted or updated (in term of weights) by type A are further 
propagated to its parent document (type B); otherwise if the positive example is a 
document, some of its keywords are pass to its elements (type C). Both propagations 
are carried out with great care to avoid spreading erroneous keywords. Currently, we 
apply a simple verification process by examining if each keyword to be propagated is 
the one with largest weight in the keyword list. The top keyword is likely to represent 
the actual semantics of the document/object and therefore qualified for further 
propagation. The negative examples are not considered for such propagations, lest 
correct keywords to be removed from other documents/objects by erroneous 
propagation. Both schemes are particularly advantageous when users are reluctant to 
give many feedbacks, since they can spread the query keywords to more documents 
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or media objects including those that are not designated as feedback examples. A 
likely concern of using these two schemes is the tradeoff between a wide coverage of 
keywords and the possible erroneous keywords. We argue that a rich set of keywords 
(perhaps imperfect) is more desirable than a small set of precise keywords for 
retrieval purpose, and erroneous keywords are easy to identify and correct. 

Type D is applied each time a new image or video is registered into the system. 
Considering the difficulty of extracting semantics for such non-textual object, this 
scheme attempts to make some guesses of its semantics based on low-level features. 
That is, for each new image or video, a content-based search is performed to find 
other images or videos that visually resemble it. The keywords collected from the top 
N matches are inserted into the keyword list of the new object. Evidently, due to the 
inherent limitation of low-level features, this scheme is very unreliable. 

3.2 Cross Media Search and Relevance Feedback 

2M2Net allow users to search for either multimedia documents or media objects of a 
certain type, using a keyword-based approach. For the retrieval of documents, the 
similarity Ri of document Di to the query is calculated as the total weight of keywords 
coexist both in the query and in the keyword list of Di:

=

=
M

k

iki wR
1

(1)

where M is the number of common keywords between Di and the query, wik is the 
weight of the kth such keyword of Di. All the candidate documents are compared with 
the query and ranked in the descending order of their similarity. The retrieval of 
media objects can be processed in a similar way. 

Since the keyword descriptions are insufficient initially, the matches returned by 
the keyword-based search can be quite limited. In this case, a suite of more 
sophisticated keyword- or content-based search is triggered intending to find more 
promising candidates. If the query is for documents, an exhaustive keyword search is 
conducted. That is, for each unmatched document, we merge the keywords of all its 
elements and re-evaluate the similarity by comparing the query against this combined 
keyword list. Otherwise if the query is for a specific media, we conduct a content-
based search to find more media objects that are visually similar to top match 
retrieved in the keyword-based search. The documents or media objects obtained in 
this second-pass search are ranked behind the matches of the keyword-based search.  

The system proceeds to the feedback phase when the user marks a set of 
documents or media objects as feedback examples. The feedback process is carried 
out based on the high-level semantics as well as on the low-level features.  At the 
semantic level, the learning-from-elements strategy described in Section 3.1 is applied 
to propagate the keywords among the involved documents or media objects. At the 
feature level, certain content-based relevance feedback technique is used according to 
the media type of the feedback examples. Currently, we use the feedback technique 
proposed by Rui [4] for images, and that proposed by Wu [6] for videos. However, 
any other feedback techniques can be easily incorporated into this framework.  
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We then reevaluate the retrieval results based on the improved semantics and 
feature representation (weights). A hybrid approach of semantics- and feature-based 
relevance feedback is proposed by Lu et al. [3] for image retrieval. We generalize this 
method to accommodate all kinds of media. It is formulated as a uniform distance 
metric function that measures the similarity between a media object and the query: 
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where ,  and  are suitable constants, OR and ON are set of relevant and irrelevant 
media objects of a certain type, NR and NN are the number of objects in OR and ON. Ri

is the semantic similarity between the ith candidate object and the initial query 
defined in (1). Rik is the similarity between the ith object and the kth positive/negative 
feedback example, which is also calculated using (1). Sik is the their similarity on the 
low-level features. For textual object that has no low-level features, Sik is set to 1. This 
function can be adapted to multimedia document, by regarding OR and ON as the 
relevant and irrelevant document collections and setting each Sik to 1. Therefore, we 
can adopt (2) to calculate the improved retrieval results as either media objects of a 
specific type or the whole documents. 

4 Implementation and Experiments 

To show the effectiveness of the proposed framework, a prototype system using this 
framework has been established for multimedia retrieval in a digital encyclopedia. 

Text
Object
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Object
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Object
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Document

Fig. 3. The query results of multimedia documents 
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The system consists of a back-end and a front-end. The back-end is responsible for 
the processing, storage, authoring and retrieval of multimedia data. The front-end is a 
web-accessible interface that handles all user-system interactions. The main user 
interface is as shown in Figure 3, which displays the relevant documents retrieved for 
the query of ”water”. A multimedia document is visualized as its sketch, i.e. abstracts 
for text, thumbnails for images and key-frame lists for videos. The keyword search 
can be aimed at a certain media type as well. In addition to the keyword-based search 
paradigm, the user can perform a content-based search using a specific media object 
as the query example by clicking on the ”Similar” link below it. Each document or 
media object has a ”•” and a ”×” icon attached to it, denoting positive and negative 
example respectively. The user can indicate feedback examples by clicking on them 
and then press the ”Feedback” button to activate the feedback process. 

Some simple experiments are conducted to show the effectiveness of the system. 
The test data are collected from Microsoft Encarta Interactive World Atlas 2000, as a 
part of the Encarta Encyclopedia. The ”World Tour” part of the atlas has 19 
categories, with each category being further divided into several topics (totally 160 
topics). Each topic usually has several images, text paragraphs and sometimes a video 
clip in it. We regard each topic as a multimedia document and manually feed its 
media objects into the system. The initial semantics are obtained from the title of 
category and topic (for document), and from the caption (for image and video).  

In the experiments, we input some keywords to search for multimedia documents 
and perform feedbacks by marking relevant documents as positive examples. It is 
noticed that after an average of 4 iterations, the query keywords are spread from the 
involved documents to 90% of their elements, along with a remarkable rise of 
retrieval performance. A similar experiment is conducted on a specific media such as 
image, which shows that the keywords can be also efficiently propagated from media 
objects to their parent document. 

A performance evaluation in terms of precision and recall is not conducted for two 
reasons. First, a ground-truth database indispensable to performance evaluation is 
very hard to construct, since most digital libraries are not well annotated, indexed or 
classified. In addition, considering the variety of search and feedback options 
supported by the system, a survey has to be made to study the user behaviors of 
posting queries and giving feedbacks. However, such a survey requires the help from 
a large number of human subjects, which is not currently available to us. 

5 Conclusion and Future Work 

In this paper, we have presented a novel framework of 2M2Net for retrieval of multi-
modality data in digital libraries. As its specific approaches, the learning-from-
elements strategy is devised for interactive propagation of keyword descriptions, and 
the cross media search mechanism with relevance feedback is proposed for evaluation 
and refinement of user queries. The major contribution of our work is providing a 
generic framework for retrieval of multi-modality data, instead of any specific 
retrieval technique dedicated to a certain media. This framework is general and open 
enough to accommodate other media types (such as audio), or incorporate any 
retrieval or feedback algorithm specific to each media type. 



Search for Multi-modality Data in Digital Libraries      489 

 However, the current design of 2M2Net still has its weaknesses and limitations, 
some of which are identified as follows: 

• The system does not support browsing or navigation of multimedia data. As 
popular user behaviors, the user should be able to browse multimedia documents 
by subject categories, or navigate from one document to related ones. However, 
the current design does not include the concept of subject category, nor does it 
track the links between documents or objects through which user can navigate. 

• The feature-level relevance feedback has no memory. While the semantic-level 
feedback remembers the history by progressive propagation of keywords, the 
feature-level feedback technique discards the optimized feature weights in the 
previous query sessions and starts from scratch in the future queries. It thus 
makes no contribution to the long-term retrieval performance, which can be 
otherwise improved progressively by remembering the optimized feature weights. 

We also propose the following foreseeable future works: 

• Using lexical thesaurus to define semantic similarity metric. The semantic 
similarity metric based on exact keyword match cannot address the relevancy 
between different keywords. A thesaurus-based semantic similarity metric can 
overcome this problem and therefore improve the retrieval accuracy. 

• Constructing query profile. The query file intends to memorize the history of 
some complex queries as a sequence of user-system interaction, as well as the 
resolutions to them. The next time a similar query is encountered, the results can 
be directly deduced from the query profile without exhaustively searching the 
whole library, thereby optimize and expedite the retrieval process. 

• Exploiting link analysis. Structural and semantic links between multimedia 
documents widely exist in a digital library, indicated by either structural 
neighborhood or hyperlinks. These link structures can be analyzed off-line to 
deduce the semantics of non-textual media objects, or explored on-line during the 
retrieval process as a cue of relevancy between media objects 
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Abstract. Video data is usually voluminous and it is desirable that one be able 
to get a quick idea of the content before actually watching a video or 
downloading it from the web. In this paper, we present a video summarization 
algorithm that works in the compressed domain, in particular MPEG videos. 
The algorithm is based on an existing one used in the uncompressed domain. 
To adapt it for MPEG videos, we make use of a feature known as DC histo- 
gram that can be extracted from MPEG videos without fill decompression. A 
video summarizer based on our algorithm is implemented and experiments are 
conducted to examine its effectiveness. Results show that the summarizer per- 
forms quite well to user expectations. 

1 Introduction 

With the recent and rapid advances in multimedia technology and computing power, 
digital video is increasingly becoming a popular and valuable information resource. 
However, the sheer amount of data in a video when compared with other forms of 
media such as text and audio makes management and manipulation very difficult. To 
reduce the amount of storage needed, most video clips are compressed into a smaller 
size using a compression standard such as MPEG [l, 21. 

However, even after going through compression, compressed videos are still too 
big to transfer over general-purpose networks such as the Internet. Even if a user has 
a complete video clip, he or she may just want to view a summary of the video in- 
stead of watching it from the beginning till the end. Thus browsing and summariza- 
tion tools that would allow the user to quickly get an idea of the overall content of the 
video footage are very usefbl. This functionality will become very important in the 
coming years when TV broadcasts worldwide will be done in a fully digital format. 

Much of the research work done on video summarization methods has only fo- 
cused on the uncompressed domain [3]-[7]. They cannot be used directly on com- 
pressed videos such as MPEG files. An MPEG video will have to be decompressed 
back to its original uncompressed form before the summarization can be performed. 
This is very time consuming and requires a huge amount of space, which defeats the 
original purpose of compressing videos. Moreover recompression back to compressed 
form after summarization may result in loss of picture quality due to re-quantization. 
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In this paper, we propose a video summarization algorithm that operates directly in 
the compressed domain. The algorithm uses an adaptive clustering method that has 
been employed in the uncompressed domain. This clustering method does not rely on 
shot detection techniques which most of the previous work, e.g. [8]-[lo], have been 
based on. We also show how to extract a feature fiom MPEG videos without full 
frame decompression such that the feature still captures the essential information of 
the video frames. 

2 Summarization Algorithm 

2.1 Clustering Method 

The main aim of our summarizer is to analyze a given video clip and extract the im- 
portant frames that reflect the content changes of the video. We call these important 
frames representative fiames (R-fiames). Since it is still not possible today for com- 
puters to understand the semantics of video images, we will base our summarizer on 
low-level features such as color, motion, etc. However, we do not assume that all 
low-level features change somewhat abruptly at shot boundaries. Instead we will use 
a clustering method to remove redundant frames and retain the important frames. In 
particular, we will extend an earlier work [7] and apply the technique described in 
that paper to compressed domain videos. 

The nature of the spatial distribution of the points corresponding to video fiames 
can be described as clusters connected by abrupt or gradual changes. So it is possible 
to divide a video V into N' clusters. We call these clusters units. If we represent 
1 of all the units' representative frames using Rpl to RpN', V can then be described as: 

v =  U1OU20 ... 0 UN' 

where 

0 is the temporal concatenation operation 

Since the units are in temporal order, we can define the unit change as the differ- 
ence between two consecutive representative frames, i.e. 

Change(Ui) = D( Rpi, Rp(i+l) ) 
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divided into more units than a relatively static scene since the content of the high 
action scene changes much quicker. This concept is what we will base our clustering 
algorithm on. 

Our clustering algorithm works in an iterative fashion. We start initially with all 
the frames of the video and iteratively drop frames until the desired result is obtained. 
For a given video V with length N, suppose we want to extract N' representative 
frames. The feature of each frame in V is computed fmt. Then the video is partitioned 
in small units whose lengths are all L. All the units are temporally contiguous. For 
example, Figure 1 shows the partitioning with L=2 and L=3. So the units for L=3 are 
((0,1,2), (2,3,4), (4,5,6), (6,7,8)). In each unit, the unit change is computed, which is 
the distance between the fmt fi-ame and the last frame of the unit. 

Four Wits 
for L=3 

Frame 
N um ber 

EgM Units 
f o r G 2 ,  

K= ~ N / ( L - I ) ~ .  Because our objective is to extract representative frames according to 
fiame content changes, the values in the array do reflect the actual degree of content 
change in all the units. The values are then sorted in ascending order. After sorting, 
the elements that are located at the beginning represent the frames where there are 
small changes, while the units in the later part consist of fi-ames having large changes. 

By selecting a ratio Ocrcl, we cluster the array into two clusters according to the 
value of unit change. The first cluster comprises of the smallest elements of the array 
and its length is K*r. We call this cluster the small-change cluster. The rest of the 
elements comprise the large-change cluster. 

If the change of a unit belongs to the large-change cluster, we take all of its fhmes 
as part of the current extracted representative frames. If the change of a unit belongs 
to the small-change cluster, then we delete all the frames except the first and the last 
from the unit. The first and the last M e s  are retained as part of the current extracted 
representative frames. After the deletion process, K*r*(L-2) frames will be deleted. 

Suppose the number of frames left is N". If N' is greater than or equal to N" then 
we have achieved the desired result and we can stop the algorithm. If not, we regroup 
all the retained frames as a new video and repeat the last procedure. With the decrease 
in the number of firunes after each iteration, small units are consequently clustered 
together. A unit will physically span across more frames in the original video. So it 
will represent a larger range of frame changes. Frames are deleted fiom the sequence 
after each iterative process, so the overall number of frames left will decrease each 
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time. Therefore, no matter how small a number may be required, the algorithm will 
converge to the desired requirement. 

Another characteristic of the clustering method is that it is general, i.e. it can use 
any low-level content as a feature to calculate the difference between two frames in a 
video. For example, the feature could be color, motion, shape or texture. The feature 
used in our summarizer is discussed in the next section. 

After extraction of representative fi-ames from a video, users can make use of a 
browsing tool that provides interactive hct ions for traversal between these frames. 
However this process requires a lot of feedback between the user and the computer, 
sinde thousands of representative frames can be generated for an hour of video. This 
may be too time consuming for some users and therefore, a grazing view is preferred 
in this case, i.e. a video summary is generated fiom the representative frames which 
the user will view in order to get a general idea about the original video. 

One way of generating the summary is to output the representative frames sequen- 
tially to a new video. However, this approach is not really useful because when the 
summary is played at the normal fiame rate, users will fmd it very difficult to grasp 
information from it. This is because the pace of the summary will be too fast and 
jerky. To solve this problem, representative sequences (R-sequences) are used. An R- 
sequence consists of a representative frame plus its several successive frames. The 
length of the following frames is called the smoothing factor S. From experiments, it 
has been found that the smoothing factor has to be greater than or equal to 5 in order 
to obtain a visually pleasing result. 

2.2 Feature Extraction 

In order to work directly on an MPEG video, we need to find a feature with these 
properties: 1) it can be extracted efficiently from the video; and 2) it can capture the 
essence of each video fixme such that analysis can still be carried out without much 
error. In this paper, we will utilize a feature known as DC histogram that is based on 
the DC image proposed by B.L. Yeo and Bede Liu [l 11. 

The compression of MPEG video is carried out by dividing each frame of the 
video into 8x8 pixel blocks. The pixels in the blocks are transformed into 64 coeffi- 
cients using Discrete Cosine Transform. The DC term c(0,O) is related to the pixel 
values f(ijl via the following equation: 

In other words, the value of the DC term is 8 times the average intensity of the 
pixel block. If we extract the DC term and subsequently the average intensity of all 
the blocks in an image, we can use the average values to form a reduced version of 
the original image. This smaller image is known as the DC image. 

Although the size of the DC image is only 1/64 .of that of the original image, it still 
retains significant amount of information. This suggests that scene operations of a 
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global nature originally performed on the original image can also be applied on the 
DC image. 

For the sake of efficiency, we will only consider luminance blocks when forming 
the DC image. This is because the eye is sensitive to small changes in luminance, but 
not in chrominance. Thus we can discard the chrominance information without affect- 
ing the quality of the extracted DC image much. 

It is trivial to extract a DC image from an I-frame in MPEG since all blocks are in- 
tra-coded. The average intensity of each block is 118 the DC-coefficient of that block. 
However, extracting DC images from P and B frames involves more effort as motion 
compensation and differential coding are used in these frames. 

To obtain the DC coefficients of a P frame, we need to use the coefficients in the 
reference I or P frame. This is illustrated in Figure 2. Consider the current block in a 
new P frame. This block can be reconstructed from the information in the reference 
block in a previous I or P frame referred to by the motion vector. Thus, by using the 
DC coefficients of PI, P2, P3, and P4, the DC coefficient of the current block, D,, can 
be reconstructed by 

1 
Dc = 64 C [ D C ( ~  )I ~ w i  hi + e 

i=l 

where [ D C ( e ) ] ,  refers to the DC coefficient of the block Pi and e is an error term. 

In practice, e is found to be small and thus the first term is a good enough approxima- 
tion of the desired DC coefficient. 

Figure 2: Determining DC coefficient of a P frame 

The same technique can also be applied to B fiames which are forward-only or 
backward-only predicted. For bi-directional frames, two DC coefficients are first 
obtained in each prediction direction and the final coefficient value is the average of 
the two. 

Although DC images are 1/64 the size of the original video frame size, they are 
uncompressed and thus takes up a substantial amount of space. For example, a DC 
image for a 320 x 240 video frame will occupy 40 x 30 = 1200 bytes. Assuming a 
frame rate of 30 fps, the total amount of space required for a 2 hour video is 1200 x 
30 x 60 x 60 x 2 = 247.2 MB. This number will be even larger for higher resolution 
videos such as DVD and Digital TV. 
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To reduce the amount of data to be processed, we will use a DC histogram as the 
feature for each frame instead of the DC image. The histogram will be divided into 64 
bins, i.e. each bin will account for 4 luminance values: Since luminance values ranges 
from 0 (black) to 255 (white), we can assume that this range is linear and thus values 
close together are similar. The cost of computing the histogram is very low and each 
frame now only takes up 64 x 2 = 128 bytes (assuming a 16-bit integer is used for the 
value of each histogram bin) regardless of the frame size. So a 2 hour video will only 
occupy 128 x 30 x 60 x 60 x 2 = 26.4 MB, a figure that average computers nowadays 
can handle quite easily. To calculate the difference between two histograms, the sum 
of the absolute bin-to-bin difference is taken. 

3 Experimental Results 

Evaluating the quality of a video summary is difficult as the factors to consider are 
highly complex and difficult to quantify computationally. Some methods based on 
shot detection have used the number of shots detected as their metric. However, as 
our algorithm is not based on shot detection, this metric cannot be used for our sum- 
marizer. Since there is no absolute measure of summarization quality available today, 
we decide to measure the quality of our summaries by user questioning. 

For the experiment, we used 10 persons as our test subjects. Three video summa- 
ries generated using our summarizer were used as the test videos. Information about 
the summaries is shown in Table 1. P refers to the summarization percentage, L the 
unit length, r the clustering ratio and S the smoothing factor applied. 

Video I Genre 1 Original 

A I Movie I l h  59m 34s 

C I Movie I 2h 28m 32s 

Summary 

5m 10s 

Table 1: Details of Video Clips used for User Evaluation 

Before viewing the video summaries, the test subjects were given some informa- 
tion about each summary such as the genre and the aim of the summary. After view- 
ing each summary, each person was then asked to rate the summary in four categories 
(Clarity, Conciseness, Coherence and Overall Quality) on a scale of 1 to 7, corre- 
sponding to worst and best respectively. At the end of the questionnaire, the person is 
then requested to rate the automatically generated summaries against their opinions of 
human-generated ones. Table 2 shows the average scores of the evaluation exercise. 
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Table 2: Results of User Evaluation 

From the table, we can see that on the whole, the summaries performed quite well 
with scores of over 5 in all but one category. Looking at the performance of each 
individual summary, Video A scored hghly in conciseness but got the lowest coher- 
ence score among the three videos. This is expected since the aim of the summary is 
to portray the complete story of the original video as much as possible to the viewer 
within the 5 minutes. The smoothing factor has to be set to a relatively low value of 5 
in order to keep the length of the summary within the desired length. This results in a 
certain degree of choppiness when viewing the video, thus affecting the coherence 
score. 

Video B scored the highest in all categories. A news programme usually cycles be- 
tween the news presenter and the video footage of the story currently presented. The 
luminance difference between these two kinds of scenes is usually quite large, so our 
video summarizer was able to extract all the segments in the programme. Coupled 
with the fact that a large smoothing factor of 20 was used, the resultant summary was 
very clear and smooth flowing. 

Video C's score was the same for all the categories. Since the aim of this summary 
is to give a general idea of the movie's content rather than portraying the whole plot 
(which is the case for the summary of Video A), the parameters used for summariza- 
tion (smaller percentage, larger unit size and smoothing factor) were different from 
those used for Video A. Therefore, the amount of content covered is less (accounting 
for the lower conciseness score) but the summary is more fluid (accounting for the 
higher coherence score). 

The last question of the survey asked the viewer to rate the automatically generated 
summaries against their opinions of human-generated ones. The average score for this 
question is 5.00 (out of a maximum of 7), which means that the users agree to a lim- 
ited extent that the quality of the summaries is comparable to that of human-generated 
ones. This is quite a good score for an automated summarizer. Since our summarizer 
is still based on a low-level feature, it is expected that the automatically generated 
summaries are still inferior to human-generated summaries that are based on seman- 
tics. 

Vldeo 

A 

B 

C 

Average . 

Clarity 

5.2 

6.0 

5.2 

5.5 

Conciseness 

5.7 

6.2 

5.2 

5.7 

Coherence 

4.8 

5.8 

5.2 

5.3 

Overall 
Quallty 

5.3 

6.0 

5.2 

5.5 
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4 Summary 

We have presented a video summarization algorithm that operates directly in the 
compressed domain (MPEG videos) without employing shot detection techniques. 
We extract the DC histogram feature from each k e  of the MPEG video and use it 
together with an adaptive clustering method to extract representative fiames to form 
the summary. User surveys conducted have shown encouraging results. 

An area for further investigation is the use of other features such as motion vectors. 
We have explained that our clustering method is general, i.e. it can use any low-level 
content of a video as the feature for summarization. Therefore it would be interesting 
to study how different features affect the quality of summarization and the effective- 
ness of these features in the various genres of video. 
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Automatic Segmentation of News Items Based on Video 
and Audio Features 
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Abstract. In the paper, we present an approach that exploits audio and video 
features to automatically segment news items. Integration of audio and visual 
analysis can overcome the weakness of the approach only using the image 
analysis techniques. It brings our approach with more adaptation to variable 
existence situations of news items. The proposed approach identifies silence 
segments in accompanying audio, and integrates with shot segmentation results, 
as well as anchor shot detection results, to determine boundaries between news 
items. Experiments show that the integration of audio and video features is 
effective to solve the problem of automatic segmentation of news items. 

1. Introduction 

Most early studies in video structure analysis are based on visual information. To 
effectively index and retrieve video documents, they are segmented into scenes[1,2]. 
Furthermore, Shot boundaries are determined to characterize content details[3,4], and 
key frames are extracted to construct index[5,6]. 

Audio, as another time-dependent media in video documents, can supplement 
visual information, and supply a unique cue for video content analysis. For instance, 
in anchor shots of CCTV news, visual content is almost unchanged, but it is possible 
multiple news items are reported by anchorpersons synchronously. In a movie, a 
group of consecutive shots maybe differ drastically in visual content, but the 
accompanying music indicates they belong to the same semantic clip. Recently, more 
literatures proposed to apply audio analysis techniques in characterizing video 
content. [7] exploited multiple audio features and a neural net classifier to 
differentiate five classes of TV programs, including advertisement, basketball, 
football, news, weather. [8] proposed a heuristic rule-based approach for the 
segmentation and annotation of generic audio data. Audio recordings are segmented 
and classified into basic audio types such as silence, speech, music, environmental 
sound, etc. [9,10] combined audio and visual features to detect shot boundaries. Based 
on audio and visual features, [11] applied the HMM classifier to segmentation and 
classification of video scenes. 

Automatic segmentation of news items is a significant research topic for 
implementing an automatic cataloging system of news video. That makes users 
browse video content quickly on the story level. Based on domain knowledge, [12] 
exploited image analysis techniques to automatically parse news video. The kernel of 
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their system is the algorithm that locates and identifies anchorperson shots. Since they 
assume each news item starts with an anchor shot followed by a sequence of news 
shots, their system cannot identify the news items only read by anchorperson without 
news shots, and those starting without an anchorperson shot. The limitation cannot be 
overcome by only analyzing visual signals. 

The paper presents an approach, which integrates audio and visual information to 
segment news items. It overcomes the limitation of the system aforementioned. First, 
silence segments in the audio channel are located. Then they are integrated with shot 
segmentation and anchor shot detection results from the visual channel, to determine 
the boundaries between news items.  

The rest of the paper is organized as follows. Section 2 first overviews the whole 
system. Then follows a detailed description of the audio analysis algorithm, as well as 
the discussion of visual cues used. At the end of the section, an approach of news item 
extraction through multi-model information fusion is presented. In section 3, 
experiment results and analysis are given. Section 4 concludes the paper. 

2. Segmentation of TV News Items 

TV news usually has a very straightforward temporal syntax. Experience implies 
usually there is a relatively long silence between consecutive news items, and the 
synchronized video clip involves shot transitions. An exception is that in anchor shots 
the silence segment does not go with shot transitions. Based on the above 
observations, audio and visual analysis can be integrated to extract news items in TV 
news programs. Though commercials exist in some TV news, we assume some 
preprocessor has filtered them out here. The framework of the system is summarized 
in Fig. 1. The following sections will describe the modules further. 

audio
stream

visual
stream

Silence segments
detection
in speech

shot boundaries
and anchor shots
detection

Fusion
of
audio
and
visual

features

Output
news
items

boundaries

Fig. 1.  The framework of our system 

2.1 Detecting Silence Segments 

International standard MPEG-1,2 exploit the perception-based high performance 
encoding schemes to compress audio. The standards specify three layers of encoding 
schemes for audio. Higher the layer is, more complex the encode/decode computation 
is, and higher compression ratio is obtained. Since audio in digital TV programs is 
commonly encoded with layer II, we assume the audio involved in the paper is also 
the case. The audio elementary stream consists of a sequence of audio frames. Each 
frame contains a fixed number of samples, such as 1152 samples for layer II. The 
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short time average magnitude of each frame can be calculated using the following 
expression, 
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where )(nx is the nth sample value in the frame m , N  is the number of samples in 

each frame. Since the synthesis of sub-band filtered data in decoding process of 
MPEG audio is a linear computation, the average magnitude can be approximated as 
the following expression, 
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where )(nsi  is the nth sample of sub-band i , K gives the number of samples in each 

sub-band. If λ<mM •then we consider the frame m  is in the state of silence, where 
λ  is a threshold. For an audio stream with the sample rate of 48 KHz/s, each audio 
frame lasts about 24ms. To identify various types of clips, we select a relatively long 
interval and consider its features. Let T  represent the length of the interval, and each 
audio frame lasts τ , thus the interval contains about τ/TL =  audio frames. In our 

system, T  is chosen about one second. 
When an anchorperson reports news, pauses with different lengths exist between 

words, sentences, as well as news items. Some music clips or some clips with music 
background also exist in the TV news program. Accurate identification of them is 
very helpful to parse TV news. For the purpose, the pause rate and the silence ratio 
are calculated for those relatively long intervals. Assume )( 0,1,...iACi =  is a long 

interval, ijaf ( 10,1,...,Lj −= ) represents the j th audio frame and )( ijafM  is its short 

time average magnitude, we define ),( jiTag as follows: 
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Then the pause rate and the silence ratio for the long interval can be calculated using 
the following expressions. 
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Using the two features, the music clips or the clips with background music in TV 
news can be identified. For an audio clip, if each )( 1,t1,...,ts,siACi −+=  satisfies 
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)(iPauseRate =0, )(iioSilenceRat =0, then we label the clip as music. After that, 

we apply the following algorithm to identify the pauses in speech, which are 
considered as potential silence intervals between news items. 
Algorithm 1: Select Candidates of the Silence Intervals between News Items 

IF ( ≠)(iPauseRate 0)

IF ( )(iioSilenceRat / )(iPauseRate >α )

iAC will be chosen as a candidate silence clip
ELSE

iAC is not a candidate silence clip
ELSE

IF ( )(iioSilenceRat > β )

iAC will be chosen as a candidate silence clip
ELSE

iAC  is not a candidate silence clip 

Where α , β  are thresholds and β >α . They are related with τ*L . The larger 

τ*L  is, the less α , β  should be chosen. Since we choose τ*L =1 second, 

α =0.27, β =0.85 are correspondingly chosen experientially. 

Fig. 2. Typical wave images of ),( jiTag

 For a long interval, Fig. 2 gives several typical wave images of ),( jiTag , and the 

corresponding )(iPauseRate  and )(iioSilenceRat . After the candidates of the silence 

intervals are identified, the silence segment )( nSG  can be further determined 

through clustering the intervals, i.e., >=< nn esnSG ,)( , ,....2,1,, =nn esn , and nn es ≤ ,

which means in the audio clip 1−nSAC nSAC  … neAC 1+neAC , only 
1−nSAC , 1+neAC  are not the candidates. We consider the clip )(nSG  is where news 

item changes with the most probability. 
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2.2  Shot Segmentation and Anchor Shot Detection 
Generally, TV news involves two classes of shots, i.e., anchor shots and news shots. 
The former only uses audio to present the content while the latter uses the visual and 
audio stream synchronized to do that. Therefore, if an anchor shot involves multiple 
news items, vision-based analysis is not able to provide any cues for news item 
segmentation. For a clip made up of multiple news shots, if a news item is changing 
to another news item among it, the boundary between them must also be a shot 
boundary. In this case, shot segmentation is significant, since it will provide potential 
candidates of news item boundaries. 

Anchor shot detection is another significant aspect of the system. The detection 
results are used to determine which channels are used to extract news items. In news 
programs produced by different broadcast corporations, a frame in an anchor shot 
usually involves two common objects, an anchorperson and a background. 
Anchorpersons may differ, or the same person is in different dresses on different days, 
but the whole background or some local region in the background usually keeps 
unchanged for a long period. Therefore, a model of anchor shots can be constructed to 
characterize the content of the unchanged region and the system uses the model to 
detect the anchor shots. In our system, the model is represented as: 

,, >=< FCRAnchorShot (7)

• R  is a region in the background object, the content of which keeps almost the 
same on different days and has consistent color texture. 

• C  is a feature vector < ,cbrv cbravg , cbrsd , crrv , crravg , crrsd >, which models the 

distribution of the values of chrominance components in the region R . cbrv  is the 

dynamic distribution range of the chrominance component Cb. cbravg , cbrsd  are the 

average and the standard variance respectively. crrv , crravg , crrsd  have the similar 

meaning, but for the other chrominance component Cr. 

F is the region where the face of anchorpersons locates.

The module of anchor shot detection checks whether a frame in the stream satisfies 
the model , >< CR  first. If the module consistently detects existence of anchorperson 
frames in multiple consecutive I frames, an anchor shot appearance event will be 
declared. After that, if the system does not detect existence of anchorperson frames in 
multiple consecutive I frames, an anchor shot disappearance event will be declared. 
The step has the power to identify most of anchor shots accurately. If the system 
pursues higher accuracy, face detection in the region F  is imposed to refine the 
results further. The algorithm does not involve shot segmentation, and operates in 
compression domain, involving only simple computation, which makes the detection 
very fast. In evaluation experiments on a big test set, more than 98% accuracy and 
100% recall are gained. Due to the primary purpose of the paper, more details of the 
algorithm will be presented in another paper. 

2.3 Automatic Segmentation of News Items 
For each silence segment >=< nn esnSG ,)( , there is a synchronized video 

segment >< nn VeVs , , where nn VeVs ,  are its start frame and end frame. We specify 
that if a news item consists of an introductory anchor shot and some news shots, it 
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will be considered as two items. One is the anchor shot, and the other consists of all 
news shots. The processes described in the sections 2.1, 2.2, provide useful visual and 
audio cues to segment news items. The whole segmentation process involves two 
steps. First, the anchor shot detection module segments the stream into two classes of 
clips interleaved, i.e. anchor shot clips and news shot clips. Fig.3 illustrates the result 
after that. Then we use the following rules to refine the results, to check if there are 
still news items boundaries in each clip. 

clipsofprogramhead anchorshotclips newsshotclips

Fig. 3. The result generated after the anchor shot detection 

Rule 1 if the segment >< nn VeVs , belongs to an anchor shot, and the corresponding

silence segment )(nSG ‘s total silence ratio
=

=
en

Sni

iioSilenceRat )(η satisfies ζη > ,

ζ is a threshold, then the frame at the position 2/)( nn VeVs + is chosen as a

boundary of news items.

 Rule 2 if the segment >< nn VeVs ,  covers two different shots, represented by ks  and 

1+ks , ,...1,0=k , and the corresponding silence segment )(nSG ‘s total silence ratio 

=
=

en

Sni

iioSilenceRat )(η  satisfies ση > , σ  is a threshold, then )(kshot  is considered 

as the last shot of the foregoing news items, and )1( +kshot  as the first one of the 

following news item. 
If the rules cannot be applied to a clip generated by step 1, then the clip itself is 

considered a news item. For instance, if no silence segment in an anchor shot satisfies 
the rule 1, the anchor shot forms an item itself. For news shot clips, the silence 
segment in the middle of a shot only means a common pause during reporting a news 
item. Usually the contents of TV news are compact. The silence segment )(nSG  in 

the audio channel is very short, generally less than 3.5 seconds. On the other hand, to 
impress the viewer and make them comfortable visually, two shot transitions within 
the 3.5 seconds do not occurs generally. Therefore we can assume the segment 

>< nn VeVs ,  covers two shots at most. Our observation of CCTV news has also 
verified the characteristics. 

3. Experiments and Evaluation 

We implement the system described in section 2, and random choose 4 days’ MPEG 
CCTV news from video program database as test data to validate the algorithm. The 
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whole experiments are conducted on the PC with PIII-450 CPU and 64M memories. 
The frame rate of test data is 24f/s with frame size 720*576 pixels. The test data set 
contains 184100 frames, and lasts two hours or so in total. Before testing, we label 
manually all the news items in the four days of news, as a standard reference to 
evaluate the performance of the algorithm. When labeling, introductory anchor shots 
and following news shots involving the same topic are considered as different items. 

Table 1. Experiment results of news item segmentation

Programs Shots News Items(S) Output(D) Error (E) Missed (U)

News0 276 33 40 8 1

News1 243 24 34 11 1

News2 305 28 33 7 2

News3 274 18 24 7 1

Total 1098 103 131 33 5

Table 2. Experiment results to the two complex cases 

Actual Boundaries Ones Detected AccuratelyPro-
grams A B A B

News 3 3 3 2

News 2 5 2 4

News 2 3 1 2

News 0 6 0 5

Total 7 17 6 13
Note: A—multiple items in an anchor shot; B— news items with no introductory anchor shots

Compared to accuracy, we pay more attention to recall, since the latter means less 
manual effort of a user to correct the results automatically generated by the system. 
Therefore, the following parameters values are chosen, α =0.27, β =0.85, ζ =1.6, 

σ =1.31, and the experiment results are tabulated in table 1. According to the 
statistics in table 1, the accuracy of news item segmentation =P

D

E−1 =−=
131

33
1 74.8• and the recall =R =−

S

U
1 −1 =

103

5 95.1• are calculated out. 

During the experiments, the less ζ •σ  are chosen, the higher recall can be obtained. 

But the accuracy becomes less, since the higher recall also brings more false 
boundaries. Our analysis found the missed boundaries are mainly caused by disturbs 
of background sound occurring on the boundaries, which confuse the detection of 
silence segments. For false segmentations, they also result from scene sound. For 
instance, during an interview, the speaker altercations between a reporter and an 
interviewee bring some silence segments in audio channels. If a shot transition 
accompanies, then false claims may occur. The two cases, which cannot be handled 
by [12], are ubiquitous in CCTV news. The experiment results related to them are 
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summarized and tabulated in table 2. The statistics in it shows our algorithm is valid 
and it can accurately identify most of the boundaries in the two cases. It should be 
pointed out, almost all false claims in table 1 result from the effort to identify them. 

4. Conclusions 

The paper explores integration of audio-visual cues to automatic segmentation of 
news items. A novel approach has been proposed. It overcomes the limitation of the 
approach in [12], and brings more adaptation. The experiment results show the 
algorithm is valid and robust. The recall 95.1• and the accuracy 74.8• have been 
achieved when the system identifies boundaries between news items. The experiments 
also imply integration of audio-visual cues is effective to parse high-level structures 
of video. Though the method is designed specifically for parsing TV news, its 
analysis of audio signals, as well as integration strategy of audio-visual cues can also 
be applied to the scene analysis of other video classes. 
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Abstract. Different from the traditional image retrieval systems, our retrieval 
framework bases on feature elements but not feature vectors. The retrieval task 
is to judge whether the image holds the feature elements of the demand set. As 
the opposite interactive tool to the relevance feedback for the current feature 
vector based retrieval, this paper proposes a new approach: association feed-
back. It analyzes synthetically the feedback data, retrieval history and existing 
result to find out the associated elements that potentially hit the retrieval target. 
And it can easily implement interest switch, by using associated part as the 
bridge. Experimental result shows inspiring future for the new approach. 

1   Introduction 

Nowadays the mainstream of image retrieval is content-based retrieval (CBIR). Some
of the systems even declaim to be able to achieve semantic retrieval. 

While most CBIR systems extract features from the images, and use the features as 
the image “labels” to identify the image similarity. The popular way to deal with the
features is to combine them as vectors. Thus retrieval task becomes searching in the
multi-features vector space. 

Feature vectorization makes it easy to implement similarity match, multi-feature
combination, and image feature database organization. Besides, a powerful tool for
retrieval interaction, relevance feedback [1,2], attempts to meet the user requirement 
by adjusting the term weightings of the feature vectors.  

While we break the features into separate units with clear visual meaning, and call
them feature elements (FEs). It is the feature element but not the feature vector that
plays the key role in the human mind-retrieval. Thus the retrieval task is transformed
into judging whether the images hold the demand feature elements [3].  

At the interactive stage, as an equivalent tool, association feedback is proposed in 
this paper. Different from relevance feedback, it tries to detect the associated parts 
between the retrieval result and user feedback, then estimates the user intent on the
selection of the feature elements or FEs characteristic adjustment. 
In section 2, feature element theory is briefly reviewed, and the retrieval process is 
described in short. The mechanism of association feedback will be particularly de-
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scribed in section 3. Experiments result and conclusions will be given in section 4 and 
5 respectively. 

2 Feature Element Based Retrieval

In the proposed framework, feature extraction stage generates feature elements di-
rectly. Then some evaluations are done to pick out the potential important ones. Grid
index is used to organize up the feature element database. 

2.1   Feature Element Generation and Evaluation 

The feature vector presents a statistical view of the image. While feature element tries
to catch the concept factor in visual sense, which makes them more intuitive.  
For each FE, we define one primary value and several secondary values. Primary 
value is taken as its identifying label, while secondary values represent some other
accessory visual characteristics. 

In our system, color distribution feature element (cdFE) is developed. For this FE,
color cardinalities obtained by dynamic clustering in the HSV space [4] are taken as
the feature elements. Its primary value is the Hue (Hbin). There are three secondary 
values added to the cdFE: Saturation (Sbin), Color Coherence Value (CCVbin) [5]
and Color AutoCorrelogram Value (CACbin) [6]. The latter two contain spatial in-
formation of the color cardinality. 

Feature element evaluation is done next to estimate the potential importance of the
FEs. From some literature investigating on the visual perception psychology, several
principles for evaluation are drawn to help us to establish a priority level system that
also meets some requirement of fuzzy effect [7,8,9]. The evaluation process partitions
the FEs into three sets: important FEs (iFEs), extend FEs (eFEs), and trivial FEs
(tFEs). Among them, iFEs usually are the retrieval targets, eFEs will be used to extend
the potential interest, while tFEs are often discarded. 

2.2   Grid-Index And Retrieval Session 

Different from the popular clustering organization method [10,11] in the stage of 
image data popularization, we put forward one relative simple and stable approach, 
grid-index. Feature elements are put into grids according to their values. For example,
the primary value of cdFE: Hbin, is divided into 360 grids evenly. The image that
contains one FE whose Hbin is °60 , is registered into the °= 60Hbin  grid. Thus, the
grid-index system with all the images registered in is built up. 

Here retrieval session is used to define the process, which starts with the retrieval
request submitted and ends with the satisfied result accepted by the user. At the begin-
ning, user’s retrieval demand, QBE or natural language instruction, is translated into a 
set of target FEs. Then from the grids that match the values of the target FEs, all the
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images registered in are picked out to form the result list. The preliminary retrieval 
outcome is available now.  

More details about the feature element theory and grid-index can be found in [3]. 

3   Association Feedback

At the interactive stage, users often show their favor by feedback action. They may not
feel satisfied with the result provided: low recall or low precision. And as an even
greater challenge, users may have some association on the current circumstance. As-
sociation feedback tries to find out the associated part, which is the bridge between the
user intent and current result. 

3.1   Feedback Data Collection 

In the retrieval framework, user may say “yes” or “no” to the preferred or not-
preferred image to show his inclination as the traditional way. The yes-no feedback
data are collected to analyze the genuine intent of the user. We believe that in fact user
like some elements or dislike some others in subconscious.  

3.2   Hit Ratio Analysis 

Image marked with “yes” and those with “no” are gathered into the yes-group and no-
group separately. For each group, the “yes” or “no” hit ratio for the elements is calcu-
lated. The yes-hit-ratio is the ratio of the images in the yes-group, which contain the
FE that hit at least one in the demand FE set, to all the yes-group images, the no-hit-
ratio can be computed in the similar way, )(IF means the feature element set con-

tained by image I :
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kH and N

kH mean the yes and no hit ratio of the kth demand feature element re-

spectively. 
jYI  and 

jNI  mean the jth yes or no image respectively. While M  means

successful match of FE primary value. )(FEP  presents the primary value. And 
calculates the cardinality of the set A. 

Obviously the FEs get much more “no” than “yes” usually hit the user’s distaste,
otherwise, FEs hit more “yes” than “no” implies their importance. And the common
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elements the yes images hold, though not in the demand set, still have the opportuni-
ties to be promoted to the iFE set. Thus new set of demand FEs generates by hit ratio 
analysis. 

3.3   Hit Density Calculation

The next step is to adjust the values of these FEs, because the user may not accept the
original values of them. The goal of the value adjustment is to determine the new
domain match boundary of the FE values. Hit density set is introduced to calculate the
new value distribution. The value of FEs in yes-group is denoted as +v , while −v

represents the values in the no-group. Thus, the yes and no sets are combined to form
the original hit density set, then all the bins are rearranged as sort ascending: 

}{},,{},,{ 111 MNMNo vvvvvvHD +
−−++ ≤≤== (3)

As the oHD  data is discrete, interpolation is needed to get the continuous distribu-

tion. Firstly the density of each bin is calculated as follow: 
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Here, T is set to limit the neighborhood range. Then between two discontinuous and
homo-sign bins, linear interpolation of the bin density is done to obtain the continuous
density distribution. Naturally normalization is a must. Due to the incompleteness and
insufficiency of the user feedback data, there are still some bins that are uncertain of 
their signs, one classical continuous hit density set is presented as follow: 

},0,,,,,0,,,,,0,,,,,0{ −
+

−+
+

+−
+

−= rkkqjjpiic ddddddHD (5)

Usually the bins from ith to i+pth and from kth to k+rth are all below zero (re-
fused), whereas, the bins from jth and j+qth are positive (accepted). 

3.4   Accepted Domain Match Boundary Decision

The consequent task is to ascertain the accepted domain boundary of FE values. Ap-
plying rough set theory [12], we can define lower approximation boundary set

[ ]qjjl ddS += ,  and upper approximation boundary set [ ]11 , −++= kpiu ddS . Obviously, the

genuine boundary set, [ ]tsg ddS ,= , obeys: ugl SSS ⊆⊆ .

Because of the feedback data incompleteness, the history data and some hypothesis
must be adopted. The history data include original values of FEs and all previous user
feedback data. It is supposed that during one retrieving session, the feedback data
always stick to one retrieval goal. Thus all these data can be integrated to reduce the
roughness of gS . To be simple, gS  is set as [ ]2/)1(2/)1( , −+++++ kqjjpi dd .

Now, the new demand set of FEs and their adjusted values are available for the next 
round retrieval. 
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3.5   Interest Switch Realization

During one retrieving session, the user would submit one retrieval request, but he may
partially take the request as the ultimate goal or even change his mind during the ses-
sion. We name it interest switch. Applying association feedback, it is easy to get the
associated part, which is usually a subset of the demand FEs set, i.e., the bridge to the
new retrieval. While new FEs will be added to the demand set. Thus some potential
FEs will be promoted into the demand set. 

4 Experimental Results & Discussions

Our image database consists of 1848 color images. Three groups of experimental
result data on the archive of images are given as Table 1.  

All the retrieval sessions start with the image of a sunflower under blue sky. Feature
element generation and evaluation produce two important cdFEs with hue yellow and
blue as their primary value respectively. The task of session A is to find out many
small yellow flowers, task B tries to retrieval big yellow flowers, while the destination
of C is to obtain small red flowers. All sessions involve interest switch. Ft represents 
the feedback rounds to reach the satisfied result. N is the amount of the final images in 
the result list, which belongs to the respective groundtruth set. Rp and Rt are retrieval
recalls:

%100×=
evaluationFEafterimagesgroudtruth

resultfinalinimagesrelevant
Rp (6)

%100×=
imagesgroudtruthall

evaluationFEafterimagesgroudtruth
Rt (7)

Pr represents the precision defined in [2]. Due to the complexity and diversity of 
the images in the database, and most important, lack of sufficient semantic identifica-
tion, the low precision now is somehow understandable. Besides, some new kinds of 
feature elements are needed. 

The retrieval session of each task is illustrated in Fig. 1-3. In session A, user selects
images with small yellow flowers, while say no to the “big” ones. In the second round,
the requirement is confirmed and images only with blue are refused. Thus leads to the
fine result. Task B is similar to A. While task C is a little more complicated, as red is
not the important FE. By emphasizing on red information, red cdFE is promoted
gradually from eFE to iFE, and in the same way to A and B, yellow is refused. 

Table 1. Experimental result of the 3 retrieval sessions 

 Ft N Rp Rt Pr 
A 2 42 91.30% 88.46% 51.85% 
B 1 41 83.67% 87.50% 51.90% 
C 2 108 74.03% 90.80% 57.47% 
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1 2 3 

Fig. 1. Three retrieval sessions - Session A. Note: the ranking of images is rearranged to show
more relevant images in one page. 

1 2 
Fig. 2. Three retrieval sessions - Session B. The same note as A. 

1 2 3 

Fig. 3. Three retrieval sessions - Session C. The same note as A. 

Table 2. FE data change during each retrieval session 

Hbound CCVbound Importance 
[198, 237] [0, 14] iFE 

A, B, C 
[36, 75] [0, 14] iFE 

(a) Original FE data after direct retrieval, 3 tasks start at the same scratch line. 
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 Hbound CCVbound Importance 
1 [29, 58] [6, 14] iFE 

A
2 [196, 235] [0, 3] eFE 

B 1 [38, 67] [0, 6] iFE 
1 [36, 65] [6, 14] iFE 

C
2 [342, 19] [0, 8] eFE 

(b) After first round retrieval, task B reaches its end point. For A, blue element is degraded
as eFE, while for C, red is promoted into eFE. 

Hbound CCVbound Importance 
A [35, 64] [6, 14] iFE 
C [351, 35] [0, 6] iFE 

(c) Now all the tasks reach their goals, session A only contain small yellow FE, session C
kicks yellow out at last. 

 Hbound CCVbound 
A [25, 75] [6, 14] 
B [25, 75] [0, 5] 
C [335, 25] [0, 5] 

(d) These are the authentic FE values that required by evaluated groudtruth. 

Table 2 illustrates the change of the FE data in the retrieval session. For each task,
in one retrieval round, all the relevant FEs are listed out. Of each FE, two of the most
relevant values, Hbin and CCVbin, are chosen to be presented. Hbound and
CCVbound mean the domain match boundary of respective value. Domain of Hbin is

0, 360] which is corresponding to 360 degrees of Hue. While the value span for
CCVbin is from 0 to 14, the higher, the more scattering the color cardinality is, and
low value present compactness and largeness. Importance points out which set, iFE or
eFE, the FEs belong to.  

The border between iFE and eFE decides the amount of probable evolved results
during retrieval. If more eFEs are taken as iFEs, more result images are at hand for
choice, otherwise, maybe more accurate outcomes are available. To cope with the
dilemma is a crucial task for future work.  

What is remarkable is that besides the fine ratio of recall, the amount of feedback
rounds for the user to achieve his goal (even include interest switch) is quite few.
While the low precision problem involve the image recognition problem in general
circumstances. To our opinion, the task of retrieval is to find as many similar one as
possible, but no to recognize and understand accurately. Besides, an integrated seman-
tic recognition framework based on the feature element theory is under developing.
We hope the intuitive and flexible nature will help this framework achieve more gen-
eral and finer semantic result. 
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5   Conclusions

Unlike the traditional image retrieval systems, where features are taken as vectors, the
proposal brand new approach is based on the feature element theory. And the associa-
tion feedback mechanism is developed to help user handle the retrieval process more
intuitively and flexibly. Experimental example shows that the association feedback has
a good applying future.
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Abstract.  This paper reports a study designed to investigate the requirements 
of a user interface for a content-based image retrieval system, and presents the 
preliminary results of an inquiry into the usability of the query by visual 
example paradigm.  Twenty eight evaluation sessions were conducted to test the 
usability of two user interfaces.  The study was segmented by image type, user 
group and use function.  Usability was measured using a combination of both 
objective and subjective measuring instruments: benchmark tasks, critical 
incidents, and the Questionnaire for User Interface Satisfaction (QUIS).  
Preliminary findings suggest that both user interfaces had an overall positive 
usability score, although there were a number of areas that would improve the 
overall score.  The results also indicate that the efficacy of some currently used 
features are questionable. 

1 Introduction 

The field of image retrieval has been an active research area for several decades. In 
recent years, the field has been the focus of renewed interest as the dramatic and 
unparalleled swell in the volume of digital image data has exacerbated the problem of 
image retrieval [1].  Solutions to address this have resulted in the development of 
second-generation visual information systems that focus on the automatic indexing 
and retrieval of images by their visual characteristics.  Content-based image retrieval 
is a general term used to describe the overall approach.  This method permits the 
automatic, unsupervised extraction of perceptual information from raw sensory data, 
through the objective analysis of pixel distribution, and the derivation of visual 
similarity measures [2].  Supporters of the approach have hailed this technique as a 
powerful information retrieval tool, which can compliment the traditional information 
retrieval paradigm or be utilized as a novel query mechanism for the retrieval of 
images from large repositories of image data [3].  Nevertheless, the difficulties 
involved in developing effective and efficient image retrieval systems are 
problematic. 
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Little empirical or independent evidence exists to verify the effectiveness of this 
approach and the viability of applying the technology in real world applications, and 
there are still a significant number of open research issues to be addressed if this 
technique is to pay dividends [4].  Many research topics in this field, which have been 
suggested by several commentators as integral elements to the advancement of this 
approach as a creditable retrieval tool, have been largely ignored [5, 6].  One such 
area is the user interface and the tools necessary to express a visual query.  This paper 
provides an overview of an investigation designed to examine the user interface to 
content-based image retrieval systems and presents the preliminary results of an 
evaluation that assessed the usability of the query by visual example paradigm. 

2 Research Background 

It is widely recognized that information seeking is a complex iterative process in 
which the information seeker, often for good reasons, may well be unable to specify 
an information need.  Nevertheless the interface can have a significant impact upon 
search success [7].  One mode of interaction for content-based image retrieval 
systems allows end users to submit a query image as the basis of their search.  This 
mode of interaction is commonly known as Query by Visual Example (QVE).  
Supporting the construction of image queries by this mode of interaction is a non-
trivial problem.  The more complex the query i.e. the shape and structure, the more 
difficult it is for the end user to express and produce a meaningful visual example.  
Several user interfaces and their features have been described in the literature, and 
these features have recently been summarized by Del Bimbo [8].  The query by sketch 
method is a common feature employed in several systems [9].  By this method users 
can sketch out their desired image by combining several features commonly found in 
computer graphic applications.  The sketch represents a template of either a 
completed object or scene.  However, Korfhage [10] indicates that queries formulated 
by this method are simplistic, relatively crude sketches of the desired query image, 
and that the tool has a limited functionality for expressing more complex image 
queries.  Similarly, the effectiveness of shape matching features is influenced by noise 
and pixel arrangement in the query image.  There is little evidence to support the 
usability of this query tool.  However, it is highly probable that this method may 
ultimately result in end-user frustration if the retrieval output produced continued 
unexpected and unpredictable results.  Gupta and Jain [11] note that most systems are 
limited in the query types they can handle and propose that image query specification 
should be extended through a range of different tools: query canvas, containment 
queries, semantic queries, object-related queries, spatio-temporal queries.  Whether 
the current or proposed query tools are effective in aiding the process of visual query 
formulation and construction is unclear as there is little empirical evidence to date to 
support such claims.  Research to date is contradictory and the validity of the 
interaction methods remains untested with real end-user populations [12, 13].   
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The literature suggests that there is no clear understanding of the user interface and 
tools to express a visual query, both in terms of the user design requirements and their 
existing level of usability.  The user interface remains the least researched and 
developed element of content-based image retrieval systems. 

3 User Requirements 

The project was segmented by image type, user group, and use function.  The image 
type consists of a set of device marks supplied by the UK Trademark Registry.  A 
sizeable number of the dataset is made up of abstract geometric designs that have 
little or no representational meaning.  Typical images for this class are monochrome, 
multi-component, with few textured areas.  The following images are examples from 
the registry:  

Crown Copyright Reserved. 

The dataset comprises ten thousand, two-dimensional, bi-level shapes, stored as files 
in the Xionics SMP format using CCITT Group 4 Fax compression.  The sample 
population in the study was purposefully selected to produce a group who shared 
similar task orientation, motivation, systems expertise, and domain knowledge [14].  
Dependent variables were determined by the user group, all are intermediaries 
performing a search for an external body with predefined boundaries.  Independent 
variables were categorised from a phenomenological perspective, the users deciding 
on their own level of ability and determined by means of a questionnaire.  Three user 
groups were selected to assist in the user requirements engineering process: patent 
information network libraries (PIN), patent services, and trademark agents.  The 
rationale for targeting these specific groups was based on the premise that their 
primary business function involves the effective identification of similar images from 
the dataset and shared similar task orientation and motivation.  The use function is 
restricted to the retrieval of images by shape similarity.  The ARTISAN [15] shape 
retrieval system was used to demonstrate the novelty of content-based image retrieval 
technology to the end user population.  ARTISAN is a similar-shape retrieval system.  
The system performs automatic shape analysis and provides both example-based 
similarity retrieval and partial shape matching facilities.  Twenty three semi-
structured interviews were conducted between August and September 1997 with 
individuals from the three selected groups.  The aim of the interviews was to explore 
the user requirements for a content-based image retrieval system.  A number of key 
areas were explored within the topics of system input, system output, and user 
interface issues.  The data collected from the interviews was analysed using a constant 
comparative method [16].  The data suggests that a number of user interface features 
are required to support visual query construction.  
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The three user groups proposed several features including: a scanning tool, a sketch 
tool, a browsing tool, and a shape-building tool.  This data suggests that end users 
have a range of query needs, which could be supported by several interface features, 
and that no single interface feature would support all the activities and tasks of this 
end user population.  For known item queries, all twenty-three interviewees suggested 
a scanning tool as their primary and preferred tool.  This feature should allow users to 
scan an image directly into the system to use as the basis of their search.  This feature 
would also be used to scan in images to modify prior to its submission as a query.  
While the three end-user groups have a common interest in the effective identification 
of similar images from the dataset, the findings highlighted a dichotomy between the 
activities of trademark agents and those of PIN information officers and patent service 
personnel.  This is reflective of the activities of the three user groups and can be 
attributed to the type of client and nature of the service they provide.  For example, 
trademark agents have specific requests for known item queries.  The data suggests 
that trademark agents would only currently require a scanning facility to accurately 
capture the client’s proposed device mark.  In contrast, PIN information officers and 
patent service personnel have a broader range of enquiries that encompass both 
known and partially known item queries.  As a result, these two groups proposed a 
broader range of features to assist in image query construction: a shape-building tool, 
a browsing tool, and a sketch tool.  The shape-building tool should allow end users to 
select from a range of predefined shape features to form the basis of their query e.g. 
circles, squares, triangles, and rectangles.  These shapes should be based on the main 
categories defined in the Vienna classification scheme.  The browsing tool should 
allow end users to browse through a hierarchy of visual surrogates and select an 
image to use as their query.  The structure should be based on the Vienna 
classification scheme.  The sketch tool should allow end-users to construct their 
queries by free-hand drawing, and utilize basic shape features and functions found in 
computer-based drawing applications e.g. MS Paint. 

4. Design & Development 

Potential designs were investigated by drawing upon two standard approaches: 
structured and holistic design. Based on the results of the design phase, two user 
interfaces were built for comparison purposes at the evaluation stage: a single feature 
browsing interface and the user-defined interface.  The browsing interface allowed 
users to scroll through categories of visual surrogates and select an image(s) on the 
basis of their visual properties.  Users are able to progressively move through the 
structure of the hierarchy to refine the search to one or two relevant surrogates.  The 
hierarchy was based on the Vienna classification scheme.  The user-defined interface 
reflected the proposed features identified during the user analysis stage: shape-
building, browsing, sketching, and scanning tools.  The shape-building feature 
allowed users to select a single image shape as the basis of their query or construct a 
query by combining different shape elements from a standard range of shape features 
e.g. circles, squares, triangles, rectangles.  
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Selection of the shape-building function spawned a new window within the main user 
interface to allow users to build their query.  The integrated browsing feature 
performed the same functions outlined in the stand-alone visual-browsing user 
interface.  The sketch tool allowed users to construct their queries by free-hand 
drawing.  A new window and a drawing tool were spawned within the main user 
interface to allow users to draw their desired query image.  The scanning feature 
allowed users to simulate the process of scanning an image directly into the system as 
no scanning hardware or software would be present during the evaluation.  Analysis 
of a scanning procedure at the design stage provided a realistic simulation of the 
process.  The simulation of scanning an image spawned a new window displaying the 
image within the main user interface.  In addition, a set of standard image editing 
facilities enabled users to make modifications to images e.g. erase.  The image editing 
facilities were present at all times during the input and output stages.  To reduce 
programming and development overheads the decision was taken to build a horizontal 
prototype.  Horizontal prototyping enables the illustration of the system without 
having to develop a fully functional system.  The development work was undertaken 
on a PC within a Windows environment. Visual Basic was selected as the 
development environment to build the user interfaces. 

5. User Interface Evaluation 

Evaluation of information retrieval systems has traditionally focused on retrieval 
efficiency and effectiveness [17].  However, from an HCI perspective, evaluation is 
concerned with gathering data about the usability of a design or product by a specified 
group of users, for a particular activity, within a specified environment or work 
context.  Usability is defined as a measure of the ease with which a system can be 
learned or used, its safety, effectiveness and efficiency, and the attitude of its users 
towards it [18].  The purpose of the evaluation was to assess the usability of the user 
interfaces and to determine whether the proposed user interface features improved the 
human-computer interaction.  Twenty eight evaluation sessions were conducted to test 
the usability of the user interfaces.  The evaluation was segmented by the same image 
type and use function employed in the user requirements analysis stage.  However, 
this time participants were selected solely from the 14 UK PIN offices.  Two separate 
sessions took place over the duration of the evaluation.  The evaluation involved 
field-testing and took place on site within the participants’ working environment.  The 
overall evaluation session lasted three hours.  A maximum thirty-minute time period 
was allocated for introductory remarks, discussions on the evaluation, participant 
questions and reassurances, and for participants to receive a tutorial on basic 
techniques for interacting with the system and executing the major interface 
functions.  All participants were issued with introductory instructional remarks.  
These provided uniform instructions clarifying the purpose of the evaluation and 
removed some of the potential variance from the test sessions.  All participants were 
required to read and sign an informed consent form.  
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Usability was measured using a combination of both objective and subjective 
measuring instruments: benchmark tasks, a concurrent semi-structured interview, and 
the Questionnaire for User Interface Satisfaction [QUIS] [19].  Benchmark tasks are 
representative tasks that a user will perform e.g. search. Specific, single interface 
tasks were selected to enable problems discovered during the evaluation to be traced 
to specific parts of the design.  Intervening representative tasks were also included in 
the evaluation.  These tasks were not tested quantitatively but were important in 
adding breadth and depth to the evaluation.  Representative tasks are common tasks 
that users would be expected to perform on a regular basis e.g. print.  Both benchmark 
and intervening representative tasks were based on activities identified during the user 
requirements analysis process.  All tasks were solvable using either interface.  The 
tasks were administered as a written list.  Participants were required to read each task 
description aloud before beginning.  Completion of this was used as a cue for the 
evaluator to start timing the task performance.  All appropriate tasks were timed using 
a stopwatch and captured by means of a paper-based form.  An audio taped, 
concurrent semi-structured interview was used to collect users' subjective responses to 
positive and negative critical incidents.  Critical incidents may happen while a 
participant is working that have either a significant positive or negative effect on task 
performance or user satisfaction, and thus on usability of the interface.  Critical 
incidents were noted on a paper-based form and discussed after completion of the 
appropriate task.  The well-established QUIS questionnaire was used and adapted to 
provide a quantitative measure of a user’s subjective satisfaction with various user 
interface features.  QUIS is organized around general categories e.g. screen, 
terminology and systems information, and employs a ten point rating scale.  The 
granularity of the QUIS rating scale was modified from its linear scale of 1-10 to a 
negative and positive scale as studies have suggested that negative and positive scale 
readings correspond more accurately to the negative and positive opinions of users 
e.g. –5 –4 –3 -2, -1, +1, +2 +3 +4 +5 and NA, [20].  The scale contained no neutral 
value in order to reduce the error of central tendency.  The questionnaire was 
distributed to participants after the completion of each session.  For the purpose of 
this evaluation two error types were operationally defined.  Firstly, any time a 
participant cannot take a task to completion, Type I.  Secondly, any time a participant 
takes action that does not lead to progress in performing the desired task, Type II.  
When a participant did something unexpected which lead to a different way of 
accomplishing a task it did not constitute an error but was considered as a critical 
incident. 

6. Preliminary Results 

The final results of the evaluation are still being analysed, but preliminary results of 
QUIS suggest that both user interfaces had an overall positive usability score.  In 
general, user reaction to the interfaces was positive.  All participants thought the user 
interfaces were quick and easy to learn.  Participants commented that the simplicity of 
the interfaces was their major strength.   



520 C.C. Venters et al.

Functions were clear and led to predictable results.  However, the data from QUIS 
also highlights several areas where the interfaces can be modified to improve the 
overall level of usability.  For example, several participants indicated the position of a 
counter, which expressed the time remaining to search the database, could be moved 
from its current position.  This feature was fixed on the screen until the database 
search had been completed and obstructed access to the retrieval results.  Ideally 
participants would like to scroll through the results as they appear.  Several 
participants also expressed this as a negative critical incident.  The single feature 
interface was the preferred user interface of choice by the majority of participants.  
All participants felt comfortable with its functionality and were quick to settle into the 
set tasks.  The set tasks were performed faster and easier with this interface.  This 
interface produced an observed positive reaction in the participants who expressed 
that this interface would address their current working difficulties.  Similarly, the 
browsing feature in the user-defined interface was also the preferred feature of choice.  
This supports evidence from previous studies [13].  However, we suggest that this is 
in part an intuitive display of their current information seeking behavior.  Ultimately, 
the information seeking behavior of end users may impact on this technology being 
adopted.  All participants completed the benchmark and representative tasks 
successfully.  However, several participants produced a Type II error with the user-
defined interface.  This was prevalent with the sketch function.  While participants 
were keen to exploit and test out the range of functions available several resorted to 
completing the sketch task by another function as they felt the sketch tool was 
inadequate for expressing the query.  They felt they had little control over the tool and 
that it relied solely on their artistic ability.  They suggested that some form of 
graphics tablet where they could draw with a pen and select shapes instead of using a 
mouse would be more natural.  Many of the comments concerning this feature 
reiterated those expressed by Korfhage [10]. 

7. Summary 

This paper provided an overview of a project designed to investigate the requirements 
of a user interface for a content-based image retrieval system, and presented the 
preliminary results of an evaluation that assessed the usability of the query by visual 
example paradigm.  This work attempts to add to our existing knowledge and further 
our understanding of the content-based image retrieval system user interfaces.  Our 
work suggests that this end user group had a range of query needs, which could be 
supported by the QVE paradigm.  The preliminary results indicated that while both 
user interfaces had an overall positive usability score there were several areas where 
the interfaces could be improved.  The results also imply that the efficacy of sketching 
tools is highly questionable.  However, the data also suggests that a complete 
paradigm shift in user perception may be required if content-based image retrieval is 
to be adopted as a viable retrieval tool. 
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Abstract. Keyblock, which is a new framework we proposed for the content-
based image retrieval, is a generalization of the text-based information retrieval
technology in the image domain. In this framework, keyblocks, which are anal-
ogous to keywords in text document retrieval, can be constructed by exploiting
a clustering approach. Then an image can be represented as a list of keyblocks
similar to a text document which can be considered as a list of keywords. Based
on this image representation, various feature models can be constructed for sup-
porting image retrieval. In this paper, we will conduct keyblock statistic analysis
and propose keyblock importance vector to improve the retrieval performance.
The statistic analysis is based on the keyblock entropy as well as the keyblock
frequency in the image database.

1 Introduction

With the advance of the multimedia technology, image data in various formats are be-
coming available at an explosive rate. The search and retrieval of images based on content
are demanded to provide open access to relevant information and products. However,
although content-based image retrieval (CBIR) using low-level features such as color
[9], texture [6] and shape [10] extracted from the images has been well studied, ef-
fective and precise image retrieval still remains to be an open problem because of the
extreme difficulty in image understanding. In contrast, many text-based information re-
trieval (IR) systems such as Yahoo, Lycos, and Google have achieved great success for
indexing and querying web sites. Since both text and image retrieval are involved in
information retrieval, the success of the text-based information retrieval motivates us to
apply relatively mature theories and techniques of the text-based information retrieval
to the image retrieval.

But the generalization of information retrieval from the text domain to the image
domain is non-trivial. One of the greatest obstacles is the intrinsic difference between
text and image as different media in representing and expressing information. With
respect to representation, syntactically, a text document is 1-dimensional while an image
is 2-dimensional. With respect to expression, semantically, the units (words) of a text
document, especially those keywords, carry direct semantics which are related to the
semantics of text documents. In contrast, the units of an image, either in the pixel level
� This research is supported by NSF and NCGIA at Buffalo.
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or in the segment level after segmentation, provide generally no clue at all about the
semantics of the image in the first case, or give unreliable object description in the
second case. Thus the critical issue is how to construct feature segments in images
which are similar to keywords in documents.

Keyblock [5] is such a new framework we proposed for this purpose. In our context,
an image is defined as a set of feature segments such as pixels, blocks and regions, etc. In
the keyblock framework, keyblocks, which are considered as the representative feature
segments analogous to keywords in the text document retrieval, can be constructed by
exploiting a clustering approach [3]. With a codebook of keyblocks, each image can
be encoded as a list of index codes of the keyblocks in the codebook, which is similar
to a text document that is considered as a linear list of keywords. With this new image
representation, the retrieval can be done in the image domain by exploiting techniques in
the text domain. This idea was explored and extensively tested in Zhu et. al. [5], where
the histogram model, the vector model, and the boolean model used in the text retrieval
[1] were generalized to image retrieval. It was demonstrated that all models out-perform
the traditional image retrieval techniques. However, these models assumes that each
keyblock has equal importance in describing image content and facilitating retrieval.
This may not always be true. For example, keyblocks which occur too frequently in
the images usually are not good discriminators for retrieval and their negative effects
should be eliminated. In this paper, we will construct a keyblock importance vector
which defines keyblock importance for retrieval based on the statistics of the whole
image database, and use it to model image retrieval.

This paper is organized as follows. We will first briefly introduce the keyblock frame-
work in Section 2. In Section 3, we will present the weighted histogram method which
uses the keyblock importance vector. Two statistic measures, keyblock frequency and
keyblock entropy will be used to define the keyblock importance vector. In Section 4,
experimental results will be presented to demonstrate the effectiveness of the new model.
The conclusion will be provided in Section 5.

2 Keyblock-based Image Retrieval

To generalize techniques of information retrieval from the text domain to the image
domain, we proposed a practical framework called keyblock-based image retrieval in
[5]. The approach, illustrated in Figure 1, includes the following main stages:

(1). Keyblock generation: generate codebooks which contain keyblocks of different
resolutions. Although objects are good candidates to be considered as visual keywords
in the images, object recognition for natural images is still an unsolved problem and may
remain to be an open problem in the long term. With a limited degree of sacrificing the
accuracy, one practical approach is to partition/segment the images into smaller blocks,
and then select a subset of representative blocks using clustering algorithms. These
representative blocks can be used as the keyblocks to represent the image contents. In
[5], we have described how to construct keyblocks by applying clustering algorithms
such as Generalized Lloyd Algorithm (GLA) and Pairwise Nearest Neighbor Algorithm
(PNNA) to the segmented blocks in a training set from the images in a database. In [4],
we have constructed keyblocks on the region level.
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Fig. 1. Flowchart of the keyblock-based image retrieval.

Fig. 2. The procedure of image encoding and decoding.
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(2). Image encoding: for each image in the database as well as in the query, decompose
it into blocks. Then, for each of the blocks, find the closest entry in the codebook and store
the index correspondingly. Each image is then a matrix of indices, which can be treated
as 1-dimensional codes of the keyblocks in the codebook. This property is similar to a
text document which is considered as a linear list of keywords in text-based information
retrieval. The image can also be re-constructed by using the codebook. Figure 2 illustrates
the general procedure for image encoding and decoding.

(3). Image feature representation and retrieval: extract comprehensive image fea-
tures, which are based on the frequency of the keyblocks within the image, and provide
retrieval techniques to support content-based image retrieval. There are four main com-
ponents in this stage: (a). Database D = {I1, ..., Ij , ..., IM}: a list of encoded images;
(b). Codebook C = {c1, ..., ci, ..., cN}: a list of keyblocks; (c). CBIR model ϕ = (f,s):
f is a feature extraction mapping which generates the feature vector for each image, and
s is a similarity measure between the feature vectors of two images; and (d). Q: a set of
visual queries, where each query q has a feature vector which is similar to the feature
vector of an image.

2.1 Histogram Model

Given an encoded image which has similar representation as a text document, image fea-
tures can be extracted based on keyblocks’ frequency. Let Ij = {w1,j , ...,wi,j , ...,wN,j}
be the feature vector for image Ij , and q = {w1(q), ...,wi(q), ...,wN (q)} be the feature
vector for query q respectively. In the histogram model, wi,j = fi,j , where fi,j is the
frequency of ci appearing in Ij . Similarly, wi(q) equals the frequency of ci appearing in
q. Thus, the feature vectors Ij and q are the keyblock histograms. The similarity measure
is defined as s(q,Ij) = 1

1+dis(q,Ij) , where the distance function is

dis(q,Ij) =
N∑

i=1

|wi,j −wi(q)|
1+wi,j +wi(q)

.

The weighted sum is to remove the excessive influence of the frequently appearing
keyblocks on the similarity.

The histogram model, as well as the boolean and vector models presented in [5],
assumes that each keyblock has equal importance in describing image content and fa-
cilitating retrieval which may not always be true. In the following section, we will focus
on a new model which considers different keyblocks’ effects on image retrieval.

3 Weighted Histogram Model

In the text-based information retrieval, stopword [1] refers to words which occur fre-
quently in the text documents. Examples of stopwords include articles, prepositions, and
conjunctions such as ’a’, ’the’, ’by’, etc. Since they are too frequent in the collection, they
are usually lack of discrimination power. Thus they can be disregarded for the purpose
of retrieval.
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We generalize the concept of “stopword” to the keyblock-based image retrieval. Key-
blocks which occur too frequently in the images usually are not good discriminators for
retrieval and their negative effects should be eliminated. Furthermore, different impor-
tance of keyblocks for retrieval should be specified by defining a keyblock importance
vector K = {k1, ...,ki, ...,kN}, where each element ki(0 ≤ ki ≤ 1) indicates the weight
of keyblock ci for image retrieval. With the keyblock importance vector, the distance
function of the histogram model can be redefined by

dis(q,Ij) =
N∑

i=1

ki ∗ |wi,j −wi(q)|
1+wi,j +wi(q)

.

Thus we get a new model called weighted histogram model.
The general procedure for weight assignment is: (1) for each keyblock ci, calculate

its frequency Fi in the whole image database; and (2) use one of the weight assigning
strategies listed below to assign ki a value.

Strategy 1. Set up a threshold A(0 < A < 100). If Fi is among the highest A percent
keyblock frequencies, then ci is assumed to be a “stopword”, and set ki = 0; else ki = 1.

Strategy 2. Instead of abruptly setting weights to 0 or 1 in Strategy 1, we can set
the weights from low to high in a gradual changing style according to Fi. For exam-
ple, first, let ki = 1/log(Fi), then normalize ki such that 0 ≤ ki ≤ 1. In this strategy,
high-frequency keyblocks get lower weights while low-frequency keyblocks get higher
weights.

However, since images are more complex than text documents for the task of retrieval,
keyblock frequency may not be sufficient to determine “stopword”. Other statistic metrics
are needed. We propose keyblock entropy which is the Shannon entropy of the keyblock
based on pixel values. For example, let X be a pixel in the keyblock ci, and X is in the
RGB space, 0 ≤ R,G,B ≤ 255, then the keyblock entropy of ci is defined as

Ei = −
255∑

R=0

255∑

G=0

255∑

B=0

P (R,G,B)∗ logP (R,G,B),

where P (R,G,B) is the probability of pixel X(R,G,B) appears in the keyblock ci.
The entropy measures color variability within the keyblock . If this entropy is low, the
keyblock include a relatively uniform color information; in most cases, it appears in
the background area. If the keyblock entropy is high, generally the region is foreground
which is more important in capturing image content [8] [2]. Figure 3 presents two exam-
ples which show that the entropy information can be used for image segmentation. This
hints us to use keyblock entropy to define keyblock importance vector. The intuition is:
for images, the keyblocks in the part of background usually appear more frequently than
those in the part of foreground; and background keyblocks are usually not good discrim-
inators for retrieval because they are less effective in representing image semantics and
more likely to be treated as “stopwords”. Based on this assumption , there are two more
strategies to define keyblock importance vector:

Strategy 3. Set ki = Ei. In this strategy, lower entropy keyblocks get lower weights
because they are more likely to be “stopword”.

Strategy 4. Set ki = Ei/log(Fi). This strategy combines the effects of both keyblock
frequency and keyblock entropy.
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(a)a) (b)

Fig. 3. Two images whose lower entropy regions are marked black by taking threshold at 3.7 and
2.5 respectively.

4 Performance Evaluation

Fig. 4. Retrieval results of different approaches on an animal image(109096.jpg) in COREL.

The experiments are conducted on a general-purpose image database (denoted
COREL) which consists of 31646 color photos from CD7 and CD8 of COREL Gallery
1,300,000. These photos are stored in JPEG format with the sizes either 120 × 80 or
80 × 120. Since the content of these photos are so diverse and complex, accurate re-
trieval as well as the evaluation is non-trivial. Because the images are in favor of the
color feature, we compare the performance of the weighted histogram model with the
traditional color histogram proposed by Swain and Ballard [9] and the color coherent
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Fig. 5. Average Precision-Recall on COREL: (a) performance comparison of the keyblock Ap-
proach with CCV and Color Histogram; (b) Performance comparison of different strategies for
the Weighted Histogram Model.

vector (CCV) proposed by Pass and Zabih [7], as well as the histogram model [5] in the
keyblock framework.

To generate the keyblocks, we selected 621 images as the training set. Three block
sizes, 2 × 2, 4 × 4 and 8 × 8, are used. For each block size, experiments have been
performed to generate the codebooks of three different sizes 256, 512 and 1024. So,
the testing is conducted with 9 (3 block sizes × 3 codebook sizes) codebooks. After
the codebooks are generated, each image in the database is encoded and feature vectors
under each model are generated correspondingly. Due to the length limitation of the
paper, we only report the best case under the condition of block size 2×2 and codebook
size 256.

Figure 4 shows the retrieval results of different approaches on an animal image. For
each approach, the query image is at the leftmost column. The two numbers below the
images are the image ID and the similarity between the query and the matched image.
The quality of the matched images from the keyblock approaches, especially from the
weighted histogram model, is better because the semantics of the returned images are
more related to the query image.

To evaluate the retrieval performance, we categorized 6895 images into 83 categories.
These categories include human activities such as skiing and swimming, objects such
as table and tools, animals such as goat and shark, landscapes such as beach and forest,
etc. These 6895 images are also taken as the query set so that any bias in selecting the
queries is avoided. For each query, only the images in the same category as the query
are considered relevant, thus the precision and recall corresponding to the top 1, 2, ...,
up to 100 retrieved images are calculated. Finally, the average precision and recall are
calculated over all the 6895 queries.

Figure 5 (a) shows that the performance of the weighted histogram model outper-
form other approaches. For example, in the weighted histogram model, 12% of all the
relevant images are among top 100 retrieved images, while only 10% are returned by
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the histogram model, 9% are returned by the color histogram and 6.5% are returned
by CCV. At each recall level, the weighted histogram model achieves higher precision
which further proves its effectiveness in image retrieval.

Figure 5 (b) compares the performance of different weight assignment strategies
for the weighted histogram model proposed in Section 3. Strategy 1 (A = 10) performs
not good because the weight assignment is too abrupt. Strategy 2 and 3 achieve similar
performance while Strategy 4 is the best because it combines the effectiveness of both
keyblock entropy and keyblock frequency.

5 Conclusion

In this paper, we have proposed a new model named weighted histogram model to repre-
sent image features for supporting the keyblock-based image retrieval. This new model
generalizes the concept of stopword from text retrieval to image domain by defining
a keyblock importance vector and use this vector to incorporate different representing
power of keyblocks in representing image features. Experimental results have demon-
strated that the weighted histogram model is effective in image retrieval compared with
traditional techniques such as color histogram and color coherent vector as well as his-
togram model originally proposed for the keyblock-based image retrieval.
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larger then T,, then it is tried to combine the following 2 slopes S,(j+l) and S,(j+2) to cur- 
rent slope Sn(j). The sum of the pitch range of S,(j), SnO+l) and Sn(j+2) is compared with 
Sh(i). If the difference is still larger than T,, the comparing stops and goes to compare the 
next sequence candidate. Otherwise, proceed to compare the next pair of slopes. 
In step 2, two values are computed: average slope pitch range difference and slope duration 
correlation, as shown in following formula. 

I ( R ~  (i) - Rn (i)] l N 
i=l 1 

c , = if, I=, (Dh ( i ) x  Dn ( i ) ) i ( ( f  a = ,  (Dh ( i ) ~ ) [ f ,  , = I  (Dn ( i ) ) ' ) )  
P I  

where N is the number of slope used for matching in Sh(i). Rh(i) is the pitch range of slopes 
for humming and &(i) is the pitch range of slopes for original music. Dh(i) and D,,(i) is the 
respective slope duration after zero mean processing. Here R,,(i) and D,(i) might be for a 
combined slope, which consists of 3 slopes. 
distSl,, measures the average distance of pitch range of the two slope sequences, and 
corrsl0,,, measures the similarity of the speed of the two melodies. The matching is done for 
all possible slope sequences. If dist,lo,,, < Td and corrSl,,, > T,, then a match is considered. 
In step 3, the virtual notes of the two candidates are matched. The percentage of the pitch 
curve that have matches with a note curve are computed and used for the final similarity 
measure of the two melodies. 
The note duration and note transition contains all information about the pitch values in the 
slopes. To do note matching, the pitch curve or note curve are constructed from the note 
information. All the notes of the considered slopes are matched together. The starting note 
value is set to 0. 
The centroid note value can then be computed by: 

note, = (z noteval ( i )  x duration(i))/(z duration(i)) 

The note duration are then normalized by: 

duration ,,,,.,,,, ( i )  = (duration ( i ) ) l ( ~  duration ( i ) )  (4) 

For each note duration in humming, the note distance is computed by: 

distOte(i) =midnote, (i) -notGa -notq (j)+notGdl 
i 

where note,(i) is a note duration in the query, noteb(j) is a note durations in the note curve. 
The j are chosen fi-om all note duration in the note curve that has overlap with note&) in the 
normalized duration. 
The normalized durations, where dish ,,, (i)< Tn, are summed and set to SCORE 

SCORE = durationnomal ( i)  (6) 
i:dktm,* (i)<T" 

The final similarity of the two candidates is SCORE, which characterizes how much per- 
centage of the notes has matches with another candidate. Tn is usually set to about 10, 
which corresponds to 1 semitone. 
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Abstract. In this paper, we investigate the problem of classifying a subset of en- 
vironmental sounds in movie audo tracks that indicate specific indexical semiotic 
use. These environmental sounds are used to signify and enhance events occur- 
ring in film scenes. We propose a classification system for detecting the presence 
of violence and car chase scenes in film by classifying ten various environmental 
sounds that form the constituent audio events of these scenes using a number of 
old and new audio features. Experiments with our classification system on pure 
test sounds resulted in a correct event classification rate of 88.9%. We also present 
the results of the classifier on the mixed audio tracks of several scenes taken from 
The Mummy and Lethal Weapon 2. The classification of sound events is the first 
step towards determining the presence of the complex sound scenes within film 
audio and describing the thematic content of the scenes. 

1 Introduction 
The sound track of a film enhances our enjoyment and understanding of the accompa- 
nying visual presentation. It consists of both literal sounds (e.g., dialog) and non-literal 
sounds (e.g., sound effects). Although dialog is the more powerful element in a movie, 
non-literal sounds are very useful indicators of scene content and drama. For example, 
sounds that are associated with car chases in a scene are trademark sound effects such 
as car horns, tires skidding, engines revving, etc. In this paper, we investigate audio fea- 
tures that best discriminate between sound effects that occur as acoustic (sound) events 
during car chase scenes and violent scenes in film. There is a great deal of literature on 
the analysis of audio tracks including systems proposed for segmenting the audio into 
silence, speech, music, noise [7], for detecting violent sounds [S], and more general 
systems for aural content based media indexing and retrieval [I,  3, 71. Our work goes 
beyond the basic segmentation and classification of low level sounds, and analyses var- 
ious sound events and presents what event classes reliably signal thematic content of a 
scene in film. 

Sound event detection is analogous to object recognition in computer vision and 
thus, a broad task. Consequently, this paper focuses on a subset of sound events, e.g., 
sirens, gun shots, etc., that indicate specific indexical use. These sound events are se- 
mantically rich and compositionally form high level sound scenes that indicate partic- 
ular dramatic purposes in film, in this case, violence and car chase scenes. Detecting 
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the presence of the sound scenes enables both the analysis and characterisation of the 
film at a higher level of abstraction than is done currently. We propose some new au- 
dio features for sound event detection, and analyse the performance of classifiers such 
as decision trees and Support Vector Machines using these features on data containing 
both pure sounds and mixed movie sound tracks. Our results show that the new features 
enable a better discrimination between the sound events studied. 

2 Sound Event Detection 
Non-literal sounds form the trademark sounds for many types of scenes in film. For ex- 
ample car chases are characterised by the sounds of engines revving, horns, sirens, tires 
skidding, car crashes, and the breaking of glass. Violent sound scenes are characterised 
by explosions, both single and multiple occurrences of gunjire, and the aural impact 
of people hitting each other. These sounds form the 10 sound event classes studied to 
characterise car chase and violent scenes. In this paper, we propose a system that will 
detect these ten individual sound events which can then aid in characterising a scene 
depending on the sound events that compose the scene, as a car chase scene or violent 
scene. 

Some of the experimental data used in this work, comprising of pure, homogeneous 
sound samples of the 10 event categories was obtained from the WWW. A total of 
861 sound samples were collected, with each event class containing sounds of varying 
duration and occurrences in samples. All audio files were converted to 16-bit mono with 
a sampling rate of 22050Hx before being processed for features. When a feature was 
calculated and smoothed using a rectangular window, a window of size 512 frames, 
with an overlap of 256 frames was used. For the case where the audio features were 
calculated using the SFS [2] software, the default SFS window and window size values 
were used. 

2.1 Audio Features for Sound Events 
A number of low level psychoacoustical and physical audio features and other higher 
order features derived from the low level ones were used to to develop a comprehensive 
audio feature set for sound event discrimination. The large feature set was refined to 
create an optimal feature set according to the efficacy of each feature in classifying and 
discriminating between the sound event classes. The optimal feature set was determined 
so as to encapsulate the characteristics of an audio signal within a single vector. 

To determine the effectiveness of a feature vector, the entire set of audio features and 
feature statistics were first calculated for each of the pure homogeneous audio samples. 
For each audio sample, the first 25 mel-frequency cepstral coefficients, averaged over 
the entire sound signal, were used as a baseline feature vector. The remaining feature 
values, or set of statistics computed, were appended individually to the base feature vec- 
tor. The statistics determined for the temporal features to summarise the time-varying 
behaviour were the mean, standard deviation, skew, and kurtosis. The statistical auto- 
correlation, calculated for all lags without wrap around, was also determined for each 
temporal feature, again using the mean, standard deviation, skew, and kurtosis to sum- 
marise the autocorrelation. For each new feature vector set generated in this way from 
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the audio samples, a decision tree was trained using a subset of the vectors, around 
700. The tree was then tested using the remainder of the vectors. The same training and 
testing audio feature vectors were used for each feature vector set generated. The clas- 
sification accuracy of each feature vector and its ability to distinguish between sound 
classes was compared with the classification accuracy of the baseline case, as deter- 
mined by the baseline feature vector comprising of the first 25 mel-frequency cepstral 
coefficients. Using this method a suitable feature set was determined to distinguish 
between the sound classes by selecting the features and statistics with the highest clas- 
sification rate and sound class discrimination. The resultant optimal feature set (N=33) 
included: the first 5 mel-frequency cepstral coefficients [I], the volume contour fea- 
tures [3], characteristics of the energy envelope and loudness, duration [6], the zero 
crossing rate [7], and the normalised fundamental frequency [6]. Included also were 
the new features we developed that characterise the amplitude boundary behaviour, the 
harmonicity and inharmonicity of a sound signal, and repetition within a sound sample. 

2.2 New Audio Features 
The new audio features are presented in detail here. Some of these features required 
thresholds, which were derived either based on empirical evidence shown by the data 
or using a simple percentage limit [4]. The graphs displayed depict the values for audio 
features computed across samples for each class. In each graph, the values are plot- 
ted after sorting them in ascending order against sample numbers. As different audio 
classes have different numbers of samples, the cutoff for each audio class on the graph 
corresponds to the number of samples in the audio class. 

Boundary Behaviour Loudness Minima and Maxima: The raw loudness minima and 
maxima are determined by detecting the number of peaks and troughs present in the 
non-smoothed loudness of the signal in a sample. The loudness was determined di- 
rectly from the signal without using a window for smoothing. The peak and trough 
values are again detected by using an upper and lower percentage limit. The number of 
peaks calculated using the raw loudness of the signal is a coarser feature than both rep- 
etition, which uses the smoothed energy envelope, and the smoothed loudness maxima, 
as the loudness was not smoothed by a window. This feature also differs from repe- 
tition as it reflects the number of peaks present in the sound. The feature also allows 
for comparison between maxima and minima as both peaks and troughs are calculated. 
Figure 1 shows the peaks detected for the sound samples in each class. The plot shows 
the feature trend for sound events such as single gun, multiple gun and glass breaking to 
have a low number of peaks, whereas engine and siren sounds have a relatively higher 
number of peaks. Siren sounds were also found to have a higher number of troughs. 

The smoothed loudness maxima were similarly determined by calculating the num- 
ber of peaks in the smoothed loudness of the signal. The smoothed maxima distin- 
guishes repeated and single peak audio signals, which if correctly determined have a 
lower number of maxima. If the multiple occurrences of a sound event within an indi- 
vidual audio sample are sufficiently distinguishable this features also approximates the 
number of occurrences of the audio event present in the sample. This is possible if there 
is a clear distinction between the maximum amplitude of one occurrence of the event 
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Fig. 1. Raw loudness peaks in the data set for each sound event. 

to the next. Figure 2 shows the number of maxima detected for the sound samples, in 
ascending order for each class. The single gunshot generally has 0 maxima, when the 
first loudness value is a maximum due to smoothing, or 1, whereas multiple peaks are 
detected for multiple gunfire. This is displayed in Figure 2, where hit, single gun, and to 
a lesser extent glass breaking, have maxima concentrated in the lower valued regions. 

ernplr Nu- 

Fig. 2. Peaks in the smoothed loudness values of audio samples. 

Extrema: This determines the proportion of the smoothed energy envelope that is 
in either a maximal or minimal energy region of the envelope. Two proportions were 
calculated, one for the minimal region of the envelope and one for the maximal region. 
The range between the maximum and minimum energy of the envelope was used to 
heuristically determine an upper and lower threshold which was used to detect regions 
of high and low energy respectively. This allows the determination of the regions of 
the energy envelope of the signal where the energy is concentrated, or diminished. For 
example, a sound with rapid attack and decay, but a longer sustained period, will have 
a majority of the energy in the higher energy regions of the signal. Figure 3 shows the 
maxima proportions for the samples in ascending order for each class. Glass breaking 
and car crash events have a high proportion of high energy, the remaining sound types 
have a lower maximum energy component, due either to repetition, multiple gunfire, or 
fast attack and decay, single gunfire. With energy minima, horn and hit have the largest 
proportion of minimal energy. 

Repetition Repetition is a binary value feature that determines whether or not a sound 
is repeated. If there are multiple occurrences of a sound in a signal repetition is set 
to a value of 1, otherwise the value is set to 0. The smoothed energy envelope of the 
signal was used to determine whether or not a sound is repeated. The algorithm to 
determine repetition is as follows: Upper and lower thresholds are determined for the 
smoothed envelope using the mean, standard deviation, and minimum and maximum 
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Fig. 3. Maxima proportion of smoothed energy envelope over data set. 

values of the envelope. The thresholds for each signal are determined dynamically given 
the envelope of the sound. The sound is repeated if the energy envelope exceeds the 
upper threshold and subsequently descends below the lower threshold and then exceeds 
the upper threshold again. That is, there is a peak, a trough, and then another peak in 
the energy envelope. 

Repetition allows the classifier to make the distinction between audio signals with a 
single occurrence of a sound and signals with multiple occurrences of a sound. This is 
both an inter and intra class distinction. For example, the interclass distinction between 
a single gunshot and multiple automatic weapons fire, and the intraclass distinction be- 
tween a single occurrence of a horn and multiple horns. Figure 4 shows the repetition 
detected for the sound samples in ascending order for each class. As the values are 
shown in ascending order, the point at which repetition changes from 0 to 1 is an indi- 
cation of how many samples exhibit repeated sounds for each class. For example single 
gun audio data are predominantly 0 whereas multiple gunfire has only 10% of the data 
as 0. 

h-lr Nu- 

Fig. 4. Repetition detection on the data set. 

Inharmonicity This measures the non-harmonic content of the signal. The fundamen- 
tal frequency of the signal was determined by SFS using autocorrelation of the signal. 
If a segment of the signal was determined to be inharmonic, the fundamental frequency 
is set to a value of 0. Inharmonicity is calculated as the proportion of the fundamental 
frequency that is 0. For example, sirens are predominantly harmonic, gunfire is pre- 
dominantly inharmonic, and sounds such as tires skidding contain harmonic portions. 
Figure 5 shows the inharmonicity for the sound samples in ascending order for each 
class, the harmonic sounds are concentrated at lower values and the inharmonic sounds 
at higher values. Siren, horn, and to a lesser extent skid and engine have lower values 
of inharmonicity. 
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Fig. 5. AscenQng values of inharmonicity over the data set. 

Harmonicity Harmonicity is a measure of the stable harmonic content of the audio 
signal. The fundamental frequency of the sound signal was determined by the SFS using 
cepstral coefficients. The signal is harmonic at time ti if the fundamental frequency is 
defined, that is, greater than 0. The fundamental frequency of the signal is stable if the 
frequency does not vary from time ti to ti+l. In order to determine the stability of the 
fundamental frequency, F ,  the absolute first derivative was calculated. 

The stable and harmonic content, content, of the signal was then calculated by 

N 

content = hs(Fi). 
i=l  

1, if A F i  = 0 and F. > 0; 
where hs(Fi) = 

0, otherwise. 

Two statistics were then derived from content to measure the harmonicity of the sound. 
The first is the ratio of the harmonic and stable fundamental frequency content to both 
harmonic and inharmonic content of the signal. The ratio of the harmonic and stable 
fundamental frequency content to just harmonic content of the signal determines the 
second harmonicity measure. Harmonicity detects portions of the sound signal that are 
harmonic and do not vary over time. For example, both horns and sirens contain pe- 
riods of stable fundamental frequency, while gunfire has little detectable harmonicity, 
and even less stable harmonic content, as shown in Figure 6, which shows the first har- 
monicity measure for the sound samples in ascending order for each class. Siren and 
horn occur in the high ranges of the harmonicity measure, skid in the middle range, 
and multiple and single gunfire, and hit in the lower range for both harmonicity mea- 
sures. Engine sounds, while relatively low in inharmonicity, also contain little stable 
and harmonic audio content. 

3 Experimental Results 
A decision tree classification system, trained using the optimal feature set described 
in Section 2.1, was used to study event detection with both pure audio samples and 
sound samples extracted from the the audio tracks of selected films. A Support Vector 
Machine (SVM) was also used for event classification, trained using the same data. 
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Fig. 6. Harmonicity measure 1 values in ascending order. 

3.1 Event Classification of Pure Sounds 
Pure audio sample event classification was studied to derive a reference performance 
mark to compare when real movie audio tracks, which contain mixed sounds, were 
used for testing. The features described in Section 2.1 were calculated for each pure 
audio sample. The resulting feature vectors were used to test classification performance 
for the homogeneous sound samples. The DT-based system was tested using a random 
selection of 65% of the pure sound samples from each class as training data and the 
remainder as test data. An average of 88.9% correct classification was achieved from 
25 test trials. The general classification performance was good, with the exception of 
car crash events; this can be attributed to the lack of structure of the sounds associated 
with car crashes. With SVMs, a five fold cross-validation was performed on the data 
achieving an average of 87.7% correct classification. 

3.2 Event Detection with Movie Audio Tracks 
Sample scenes were extracted from two action movies, Lethal Weapon 2 and The Mummy. 
The DT and SVM, trained using the pure homogeneous audio samples, were used to 
classify the sound samples extracted from the movie scenes. Table 1 shows the confu- 
sion matrix for the combined DT classification results for 7 scenes, 2 of which consisted 
of car chases, and 5 of violence. The table shows the number of events from each class 
that were correctly classified and also how many from each class were incorrectly clas- 
sified as instances of other classes. From the table it can be seen that the classification 
accuracy is lower compared with the classification of pure audio. This is due to the 
nature of the film audio data, which contains mixed sounds, including other low level 
sound events. However, the misclassifications largely occur within the subset of sounds 
that form the high level scene. For example, horn, skid and siren are misclassified as 
engine due to the presence of engines in the background of the sounds, but most of 
the misclassifications occurred within the broad category of car chase scenes. The DTs 
correctly recognised 93.8% of car chase events and 73.0% of violence events, while the 
correct detection rates for SVMs were 80.4% and 78.2% respectively. The low level of 
accuracy in classifying multiple gunfire is attributed to the semantic labelling of cer- 
tain sound samples taken from The Mummy. Multiple simultaneous single occurrences 
of gunfire were labelled, for the purposes of classification, as multiple, or automatic, 
gunfire. 

4 Conclusion 
This paper proposes a method for analysing and classifying a set of non-literal film 
sounds, using signal features, old and new, into a number of semantic-rich sound classes 
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Table 1. Confusion matrix resulting from Decision Tree-based classification of car chase and 
violent scenes comprising of the ten sound events. 

that form the constituent audio events of certain high level sound scenes in cinema. The 
classification system was on the whole successful in classifying the 10 semantic audio 
event classes that serve as aural icons denoting the occurrence of car chase and violence 
in film using the pure audio samples. The classification accuracy of the audio obtained 
directly from film is lower due to the nature of the audio data, which rarely consists 
of pure distinct sounds. However, the misclassifications generally occur between the 
events within the sound scenes, which suggests that the classification system can be 
used to classify the film audio data according to higher sound scene type. The reliable 
classification of sound events is the first step in investigating the feasibility of sound 
scene detection in film for deducing thematic scene content. 

Horn b 8 3 
Skid c 1 5  5 1  1 
Siren d 8 4 5 
Glass e 3 1 
Car crash f 1 2 2 
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Abstract. This paper describes an experimental study on the detection of 
emotion from speech. As computer-based characters such as avatars and virtual 
chat faces become more common, the use of emotion to drive the expression of 
the virtual characters becomes more important.  This study utilizes a corpus 
containing emotional speech with 721 short utterances expressing four 
emotions: anger, happiness, sadness, and the neutral (unemotional) state, which 
were captured manually from movies and teleplays. We introduce a new 
concept to evaluate emotions in speech. Emotions are so complex that most 
speech sentences cannot be precisely assigned to a particular emotion category; 
however, most emotional states nevertheless can be described as a mixture of 
multiple emotions. Based on this concept we have trained SVMs (support 
vector machines) to recognize utterances within these four categories and 
developed an agent that can recognize and express emotions.  

1 Introduction

Nowadays, with the proliferation of the Internet and multimedia, many kinds of
multimedia equipment are available. Even common users can record or easily 
download video or audio data by himself/herself. Can we determine the contents of 
this multimedia data expeditiously with the computer’s help?  The ability to detect
expressed emotions and to express facial expressions with each given utterance would 
help improve the naturalness of a computer-human interface. 

Certainly, emotion is an important factor in communication. And people express
emotions not only verbally but also by non-verbal means. Non-verbal means consist
of body gestures, facial expressions, modifications of prosodic parameters, and
changes in the spectral energy distribution [12].  Often, people can evaluate human
emotion from the speaker’s voice alone since intonations of a person’s speech can
reveal emotions. Simultaneously, facial expressions also vary with emotions. There is 
a great deal of mutual information between vocal and facial expressions. Our own
research concentrates on how to form a correspondence between emotional speech
and expressions in a facial image sequence. We already have a controllable cartoon
facial model that can generate various facial images based on different emotional state 
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inputs [14]. This system could be especially important in situations where speech is 
the primary mode of interaction with the machine. 

How can facial animation be produced using audio to drive a facial control model? 
Speech-driven facial animation is an effective technique for user interface and has 
been an active research topic over the past twenty years. Various audio-visual 
mapping models have been proposed for facial animation [1..3]. However, these 
methods only synchronize facial motions with speech and rarely can animate facial 
expressions automatically. In addition, the complexity of audio-visual mapping
relations makes the synthesis process language-dependent and less effective. 

In the computer speech community, much attention has been given to “what was 
said” and “who said it”, and the associated tasks of speech recognition and speaker 
identification, whereas “how it was said” has received relatively little. Most 
importantly in our application, we need an effective tool by which we can easily tell
“how it was said” for each utterance.  

Previous research on emotions both in psychology and speech tell us that we can
find information associated with emotions from a combination of prosodic, tonal and
spectral information; speaking rate and stress distribution also provide some clues 
about emotions [6, 7, 10, 12]. Prosodic features are multi-functional. They not only 
express emotions but also serve a variety of other functions as well, such as word and
sentence stress or syntactic segmentation. The role of prosodic information within the
communication of emotions has been studied extensively in psychology and psycho-
linguistics. More importantly, fundamental frequency and intensity in particular vary 
considerably across speakers and have to be normalized properly [12].

What kinds of features might carry more information about the emotional meaning
of each utterance? Because of the diversity of languages and the different roles and
significance of features in different languages, they cannot be treated equally [13]. It is 
hard to calculate which features carry more information, and how to combine these 
features to get a better recognition rate. 

Research in automatic detection of expressed emotion is quite limited. Recent
research in this aspect mostly focuses on classification, in the other words, mostly 
aims at ascertaining the emotion of each utterance. This, however, is insufficient for
our applications. To describe the degree, compound and variety of emotions in speech
more realistically and naturally, we present a novel criterion. Based on this criterion, 
emotion information contained in utterances can be evaluated well. 

We assume that there is an emotion space corresponding to our existing facial
control model. In [11] Pereira described his research on dimensions of emotional 
meaning in speech, but our emotion space is totally different from his ideas. The
facial control model contains sets of emotional facial templates of different degrees 
drawn by an artist. Within this emotion space the special category “neutral” lies at the
origin; other categories are associated with the axes directions in this space. With this 
assumption we correspond our cartoon facial control model with emotions. We also
would like to determine the corresponding location in this emotion space of given
emotional utterances, unlike other methods that simply give a classification result. 
This part of the investigation is confined to information within the utterance. 

Various classification algorithms have been used in recent studies about emotions
in speech recognition, such as Nearest Neighbor, NN (Neural Network), MLB
(Maximum-Likelihood Bayes),  KR (Kernel Regression), GMM (Gaussian Mixture
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Model), and HMM (Hidden Markov Model) [5, 6, 9, 12]. Appropriate for our 
implementation we choose SVM as our classification algorithm. 

In our investigation, we have captured a corpus containing emotional speech from
movies and teleplays, with over 2000 utterances from several different speakers. 
Since we model only four kinds of basic emotions—“neutral”, “anger”, “happiness” 
and “sadness”—we obtain good recognition accuracy. A total of 721 of the most 
characteristic short utterances in these four emotional categories were selected from
the corpus. 

2 Experimental Study 

Because in practice only the emotions “neutral”, “anger”, “happiness” and “sadness” 
lead to good recognition accuracy, we deal just with these four representative
categories in our application even though this small set of emotions does not provide
enough range to describe all types of emotions. Furthermore, some utterances can
hardly be evaluated as one particular emotion. We still can find some utterances that 
can be classified solely as one kind of emotion, which we call pure emotional 
utterances.  

We construct an emotion space in which the special category “neutral” is at the
origin, and the other categories are measured along the axes; all pure emotions
correspond to the points lying directly on an axis (or if we relax the restrictions, 
nearby an axis); the distance from these points to the origin denotes the degree of 
these emotional utterances. When the coordinates of a point have more than one
nonzero value, the utterance contains more than one kind of emotion and cannot be
ascribed to any single emotion category.  

We further consider utterances whose emotion type is undoubtedly “neutral” as 
corresponding to the region closely surrounding the origin of the emotion space. For
each of the other three categories, take “anger” for example, utterances which are
undoubtedly “anger” have a strong correspondence with the anger axis. 

Since people cannot express emotions to an infinite degree, we assume that each
axis has an upper limit based on extraordinarily emotional utterances from the real 
world.  So we choose extraordinary utterances for each emotion as our training data. 
Since people cannot measure the degree of emotions precisely, we simply choose 
utterances that are determined to portray a given emotion by almost 100% of the
subjects to find the origin and the upper limits of the three axes. 

Our approach is considerably different from those of other researchers. Other
methods can only perform classification to tell which emotional category an utterance
belongs to. Our method can handle more complicated problems, such as utterances 
that contain multiple emotions and the degrees of each emotion. 

2.1 Corpus of Emotional Data 

We need an extensive amount of training data to accurately estimate statistical 
models. So speech segments from Chinese teleplays are chosen as our corpus. By
using teleplays (one film is still not long enough to satisfy our requirement), we were
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able to collect a large supply of emotional speech samples in a short amount of time. 
And previous experiments indicate that the emotions in acted speech could be
consistently decoded by humans and automatic systems [6], which provided further
motivation for their use. 

The teleplay files were downloaded from Video CDs with audio data extracted at 
the sampling rate of 16 KHz and the resolution of 16 bits per sample. We employed
three students to capture and segment these speech data files. 

A total of more than 2000 utterances were captured, segmented and pre-tagged
from the teleplays. The chosen utterances are all preceded and followed by silence
with no background music or any other kinds of background noise. The expressed
emotion within an utterance has to be constant. 

All of these utterances need to be subjectively tagged as one of the four classes. 
Only pure emotional utterances are usable in accurately forming statistical models. 

One of these students and a researcher tagged these utterances. They heard and
tagged all these utterances several times. Each time, if the tag of an utterance differed
from its previous designation, this utterance was removed from our corpus. The initial 
tags were those that the three students pre-tagged for all of the over 2000 utterances. 
Each tagging session was separated by several days. 

After tagging several times, only 721 utterances remained. The numbers of
waveforms which belong to each emotion category are shown in Table 1. 

Table 1. Data sets 

Anger Happiness Neutral Sadness 
215 136 242 128 

All data files are 16kHz, 16bit waveforms. 

2.2 Feature Extraction 

Previous research has shown some statistics of the pitch (fundamental frequency F0) 
to be the main vocal cue for emotion recognition. Also, the first and second formants, 
vocal energy, frequency spectral features and speaking rate contribute to vocal 
emotion signaling [6].

In our study, evaluation features of voice are mainly extracted from pitch, and the
features that we grasp from pitch are sufficient for most of our needs. The main 
means of choosing and drawing features is the method of [6].

First, we obtained the pitch sequence using an internally developed pitch extractor
[4]. Then we smoothed the pitch contour using smoothing cubic splines. The resulting
approximation of the pitch is smooth and continuous, and it enables us to measure
features of the pitch: the pitch derivative, pitch slopes, and the behavior of their 
minima and maxima over time. 

We have measured a total of sixteen features, grouped under the headings below: 
• Statistics related to rhythm: Speaking rate, Average length between voiced

regions, Number of maxima / Number of (minima + maxima), Number of
upslopes / Number of slopes; 

• Statistics on the smoothed pitch signal: Min, Max, Median, Standard deviation;
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• Statistics on the derivative of the smoothed pitch: Min, Max, Median, 
Standard deviation; 

• Statistics over the individual voiced parts: Mean min, Mean max; 
• Statistics over the individual slopes: Mean positive derivative, Mean negative

derivative. 
All these features are calculated only in the valid region which begins at the first 

non-zero pitch point and ends at the last non-zero pitch point of each utterance. 
The features in the first group are related to rhythm. Rhythm is represented by the

shape of a pitch contour. We assume the inverse of the average length of the voiced
part of an utterance denotes the speaking rate; the average length between voiced
regions can denote pauses in an utterance.  

The features in the second and third groups are general features of the pitch signal
and its derivative. 

In each individual voiced part we can easily find minima and maxima. We choose 
the mean of the minima and the mean of the maxima as our fourth group features. 

We can compute the derivative of each individual slope. If the slope is an upslope, 
the derivative is positive; otherwise the derivative is negative. The mean of these 
positive derivatives and mean of negative derivatives are our features in the fifth 
group. 

2.3 Performance of Emotion Evaluator 

The classification algorithms used in this research section are mostly based on K-
nearest-neighbors (KNN) or neural networks (NN). Considering our application, we
need not only classification results, but also proportions of each emotion an utterance
contains. After some experimentation, we chose the support vector machine (SVM) as 
our evaluation algorithm [8], because of its high speed and each SVM can give an
evaluation to each emotion category. From training data, we can find the origin and
the three axes. 

Because different features are extracted from audio data in different ways and the
relationships among these features are complex, we chose a Gaussian kernel

22
2/

),(
σji xx

ji exxK
−−=  to be our SVM kernel function. 

For each emotional state, a model is learned to separate its type of utterances from
others.  We refer to SVMs trained in this way as 1-v-r SVMs (short for one-versus-
rest). The scheme we adopted learns different SVM models for different categories
that can distinguish this kind of emotion from others.  

Our preliminary experimental results indicate that we can obtain satisfactory 
results only when there are at least 200 different utterances in each emotion category. 
While each SVM only deals with just a two-class problem and the performance of a 
SVM classifier is related to just these two classes, the boundary will tend to benefit 
the class that contains more data. To avoid this kind of skewing, we balance the
training data set of the SVM. Taking “anger” as an example, we choose about 150
utterances in the “anger” state and also choose about 150 utterances from other 
emotion categories, with approximately the same number chosen from each of the
other categories. In this way, the results are much better than those learned from
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imbalanced training data sets. Note that the training data can be replicated to balance 
the data sets. 

The training data and performances for each SVM are shown in Table 2. The
remainder of the data set not used during learning for each individual SVM are used
as testing data for this SVM. 

Table 2. SVM training data sets and performance 

Category 
SVM 

One Rest Accuracy on test set 

Anger 162 147 77.16% 
Happiness 102 94 65.64% 
Neutral 194 193 83.73% 
Sadness 96 96 70.59% 

We obtain the given emotional utterance’s feature vector by computation using
each SVM and collecting each evaluation. We then have the emotional evaluation of 
the utterance. If only one evaluation is greater than 0, ( ( ) 0>xfi

, 30 ≤≤ i , ( ) 0<xf j
,

ji ≠ ), we label this utterance as this particular kind of emotional utterance; if more 

than one evaluation is greater than 0, ( ( ) 0>xfi
, ( ) 0>xf j

, 3,0 ≤≤ ji , ji ≠ ), we

label the emotion of this utterance as a mixture of several kinds of emotions, each
proportional to the emotion’s SVM evaluation. If all evaluations are less than 0,
( ( ) 0<xfi

, 3..0=i ), we can say the emotion of this utterance is undefined in our 

system. 

2.4 Comparison 

We have also compared the effectiveness of the SVM classifier to the K-nearest 
neighbor classifier and the neural network classifier.  One can observe that the SVM
classifier compares favorably to the other two types of classifiers. 

Table 3. Comparison of NN, KNN and SVM 

Accuracy (%) Method 
A H N S 

NN 40.00 27.78 62.68 35.71 
KNN 42.86 39.28 89.29 32.14 
SVM 77.16 65.64 83.73 70.59 

Remark: In each category there are 100 learning utterances, and all remaining
utterances are used for testing. 

3 Conclusions & Discussion 

Compared with KNN, training an SVM model gives a good classifier without needing
much training time. Even if we do not know the exact pertinences between each
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feature, we still can obtain good results. After we produce the SVM model from 
training data sets, these training data sets are no longer needed since the SVM model
contains all the useful information. So classification does not need much time, and
almost can be applied within real-time rendering. The KNN rule relies on a distance
metric to perform classification, it is expected that changing this metric will yield
different and possibly better results. Intuitively, one should weigh each feature
according to how well it correlates with the correct classification. But in our
investigation, those features are not irrelevant to each other. The performance
landscape in this metric space is quite rugged and optimization is likely expensive. 
SVM can handle this problem well. We need not know the relationships within each
feature pair and the dimensionality of each feature. 

Compared with NNs, training a SVM model requires much less time than training
an NN classifier. And SVMs are much more robust than NNs. In our application, the
corpus comes from movies and teleplays. There are many speakers with various
backgrounds. In these kinds of instances, NNs do not work well. 

The most important reason why we chose SVMs is that SVMs give a magnitude
for recognition. We need this magnitude for synthesizing expressions with different
degrees.  For our future work, we plan to study the effectiveness of our current
approach on data from different languages and cultures. 
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Abstract. In this paper, we propose a proxy caching policy using both
prefetching and patching technique for the efficient continuous media stream
service on the network. In the proposed proxy caching policy, caching is done in
two phases that in the first phase, the prefix of the requested object is cached
when the requested object is not cached at all; this is done to reduce initial
latency for future streams for that object. In the second phase, that object is
cached stepwise based on the interval between the current and preceding
streams for that object if the prefix of that object has already cached. Our
experimental results show that our proposed proxy caching policy works better
than existing ones in terms of network channel and read ahead buffer usage.

1 Introduction

Continuous media streams require lots of network bandwidth to transmit requested
objects to the clients’ nodes that the most expensive resource in transmitting
continuous media is the network bandwidth[12]. Therefore, reducing the total
bandwidth requirement of the backbone network should be an important objective in
the design of a real time continuous media data delivery system. One way to improve
performance of the network is using proxy server but current proxy caching policies
do not consider the characteristics of the time constraint objects[9]. Moreover, current
replacement algorithms make a binary decision on the caching of an atomic object,
i.e., an object is cached or rejected in its entirety based on the popularity of that object.
However, in case of continuous media data, streams are usually large in size, so
prefetching the entire stream before playback is not desirable[6].

Therefore, to resolve network congestion problem, we propose a proxy space
management policy using both prefetching and patching technique[5]. In the proposed
proxy server management policy, other than the existing proxy caching policies where
the caching scheme operates at the object level, the object is cached at the segment
level based on the access patterns of the requested objects. With the proposed caching
policy, some hot objects will be cached in their entirety while moderate objects are
cached partially including their prefix part to reduce initial latency when they are
requested again from other users. On the contrary, cold objects are serviced directly
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from the central server to keep them from being cached so as to reduce proxy space
management overhead.

2 Related Works

So far, much research has been done to address network-IO bottleneck in the
literature. With batching[1, 3], a group of requests for the same object in a given time
interval are serviced with only one stream; only one disk fetch is needed for the group
of users. While this method is simple, it causes as much initial latency as the length of
time interval that the longer the service round, the longer the initial latency.
Multicasting[10] can be a good solution to network congestion; it operates well on
some real time applications such as Internet conferencing where the participants and
their QoS are known in advance. With Patching[5], when a client requests an object,
the client opens two channels concurrently; the one is the primary channel and the
other is the secondary channel. With the primary channel, which is the multicasting
channel currently transmitting the requested object, the client receives part of the
requested object using his memory or disk. At the same time, with the secondary
channel the client immediately contacts the server and then receives the initial part of
the requested data, which cannot be serviced from the multicasting channel. The
client reaches the point from which the primary channel has started to store the object;
he stops receiving the data with the secondary channel and then consumes the stored
data by the primary channel. Generally, proxy caching[2, 4, 11, 13, 14] has been
widely known to reduce the Internet communication overhead but has mainly
concerned with Web files such as images and text. It is not until recently that some
proxy caching schemes for continuous media objects are introduced. However, they
are focused on reducing the initial latency[7] or smoothing the burstiness of the VBR
stream[12].

Table 1. Notations used in the proposed caching algorithm

Parameters Description

oi Object i(i = 1, …, n)

S(oi) Size of oi

Sprefet(oi) Prefix portion of oi

d(p,f)i Distance between two streams p & f for oi

S(d(p,f)i) Data size amounting to d(p,f)i

)(),(
i

fpd
cache oS Partially cached portion of oi based on d(p,f)i

)( i
a
c oS Already cached portion excluding Sprefet(oi)

p
i

a
c oS )( Already cached portion of oi after stream p
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3 Two Phase Proxy Caching Algorithm

In this section, we introduce our proposed proxy caching policy where the
requested object is cached gradually at the segment level starting from the prefix
portion of that object. The main purpose of our proposed caching algorithm is to
reduce proxy cache space management overhead and then exploit the network
bandwidth resource efficiently. For this, in our proposed caching policy, caching is
done in two phases. Before we are going into detail about our algorithm, we first
explain some parameters used in our proposed proxy space management algorithm in
Table 1.

3.1 Two Phase Caching Procedure

In the first phase, as shown in Fig. 1(a) and 1(b), assume that there is only one

stream for object i or io and not any part of io is cached at all, only the prefix of io

or )( iprefet oS is prefetched in the proxy so that future streams for that object could

reduce initial latency for the central server. More specifically, for io , )( ic oU , the

caching unit of io in the first phase caching with a single stream is expressed as

=
)(

,
)(

iprefetch

ic
oS

cachedalreadyifnone
oU (1)
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Fig. 1. Schematic explanation of our proposed caching policy
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Proc. proxy caching(proxy v,stream f,node u,server s)

Notations :

uf : stream f from u

visi oSoS )(,)( : )( ioS in s and v respectively

viprefetsiprefet oSoS )(,)( : )( iprefet oS in s and v respectively

input : stream f requesting io
output : caching status and service mode setting

Procedure :

io is not cached in v, prefetching prefix in v

as much proxy space allocation as )( iprefet oS ;

siu oSf )(← &&
si

s
c oSv )(← ;

set caching status of io to second phase;

prefix of
io has already cached in v

// when entire blocks of io is cached in v

If ( voS i ∈)( ) then
viu oSf )(← ; return;

// when partially cached
if (preceding stream p exists) then
{
check distance between p and f;
as much proxy space allocation as )(),(

i
fpd

cache oS ;

// caching based on the distance between p and f

)(),(
i

fpd
cache oSv ← by stream p;

// streaming using both central sever and proxy

{ } { }( )[ ]svi
fpd

cacheviivi
fpd

cacheviu oSoSoSSoSoSf )(,)()(,)(,)( ),(),( −←
return;
}
else

vi
s
cu oSf )(←

End of Proc:

Fig. 2. Proxy management algorithm

In the second phase, suppose that the requested object has already been cached in
its first phase, i.e., the prefix portion of the requested object has already been cached
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by
1S as shown in Fig. 1(c) and there are two streams

1S (preceding stream p) and

2S (following stream f) accessing the same object io , then caching is done partially

using patching scheme based on the distance between two streams
1S and

2S .

Therefore, )( ic oU in the second phase will be

>−−

≤−−
==

)()),((,)()),(()(

)()),((),()()(
)()( ),(

iprefeti
p

i
a
cii

iprefetii
a
ciprefeti

i
fpd

cacheic
oSfpdSoSfpdSoS

oSfpdSoSoSoS
oSoU (2)

3.2 Proxy Space Allocation and Replacement

In the proxy caching algorithms, unlike conventional caching algorithms that are
generally applied to the internal file caching, objects are cached in their entirety and
are not necessarily of homogeneous in size. So, if two objects are accessed with equal
frequency, the hit ratio is maximized when the replacement policy is biased towards
the smaller document. Thus, while deciding which documents to replace when a new
document enters, we must take into account not only the relative frequency, but also
factors such as the sizes or transfer time savings[13]. According to [8], objects’
popularity on the Internet follows a Zipf-like distribution, whereby the frequency of
document access is proportional to the rank of the document. They also show the
temporal locality of reference, i.e., the recently requested documents are likely to be
requested again. Therefore, in our proposed caching algorithm, we take the long-term
access frequency, recency and size of the requested object into consideration to
generate a replacement function that for all oi∈O, there exists replacement function

k
i

R
v of )( at the kth reference at proxy node v, which is given by dividing the

weighted frequency by the cached portion of io , such that k
i

R
v of )( is used as a

replacement metric when cache replacement occurs.

)()(

)(
)(

i
A

Ciprefet

k
i

freq
vk

i
R

v
oSoS

oW
of

+
= (3)

where { }nooO ,...,1= ,
=

−+=
k

j
j

iv

j
ivk

i
freq

v sIAVG

sIAVG
koW

1
1

1

1

))((

))((
)(

))(( 1
j

iv sIAVG :average arrival interval for oi from 1st to jth reference at v

4 Experimental Results

In this section, the proposed caching algorithm will be evaluated through
simulation. Through the simulation, it is checked to see how much performance gain
the proposed proxy caching scheme shows. Some simulation parameters are explained
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in Table 2. According to [7], round trip delays vary widely, depending on the end-
points and the degree of congestion in the network, but delays of several seconds are
not uncommon. Therefore by building up proxy buffer that could store the prefix of
the requested object as much as the size of several seconds’ playback, the initial
latency taken to access data from the central server will be hided.

Table 2. Simulation parameters
Parameter Description
# of objects 300, 600,1200
Object length(sec) 30 – 180(sec)
# of proxy servers 8
Arrival rate(sec) 1,2,3,5
Playback rate/sec 4 Mbps
Cache’s transfer rate/sec 10 Mbytes/sec
Cache’s storage capacity 3 GB
Prefix size 5 secs of playback

4.1 Network Channel Usage with Different Arrival Rates

By the channel usage it means how many network channels are needed to service
all requests without violating their real-time constraints in the delivery of the
requested objects. The graphs in Fig. 3 present the experimental results for the
network channel usage with different arrival rates. The pure policy means caching is
not applied to service all users’ requests at all. Each of three different caching
algorithms is expressed as lru-size(LRU-SIZE algorithm), mru(MRU algorithm) and
lfu(LFU algorithm). The proposed algorithm is denoted as patch.

Regardless of how many streams arrive except some cases, pure policy requires
more network channels than other caching policies do. When caching is applied, the
number of objects serviced from the central server also affect the number of channels
required as the arrival rate increases(see the case with the arrival rate is 1 or 2). This
is because how many network channels are required is heavily dependent on the
capacity of proxy server such that as the number of objects serviced increases, the
possibility of finding the requested object in the proxy server gets low. On the
contrary, with pure policy, the number of network channels required is not dependent
on the number of objects serviced because network channels from the central server to
users’ destination should be established per each stream regardless of which object is

Fig. 3. Channel usage with different arrival rate
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chosen to access. The proposed algorithm does not show any performance increase
compared with other caching polices when the arrival rate is low. However, as the
arrival rate goes up(in case of arrival rate of 1), the proposed algorithm shows better
performance than other caching policies do.

4.2 Read-ahead Buffer Requirement in the Server with Different Arrival Rates

As the second performance metric, we checked how much read ahead buffer is
required to service the maximum numbers of concurrent streams. It is imperative that
to provide the users with continuous media delivery, each client session should need
some amount of read ahead buffer memory to buffer the speed discrepancy between
data retrieving speed from disk to buffer memory and data sending speed from buffer
memory to the client.

As shown in the graphs in Fig. 4, regardless of the number of objects archived in
the server, the proposed algorithm shows better performance than other caching
policies. When the users’ arrival rate is low, the performance gap among caching
policies are not significant. However, when the users’ arrival rate is high(say 1/sec),
the performance gap between our proposed algorithm and others is significant that as
the arrival rate gets low, it does not matter which caching algorithm a server adopts
for stream service. On the contrary, the proposed alorithm works better than others
when the users’ arrival rate is high. Moreover, as the disk bandwidth the streams
have reserved approaches its maximum point, the amount of read ahead buffer is
increased abruptly that the performance gap between our proposed algorithm and
others will be widening considering the abruptly increasing amount of read ahead
buffer with the increasing numbers of streams.

5 Conclusions

In this paper, we proposed a proxy cache management policy based on
prefetching and patching scheme for effective management of both network and
central server resources. With the proposed proxy server management policy, other

Fig. 4. Read-ahead buffer requirement in the central server
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than the existing proxy caching policies where caching scheme operates at the object
level, the requested object is cached stepwise on the patch basis using access patterns
of the requested object in the proxy server. Simulation results show that the proposed
algorithm shows better performance than other caching algorithms do; the number of
backbone network channels required could be reduced fairly compared with other
caching polices and moreover, in terms of read ahead buffer requirement in the
central server, our proposed algorithm also shows better performance result than other
caching policies.

References

1. C.C. Aggarwal and J. L. Wolf and P.S. Yu, “On Optimal Batching Policies for Video-On-
Demand Storage Server.”, Proc. of the IEEE Int’l Conf. On Multimedia Systems. June 1996

2. Aggarwal C., Wolf J.L., Yu P.S., “Caching on the World Wide Web”, Knowledge and Data
Engineering, IEEE Transactions on Volume: 11 1 , Jan.-Feb. 1999 , Page(s): 94 –1

3. Asit Dan, D. Sitaram, and P. Shahabuddin, “Scheduling Policies for an On-Demand Video
Server with Batching”, In Proceedings of ACM Multimedia, pp 15-23, San Fransisco,
California, Oct. 1994

4. Greg Barish and Katia Obraczka, “World Wide Web Caching: Trends and Techniques”,
Univ. of Southern California USC tech reports

5. Kien A. Hua Ying Cai Simon Sheu, “Patching : A Multicast Technique for True Video-on-
Demand“ , ACM Multimedia Bristol, 1997, UK 191 – 200

6. Reza Rejaie, Mark Handley, Haobo Yu, Deborah Estrin, “Proxy Caching Mechanism for
Multimedia Playback Streams in the Internet”,1999, USC tech reports

7. Rexford S., J. Towsley, “Proxy Prefix Caching for Multimedia Streams”, INFOCOM '99.
Eighteenth Annual Joint Conference of the IEEE Computer and Communications Societies.
Proceedings. IEEE Volume: 3 , 1999 , Page(s): 1310 -1319 vol.3

8. Rizzo L., Vicisano L., “Replacement Policies for A Proxy Cache”, Networking, IEEE/ACM
Transactions on Volume: 8 2 , April 2000 , Page(s): 158 –170

9. R. Tewari, H.M. Vin, A. Dan, and D. Sitaram, “Resource-based Caching for Web Servers”,
In Proceedings of ACM/SPIE Multimedia Computing and Networking 1998 (MMCN'98),
San Jose, pp. 191-204, January 1998

10. Viswanathan S. and T. Imielinski, “Metropolitan area video-on-demand service using
pyramid broadcasting. Multimedia Systems, 4(4):197-208, Aug 1996

11. Wessels D., Claffy K, “ICP and the Squid web cache”, Selected Areas in Communications,
IEEE Journal on Volume: 16 3 , April 1998 , Page(s): 345 –357

12. Zhi-Li Zhang, Du, D.H.C., Dongli S, Yuewei Wang, "A network-conscious approach to
end-to-end video delivery over wide area networks using proxy servers”, INFOCOM '98.
Seventeenth Annual Joint Conference of the IEEE Computer and Communications
Societies. Proceedings. IEEE Volume: 2 , 1998 , Page(s): 660 -667 vol.2

13. Michael A. Goulde, ”Network Caching Guide – Optimizing Web Content Delivery”, March
1999/6/23 – White Paper , Inktomi Corp.

14. A. Chankhunthod, P. B. Danzig, C. Neerdaels, M. F. Schwartz, and K. J. Worrel, “A
Hierarchical Internet Object Cache”, In Proceedings of the 1996 USENIX Technical
Conference, San Diego, CA, January 1996



H.-Y. Shum, M. Liao, and S.-F. Chang (Eds.): PCM 2001, LNCS 2195, pp. 566–573, 2001. 
© Springer-Verlag Berlin Heidelberg 2001 

A Stateless Active Queue Management Scheme for 
Approximating Fair Bandwidth Allocation and Stabilized 

Buffer Occupation 

Hu Yan and Zhang Guangzhao 

Department of Electronics and Communication Engineering, Zhongshan University 
510275 Guangzhou, P. R. China  

hu_yan@263.net, isszgz@zsu.edu.cn 

Abstract. This paper proposes an active queue management algorithm we 
called “SCHOKe”, which wants to address the problems of providing a fair 
bandwidth allocation and a stabilized buffer occupancy in congested routers. 
The scheme works in concert with a simple FIFO queue that is shared by all 
flows, so it is stateless and easy to implement. In the algorithm, unresponsive 
flows are punished effectively and buffer occupancy is stabilized by a “hit”, 
which happens when an arriving packet’s flow ID is the same as one of packets 
randomly chosen from the FIFO queue. Simulations of a TCP/IP network are 
used to illustrate the performance of the scheme. 

1. Introduction 

TCP flows are “responsive” to congestion signals (i.e., dropped packets) from the 
network [1]. It is primarily these TCP congestion avoidance algorithms that prevent 
the congestion collapse of today’s Internet. However, there are a growing number of 
UDP-based applications running in the Internet, such as packet voice and packet 
video. The flows of these applications do not back off properly when they receive 
congestion indications. As a result, they aggressively use up more bandwidth than 
other TCP compatible flows. Therefore, it is necessary to have router mechanisms to 
shield responsive flows from unresponsive flows and to provide a good QoS to all 
users. 

The traditional technique for managing router queue lengths is known as “tail 
drop”, but it has two important drawbacks, i.e. “lock-out ” and “full-queue” [1]. The 
solution to the full-queues problem is for routers to drop packets before a queue 
becomes full, so that end nodes can respond to congestion before buffers overflow. 
We call such a proactive approach “active queue management”. By dropping packets 
before buffers overflow, active queue management allows routers to control when and 
how many packets to drop. The lock-out phenomenon is that a single connection or a 
few flows monopolize(s) queue space, preventing other flows from getting room in 
the queue. Active queue management is used to control the queue size for each 
individual class or queue. Because all flows in same class need a fair bandwidth 
allocation, a active queue management of the class must provide this function. So the 
fair bandwidth allocation is important to solution to the lock-out problem.The scheme 
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in this paper, which wants to solve both problem listed above, is an active queue 
management algorithm. 

The organization of this paper is as follows. In the next section we discuss related 
work where SRED and CHOKe schemes are highlighted. Our scheme is discussed in 
Section 3. Section 4 presents our simulation results. The paper’s conclusions are 
summarized in Section 5 

2. Related Work 

In this section we briefly describe some existing router algorithms. In FQ [2], one of 
famous scheduling algorithms, packets are sent in the order in which the router would 
have finished sending them if it could send each packet one bit at a time. Deficit 
Round Robin (DRR) [3] differs from FQ in its implementation, but achieves a similar 
effect. Both of these algorithms offer an upper bound on extra delay introduced over a 
hypothetical fluid model scheme. Because both of these mechanisms also use 
per-flow queuing and maintain flow state information, packets belonging to different 
flows are essentially isolated from each other and one flow cannot degrade the quality 
of another. However, it is well known that they are somewhat expensive to 
implement. The goal of CSFQ [4] is to achieve fair queuing without using per-flow 
state in the core of an island of routers. On entering the network, packets are marked 
with an estimate of their current sending rate. A core router estimates a flow's fair 
share and preferentially drops a packet from a flow based on the fair share and the 
rate estimate carried by the packet. A key impediment to the deployment is that it 
would require an extra field in the header of every packet. Other drawbacks of CSFQ 
include the requirement that for full effectiveness, all the routers within the island 
need to be modified. 

On the other hand, queue management algorithms have had a simple design from 
the outset. [1] suggests using the RED scheme proposed by Floy and Jacobson [5]. A 
router implementing RED maintains a single FIFO to be shared by all the flows, and 
drops an arriving at random during periods of congestion. The drop probability 
increases with the level of congestion. Since RED acts in anticipation of congestion, it 
does not suffer from the lock out and full queue problems. By keeping the average 
queue-size small, RED reduces the delays experienced by most flows. However, like 
Drop Tail, RED is unable to penalize unresponsive flows [6]. Another drawback of 
RED is that over a wide range of load levels it cannot stabilize its buffer occupation at 
a level independently of the number of active connecting [7]. Stabilized buffer 
occupation of routers is important to multimedia flows, because real-time multimedia 
flows that go though routers with variant buffer occupation will increase playback 
jitters. This paper proposes a scheme that wants to address synchronously both of the 
problems. To improve RED’s ability for distinguishing unresponsive users, a few 
variants (like Flow Random Early Drop (FRED) [8] )have been proposed. FRED is 
similar to CSFQ in that it uses FIFO scheduling, but instead of using information in 
packet headers, FRED constructs per-flow state at the router for those flows with 
packets currently in the queue. The dropping probability of a flow depends on the 
number of packets whose flow has buffered at the router. FRED's fair allocation of 
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buffers can yield very different fairness properties from a fair allocation of bandwidth 
[4]. In addition, the results obtained by FRED are not predictable, as they depend on 
the packet arrival times of the individual flows. 

The scheme called (Stabilized CHOKe) SCHOKe in the paper draws heavily from 
CHOKe and Stabilized RED (SRED), two approaches that both use packet hits in 
concert with FIFO scheduling.

2.1 SRED: Stabilized Buffer Occupation 

SRED has an additional feature that over a wide range of load levels helps it stabilize 
its buffer occupation at a level independent of the number of active connections [7]. 
The main idea is to compare, whenever a packet arrives at some buffer, the arriving 
packet with a randomly chosen packet that recently preceded it into the buffer. When 
the two packets are “of the same flow”, a “hit” is declared. The statistical sequence of 
hits is used to estimate the number of active flows and to find candidates for 
“misbehaving (unresponsive) flow”. The hit frequency around the time of the arrival 
of the t-th packet at the buffer, denoted by P(t), is estimated. As the authors say, P(t)-1

is a good estimate for the effective number of active flows in the time shortly before 
the arrival of packet t. We can use P(t) to update the candidate drop probability pzap.
When a packet arrives at the buffer, P(t) is first estimated as described in (1).  
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2.2. CHOKe: Fair Bandwidth Allocation 

When a packet arrives at a congested router, CHOKe draws one (or several) packet(s) 
at random from the FIFO queue and compares it (or them) with the arriving packet. If 
they both belong to the same flow, then they are both discarded, else the randomly 
chosen packet is left intact and the arriving packet is admitted into the buffer with 
probability that depends on the level of congestion (this probability is computed 
exactly as in RED). Simulations in [6] suggest that it works well in protecting 
congestion-sensitive flows, such as TCP flows, from congestion-insensitive flows, 
like UDP flows. 

Just as RED algorithm, the shortcoming is that the buffer occupancy of the router 
is not stabilized and depends on the number of active flows. 

3. The algorithm: CHOKe with Stabilized Buffer Occupation 

To approximate a fair bandwidth allocation and stabilize buffer occupation at a level 
independent of the number of active flows in congestion routers, we propose 
SCHOKe. It works in concert with a single FIFO buffer for queuing the packets of all 
the flows that share an outgoing link. 

First, SCHOKe estimates the hit probability p_hit(t) when the t-th packet arrives at 
the buffer, just as SRED does(see equation (1)). When the two packets, in which one 
is a arriving packet and the other is a packet randomly chosen from the buffer, are of 
the same flow, a hit comes about. But we use a kind of flexible definition of a hit. 
SCHOKe compares the arriving packet with not one, but with some K•0 randomly 
chosen packets from the queue. So as one of K packets and an arriving one belong to 
a same flow, we also can say that a hit happens. In this paper, we let K is dependent 
on the instantaneous buffer occupation q (see Table 1). We find that it is helpful to get 
stabilized buffer occupation. 

Table 1. The Drop Times K (B is buffer capacity)

Secondly, p_hit(t) is used to update drop probability p_drop that is calculated using 
equation (3). Let B stand for the queue limit. If the instantaneous buffer occupation q
is less than 1/6*B, every arriving packet is queued into the FIFO queue. If the q is 
greater than 1/6*B, SCHOKe choose K packets from the queue. As one or more 
packet(s) from the K packets is (are) hit by the arriving packet, we can drop the 
arriving packet and the chosen packet(s). When no hit happens, the arriving packet is 
dropped with the previous drop probability p_drop that is computed exactly as in 
SRED.  

Like CHOKe, SCHOKe is a truly stateless algorithm. As in SCHOKe the K values 
is greater (see Table 1) than previous two algorithms, so we propose that the K
packets can be chosen from the head (or tail) of the FIFO queue and mark every 

q 0~1/6*B 1/6*B~1/3*B 1/3*B~1/2*B 1/2*B~5/6*B 5/6*B~B 

K 20-1 21-1 25-1 26-1 27-1 
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packet that is hit and the router can discard those marked packets when they depart 
from the FIFO queue. 

4. Simulation Results for SCHOKe 

In this section, we show by simulations that SCHOKe is indeed successful in a) 
penalizing misbehaving flows and thus approximating a fair bandwidth allocation and 
b) keeping the buffer occupancy close to a specific target and away from overflow or 
underflow. All of our simulations are conducted using NS software [9]. The results 
are presented in two parts: fair bandwidth allocation and buffer occupancy. 

Fig. 1.Simulation Network Configuration 

4.1 Fair Bandwidth Allocation 

To illustrate SCHOKe’s fair bandwidth allocation, we simulate it in a single 
congested link whose standard network configuration is shown in Figure 1. The 
congested link in this network is between the routers R1 and R2. The link, with 
capacity of 1 Mbps, is shared by m TCP and n UDP flows. An end host is connected 
to the routers using a 10 Mbps link, which is ten times the bottleneck link bandwidth. 
All links have a small propagation delay of 1ms so that the delay experienced by a 
packet is mainly cause by the buffer delay rather than the transmission delay. The 
maximum window size of TCP is set to 300 packets such that it does not become a 
limiting factor of a flow’s throughput. The TCP flows are derived from FTP sessions 
that transmit infinite large size files. The UDP sources send packets at a constant bit 
rate (CBR) of r Kbps, where r is a variable. All packets are set to have a size of 1K 
Bytes. 

In this simulation, we set up the following network configuration parameters: there 
are m = 32 TCP sources (Flow 1 to Flows 32) and n = 1 UDP source (Flow 33) in the 
network. 4 queue management algorithms (SCHOKe, RED, CHOKe and RED) are 
simulated using NS2 to study those algorithms’ features of fair bandwidth allocation. 
Following [5,6], The minimum threshold minth in the RED and CHOKe algorithm is 
set to 100 packets, allowing on average around 3 packets per flow in the buffer before 
a router starts dropping packets. The maximum threshold maxth is set to be twice the 
minth, and the physical queue size limit B is fixed at 300 packets. 
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To gauge the degree to which SCHOKe achieves fair bandwidth, the individual 
throughput of each of the 33 flows in the simulation above is plotted in Figure 2 (left). 
The UDP source (Flow 33) sends packets at a rate r = 1Mbps, such that the link 
R1-R2 becomes congested. Figure 2 (left) shows that like CHOKe, SCHOKe can 
approximate a fair bandwidth allocation. All of TCP flows’ throughputs are less than 
the fair bandwidth that they should be allocated (33.03Kbps). As we state in previous 
section, TCP flow is a responsive flow, while UDP flow is unresponsive flow because 
of r = 1Mbps bigger than 33.03Kpbs much more. In this network configure, the 
throughput of the UDP flow (Flow 33) is 266.79Kbps, which is a litte higher than 
those of the TCP flows. 

Fig. 2. (left) SCHOKe: Throughput Per Flow (TCP and UDP flow), (right) Throughput under 
Different Traffic Load 

UDP(Kbps) 100 300 500 1000 3000 5000 10000 
RED 13.0% 14.2% 16.0% 24.6% 66.9% 80.1% 90.0%
CHOKe 23.8% 45.4% 57.8% 75.9% 83.5% 97.4% 99.6%
SCHOKe 16.4% 39.9% 54.3% 73.0% 92.8% 97.2% 99.6%

Table 2. UDP Dropping Percentages at Different UDP Arrival Rate

We vary the UDP arrival rate r to study SCHOKe’s performance under difference 
traffic load condition. Our simulation results are summarized in Figure 2 (right), 
where the UDP throughput versus the UDP arrival rate is plotted. In the contrastive 
experiment, we simulate 4 schemes under the same conditions. The minth and the maxth

of CHOKe and RED are respectively set to 30 and 60 packets. If q • 1/6*B, the K of 
SCHOKe is 1, else K = 0. For CHOKe, if average queue length avg • minth, the K is set 
1, else K = 0. The UDP drop percentages of the experiment are described in Table 2. 
From Figure 2 (right) and Table 2, we can see that SCHOKe approximates a fair 
bandwidth allocation as good as CHOKe and that UDP use up almost all of bottleneck 
link bandwidth when r • 1M in RED and SRED. Table 2 shows that SCHOKe drops 16.4% 
of the UDP packets when its arrival rate is as low as 100 Kbps. As the UDP arrival rate 
increases, the drop percentage goes up as well. It drops almost all of the packets (99.6%) when 
the rate reaches 10 Mbps. In SCHOKe, UDP throughput increases as the arrival rate increases 
from 100 Kbps to 1 Mbps, but throughput decreases as the rate increases from 1 Mbps to 10 
Mbps. In comparison, the performances of SRED and RED under different traffic load are 
illustrated in Table 2 and Figure 2 (right). It is obvious that SRED as well as RED can’t provide 
protection against greedy flows. The unresponsive flows use up all the bottleneck bandwidth 
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(996.11 Kbps as r = 10Mbps) and starve out the well behaving flows. Our simulation shows 
that SRED uses up more bandwidth of the congested link than RED does. So we can conclude 
that SRED and RED can’t punish misbehaving connections and that our scheme can do it as 
well as CHOKe. 

4.2 Buffer Occupancy 

Fig. 3.SCHOKe and CHOKe with different TCP flows 

The target of this simulation is to illustrate SCHOke's buffer occupancy. The network 
configuration used for this section is almost the same as above section (see figure 1). 
But some of parameters are different. The capacity of the bottleneck link between R1 
and R2 is DS3 (45Mbps) and its propagation is 1 ms. The bottleneck link in R1 has a 
buffer of capacity 500 Kbytes. There are only m TCP flows and no UDP flows in this 
simulation. The m is variable. The links between the TCP source and the router are 
also DS3 links, which have a propagation delay of 10 ms. In that case the minimal 
possible round trip time (RTT) is 42 ms. All flows’ packets have an size of 576 bytes 
which is the typical segment size for TCP. For the time being we assume a persistent 
source, i.e., a source will always send a packet whenever the congestion window 
permits transmission of a packet. 

We have simulated to show buffer behavior for SCHOKe with pmax = 0.15 (see 
equation (3, 4)), for 50, 100, 200, 300, 500, 800, and 1000 persistent TCP sources 
(Figure 3). All of buffer occupancy figures are plotted using 10 ms samples. All 
sources start at time zero a file transfer of an “infinitely large” file. In the simulation 
of SCHOKe, the drop times K is set according to Table 1. We find that it is useful to 
keep buffer occupancy steady. Specially, when the number of TCP flows is close to or 
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greater than 1000, the K is more important. It is the future work to study the influence 
of K on steady buffer occupancy. In a word, those figures illustrate that SCHOKe can 
stabilize the buffer occupation at a level independent of the number of active flows. 
To compare SCHOKe with CHOKe, the buffer occupancies of CHOKe are plotted in 
Figure 3. In the simulation of CHOKe, we let minth  = 1/6*B and maxth = 1/3*B. For 
CHOKe, it is obvious that as the number of TCP flows increases, the buffer 
occupancy approaches the 1/3*B, while for SCHOKe it is stabilized around 1/3*B
with independent of the number of TCP connections. Like SRED, the buffer 
occupancy of SCHOKe is independent of the number of connections from 50 to 300 
connections, and increases only slightly if the number of connections increases to 
1000. Then we can state that SCHOKe improves the performance of buffer occupancy 
of CHOKe, since above simulation has validated it. 

5. Conclusions 

We proposed a queue management algorithm, SCHOKe, which aims to a) 
approximating fair queuing at a minimal implement overhead and to b) stabilized 
buffer occupancy. Simulation suggests that it works well in protecting responsive 
flows from unresponsive ones and it is an ideal algorithm to stabilize the router buffer 
occupancy that is important factor to multimedia flows.  
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Advanced computer and network technologies have 
lead to the development of computer networks. Here, 
an application is realized by multiple processes located 
on multiple computers connected to a communication 
networksuch asthe Internet. Each process computes 
and communicates with other processes by exchanging 
messages through communication channels. Mission- 
critical applications are required to be executed fault- 
tolerantly. That is, even if some processes fail, execu- 
tion of an application is required to be continued. One 
of the important methods to r e d i e  fault-tolerant net- 
works is checkpoint-recoverg [2,4,6,7,1&12,16,1~21]. 
During failure-free execution, each process takes local 
checkpoints by storing state information into a stable 
storage [14]. If a certain process fails, the processes 
restart from the checkpoints by restoring the state in- 
formation from the stable storage. For restarting ex- 
ecution of applications correctly in conventional data 
communication networks, a set of local checkpoints 
taken by all the processes and from which the pro- 
cesses restart should form a consistent global check- 
point [3]. A global checkpoint is defined to be con- 
sistent if there is neither orphan nor lost message. 
However, in a multimedia communication network, 
applications require transmission of large-size multi- 
media messages and low overhead failurefree execu- 
tion rather than complete consistency. Hence, this 
paper proposes a novel criteria for consistent global 
checkpoints based on properties of multimedia com- 
munication networks and applications. 

The rest of this paper is organized as follows: In 
section 2, we review consistent global checkpoints in a 
conventional data communication network. In section 
3, we discuss properties of a multimedia communica- 
tion network and requirements for a consistent global 
checkpoint. Section 4 proposes a novel criteria for a 
consistent global checkpoint in a multimedia commu- 
nication network. In section 5, we design a checkpoint 
protocol based on QoS for consistency and timeliness. 
In section 6, relation between required synchronization 
and achieved consistency in the conventional protocol 
and our proposed two protocols is evaluated. In addi- 
tion, our protocol is applied to MPEG-2 data trans- 
mission for evaluate required synchronization. 

2. Conventional Consistency 

Let N = (V,C) be a computer network where 
V = {p,, . . . ,p,) is a set of processes pi and C V2 is 
a set of communication channels (pi,pj) from a pro- 
cess pi to another process pj. Execution of an appli- 
cation in pi is modeled by a sequence of occurrences 
of events. pi transits from one state to another by 
an occurrence of an event. There are two kinds of 
events; local events and communication events. At 
a local event, state transition in pi is caused by lo- 
cal computation without exchanging a message. At a 
communication event, D; communicates with another 

, a "  

process by exchanging a message and the state of pi 
is transitted. There are two kinds of communication 
events; a message sending event s ( m )  and a message 
receipt event r ( m )  for a message m. In order to realize 
a fault-tolerant network, there are two kinds of meth- 
ods; checkpoint-recovery and replicataon. In replica- 
tion [1,8,9,13,17], each process is replicated and placed 
on multiple computers. Even if a certain process fails, 
other replicated processes continue to execute an ap- 
plication. On the other hand, checkpoint-recovery is 
widely available [2,4,6,7,10-12,16,19-21].Here, during 
failurefree execution, each process pi sometimes takes 
a local check.point ci by storing state information into 
a stable storage [14]. After pi fails and recovers, pi 
restarts execution of an application from ci by restor- 
ing the state information from the stable storage. If 
pi restarts independently of the other processes, there 
may be two kinds of inconsistent messages; lost mes- 
sages and orphan messages [3]. 

[Inconsistent message] Suppose that processes pi 
and pj take local check points q and cj, respectively. 
A message m transmitted through bi,pj) is inconsis- 
tent if m is a lost message or an orphan message for a 

checkpoints. m is a lost 
taking ci in pi and r ( m )  

occurs after taking cj in pj. m is an orphan message 
iff s ( m )  occurs after taking in pi and r ( m )  occurs 
before taking cj in pj. 0 

In order to correctly recover from a process failure, 
there should be no inconsistent message in any com- 
munication channel in L. Thus, in case of a failure 
in a process pi, not only pi but also other processes 
restart from local checkpoints. Hence, a global check- 
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point Cv = {cl, . . . , c,) which is a set of local check- 
points of all the processes in V should be consistent [3]. 

[Consistent global checkpoint] A global check- 
point Cv in S = (V,L) is consistent iff there is no 
inconsistent message in any communication channel 
in L. 

3. Multimedia Networks 
Recently, multimedia network applications such as 

distance learning, teleconference, tele-medicine and 
video on demand have been developed on communi- 
cation networks [15]. Here, messages with multimedia 
data including text, voice, sound, picture and video 
are exchanged among processes. These messages are 
larger than those with conventional data. Hence, it 
takes longer time to transmit and receive them. As 
shown in Figure 1, the following four primitive events 
are defined for a multimedia message m transmitted 
through a communication channel (pi,pj) [18]: 

sb(m): pi begins sending m. 
se(m): pi ends sending m. 
rb(m): pj begins receiving m. 
re(m): pj ends receiving m. 

A message sending event s(m) for m begins at sb(m) 
and ends at se(m) in pi. A message receipt event r(m) 
for m begins at rb(m) and ends at re(m) in pj. 

Computer network protocols, e.g. TCP/IP proto- 
cols [5], are hierarchically composed. A message trans- 
mitted through a communication channel (pi,pj) in an 
upper layer is decomposed into multiple packets in a 
lower layer in pi and the packets are reassembled to 
the message in f l j  Thus, a multimedia message m is 
decomposed into a sequence (pal,. . . ,pal) of multiple 
packets as shown in Figure 1. Here, $(pak) is a packet 
sending event and @ak) is a packet receipt event for 
a packet pale. 

4 4 time 

Figure 1. Multimedia message transmission. 

For a message m with conventional data, commu- 
nication events s(m) and r(m) are assumed to be 
atomic. Here, each local checkpoint ci in a process 
pi is taken only when no other event occurs in pi. 
However, a multimedia message is so larger than a 

conventional data message that it takes longer time to 
transmit and receive the message. Thus, if a process 
is required to take a local checkpoint during a com- 
munication event, it has to wait until an end of the 
event. Hence, timeliness requirement in a checkpoint 
protocol is not satisfied and communication overhead 
in recovery is increased. Therefore, a local checkpoint 
should be taken immediately when a process is re- 
quired to take it even during a communication event. 
That is, a process pi sending na = (pal,. . . ,pal) takes 
a local checkpoint q between primitive events $(pas) 
and  pa,+^) and another process pj receiving m takes 
a local checkpoint cj between primitive events r h T )  
and r(paT+l). In addition, a part of a multimedia 
message can be lost in a communication channel for 
an application, e.g. MPEG-2 data transmission. Such 
an application requires not to retransmit lost pack- 
ets in recovery but to transmit packets with shorter 
transmission delay. Hence, an overhead for taking a 
checkpoint during failure-free execution is required to 
be reduced. 

4. Novel Consistency 
As discussed in section 2, since the conventional cri- 

teria of consistency for a global checkpoint is based on 
an architecture of conventional data communication 
networks, a novel criteria should be introduced into 
multimedia communication networks. Global consis- 
tency Gc for a global checkpoint Cv = {cl, . . . , c,) 
denotes degree of consistency for Cv in N = (V, L). 
In a conventional data communication network, Gc is 
defined as follows: 

Gc = { 1 no inconsistent message in L. 
0 otherwise. (1) 

In a multimedia communication network, a local 
checkpoint is taken even during a communication 
event and it is acceptable for an application to lose 
a part of a multimedia message. Hence, a domain of 
Gc is a closed interval [O,1] instead of a discrete set 
{0,1). Here, Gc should be compatible with the con- 
ventional criteria, i.e. (1) should be satisfied. 

Gc is determined by timing-relation between local 
checkpoints and messages transmitted through com- 
munication channels. Thus, Gc is calculated by chan- 
nel consistency Ccij for all the communication chan- 
nels (pi,pj) E L. Ccij is calculated by message con- 
sistency Mc; for all the messages m, transmitted 
through (pi,pj). Finally, Mc; is induced by timing- 
relation between communication events for m,, and a 
set Ctpiipj1 = {ci, cj) of local checkpoints. 

4.1. Message Consistency 

Message consistency Mc; is degree of consistency 
for a set Ctpi,pj> = {q, cj) of local checkpoints and a 
multimedia message m, transmitted through a com- 
munication channel (pi,pj). Here, q and cj are taken 



576 S. Osada and H. Higaki 

by processes pi and pj, respectively. We define an in- 
consistent multimedia message. 
[Inconsistent multimedia message] A multimedia 
message m, is inconsistent iff m, is a lost multimedia 
message as in Figure 2 or an orphan multimedia mes- 
sage as in Figure 3. m, is a lost multimedia message 
iff se(m,) occurs before taking ci in pi and rb(m,) 
occurs after taking cj in pj. m, is an orphan multi- 
media message iff sb(m,) occurs after taking ci in pi 
and rb(m,) occurs before taking cj in pj. 

Figure 2. Lost multimedia messages. 

t 
time 

Figure 3. Orphan multimedia messages. 

If m, is a lost multimedia message, all the packets of 
mu have been already sent by pi but none of them is 
received by pj in recovery. If m, is an orphan multi- 
media message, m, might not be retransmitted after 
recovery due to non-deterministic property of pi even 
though pj has already received a part of mu. For com- 
patibility with (I), Mc; = 0 for mu. 
[Consistency for inconsistent multimedia mes- 
sage] Mc; = 0 for an inconsistent multimedia mes- 
sage mu. 0 

If ci and cj are taken before sb(m,) and rb(m,), 
Mc; = 1. In addition, if ci and cj are taken after 
se(m,) and re(m,), Mc; = 1. Thus, it is com- 
patible with (1). As discussed in the previous sec- 
tion, a multimedia message mu is decomposed into 
a sequence of multiple packets (pa,, . . . ,pal). Thus, 
s(m,) is composed of a sequence (&al), . . . , s(pal)) 
of packet sending events and r(m,) is composed of a 
sequence (r(pa,), . . . , r(pal)) of packet receipt events. 

[Lost and orphan packets(Figures 2 and 3)] Sup- 
pose that local checkpoints ci and cj are taken between 

s(pa,) and s(pa,+,) and between r b , )  and r(pa,+1) 
for a multimedia message mu = b l , .  . . ,pal), respec- 
tively. pak is a lost packet iff s(pak) occurs before tak- 
ing ci in pi and r(pak) occurs after taking cj in pj. 
pak is an orphan packet iff s(pak) occurs after taking 
ci in pi and r(pak) occurs before taking cj in pj.0 

If s = r ,  there is no lost and orphan packet. Hence, 
Mcu. = 1. 

13 

If s > r, {pa,+,, . . . ,pa,) is a set of lost packets. 
These packets are not retransmitted after recovery. 
Lost packets in a conventional data communication 
network can be restored by logging them in failurefree 
execution [16]. However, in a multimedia communicai 
tion network, less overhead in failure-free execution 
is required since applications require timeconstrained 
execution. For example, storing a message log in a 
stable storage makes transmission delay and jitter in 
MPEG-2 data transmission larger. In addition, even 
if a part of a multimedia message is lost in recovery, 
an application accepts the message. The less packets 
are lost, the higher message consistency we achieve. A 
multimedia message is usually compressed for trans- 
mission. Thus, value of packets for a message is not 
unique. For example in an MPEG-2 data transmis- 
sion, value of a packet for an I-picture is higher than 
value of a packet for a B-picture. Therefore, message 
consistency depends on total value of lost packets as 
follows: 

dM$ 
dlostvalue 

< 0 

where lostvalue = ualue(pak). 
lost packets pak 

Here, a domain of Mc; is an open interval (0,l). 

If s < r ,  {pa,+,, . . .,pa,) is a set of orphan pack- 
ets. An orphan multimedia message might not be 
retransmitted after recovery due to non-deterministic 
property of a process. However, these orphan packets 
are surely retransmitted after recovery since ci and 
c j  are taken during transmission and receipt of mu 
and the content of mu being carried by a sequence 
(pal, . . . ,pal) of packets is not changed even after re- 
covery. Orphan packets are received twice, once in 
failurefree execution and once after recovery. By as- 
signing a sequence number to each packet, it never oc- 
curs for an application to receive a packet more than 
once. Hence, message consistency does not depend on 
orphan packets. 
[Message consistency] Let value(m,) be total value 
of packets pal,. . . ,pal of mu. 

Mc; = 0 if lostvalue = value(m,). 

Mcy' = 1 if lostvalue = 0. (3) 
bMc; 

< 0 otherwise. 0 
dlostvalue 
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[Example 11 In Figure 4, the reduction of message 
consistency is proportional to total value of lost pack- 
ets. Here, message consistency is induced as follows: 

lostvalue 
M c $ = l -  

ualue(m,) 

= I -  lost packets pab 

value(m,) 

Figure 4. Message Consistency Example(1). 

[Example 21 In Figure 5, if most of the packets of a 

4.2. Channel Consistency 

Based on the message consistency for multime- 
dia messages mu and local checkpoints ci and cj in 
processes pi and pj  respectively, channel consistency 
Ccij is defined as degree of consistency for a set 
CIpi,pj> = {ci, cj) of local checkpoints in a commu- 
nication channel (pi,pj) E L. Ccij is calculated by 
using message consistency Mc; for every message mu 
transmitted through (pi,pj). For compatibility with 
(I),  if message consistency for every message transmit- 
ted through (pi,pj) is 1, channel consistency is also 1. 
On the other hand, if message consistency for at least 
one message transmitted through (pi,pj) is 0, chan- 
nel consistency is also 0. In addition, channel consis- 
tency monotonically increases for consistency of the 
messages transmitted through (pi,pj). 
[Channel consistency] Let Mij be a set of messages 
transmitted through (pi,pj). 

Ccij = 1 if Vm, E Mij Mc$ = 1. 

Ccij = 0 if 3m, E Mij Mc; = 0. (6) 
ac~,  

Vm, € M i j  - > 0 otherwise. 
dMc$ 

[Example 31 Ccij is calculated by multiplication of 
Mc$ for all the messages mu transmitted through 
(pi, pj) . This satisfies (6). 

m.. 

4.3. Global Consistency 

Figure 5. Message Consistency Example(2). 

message mu is not lost, message consistency is almost 
1. On the other hand, if most of the packets of mu 
is lost, message consistency is almost 0. For example 
in MPEG-2 data transmission, even if a small part 
of a message is lost, applications accept the message. 
On the other hand, if most part of a message is lost, 
applications does not accept the message. Hence, ac- 
cording to increasing total value of lost message, mes- 
sage consistency decreases first gradually, then rapidly 
and finally gradually. Hence, message consistency is 
induced as follows: 

Based on the channel consistency for communi- 
cation channels (pi,pj) E C and global checkpoint 
Cv = {cl, . . . , G), global consistency Gc is defined 
as degree of the global checkpoint. Gc is calculated 
by using channel consistency Ccij for every commu- 
nication channel (pi,pj) E L. For compatibility with 
(I),  if channel consistency for every channel in L is 
1, global consistency is also 1. On the other hand, if 
consistency for at least one communication channel is 
0, global consistency is also 0. In addition, channel 
consistency monotonically increases for consistency of 
the communication channels in L. 
[Global consistency] 

[Example 41 Gc is calculated by multiplication of 
Ccij for all the communication channels (pi,pj) E L. 
For independence of system scale, normalization factor 
ILI is applied. This satisfies (8). 
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5. Checkpoint Protocol 
Here, we design a checkpoint protocol for a multi- 

media communication network according to the global 
consistency defined in (8). The protocol is based on 
a 3 phase coordinated checkpoint protocol [12]. In 
a data communication network, for avoiding inconsis- 
tent messages, each process is required to be blocked, 
i.e. suspend execution of an application for a certain 
period. However, for timebounded failure-free execu- 
tion of an application, our protocol does not require 
processes to suspend execution of an application dur- 
ing checkpoint protocol. Each process pi takes a local 
checkpoint q immediately when pi is required to take 
c,. In this protocol, there is a coordinator process pc. 
Here, we make the following assumptions: 

A sequence number seq(m) is assigned to a mes- 
sage m when m is transmitted. seq(m) is piggied 
back to each packet pak of m. 
value(pak) and value(m) are carried by each 
packet wk. 

5.1. Basic Checkpoint Protocol 

A basic checkpoint protocol PB is designed where 
global consistency is used as a QoS parameter. 
Though PB is designed based on a 3-phase coordinated 
checkpoint protocol, it is non-blocking. Each process 
is not required to suspend execution of an application 
as in a conventional protocol for data communication 
networks. 

1 time 

Figure 6. Basic protocol PB. 

[Basic protocol PB (Figure 6)] 
1) Let RC be required global consistency. p, sends a 

checkpoint request message Req to every p, E V. 
2) On receipt of the Req, each pi takes a tentative 

local checkpoint tci. 

Each pi sends back an acknowledgement message 
Ack, to pc. For every communication channel 
(pi,pj) from pi, seq(mj) and tvalue(mij) = C 
value(pae) for pae of the last message mij sent 
before tci are piggied back to A&. In addition, 
for every communication channel (pj,pi) to pi, 
seq(mji) and tvalue(mji) = C value(pak) for pak 
of the last message mji received before tci are also 
piggied back to Acki. That is, seqij = seq(mij), 
tvalueij = tvalue(mij), seqji = seq(mji) and 
tvalueii = tvalue(mji) are piggied back to Acki. 
On reEeipt of all the A&, pc cdculates Ccij for 
every communication channel (pi,pj) 6 L. 
p, calculates Gc according to (8). 
If Gc > RC, pc sends Done messages to pi € V. 
Otherwise, pc sends Cancel messages to pi E V. 
On receipt of Done, eachpi changes tq to a stable 
local checkpoint ci. On receipt of Cancel, each pi 
discards tci. 0 

5.2. Extended Protocol 

Though PB is non-blocking for supporting realtime 
multimedia applications, it is not certain to take Cv 
with required global consistency. According to the def- 
inition of global consistency, the less lost packets are, 
the higher global consistency we archive. Thus, the 
following modification in step 2) of % is introduced 
for higher probability to take Cv and for higher Gc. 

If pi is sending a message, pi takes tci immedi- 
ately. 
Otherwise, pi postpones taking tci for ATi. If pi 
starts sending another message m or pi starts re- 
ceiving another message m while receiving a mes- 
sage, pi takes tci. That is, pi takes tci just after 
sb(m) or before rb(m). 

Here, we introduce another QoS parameter T for time 
liness. p, is required to receive Acki within T since the 
transmission of Req. Thus, ATi = T - 2di where di is 
transmission delay between p, and pi. 
[Extended protocol pE] 

1) Let RC and T be required consistency and time- 
liness. pc sends Req to every pi € V. T is piggied 
back to Req. 

2) On receipt of the Req, each pi takes tci as follows: 
2-1) If pi is sending a message, pi takes tci. 
2-2) Otherwise, pi postpones taking tc+ for ATi. 

During this period, 
2-2-1) if pi is receiving a message and starts 

sending another message m, pi takes tci 
just after sb(m). 

2-2-2) if pi is not communicating and starts 
sending a message m, pi takes tci just 
after sb(m). 

2-2-3) if pi is not communicating and starts 
receiving a message m, pi takes tci just 
before rb(m) . 

On taking tci, pi sends back Acki to pc as in step 
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2) of PB.  

Steps 3), 4), 5), 6) and 7) are the same as in PB. 0 

6. Evaluation 

.......... ...... 
..... ...... 

0 Mc=O ............ 
Undefine 

Figure 7. Message consistency in conven- 
tional protocol. 

Here, we evaluate the proposed checkpoint proto- 
cols. First, the relation between required synchroniza- 
tion and achieved consistency is evaluated. Suppose 
a message m is transmitted through a communication 
channel hi,pj) and local checkpoints q and cj are 
taken by processes pi and pi,respectively. E is a num- 
ber of packets consisting of &, i.e. m = (pal, . . ,pal). 
pi receives a Req message for ci between s(ps,) and 
s(ps,+,) and pj receives a Req message for cj between 
r(paT) and r(paT+l). Here, s < 0 (r < 0) means 
that pi Olj) takes q (cj) before sb(m) (rb(m)) and 
s > 1 (r > 1) means that pi (pj) takes ci (cj) after 
se(m) (re(m)). In the conventional checkpoint proto- 
col for a data communication network, pi has to wait 
until finishing transmission of m if 0 < s < 1 and pj 
has to wait until finishing receipt of m if 0 < r < 1,. 
Hence, achieved message consistency is not defined in 
the area. Thus, higher synchronization overhead is re- 
quired and message consistency is shown in Figure 7. 

Next, message consistency Mc(s, r) for a message 
m in PB is shown in Figure 8. 

Figure 8. Message consistency in PB. 

0 M c ( s , r ) = l i f s < O a n d r < O .  
0 Mc(s,r) = 0 if s < 0 and r > 0 since m is an 

orphan multimedia message. 
Mc(s,r) = f2(s) where df2(s)/ds 5 0, 
lim,+o j2(s) = 1 and lin~,,~ f2(s) = 0 if 0 < s < 1 
andr<O.  
Mc(s,T) = f1(s,r) where fi(u,u) = l(0 < 
u < I), dfl(s,r)/ds < 0 and dfl(s,r)/dr 2 0, 
lim,+l fl(s, r) = fdr)  and limT+o fib, r) = f2(s) 
i f O < s < l a n d O < r < s .  

0 M c ( s , r ) = l i f O < s < l a n d s ~ r .  
0 Mc(s,r) = 0 if 1 5  s and r < 0 since m is a lost 

multimedia message. 
Mc(s,r) = j3(r) where df3(r)/dr 2 0, 
lim,+o f3(r) = 0 and limT,l j3(r) = 1 if 1 < s 
a n d O < r < l .  

0 M c ( s , r ) = l i f l < s a n d l < r .  

Clearly, message consistency in PB is higher than that 
in the conventional protocol with lower synchroniza- 
tion overhead. 

By introducing a delaying method, Mc(s, r )  in PE 
is modified as shown in Figure 9. Here, A1 represents 
a number of packets transmitted for ATi. 

M c ( s , r ) = l i f s < O a n d r < O .  
0 M c ( s , r ) = O i f s < - A l a n d r > O .  
0 Mc(s , r )= l i f -A l<s<Oandr>O.  
0 Mc(s,r) =gz(s) = f2(s) if 0 < s < 1 and r < 0. 
0 Mc(s,r) = gl(s,r) = f l (s , r  + Al), if A1 < s < 1 

a n d O < r < s - A l .  
0 M c ( s , r ) = l i f O < s < l , r > s - A l a n d r 2 0 .  
0 M c ( s , r ) = O i f s > l a n d r < O .  
0 Mc(s,r) = g3(r) = j3(r + A1) if s > 1 and 0 < 

r < E - AE. 
0 M c ( s , r ) = l i f s > l a n d r > l - A l .  

Figure 9. Message Consistency in PE. 

Comparing PE with PB, message consistency Mc(s, r) 
changes from Mc(s,r) < 1 to Mc(s,r) = 1 in the 
following three domains: 

- A n < s < O a n d O < r  
0 s > Z a n d l - A n < r < l  

O < s < A n a n d s > r + A n  
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Since dfl (s, r)/dr 2 0 and df3 (r)/dr 2 0, Mc(s, r) in 
PE is always higher than or equal to that in PB. 

Finally, we apply PB to an MPEG-2 data transmis- 
sion. MPEG-2 is a specification of video data com- 
pression [lo]. The amount of an original video data 
is 720 x 480 dots/frame and 29.97 frames/sec l. Each 
frame is encoded to one of the following three kinds 
of pictures; an I-picture, a P-picture and a B-picture. 
An I-picture is achieved by encoding an original frame 
with DCT (Discrete Cosine Transform). An original 
frame is achieved by decoding an I-picture alone. A 
P-picture and a B-picture are achieved by using mo- 
tion compensation. The sizes of a P-picture and a 
B-picture are about 113 and 116 of an I-picture, re- 
spectively. An original frame encoded to a P-picture 
is achieved by the P-picture and the previous frame 
encoded to an I-picture or a P-picture. If the previ- 
ous I-picture or P-picture is lost, the original frame 
cannot be achieved. An original picture encoded to 
a B-picture is achieved by using bidirectional predic- 
tion. Here, the previous and the following I-pictures 
or P-pictures are used. Thus, if one of the pictures is 
lost, the original frame cannot be achieved. 

Figure 10. Evaluation parameters. 

Figure 11. Consistency in MPEG-2 (1 .Osee). 

Suppose there are two processes pi and pj con- 
nected by a communication channel (pi,pj) and a mul- 
timedia message m, is transmitted through (pi,pj) as 
shown in Figure 10. In the proposed checkpoint pro- 

'This encoding is called MP@ML (Main Profile, Main Level). 

Figure 12. Consistency in MPEG-2 (60sec). 

tocol, Req messages are transmitted from a coordina- 
tor process p, to pi and pj. On receipt of the Req 
messages, pi and pj take local checkpoints ci and cj, 
respectively. Let Ti be time duration from sb(m,) 
to ~(Req), i.e. taking % in pi, and Tj be time du- 
ration from rb(m,) to r(Req), i.e. taking cj in pj. 
Here, message transmission delay of communication 
channels and (pc,pj) are'not the same. Let 
AT = Ti - Tj. 

Figures 11 and 12 show relation between AT and 
MC = Me& for a message mu which includes l.0sec 
and 6Osec MPEG-2 data. In MPEG-2, if a B-picture 
is lost, only one frame cannot be decoded. However, if 
an I-picture is lost, all the frames in the GOP (Group 
of Pictures) cannot be decoded. That is, uake(pak) 
is different for each pak. Thus, the mapping from 
AT to MC is not one-to-one but oneto-N as shown 
in Figure 11. According to Figure 12, MC(5.52) = 
[0.900,0.907] and MC(5.90) = [0.894,0.900]. Hence, 
if required consistency is 0.9 and AT < 5.52sec, a 
global checkpoint {%,cj) is consistent. In addition, 
if AT < 5.90sec, {%,cj) might be consistent. This 
depends on which pictures are lost due to difference of 
transmission delay for Req messages. Therefore, even 
if pi and pj are not completely synchronized, we can 
achieve a QoS-based consistent global checkpoint. 

7. Concluding Remarks 

This paper proposes novel consistency of global 
checkpoints in multimedia communication networks. 
unlike the conventional consistency, it allows for pro- 
cesses to take local checkpoints during communication 
events and to lose a part of a message in recovery. In 
addition, we show a checkpoint protocol based on the 
proposed consistency. The checkpoint protocol is non- 
blocking for supporting time-constrained a.pplications. 
In addition, it is QoS-based where QoS parameters are 
consistency and timeliness. The evaluation shows that 
the proposed protocols achieve higher global consis- 
tency with lower synchronization overhead. Further- 
more, the consistency and the protocol work well in 
the system transmitting an MPEG-2 data. In our fu- 
ture work, by introducing a new criteria for recovery 
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time, based on a tradeoff between the criterias of con- 
sistency and recovery time, we will design an improved 
QoS based checkpoint protocol in a multimedia com- 
munication network. 
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Abstract. This paper presents a query by tapping" system, which represents a 
new paradigm for CBMRAI (content-based music retrieval via acoustic input) 
systems. Most CBMRAI systems take the user acoustic input in the format of 
singing or humming, and the timing or beat information (durations of notes) is 
sometimes discarded during the retrieval process in order to save computation. 
Our query by tapping" mechanism, on the other hand, takes the user input in 
the format of tapping on the microphone and the extracted duration of notes is 
then used to retrieve the intended song in the database. Since there is no sing- 
ing or humming, no pitch information is used in the retrieval process at all. 
Most people would think that it is hard to do music retrieval via beat informa- 
tion alone. However, our experiments demonstrate that beat information is also 
an effective feature in the sense that it can be used to retrieve the intended song 
from a large collection of music database with a satisfactory recognition rate. 

1 Introduction 

As there are more and more digital music files (such as MP3, MIDI, ASF, RM) being 
created over the Internet, the corresponding issue of music information retrieval [1][2] 
is becoming increasingly important. In particular, most people do not have profes- 
sional music skills and the best way to specify an intended song is to sing or hum it. 
As a result, CBMRAI (content-based music retrieval via acoustic input) systems are 
the most natural tools for common people needs of music information retrieval. 
Application domains of CBMRAI are immense, such as 

1. Internet music search engine 
2. Query engine for digital music libraries/museurns 
3. Intelligent interface for karaoke bars (which are quite popular in China, 

Japan, Korea and Taiwan) 
4. Song-activated interactive toys 
5. Education software for music/vocal training 

Most CBMRAl systems [3] [13] [12] [I 11 [14] [4] take the user input in the format 
of singing or humming, and then transform the audio signal into a pitch vector for 
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retrieval purpose. To save computation time, the pitch duration (or equivalent, beat or 
timing information) is sometimes discarded to have a more compact representation 
and a shorter computation time. 

Unlike most CBMRAI systems, our music retrieval system, called Super MBox" 
[7][9][8], has a unique feature that can take the user input in the format of tapping on 
the microphone, which represents the beat or timing information of the intended song. 
The system then uses the beat information alone to identify the intended songs from a 
database of 1 1744 candidate songs. Most people would think that CBMRAI based on 
beat information alone can not have good performance since amateur persons cannot 
identifl a song solely based on its beat information. However, our experiments indi- 
cate otherwise. In fact, we have applied a dynamic-programming-based comparison 
procedure to achieve a top-100 (or top 0.85% of all candidate songs) recognition rate 
of about 80%, which is considered satisfactory performance. We also did error analy- 
sis to demonstrate the causes of cases of failure. 

The rest of the paper is organized as follows. Section 2 explains the feature extrac- 
tion process, which transforms the user's tapping input into a timing vector. Section 3 
describes the dynamic-programming-based procedure that we employ to compare the 
input timing vector with those of the songs in the database. Section 4 demonstrates the 
performance evaluation of the system and explores the causes that might degrade the 
performance. Section 5 gives conclusions and future directions. 

2 Feature Vector Extraction 

The feature vector used in our system is simply a time vector in which each element 
represents the duration of a note. To extract such information, the user is required to 
gently tap on the microphone to indicate the beat information of the intended song. 
The recording conditions are 

Sample rate of 1 1025 .%bit resolution 
.Recording duration of 15 seconds Single channel (mono) 

A typical waveform of the user's tapping input of the song "You Are My Sunshine" 
is shown in plot (a) of the following Fig. 1; the corresponding log energy profile is 
shown in plot (b). (The plots only show the first 10 seconds.) 

From plot (a) of the below figure, it is obvious that the user has input 16 complete 
notes. To extract the duration of each note, we need to do frame blocking first and 
then find the energy of each frame. The circles in (b) indicate where local maxima of 
the log energy are located. The local maxima are legal only when their values are 
greater than a heuristically determined threshold (about -20 dB, indicated by the hori- 
zontal line in plot (b)). 

Once the legal local maxima are found, the duration of each note is equal to the dis- 
tance between two neighboring local maxima. The beat information is then repre- 
sented as a timing vector in which each element is a note's duration. For example, the 
timing vector extracted from the above example would be [O.4 180, 0.37 15, 0.383 1, 
0.73 14, 1 .l262, 0.4063, 0.3599, 0.371 5, 0.7779, 1.1 61 0, 0.3947, 0.3483, 0.371 5, 
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0.8127, 1.0797, 0.37151, in where there are 16 elements, representing durations of 16 
notes in seconds. 

(b) Log enaglafsach fmma 

ijo 
- 3 m  

-1.w 
1 2 3 1 5 6 7 8 8 0  

T,mB (ssmn* 

Fig. 1. (a) Tapping waveform of "You Are My Sunshine" 
(b) Corresponding log energy plot. 

The parameters of the feature extraction process can be listed as follows: 
1. The frame size is 256 points. 
2. The threshold for legal local maxima is equal to the fifih global maximum 

of log energy minus 7 dB. 
Note that the frame size determines the resolution of the resultant timing informa- 

tion. In our case, the resolution is equal to 25611 1025 = 0.0232 seconds, which is 
good enough for our comparison procedure. If the kame size is smaller, the timing 
resolution is higher, but the energy profile becomes jagged and the exact location of 
the desired local maxima would be difficult to find. 

3 Comparison Procedure 

Once the timing vector from a user's input is obtained, we need to compare it with 
those of the songs in the database. In this section we shall propose a comparison pro- 
cedure based dynamic programming [IS]. In fact, the concept is similar to dynamic 
time warping [6] used in our previous work [7]. In this paper, for simplicity, we as- 
sume that the user always taps fiom the beginning of the intended song. However, this 
is not an absolute requirement since the proposed method can still start matching at 
anywhere in a middle of a song. 

To match the input timing vector against those of the songs in the database, we need 
to be aware of two things: 

1. The tempo of the user's input is usually different from those of the can- 
didate songs in the database. 

2. The user is likely to lose notes instead of gaining notes. 
To solve the first problem, we need to normalize the input timing vector and those 

of the candidate songs. Suppose that the input timing vector (or test vector) is repre- 
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sented by vector t of length m , and the reference timing vector (reference vector) by 
r with length n . Usually n is greater than m . Suppose that the user did not loselgain 
any notes, so we only need to compare t with the first m elements of r . However, 
since the user might lose or gain notes, we need to compare t with a selection of 
different versions of r with different lengths. Suppose that the first q elements of r 

is selected for comparison, then the normalization step convert both vectors to a total 
duration of 1000: r ,.. 

t = round(l000 * t i  sum(t)) 

i" = round(1000 * r(1: q)lsum(r(l : 9)))  
(1) 

In the above equations, r(1: q )  indicates a vector formed from the first q elements 
of vector r ; sum(t) indicates the summation of all elements in vector t . The opera- 
tion of round rounds all elements of the vectors into integers. The purpose of multipli- 
cation by 1000 is to increase the precision since our comparison procedure is based on 
integer operations to save computation time. After the above normalization step, the 
subsequent comparison procedure is based on ? and F . Actually, we need to vary the 
value of q to get different versions of i" ; the distance between 7 and 7 is taken to 
be the minimum of distances between 7 and all variants of F . In our system, the 
value of q is varied from p - 2 to p +  2 , where p is the length of 7 . 

The comparison procedure is based on the concept of dynamic time warping 
(DTW) [6]. For notation simplicity, we shall remove the "tilde" temporarily. Suppose 
that the (normalized) input timing vector (or test vector) is represented by 
t ( i ) , i=l ,  ..., m, and the (normalized) reference timing vector (reference vector) by 
r ( j ) ,  j = 1, ... ,n . These two vectors are not necessarily of the same size and we can 
apply DTW to match each point of the test vector to that of the reference vector in an 
optimal way. That is, we want to construct a (m + 1)x ( n  + 1 )  DTW table D(i, j )  accord- 
ing to the following forward dynamic programming algorithm: 

Optimal value function: 
D(i, j )  is the minimum accumulated distance starting from (0, 0) of the DTW table 

to the current position (i,  j) . 

Recurrence relation: 

I ~ ( i - 1 ,  j -2 )+ lr ( i - l )+r ( i ) - t ( j ) I+q  

D(i, j )  = rnin ~ ( i - 1 ,  j l ) + l t ( i ) r ( j ) l  
(2) 

D(i - 2, j - 1 )  + lt(i -I)+ t(i) - r( j) l+ v2 
where 7, and v2 are a small positive numbers. In the above equation, 

Ir( i- l )+r(i)- t ( j ) l+ v, represents the cost when the user mistake two note for one; 

It(i-1) + t(i) - r( j) l+ v2 represents the cost when the user mistake a note for two. 

Boundary conditions: 
The boundary conditions for the above recursion can be expressed as 

D(i,O)=O,i=O ,..., m, 
D(O,j)=O,j=O ,..., n. 
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After we have the boundary conditions, the recursion formula to fill the DTW table 
can be performed either row-wise or column-wise. 

The cost of the optimal DTW path is defined as D(m,n) 

After finding D(m,n) , we can back track to obtain the entire optimal DTW path 
and the corresponding alignments between the two vectors. 

In summary, the whole comparison procedure can be listed as follows: 
1. Extract the input timing vector from the user's acoustic input of tapping. 

Normalized the timing vector. 
2. Find the DTW distance between the input timing vector and that of each 

candidate song in the database. Note that the timing vector of a song has 
to be compressed or extended to have 5 versions of different lengths. Then 
the distance between the input timing vector and that of a song is taken to 
be the minimum among all 5 distances between the input timing vector 
and 5 variants of that of the song. 

3. List the results according to DTW distances. 
Fig. 2 illustrates the flowchart of our query-by-tapping system. 

Fig. 2. Flowchart of our query-by-tapping system 

4 Performance Evaluation 

In this section we present the performance evaluation of our query-by-tapping system. 
We have a dataset of around 269 clips of tapping from by 9 persons (7 males, 2 fe- 
males). Specs of the dataset are: 

.No. of clips: 269 .Resolution: 8 bits 

.Duration: 15 seconds .Type: Single channel (mono) 
Sample  rate: 11025 sampleslsecond .Start position: Beginning of a song 

All of the recordings start from the beginning of a song. The specs of our platform 
and candidate songs are 

CPU: Pentium-III800MHz .No. of candidate songs: 11744 
.RAM: 128 MB .Match position: Beginning of each song 

In the first experiment, we take all the tapping clips of 15 seconds to evaluate our 
system. The average response time of a query with 15-second tapping clip is about 
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3.42 seconds. In average, a 15-second tapping clip contains about 29.98 notes. The 
performance of the system can be viewed fiom the following pie chart: 

Fig. 3. The performance of our system 

From Fig. 3, the top-l recognition rate (percentage of recordings that Super MBox 
can find the intended songs in the top1 ranking) is 15%. the top10 recognition rate is 
51%. and the top100 recognition rate is 80%. Apparently it seems that these recogni- 
tion rates are not so impressive. However, remember we are only using timing infor- 
mation to do the query, and there are 1 1744 candidate songs in the database (so t o p  
100 is equivalent to top 0.85% of the whole candidate songs). 

For those songs that fall below top-1 00, we performed an error analysis and found 
that most of the errors could be attributed to the following reasons: 

1. Some users can only tap the songs correctly at the beginning but could not 
keep it through the whole recording duration of 15 seconds. 

2. Some of the tapping clips are too noisy to extract the correct timing informa- 
tion. 

3. Some MID1 files do not correctly represent the rendition of the original 
songs. This is mostly due to the fact that the composers of the MIDI files 
tried to add personal styles and made the rendition different from the original 
ones. 

4. Some MlDI files include preludes. Since we match from the beginning of a 
song; the prelude will be matched incorrectly. 

Reasons 3 and 4 are MIDI errors and can only be corrected manually. This MIDI 
correction task is very labor intensive and time consuming. What is worse is that the 
task can only be accomplished by someone familiar with the songs. Obviously it is 
impossible to find a person who knows all 11744 songs. Hence MIDI correction is a 
long-term task that plays a pivotal role to improve ow system performance incre- 
mentally. 

Reason 2 typically occurs when the user microphone has an abnormal highllow 
gain, or the sound card has a wrong driver. On the other hand, we can also improve 
our feature extraction procedure to make it more robust to adversary recording condi- 
tions. 

Reason I demonstrates an interesting fact that some pcople cannot tap a song 
through 15 seconds. The reasons are two fold. First, the user might be familiar with 
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only the first 10 seconds of the song, but not the whole 15 seconds. Second, the user 
might not be able to keep the same tempo through out 15 seconds. To have an in- 
depth evaluation, we perform an experiment that evaluation the system performance 
on the duration of tapping clips. Fig. 4 shows the results of recognition rates with 
respect to recording duration. 

Fig. 4. Recognition rates with respect to recording duration 

The above plot shows the curves of top-10 (top-0.085%), top-100 (top-0.85%), and 
top-1000 (top-8.5%) recognition rates with respect to tapping durations. It is observed 
that top-10 curve goes up with the increase of recording duration. On the other hand, 
top-100 and top-1000 curves level off at about 10 seconds. In particular, for the top- 
100 curve, the recognition rate for 14 seconds is even lower than those of 12 and 13 
seconds. This indicates that a longer tapping duration does not imply a better recogni- 
tion rate, which comes from the observation that some users can only tap the songs 
correctly at the beginning but could not keep it through the whole recording duration 
of 15 seconds. 

5 Conclusions and Future Work 

In this paper, we have presented a new paradigm for content-based music retrieval 
system via acoustic input. The new retrieval paradigm, called query by tapping", al- 
lows the user to query a music database by simply tapping on the microphone to input 
the durations of the first several notes of the intended song. Most people would think 
this retrieval paradigm is ineffective for large-scale music database. However, our 
experiments demonstrate that query by tapping" is not only interesting but also effec- 
tive way of retrieving music from a large-scale music database. The top-10 and top- 
100 recognition rates of query by tapping" on a database of 11744 songs are about 
51 % and 80%, respectively. Moreover, we found that long tapping clips do not always 
lead to better performance due to the facts that most people cannot keep correct tap- 
ping or consistent tempo over the whole 15 seconds of recording. 

We have implemented query by tapping" as a query method besides query by 
humming" and query by singing" to our content-based music retrieval system called 
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Super MBox". The online version of the system can be downloaded from the link 
n-line demo of Super MBox" at the author homepage at 

httv://www.c~.nthu.edu.tw/-iang 
This is on-going research and our goal is to make Super MBox an intelligent con- 

tent-based music retrieval system that allows as many different ways of music retrieval 
as possible. Future work involves the following tasks: 

1. Allow the user to start tapping from the middle of a song. 
2. Modifl the feature extraction procedure to make it more robust to noisy envi- 

ronment. 
3. Combine query by tapping" and query by humming" to have a multi-modal 

user interface for better performance. 
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Abstract. In this paper, we investigate the use of words and subwords 
(including both characters and syllables) in audio indexing for Mandarin 
Chinese spoken document retrieval. Two retrieval approaches, including the 
well-known vector space model approach and the newly proposed HMM/N-
gram-based approach, are used in the present work. We focus on the use of an 
entire Chinese textual story (from a newspaper) as a query to retrieve Mandarin 
Chinese spoken documents (from news broadcasts). Experiments are based on 
the Topic Detection and Tracking Corpora. 

1   Introduction 

Massive quantities of audio and multimedia content, such as broadcast radio and 
television programs, are becoming increasingly available in the global information 
infrastructure. Since users need to be able to search for desired information 
efficiently, there is increasing demand for multimedia information retrieval 
technologies. As a result, the spoken document retrieval (SDR) task has been 
extensively studied in recent years [1-2]. In the area of Mandarin Chinese spoken 
document retrieval, some research works have been conducted at Academia Sinica, 
Taipei [3], and at The Chinese University of Hong-Kong [4]. In addition, Mandarin-
English Information (MEI), a research project conducted in the Johns Hopkins 
University Summer Workshop 2000, investigated the use of an entire English 
newswire story (text) as a query to retrieve relevant Mandarin Chinese radio 
broadcast news stories (audio) in the document collection [5]. 

In Mandarin Chinese, there exists an unlimited number of words, though only tens 
of thousands of them are commonly used. Each word is composed of from one to 
several characters. Each character is pronounced as a monosyllable and is a 
morpheme with its own meaning. As a result, new words are easily generated every 
day by combining a few characters or syllables. For example, the combination of �
(electricity) and �(brain) gives a new word, ��(computer). Mandarin Chinese is 
phonologically compact; an inventory of about 400 base syllables provides full 
phonological coverage of Mandarin audio. On the other hand, an inventory of about 
6,800 characters provides full textual coverage of written Chinese (in GB code), and 
one of about 13,000 characters does so for conventional Chinese (in Big5 code). 
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There is a many-to-many mapping between characters and syllables. For example, the 
character� may be pronounced as /gan1/ or /qian2/ while all of the characters ��
����� are also pronounced as /gan1/ and all of ������ are pronounced 
as /qian2/. Consequently, a foreign word can very often be translated into different 
Chinese words. For example, “Kosovo” in “As the Kosovo peace talks in France…” 
may be translated into ���/ke1-suo3-wo4/, ���/ke1-suo3-fo2/, ���/ke1-
suo3-fu1/, ���/ke1-suo3-fu2/, or ���/ke1-suo3-fo2/. 

Word-level indexing features possess more semantic information than subword-
level features; thus word-based retrieval enhances precision. On the other hand, 
subword-level indexing features are more robust against Chinese word tokenization 
ambiguity, Chinese homophone ambiguity, the open vocabulary problem, and speech 
recognition errors; thus, subword-based retrieval enhances recall. Consequently, there 
is good reason to study information fusion of indexing features of different levels. In 
this paper, we first investigate the use of words and subwords (including both 
characters and syllables) in audio indexing for Mandarin Chinese spoken retrieval and 
then explore information fusion. 

In the following, all the experiments were conducted to study the use of an entire 
Chinese newswire story (text) as a query to retrieve relevant Mandarin Chinese radio 
broadcast news stories (audio) from the document collection. Such a retrieval context 
is termed query-by-example. The experiments were based on the Topic Detection and 
Tracking Corpora (TDT-2 and TDT-3). Two retrieval approaches were adopted in 
this work: the well-known vector space model approach and the HMM/N-gram-based 
approach that we recently proposed [6]. 

2   Experimental Corpora 

We used two Topic Detection and Tracking (TDT) collections in this study. TDT-2 
was taken as the development test set, while TDT-3 was used as the evaluation test 
set. Chinese news stories (text) from the Xinhua News Agency were used as our 
queries (or query exemplars). Mandarin news stories (audio) from Voice of America 
news broadcasts were used as spoken documents. All news stories were exhaustively 
tagged with event-based topic labels, which served as the relevance judgments for 
performance evaluation. Table 1 lists details of the corpora used in this paper. 

The Dragon large-vocabulary continuous speech recognizer provided Chinese 
word transcriptions for our Mandarin audio collections (TDT-2 and TDT-3). We 
spot-checked a fraction of the TDT-2 development set (of 39.90 hours) by comparing 
the Dragon recognition hypotheses with the manual transcriptions and obtained error 
rates of 35.38% (word), 17.69% (character) and 13.00% (syllable). Spot-checking 
approximately 76 hours of the TDT-3 test set gave error rates of 36.97% (word), 
19.78% (character) and 15.06% (syllable). Notice that Dragon’s recognition output 
contains word boundaries (tokenizations) resulting from its language models and 
vocabulary definition, while manual transcriptions are running texts without word 
boundaries. Since Dragon’s lexicon is not available, we augmented the LDC 
Mandarin Chinese Lexicon with the 24k words extracted from Dragon’s word 
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recognition output, and used the augmented LDC lexicon (about 51k words) to 
tokenize the manual transcriptions for computing error rates. We also used this 
augmented LDC lexicon to tokenize the text query exemplars in the retrieval 
experiments. 

Table 1. Statistics of TDT-2 and TDT-3 collections used in this paper 

TDT-2 (Dev.) 1998, 02-06 TDT-3 (Eval.) 1998, 10-12 
# Spoken documents  2,265 stories, ~46hrs of audio 3,371stories, ~98hrs of audio 

# Distinct text queries 
16 Xinhua text stories 
(Topics 20001~20096) 

47 Xinhua text stories 
(Topics 30001~30060) 

Min. Max. Mean Min. Max. Mean 
Doc. length (characters) 23 4841 287.1 19 3667 415.1 
Query length (characters) 183 2623 532.9 98 1477 443.6 
# relevant doc. per query 2 95 29.3 3 89 20.1 

3   Retrieval Models 

3.1   The Vector Space Model  

In the vector space model approach, a document D  can be represented by a set of 
feature vectors sd

� , each consisting of information for one type of indexing term [3], 

such as word unigrams or overlapping word bigrams (or called word pairs). Each 
component ( )tg  of a feature vector sd

�  for a document D  is associated with the 

statistics of a specific indexing term t :
( ) ( )( )( ) ( ),lnln1 tNNtctg ⋅+=     (1) 

where ( )tc  is the occurrence count of indexing term t  within document D , and the 
value of ( )( )tcln1 +  denotes the term frequency for indexing term t , where the 
logarithmic operation is used to condense the distribution of the term frequency. 

)ln( tNN  is the Inverse Document Frequency (IDF), where 
tN  is the number of 

documents that include the term t  and N  is the total number of documents in the 
collection. A query Q  is also represented by a set of feature vectors sq

�  constructed in 

the same way. The Cosine measure is used to estimate the query-document relevance 
for each type of indexing term: 

( ) ( ).),(R sssssss dqdqdq
�

�

�

�

�

�

⋅•=    (2) 

The overall relevance is, then, the weighted sum of the relevance scores of all types 
of indexing terms: 

∑ ⋅=
s

ssss dqwDQ ),,(R),(R
�

�     (3) 

where sw  represents empirically tunable weights. We mainly use unigrams and 

overlapping bigrams (also called overlapping pairs) since previous works [3-5] 
indicated that they are most effective. 
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3.2   The HMM/N-gram-based Model 

In the probability model approach, given a query Q  and a set of documents, the 
retrieval system ranks the documents according to the probability that D  is relevant, 
conditioned on the fact that query Q  is observed; i.e., ( )QRDP is , which can be 

transformed into the following equation by applying Bayes’ theorem: 

( ) ( ) ( )
( ) ,

isis
is

QP

RDPRDQP
QRDP =       (4) 

where ( )RDQP is  is the probability of the query Q  being posed under the condition 

that document D  is relevant, ( )RDP is  is the prior probability that document D  is 
relevant, and ( )QP  is the prior probability of query Q  being posed. ( )QP  in Equation 
(4) can be eliminated because it is identical for all documents. Furthermore, because 
there is no general way to estimate the probability ( )RDP is , we can simply set it to 
unity for simplicity and approximate the probability ( )QRDP is  by means of the 

probability ( )RDQP is  for the problem studied here. 

In the HMM/N-gram-based approach, a query Q  is treated as a sequence of input 
observations (or indexing terms), 

Nn qqqqQ ....21= , where each nq  can be a word or a 

subword, while each document D  is modeled by a single-state discrete HMM as 
shown in Fig. 1. The observation probabilities for this HMM are modeled by the 
weighted sum of N-gram probabilities of words or subwords. Therefore, the relevance 
measure, ( )RDQP is , can be estimated by means of the N-gram probabilities of the 

indexing term sequence for the query, 
Nn qqqqQ ....21= , predicted by document D . As 

mentioned earlier, in the present work, we mainly use unigrams and bigrams. 
Equations (5) and (6) illustrate, respectively, the estimation of ( )RDQP is  based on 

unigrams alone and based on both unigrams and bigrams: 
Type I: Unigram-based (Uni) 

( ) ( ) ( )[ ];is
1

21∏
=

+=
N

n
nn CorpusqPmDqPmRDQP    (5) 

Type II: Unigram-/Bigram-based (Uni+Bi) 
( ) ( ) ( )[ ]

( ) ( )[ ( ) ( )];,,

is

1413
2

21

1211

CorpusqqPmDqqPmCorpusqPmDqPm

CorpusqPmDqPmRDQP

nnnn

N

n
nn −−

=
+++

×+=

∏
  (6) 

here, ( )DqP n
 is the unigram probability of a specific indexing term nq  within 

document D  and ( )DqqP nn ,1−  is the bigram probability of a specific indexing term 

sequence nn qq 1−  within document D . In order to model the general distribution of the 

indexing terms, both unigram and bigram parameters trained by a large text corpus, 
i.e., ( )CorpusqP n  and ( )CorpusqqP nn ,1− , were also included in Equations (5) and (6). In 

addition, for Equations (5) and (6), the weights im  were summed to 1 (e.g., 14
1 =∑ =i im

in Equation (6)), and the weights were tied among all the documents. These weights 
can be optimized using the expectation-maximization (EM) algorithm given a 
training set of query exemplars and their corresponding query-document relevance 
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information. For example, the weight 1m  of Equation (5) can be estimated using the 

following equation: 
( )

( ) ( )
,

|][|||
][

 to

][ ][ 21

1

1
 to

∑

∑ ∑ ∑

∈

∈ ∈ ∈

⋅
⎥
⎥
⎦

⎤

⎢
⎢
⎣

⎡

+
=

Q

Q QR n

TrainSetQ
QR

TrainSetQ DocD Qq nn

n

DocQ

CorpusqPmDqPm

DqPm

m
  (7) 

where QTrainSet][ is the set of training query exemplars, 
QRDoc  to][  is the set of 

documents that are relevant to a specific training query exemplar Q , || Q  is the length 
of query Q , and |][|  to QRDoc  is the total number of documents relevant to query Q .

Fig. 1 depicts the Type II (Uni+Bi) HMM structure for a specific document D .

4   Experiments 

4.1   Experiment Setup 

In the HMM/N-gram-based approach, the probabilities of ( )CorpusqP n
 and ( )CorpusqqP nn ,1−

in Equations (5) and (6) were estimated using a general text corpus consisting of 40 
million Chinese characters. The weights im  were derived by means of the EM 

training formula as described in Equation (7) using an outside training query set 
consisting of 819 query exemplars and their corresponding query-document relevance 
information with respect to the development set of the TDT-2 document collection. 
These weights were applied to the evaluation set of the TDT-3 document collection. 
In the result tables below, the test results obtained for manual transcription of the 
spoken documents (denoted as TD) are also provided for comparison with the results 
obtained for erroneous transcription through speech recognition (denoted as SD). The 
test results are expressed in terms of the mean non-interpolated average precision
(mAP) following the TREC evaluation [7], which is computed by the following 
equation: 

2m
∑

14321 =+++ mmmm

Nn qqqqQ ....21=

1m

3m

4m

( )DqP n

( )DqqP nn ,1−

( )CorpusqqP nn ,1−

( )CorpusqP n

Fig. 1. The HMM structure for a specific document D .

( ) ( ) ( )[ ]
( ) ( )[ ( ) ( )],,

is

1413
2

21

1211

CorpusqqPmDqqPmCorpusqPmDqPm

CorpusqPmDqPmRDQP

nnnn

N

n
nn −−

=
+++

×+=

∏
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,
11

,
∑ ∑=
m

i

n

j jii

i

r

j

nm
mAP    (8)

where m is the number of queries, in is the total number of documents that are 

relevant to query i , and jir , is the position (rank) of the j-th document that is relevant 

to query i , counting down from the top of the ranked list. 

4.2   Word- vs. Subword-level Indexing Using The Vector Space Model 

Table 2 shows the retrieval results obtained by applying the vector space model 
retrieval approach to both the TDT-2 and TDT-3 collections. It can be found from the 
first two columns of Table 2 that, for the word-level indexing features, using unigram 
information alone achieved reasonable performance while including overlapping 
bigram information offered only limited improvement. On the other hand, for the 
subword-level indexing features, including overlapping bigram information always 
gave significant improvement, especially for the syllable-level indexing features (the 
last two columns). In other words, for the subword-level indexing features, using 
unigram information alone seemed inadequate. Comparing the best performance of 
the word-, character- and syllable-level indexing features, the word-level indexing 
features outperformed the character- and syllable-level indexing features in most 
cases, but the syllable-level indexing features (the Uni+Bi case) performed best when 
applied to the real, desired case, the erroneous speech transcriptions (SD) of the TDT-
3 evaluation set. Another interesting observation is that, though the word error rates 
for both the TDT-2 and TDT-3 spoken document collections were higher than 35%, 
the performance for the SD cases was only slightly lower than that for the TD cases. 

4.3   Word- vs. Subword-level Indexing Using The HMM/N-gram-based Model 

The retrieval results obtained when the HMM/N-gram-based retrieval approach was 
applied are shown in Table 3. Several observations could be made based on these 
results. First, similar to the case with the vector space model approach, the word-level 
indexing features in general outperformed the character- and syllable-level features, 
but the syllable-level features (the Uni+Bi case) performed best when applied to the 
real, desired case of SD for TDT-3. Second, unlike the vector space model approach, 
for the word- and character-level indexing features, including bigram information for 
indexing always degraded the retrieval performance instead of enhancing it. Since the 
numbers of distinct words and characters (51k and 6.8k) are relatively large compared 
to the number of syllables (0.4k), the estimation of bigram probabilities for the word- 
and character-level indexing features inherently suffered from the sparse data 
problem. Obviously, in Equation (6), the smoothing terms obtained from the general 
text corpus did not work well. This needs further study. Third, using syllable unigram 
information alone for indexing in the HMM/N-gram-based approach always gave 
significantly better performance than did using syllable unigram information alone in 
the vector space model approach. Fourth, the HMM/N-gram-based approach achieved 
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consistently better performance than the vector space model approach, and the 
difference between the two was is significantly larger for the TDT-2 development set 
from which the linear combination weights were trained. 

Table 2. Retrieval results of the vector space model approach 

Word-level Character-level Syllable-level 
Uni Uni+Bi Uni Uni+Bi Uni Uni+Bi 

TD 0.5548 0.5623 0.5122 0.5441 0.3412 0.5254 
TDT-2 (Dev.) 

SD 0.5122 0.5225 0.4803 0.5176 0.3306 0.5077 
TD 0.6505 0.6531 0.6275 0.6373 0.3963 0.6502 TDT-3 (Eval.) 
SD 0.6216 0.6233 0.5836 0.6106 0.3708 0.6353 

Table 3. Retrieval results of the HMM/N-gram-based approach 

Word-level Character-level Syllable-level 
Uni Uni+Bi Uni Uni+Bi Uni Uni+Bi 

TD 0.6327 0.5427 0.5743 0.5204 0.4698 0.5697 
TDT-2 (Dev.) 

SD 0.5658 0.4803 0.5437 0.4804 0.4411 0.5305 
TD 0.6569 0.6141 0.6465 0.5843 0.5343 0.6544 TDT-3 (Eval.) 
SD 0.6308 0.5808 0.6031 0.5309 0.5177 0.6413 

4.4   Information Fusion 

Word-level indexing features possess more semantic information than syllable-level 
features. On the other hand, syllable-level indexing features provide a more robust 
relevance measure between queries and documents when dealing with such problems 
as those arising from the flexible wording structure of Mandarin Chinese and speech 
recognition errors in spoken documents. This is shown by the above experimental 
results. It was believed that proper fusion of the word- and subword-level information 
would be useful in the retrieval task. As a result, fusion of the best approaches 
described in Sect. 4.3 and 4.4 using the following equation was tested: 

( ) ( ) ( ) ( ),,R,R,R,R DQwDQwDQwDQ ssccww ++=   (9) 

which is simply the weighted sum of the relevance scores obtained with the word-, 
character- and syllable-level indexing features. 

The results are shown in Table 4, where for the vector space model (denoted as 
VSM) approach, all the indexing features include both unigram and bigram 
information, while for the HMM/N-gram-based (denoted as HMM) approach, the 
word-level and character-level features are based on unigrams only, while the 
syllable-level features use both unigrams and bigrams. Comparison with the results 
obtained using either word-, character- or syllable-level information alone shows that 
fusion was in general helpful for retrieval, though in some cases, it slightly degraded 
retrieval performance instead of enhancing it. We also combined the two approaches 
by using the weighted sum of their relevance scores, based in both cases on the 
S+C+W case. Fusion gave average precision results of 0.6218 and 0.5726 for TD and 
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SD for TDT-2, and of 0.6815 and 0.6650 for TD and SD for TDT-3. Based on the 
results shown in the last column of Table 4, fusion was indeed helpful with respect to 
the evaluation set (TDT-3). 

Table 4. Retrieval results based on information fusion 

 S+C S+W C+W S+C+W 
VSM 0.5620 0.5744 0.5619 0.5741 

TD
HMM 0.5860 0.6264 0.6197 0.6254 
VSM 0.5187 0.5293 0.5372 0.5397 

TDT-2 (Dev.) 
SD

HMM 0.5302 0.5769 0.5664 0.5643 
VSM 0.6605 0.6683 0.6540 0.6664 TD
HMM 0.6408 0.6545 0.6734 0.6697 
VSM 0.6380 0.6447 0.6409 0.6456 

TDT-3 (Eval.) 
SD

HMM 0.6210 0.6334 0.6471 0.6466 

5   Concluding Remarks 

In this paper, we have focused on the use of words, characters and syllables in audio 
indexing for Mandarin Chinese spoken retrieval. Though word-level indexing 
features outperformed character- and syllable-level features in most cases, syllable-
level indexing features performed very well in the real, desired case of retrieval from 
the erroneous speech transcriptions (SD) of the evaluation set. We also found that 
information fusion of indexing features of different levels was, in general, useful for 
retrieval. 
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Abstract. The purpose of this paper is to deal with the query expansion prob-
lem of Web multimedia search. It will present an effective query expansion 
mechanism that expands users� queries by mining the associations among query 
terms in query session logs. Such a log-based mechanism has been proven ef-
fective to perform query expansion for short queries and increase the recall rate 
in Web multimedia search. 

1   Introduction 

Document-based query expansion techniques are commonly used in interactive infor-
mation retrieval systems for increasing recall rate of retrieval [1]. For those low-recall 
queries that retrieve only a few relevant documents, such techniques can retrieve more 
relevant documents by expanding the queries with the terms extracted from the initial 
set of the retrieved relevant documents. Unfortunately, Web multimedia objects such 
as Web image, video and audio files most contain insufficient text descriptions to 
extract relevant query terms. The document-based query expansion techniques are, 
therefore, not appropriate to be applied to retrieving multimedia objects. 

The purpose of this paper is to deal with the query expansion problem of Web mul-
timedia search. It is going to present an effective query expansion mechanism that 
expands users� queries by the relevant terms extracted from users� query session logs 
rather than from the text descriptions of the retrieved multimedia objects. A query 
session log is defined as a sequence of consecutive search requests submitted by a user 
for a certain search subject. It was found in our research that the relevant terms ex-
tracted by mining the associations among the query terms in the query sessions with 
similar requests could be more precise and comprehensive than conventional docu-
ment-based methods. The proposed log-based mechanism has been proven effective to 
perform query expansion for short queries and increase the recall rate in Web multi-
media search. 

Most of existing Web multimedia search engines rely much on text-based tech-
niques including keyword indexing and metadata search. Unlike Web pages, Web 
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multimedia objects are often lack of sufficient text descriptions as the surrogates for 
search. Although there are different textual resources such as surrounding texts, file-
names, anchor texts that can be indexed, the searchable terms (keywords) associated 
with a multimedia object are less than that of a web page. Low-recall queries or failed 
queries, the queries that have no retrieved results, are easy to appear even in a Web 
multimedia search engine with a collection of millions of objects. Although it can 
combine with content-based multimedia retrieval and relevant feedback techniques 
[2,3] as a supplementary method to perform interactive search, it is in vain if there are 
no relevant objects can be retrieved by user�s initial queries. 

The proposed query expansion mechanism adopts a log-based relevant term extrac-
tion (RTE) method that makes the extraction of relevant query terms can be performed 
not limited in the retrieved document contents. Research on mining search engine logs 
is increasing and believed helpful in dealing with the considering problem [4,5,6]. 
Beeferman and Berger [4] proposed a relevant query clustering method based on 
�clickthrough data�, to discover similarity between queries and clicked URLs. 
Silverstein et al. [5] performed a second-order analysis for a log with a huge number 
of Web query terms. Similar approaches were ever used for helping phrase recogni-
tion and query expansion [6]. Different from the previous works, the proposed mecha-
nism extracts relevant terms from query session logs. In the following sections, the 
proposed mechanism will be described in details and the achieved performances on 
term extraction and query expansion for Web image search will be reported as well.  

Query Log

Query Session
Segmentation

Term Relevance
Analysis based on

Query Sessions

Term Relevance
Information

Query Expansion
Module in the Meta 

Search Engine

The user submit query term qk
after having submitted
query terms q1, q2, �, qk-1
previously.

Expanded
 Relevant

Terms

Query Sessions

Fig. 1. The basic operations of the proposed query expansion mechanism. 

2   Overview of The Mechanism 

Fig. 1 depicts the basic operations of the proposed query expansion mechanism. The 
kernel query expansion module operates based on a term relevance analysis conducted 
in advance on a collected log of users� queries.  The query log that collects the query 
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transactions to search engines is first partitioned into a number of query sessions and 
relevance among the query terms in the log is computed based on how these query 
terms are clustered in query sessions.  The result from the term relevance analysis is 
then exploited by the query expansion module on-the-fly. When a user submits a new 
query term qk after having submitted a series of query terms q1, q2, �, qk�1 previously, 
the query expansion module will suggest terms that are not only relevant to the cur-
rently submitted term qk but also the previously submitted terms q1, q2, �, qk�1.

The query expansion mechanism can be extended to be a meta-search engine. For 
those low-recall queries that have fewer retrieved results and failed queries that even 
have no results, it can trigger an automatic process to send the most relevant query 
terms as the next queries in sequence to some existing Web multimedia search en-
gines. The process can be terminated until the number of the retrieved multimedia 
objects is sufficient enough. 

3   Relevant Term Extraction 

With the query sessions obtained from the query log, it is able to perform relevance 
analysis among query terms. The relevance analysis proposed in this paper is based on 
a term co-occurrence matrix defined as follows.

Definition:  The co-occurrence matrix C of the distinct query terms in a query log, 
denoted by q1, q2, �, qn, is an n by n matrix with Ci,j = the number of query sessions 
containing both query terms qi and qj. (fi = Ci,i)

Three similarity estimation functions are applied in our relevant analysis � Jaccard 
coefficient, dependence coefficient and cosine coefficient, which are defined as fol-
lows. 
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The relevance of each pair of query terms is then computed using the co-occurrence 
matrix.  Fig. 2 shows the RTE method for computing the term relevance. For each 
given query term, its relevant query terms can be obtained with the method. One may 
note that the method does not apply a uniform formula to all the cases. The reason 
behind adopting this practice is due to some empirical experiences. 
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4   Query Expansion 

Once the relevance between each pair of query terms in the query log has been com-
puted in advance, the mechanism has all background information to start operating. 
This is an empirical query expansion method based on the term relevance computed in 
last section. As mentioned earlier, the major distinction of the proposed query expan-
sion mechanism is that it exploits the contextual information embedded in the query 
session that is currently being handled. 

function compute_relevant_term_set(qu, Q, C, R)
{
  Input: 

qu: the query term of concern 
Q: the set of all query terms in the log 
C: the co-occurrence matrix 

  Output: 
R: relevant term set 

R = ∅
  For every qv in Q { 
    if (

uvu fC ≥,
)

R = R ∪ {qv}
    else if (

uvuu fCf ≤≤ ,
4 )

      if (fu >> fv or fu << fv)
        if (Dependence(qu, qv) > threshold1)
        then R = R ∪ {qv}
      else 
        if (Jaccard(qu, qv)> threshold2)
        then R = R ∪ {qv}
    else if ( 4

, uvu fC ≤ ) { 

      If (cos(qu, qv) > threshold3)
      then R = R ∪ {qv}
  } 
  return R;
}

Fig. 2. A procedure showing the RTE method for computing the relevant term set. 

The method re-ranks and filters the relevant terms of the current query term qk by 
estimating scalar-cluster-based relevance between each pair of the relevant terms and 
the previous query terms q1, q2, �, qk�1. The terms the method will expand are not 
only relevant to qk but also relevant to some of the previous query terms. The proce-
dure of the query expansion method is described as follows. 
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1. Assume that !" is the current query term submitted by user, !1#$!2#$%#$!"&1 are the 
previous query terms. S is the set of all clusters of relevant terms of !", which is 
generated with the above procedure, and !' is a relevant term appearing in (.

2. For each !' in (, calculate the contextual cosine coefficient. The contextual cosine 
coefficient is defined as equation (4) in which the cosine coefficients are defined 
similar to equation (3) in last section. If the contextual_cos(!'#$ !1#$ %#$ !"&1) < 
threshold4, !' is removed from S.
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3. Re-rank the relevant terms in ( as the expanded query term set according to their 
contextual cosine coefficients. 

4. Send query terms in ( in sequence to the selected Web multimedia search engine(s) 
to retrieve relevant multimedia objects, until the number of the retrieved objects is 
sufficient. 

In the next section, we will discuss the effectiveness of the proposed query expan-
sion mechanism. 

"###$%&'()*'+,-#

.'(/0(*1+2'#0+#3'4'51+,#6'(*#$%,(12,)0+#

To test the performance of the relevant term extraction method, several experiments 
have been performed with a query log obtained from a local proxy server in the cam-
pus of National Taiwan University. Some statistics of the test query log are listed in 
Table 1. The query log contains all of the search requests from 21,421 clients to the 
major search engines in Taiwan in 126 days. 

6174'#89 Some statistics of the test session log for relevant term extraction. 

All query 
sessions 

Sessions with more than 
one unique query terms 

1. Number of obtained sessions 615,634 160,180 
2. Total query terms in the sessions 2,369,282 1,213,226 
3. Number of unique query terms 218,362 177,324 
4. Average unique query terms s per session 1.45 2.75 

In our experiments, only the 160,180 sessions that contain more than one unique query 
terms were taken. Among the query sessions, there are 5,366 unique query terms with 
occurrences large than 10. We randomly selected 95 queries as the test set from the 
unique queries.  The frequencies of the test queries are ranged from MP3�s 1,054 
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times to a company name�s 10 times. We adopted the Fb-measure in our evaluation 
process. The Fb-measure is defined as follows: 

( )
rpb
prb

Fb +
+= 2

2 1 (5)

where p is precision, r is recall and b is a specified parameter which reflects the rela-
tive importance of recall and precision. Both F1 (b = 1) and F2 (b = 2) were applied in 
our evaluation, because we were more interested in precision than recall in the rele-
vant term extraction process. The above metrics were used to observe if the extracted 
terms are relevant to the test queries. The recall set for each test query was obtained 
by manual analysis from all of its co-occurred terms and the terms occurred with the 
co-occurred terms. There were five volunteers joining the analysis. The terms taken as 
relevant were qualified by at least three of the volunteers. Since the log size is not 
large enough, the obtained recall sets are just taken as a reference. 

The experiments were also performed to observe the performance of the three dif-
ferent similarity estimation functions: Jaccard coefficient, dependence coefficient and 
cosine coefficient. According to the experiments, the Jaccard coefficient is useful in 
dealing with normal co-occurrence cases. The use of the dependence coefficient is 
helpful to deal with the cases with medium co-occurrence frequencies that cannot be 
extracted by the Jaccard coefficient. With the estimation function of the cosine coeffi-
cient, some relevant terms that may not be extracted with the previous two functions 
can be found back for those low-frequency query terms, and many less-relevant query 
terms can be also extracted to increase recall rate. With extensive experiments, the 
most proper thresholds were obtained. Table 2 shows the recall and precision rates in 
the case of the highest value of F1-measure and F2-measure respectively. Though the 
test log size is small, the extracted terms especially for those high-frequency query 
terms are most relevant and hard to be obtained by manual analysis. 

Table 2. The obtained recall and precision rates with the RTE method for the test query set. 

 Recall Precision 
Best thresholds for F2-measure 0.648 0.890 
Best thresholds for F1-measure 0.822 0.772 

Using the proposed method to extract relevant query terms for the 5,366 unique 
query terms, it is found can successfully extract relevant terms for 3,330 of them. On 
average there are 9.28 extracted relevant terms for high-frequency terms, 4.82 for 
medium-frequency terms, and 2.77 for low-frequency terms. The achieved relevance 
between the query terms and extracted relevant terms is highly out of our expectation. 

Comparison with the Document-based Method 

In order to realize the performance of the proposed log-based RTE method compared 
with conventional document-based methods, some further experiments were per-
formed. Conventional IR systems often rely on the keyterms extracted from the re-
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trieved documents. In our experiments, a document-based method was implemented to 
combine with the Google Chinese search engine. The basic idea of the document-
based method is to extract co-occurred keyterms for each test query from a set of Web 
documents D which are top-n documents retrieved from Google Chinese. It is sup-
posed there exist a set of keyterms W which have been collected. The estimation of 
relevant terms is based on mutual-information-based association estimation between t 
and each term w∈W where w is found appearing in D and satisfying the condition that 
N(w,t)/N(w)+N(t) > a threshold value, in which N(w), N(t), N(w,t) are the numbers of 
the Web documents in D containing term w, t, and both term w and t, respectively. In 
our experiments, we collected up to 100 search result entries for each test query term, 
and extracted each entry�s title and description as the representation of the corre-
sponding document containing the query term. 

To further investigate the performance of the proposed RTE method, a query log 
from Dreamer a representative search engine in Taiwan was collected as the basis 
keyterm set for analysis. The Dreamer�s log contains 228,566 distinct query terms 
with a total frequency of 2,184,256 within a period of over 3 months in 1998. We took 
the top 20,000 query terms as the basic keyterm set which represent fully 81% of the 
total number of query terms in the log. The test query set contains 100 queries ran-
domly selected from the 3,330 queries whose relevant query terms have been ex-
tracted with the proposed log-based method. For each of the test queries, its docu-
ment-based relevant terms were also extracted with the implemented document-based 
method for comparison. The relevant terms extracted with the two different methods 
were merged and inspected manually to judge the relevance between the test query 
terms. The terms really relevant were taken as the recall sets for the corresponding test 
queries. Table 3 shows the obtained recall and precision rates. It is clear that the pro-
posed log-based method outperforms the document-based method in the precision 
rate. The low precision rate of the document-based method might be resulted from the 
poor relevance of the retrieved documents and the diversity nature of Web documents.  

Table 3. The obtained recall and precision rates with the two different methods. 

 Precision Recall Comments 
The document-based 

method 0.25 0.66 Low precision 
Useful for low-frequency queries 

The proposed log-based 
method 0.90 0.45 

High precision, low recall 
More comprehensive 
Need sufficient log 

Performance on Web Image Search 

To realize the performance on Web multimedia search, an additional experiment was 
conducted. A representative Chinese Web image search engine namely eefind 
(http://www.eefind.com) which was developed by VisionNEXT Inc. was selected as 
the backend search engine. To seek for failed queries for evaluation, the 3,330 query 
terms whose relevant terms have been obtained with the proposed log-based method 
were submitted to eefind for image search test. Note that the query terms were ob-
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tained from the proxy server log described in Table 1, which might not all be submit-
ted for image search purposes. Among the query terms, 556 queries (16.7%) were 
found failed queries. These failed queries were then performed with the proposed 
query expansion mechanism to retrieve relevant Web images through their relevant 
query terms. 

The recall rate of Web image retrieval was shown can be effectively increased with 
the proposed query expansion mechanism. In fact the obtained experimental result 
shows that 47.4% of the failed queries can, therefore, retrieve relevant images and on 
average only 1.8 query terms need to be expanded to retrieve first relevant images. 
For example, for the failed query term like �Taipei Map� in Chinese, it can retrieve 
more than 50 relevant Web images through its most relevant query term �Taipei City 
Map� in Chinese. The relevant terms which can retrieve relevant images are called 
effective relevant terms. According to the analysis on the effective relevant terms, it 
was found that 7.8% of them are abbreviations of the corresponding test failed query 
terms, 21.5% are synonyms, 9.4% are translations, 11.0% are typo corrections, and 
50.3% are other related terms. Since the utilized query session log was not for the 
purpose of image search, it is believed the achieved performance could be better if a 
log for Web image search can be adopted. Observing the results obtained from the 
above experiments, the proposed log-based mechanism is found effective to perform 
query expansion for short queries and increase the recall rate of retrieval. 

References 

1. J. Xu and W.B. Croft, �Query expansion using local and global document analysis�, Pro-
ceedings of 19th International ACM SIGIR Conference on Research and Development in 
Information Retrieval (SIGIR-96), pp. 4-11, 1996 

2. Y. Lu, C.-H. Hu, X.-G. Zhu, H.-J. Zhang and Q. Yang, �A Unified Framework for Seman-
tics and Feature Based Relevance Feedback in Image Retrieval Systems", In Proceedings of 
2000 ACM Multimedia Conference. 

3. A. B. Benitez, M. Beigi, and S.-F. Chang, �Using Relevance Feedback in Content-Based 
Image Metasearch�, IEEE Internet Computing Magazine, Vol. 2, No. 4, pp. 59-69, 1998. 

4. D. Beeferman and A. Berger, �Agglomerative clustering of a search engine query log�, 
Proceeding of International ACM SIGKDD Conference on Knowledge (KDD-00), pages, 
2000.

5. C. Silverstein, M. Henzinger, H. Marais, and M. Morics, �Analysis of a very large AltaVista 
query log�, Technical Report 1998-014, Digital Systems Research Center, 1998. 

6. S. Jones and M.S. Staveley, �Phrasier: a system for Interactive Document Retrieval Using 
Keyphrases�, Proceedings of 22nd International ACM SIGIR Conference on Research and 
Development in Information Retrieval (SIGIR-99), pp. 160-167, 1999. 



Codec Schemes Selection for Wireless Voice over IP (VoIP)

Han-Chieh Chao, Y. M. Chu

hcc@mail.ndhu.edu.tw

Department of Electrical Engineering, National Dong Hwa University

Hualien, Taiwan, Republic of China

+886-3-8662500 ext. 17001 (O)

T. G. Tsuei

adttg@et4.thit.edu.tw

Department of Electronic Engineering, Ta Hwa Institute of Technology, Hsinchu, Taiwan, ROC.

Abstract With the maturity in mobile communication, the new mobile
communication systems are shaped up gradually especially for the 3rd Generation. 
The next generation mobile communication, the 4th Generation wireless System, 
will be converged on Internet Protocol like wired environment. Although the 
traffic is not only voice, how the voice over IP in wireless environment can be 
accepted satisfactory, is still a very important issue. Besides the problems of VoIP 
in wired line, there are a lot of difficult issues and problems must be considered 
and solved. In this paper, three different VoIP schemes are simulated using 
OPNET for wireless LAN. From the results, the G723.1 is considered to be the
most appropriate one for wireless environments.

1  Introduction
Due to the Internet is flourishing of recent years; there are a lot of good openings for 
business about every kind of Internet applications along with this Internet trend. In 1995, 
Vocaltec Ltd., a small company in Israel, developed Internet telephony software that can 
deliver the voice services provided originally other than traditional telephony networks. 
Although the quality is not acceptable at that time, the idea that delivering voice over 
Internet is still very demanding for people [1].

VoIP (Voice over IP), as its literal meaning, is a technology that transforming voice 
signal to IP packets and delivered by Internet protocol in networks. It has paved a way for 
a global approach to designing communication service platforms. But the real driver is the 
convergence between heterogeneous communication network technologies [2]. 

Fig. 1 : Three scenarios in VoIP.
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There are three scenarios for using VoIP to deliver voice messages, PC-to-PC,
PC-to-Phone, and Phone-to-Phone [3][4]. Figure 1 shows the three scenarios [3]. In
scenario 1, the PCs are equipped with sound card and IP telephony software, etc. In
scenario 2, there is a gateway that connects IP network to phone network. Scenario 3,
there are more gateways that connect IP network to phone network. 

Besides these three scenarios, some companies release a so-called IP-Phone terminal.
It looks like a common telephone, but inside it is an IP-enable device [5]. We can find that
this kind of product will be more popular and more convenient soon. Thus, we can predict
that VoIP will be an irresistible general trend in the future. In particular, integrating
wireless network with VoIP becomes an important issue [6][7].

The most important import of VoIP is "Multimedia on IP", or it may be nearer the
truth to say that "Everything over IP". All application will be integrated into Internet.

In Internet, the delay can vary between milliseconds and almost infinity depending
on the hop distance, network congestion, and geographical distance. The expected
unidirectional propagation and queuing delay in Internet is assumed to be 30-100ms.
However, the delays in the Internet have large variations and depend on many factors that
make the analysis almost impossible. In this paper, we also exam the end-to-end delay of
VoIP over an Internet cloud.

The main VoIP standard is recommended by International Telecommunication
Union – Telecommunication Standardization Sector (ITU-T) as H.323 [8]. It was designed
for multimedia communications systems and not that suitable for simpler voice
applications. Thus, the Session Initiation Protocol (SIP) was developed as an alternative
protocol offering less complexity and more flexibility [9]. H.323 is so far the most
acceptable protocol suite in VoIP platform for it is the first available VoIP standard. It
supports G.711, G.722, G.723.1, G.728, and G.729 for audio codecs. 

VoIP over GPRS has also been studied thoroughly for its transmission error,
background noise and delay recently [10][11]. G723.1, GSM, and G729 are currently
widely used [12] and were shown to be the most appropriate codec schemes for GPRS
[10]. Thus, in this paper, we choose these three schemes as the candidates for our
simulation.

Fig2 : QoS issue in Real-Time IP service.

2  Performance issues of VoIP
There are often three factors on the performance issue of VoIP. There are packet loss,
variable delay (jitter) and out-of-order arrival [1][8]. Fig. 2 shows the situation effected by
them [3]. Packet 5 in Fig. 2 is "packet loss". Packet 9 and 10 are "out-of-order" caused by
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the "variable delay". VoIP communications is particularly sensitive to both packet loss and 
delay; 1% packet loss and 10-200 ms delay are typically considered the maximum 
acceptable values.

Table1 shows the various voice codec schemes for VoIP. Currently H.323 specifies 
G711 as the mandatory voice codec [9]. Other voice codecs are optional, but they are 
definitely needed to investigate in wireless environment.

Table1 : Codec Schemes for Voice over IP

Assuming that G.723.1 is used as the encoder scheme. Its parameters are as follows:
Frame Size: 30 msec
Lookahead Size: 7.5 msec
DSP processing Ratio: 1.0
Coding Rate: 5.3 Kbps
Number of Frame per packet: 1
DSP Time = DSP ratio * Frame Size = 30 msec
Steady State packet inter-arrival time = DSP Time = 30
Number byte / Packet Size 

= Number of Frame per packet * Coding Rate * Frame 
= 1 * 5.3 Kbps * 30msec = 159 bytes/packet
Average Traffic Sent (packet/sec) = 1/30 msec = 33.33 packet/sec
Average Traffic Sent (byte/sec) = 159 * 33.33 = 5299.47 bytes/sec

Fig3 : Models of the Wireless VoIP
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3  The Model of Wireless VoIP
Figure 3 shows the models of wireless VoIP and their relation to the IMT-2000 network
reference model [4]. It depends on whether IP packets are transmitted over the air (the
"last hop") or not [4]. In model 1, we can find the VoIP only used on the backbone. It uses
conventional circuit voice service over the air interface and employs a gateway like an
H.323 within the wireless core network to convert the voice to IP packets, without
requiring additional software for the mobile terminal. On the other hand, it is as the
scenarios that Phone-to-Phone or PC-to-Phone as shown in Figure 1. In fact, there are
many operating service systems using this architecture. In Model 2, the mobile itself is
capable of supporting IP/TCP/UDP. Not only the backbone and core networks are
IP-Based, but also voice is transmitted in IP packets over the air.

4  Simulation Tools
OPNET is a modeling and simulation tool that provides an environment for analysis of
communication networks. OPNET provides the necessary simulation engine, the
event-driven programming that are necessary to develop complete dynamic simulation,
along with an efficient user interface. It provides a three layer modeling hierarchy.
Network domain is the highest layer. It allows definition of network topologies. The
second layer, node domain, allows definition of the node architecture (data flow within a 
node). The third layer, process domain, specifies logic or control flow among components
in the form of a finite state machine. Thus, with this kind of capability, OPENT is capable
of implementing this sophisticate simulation. 

5  Voice over IP in Wireless Environment
In this section, we will make a simulation about the VoIP performance. The Figure 4

(a), (b) and (c) show the simulation network topologies. Subnet_1 is an IEEE 802.11
wireless LAN. 

Fig4(a): The simulation network for VoIP
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Fig4(b) : Subnet_1 Fig4(c) : Subnet_0

5.1  The Simulation Attribute in the Internet Cloud
Packet Discard Ratio: It specifies the percentage of packets dropped (ratio of packets 
dropped to the total packets submitted to this cloud multiplied by 100.)
Packet Latency (secs): It specifies the average latency (in seconds ) experienced by
packets traversing through this cloud.
We will analyze the effect on the VoIP by using various packet latency.

5.2  Wireless LAN Parameters
Data Rate: 2Mbps; 11Mbps.Physical Characteristics: This flag is "1", Direct Sequence.
Buffer Size: This attribute specifies the maximum length of the higher layer data buffer. 
This value is 256,000 bits. Channel Settings: Bandwidth: This attribute specifies the 
bandwidth of the channel. The value is 10 KHz. Channel Settings: Min Frequency: This 
attribute specifies the operating frequency of the channel. The value is 30 Mhz.
Wireless LAN Range (meters): This attribute defines the range across which the station 
can communicate. This is the physical boundary beyond which the signal cannot be
received. This value is 300 meters in this simulation.
We will analyze the load and media access delay of the wireless LAN in VoIP by this 
simulation.

5.3  The Simulation Attribute in the Application
Silence Length (seconds): It specifies the time spent by the called party (incoming) and 
the calling party (outgoing) in silence mode in a speech-silence cycle. This default value 
is Exp (0.65).

Encoder Scheme: Encoder Scheme to be used y the calling and called party. The 
details about the various encoder schemes can be referenced in Table 1.
Voice Framers per Packet: This attribute determines the number of encoded voice frames 
group into a voice packet before being sent by the application to the lower layers. The 
value is 1.

Type of Service: ToS assigned to packets sent from the client. This value is "6 ",
Interactive Voice. The IP queues in the network use this attribute to determine the QoS to 
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be provided to the packets. 
In this simulation, we will analyze the received traffic, packet End-to-End delay and

packet delay variation in various encoder schemes.

6  Results and Conclusions 

6.1  Delay in Internet Cloud
Fig. 5 shows the performance affected by the latency in Internet using G.723_1. We 
assume the packet loss ratio is 5%. The expression for the Internet delay is as follows, 

We can see the result can be accepted if the distribution of packet latency time in 
Internet is exponential 0.1 disregarding which codec schemes we were using.

E x p ( 0 . 1 )

E x p ( 1 )

Fig5 : Voice packet end-to-end delay of various Internet cloud scenario.

Fig6: G.729 codec scheme end-to-end delay over IEEE 802.11.

W L A N _ 2 M B

W L A N _ 1 1 M B
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6.2  Wireless Environments
The Fig. 6 shows the performance affected by the various wireless environments. We can
observe that the IEEE 802.11 11MB version provides smaller delay. If the number of
mobile nodes increases, the performance of WLAN_11MB will be even better.

6.3 Various Encoder Scheme for WLAN_11MB
Fig. 7-9 show the performance affected by various codec schemes. Fig. 7 shows the
traffic received of various codec schemes.

Fig7 :Traffic received of various codec 

schemes.

Fig8(b) :Time average of packet end-to-end 

delay

.

.

8(a): End-to-End packet delay of various

emes.

Fig9:Packet delay variation of various 

schemes

The Quality of voice G.729 is the best in these three codec schemes. But it appears
to be a serious delay scenario. From the received traffic and packet delay, GSM scheme
seems to be the better one. But its packet delay variation (jitter) is severe. This is
unfavorable for the Internet environment. G.723.1 is similar to GSM in received traffic
and packet delay. But its packet delay variation is not so serious as GSM. Therefore
G723.1 should be the most appropriate scheme for wireless applications.

G_729

G_723.1

GSM

G_729

G_723.1

GSM

G_729

G_723.1

GSM

G_729
G_723.1

GSM
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On the Use of Error Correction Codes  
in Spread Spectrum Based Image Watermarking 

T. Brandão, M.P. Queluz, and A. Rodrigues 

Instituto de Telecomunicações - Instituto Superior Técnico, Av. Rovisco Pais, 
1049-001 Lisboa, Portugal  

Abstract. This paper analyses and compares the influence of common error 
correction codes (BCH, Reed-Solomon with multilevel signaling, binary 
convolutional codes with Viterbi decoding) in spatial spread spectrum based 
image and video watermarking. In order to improve the results for video, 
diversity techniques are used together with channel coding. Three approches for 
diversity were implemented and compared. Besides a theoretical evaluation of 
the expected performance of the different codes, the effectiveness of the 
channel coding and diversity is also assessed under compression (JPEG for still 
images and MPEG-2 for video sequences). 

1. Introduction 

Most proposed watermarking methods use a so-called spread spectrum approach [1]: a 
narrowband signal (the watermark information) has to be transmitted via a wideband channel 
that is subject to noise and distortion (the multimedia host data, e.g., still images, video or 
audio). Under this approach, digital watermarking can be treated as a communication problem. 
In this line, some authors [3,4,6] have already shown that error protection techniques might be 
used advantageously in watermarking. However, it is a difficult task to perform a fair 
comparison between the results obtained, as they lack a common approach in the watermarking 
techniques, test conditions, and images/ video sequences used. This paper tackles this limitation 
by evaluating common error correction codes (BCH, Reed-Solomon with multilevel signaling, 
binary convolutional codes with Viterbi decoding) in equivalent conditions. A spatial spread 
spectrum based watermarking technique was chosen as embedding method. In order to improve 
the results for video sequences, the use of diversity techniques, together with channel coding, is 
proposed in this paper. This concept, well known from digital communication theory, is 
implemented by simultaneously considering a group of consecutive frames at the extraction 
procedure. Analytical expressions and bounds for the bit error rate are compared with empirical 
results, for different types of images. The effectiveness of the channel coding and diversity 
techniques is also assessed under compression (JPEG for still images and MPEG-2 for video 
sequences). 
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Fig. 1. Watermark embedding / extraction schemes. a) Embedding; b) Extraction. 

2. Watermark Embedding 

The watermark embedding system is depicted in fig. 1-a). The mark consists on a N
b

bit long 
sequence B={b

1
, b

2
,…,b

Nb
} and is embedded in the luminance component of the image. Before 

embedding, the binary sequence B is mapped to a symbol sequence – B
s
 – with length N

s
. If M

levels are used to perform multilevel signaling, then N
s
 = N

b
 / log2 M. In this case, there will 

exist M different symbols –Y
1
,…,Y

M
– and each symbol will convey l=log2 M bits. 

The channel encoder performs error correction encoding over the symbol sequence B
s
.

Encoding is performed using either binary block codes (BCH codes) or binary convolutional 
codes, if M=2, and non-binary block codes (shortened Reed-Solomon codes), if M>2. If the 
selected code has code rate cr, the encoded symbol sequence – B

cs
– will have N

c
symbols, with 

N
c
 = N

s
/ cr.

For M>2 and following the approach proposed in [2], the symbol sequence B
cs
 is modulated 

using M bi-orthogonal sequences with zero mean and unitary variance, which assigns a 
modulating sequence s

i
, i={1…N

c
}, to symbol i. The use of M bi-orthogonal sequences requires 

M/2 orthogonal sequences, which are used to modulate symbols Y
1
 to Y

M/2
. The remaining 

symbols – Y
M/2+1

 to Y
M
 – are modulated using the antipodal sequences of the defined M/2

orthogonal sequences. For M=2, two antipodal sequences are used for modulating the two 
different symbols. 

The modulating sequences – s
i
– are then sent to a scrambler that maps each sequence to a 

sub-set of pixel positions. The mappings are non-overlapping and pseudo-randomly generated, 
being secret key dependent, and the inverse operation is only possible if the key is known. 
Symbol s

i
(m,n) designates the element of the sequence s

i
that was mapped to image position 

(m,n).
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After the spatial assignment, the values s
i
(m,n) are further weighted by a local factor α (m,n),

the purpose of which is to adapt the embedding  to the human visual system. The watermark w
is then defined as the superposition of all modulated, scrambled and weighted sequences s

i
, as: 

=

=
cN

i
i nmsnmnmw

1

),(),(),( α .              (1) 

To complete the process of watermark embedding, the watermark w is added to the 
luminance component of image I, resulting in a watermarked image – Î. The procedure is 
extended to video sequences following a frame-based approach – the embedding separately 
processes each frame of the video stream and the same mark is embedded in each frame. 

3. Watermark Extraction 

Retrieving the watermark without any knowledge of the original image can be achieved using 
the system depicted in fig. 1-b). To reduce major components of the image signal, a receiver 
filter (filter F) is used. As shown in [5], it may significantly improve the performance of the 
watermark extraction system. After this pre-processing step is completed, the filtered image 
passes through the unscrambler. This block performs the inverse operation of the scrambler 
defined in previous section. Using the same key of the embedding, the unscrambler generates 
the image positions corresponding to each embedded symbol. 

The demodulator consists in M/2 linear correlators where the received signal is correlated 
with each orthogonal sequence. The correlation exhibiting largest absolute value leads to the 
choice of two possible symbols: symbol Y

x
, x={1, .., M/2}, or its antipodal pair. The sign of the 

correlation completes this selection: if it is positive, then symbol Y
x
is selected, otherwise the 

antipodal symbol is selected. To complete the watermark extraction algorithm, the received 
symbol sequence is decoded and mapped to a binary sequence. The resulting binary sequence –

B̂ – is the received watermark. For video sequences, the extraction algorithm operates over a 
group of J (diversity window) consecutive frames (see section 4.4). 

4. Performance Analysis 

4.1 Uncoded Case 

Expressions related to mean and variance of correlators’ output – r
i
 – for any embedded symbol 

i, can be used to model channel parameters, assuming that filter F guarantees a valid Gaussian 
channel approach (F should be a whitening filter). The demodulator statistic of correlation r

i
 for 

watermark message symbol i given the modulating sequence s
i
, can be written as: 

                  iiiFii s,F*ws,F*Îs,Îsr +== ,                                        (2) 

where Î
F
 is the marked and filtered image at the unscrambler output and <.> denotes the inner 

product operator. 
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Defining µ and σ as the expected value and the standard deviation of r
i
, respectively, an 

approximation for these values can be written as [2]: 

( )[ ]n,mE
N

DHV

c
αµ ≈                      (3) 

( )[ ] ( )[ ]( )nmEnmÎE
N

DHV
F

c

,, 22 ασ +≈ ,            (4) 

where D is the density of watermark embedding (the ratio between marked image locations and 
total number of image locations), N

c
 is the number of embedded symbols, H,V are, respectively, 

the horizontal and vertical image dimensions and E[.] denotes expected value. 
For uncoded M-ary bi-orthogonal signaling, the symbol error probability - PM - is given by 

[2,6,7]:  

∞+

−

−
−

+⋅−=
σ
µ σ

µ
π

dvverfeP

M
v

M

1
2

2

2

1

2

1
1

2

,          (5) 

and the bit error probability P
b
 is bounded by: 

Mb
M PP

P
≤<

2
.   (6) 

In the binary case, P
b
 matches the upper bound (P

b
=P

M
with M=2) and with increasing 

number of levels, this probability approaches the lower bound (large M leads to  P
b
≈P

M
 / 2). 

4.2 Binary and Non-binary Block Codes 

Let us consider the case in which binary antipodal signaling (M=2) is used in conjunction with 
a linear (n,k) binary block code with minimum distance d

min
=2t+1, where t is the number of 

errors corrected by the code, and a bit-by-bit hard decision. Assuming that the bit errors occur 
independently, the probability of a decoded message bit-errors is upper bounded by [6,7]: 

( ) ( )
+=

−−⋅+≤
n

ti

in
b

i
bdb PP

i

n
nti

n
P

1

1,min
1

,   (7) 

where P
b
 stands for channel bit error rate. This probability is given by (5) using M=2 and µ/σ

computed for N
c
=N

b
 n/k embedded bits. 

For non-binary (N,K) linear block codes, with symbol-by-symbol hard decision, and 
considering P

M
 as the probability of symbol error in the channel (as defined in equation (5), but 

now computed for N
c
=N

b
 N/(K log2M) inserted symbols), we get [6,7]: 

( ) ( )
+=

−
−

−⋅+⋅
−

≤
N

ti

iN
M

i
Ml

l

db PP
i

N
Nti

N
P

1

1

1,min
1

12

2
.   (8) 

4.3 Convolutional Codes 

With this class of codes, simple implementations of soft decision algorithms can be achieved, 
like the well-known Viterbi algorithm, case that will be considered in this paper. The code
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Fig. 2. Lena (still image, 512×512 pixels); Table-Tennis; Stefan; Mobile & Calendar (CCIR-
601 video sequences, with 300 frames each). 

rate cr and the constraint length L usually characterize a convolutional code. The minimum free 
distance d

f
 is also an important parameter in the definition of the code performance. It can be 

defined as the resulting minimum distance when the constraint length goes to infinity. Its 
calculation involves the generating function of the convolutional code, T(D,N). If transmission 
errors occur independently and with equal probability, the probability of a decoded message 
bit- error is upper-bounded by [8]: 

( )
2

22

2

2

2
1,

σ
µσ

µ

σ
µ

−
=

=

∂
∂<

eD

N

N

NDT
edQP

fd

fdb .  (9) 

4.4 Diversity Techniques 

Video watermark can be seen as a multi-channel system, since the same mark is embedded in 
each frame, and each frame can be considered as an independent channel. In this sense, results 
from diversity theory can be applied, and watermark extraction may be improved considering 
simultaneously a group of J (diversity window) consecutive frames. Three strategies of signal 
combination have been studied and implemented:  

1 Majority-logic – The coded symbols (or the message symbols if channel coding is not used) 
are independently extracted for each frame, and the final symbol sequence is obtained by 
simple majority counting over the retrieved symbols. The resulting N

c
 symbol sequence is 

then applied to the channel decoder; 
2 Equal ratio combining [7] – For each coded symbol, the correlation output obtained in each 

frame is summed-up along the group of frames. The resulting correlation value is used for 
the transmitted symbol decision; 

3 Maximal ratio combining [7] – As the previous one, but the correlators output are squared 
before being summed. 

5. Results 

Figure 2 presents the still image and video sequences used in simulations. The bi-orthogonal 
sequences necessary for M-ary modulation were generated using Hadamard-Walsh functions. 
The perceptual factor – α(m,n) in eq. (1) – was obtained by filtering the image with a 
Laplacian high-pass filter and taking absolute values. The coefficients of the Laplacian filter  
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Fig. 3. BER for binary and non-binary codes: a) Theoretical; b) Empirical; c) Under JPEG 
compression. 

were scaled by a factor β, which accounts for the watermark insertion strength. As pre-
detection filter – filter F in figure 1-b) – a 3×3 cross-shaped high-pass filter has been used. 

5.1 Results for Still Images  

In the absence of JPEG compression, theoretical and experimental curves for the bit error rate 
(BER) were obtained as a function of the pulse size, defined as DHV/N

b
, which accounts for the 

amount of pixels used to embed one information bit. For the theoretical plots, the statistical 
parameters µ and σ were estimated as described by equations (3) and (4). In the presence of 
JPEG compression, BER curves are plotted as a function of JPEG quality factor (Q).  

The plots depicted in figure 3 show a comparison for the performance achieved with: 
multilevel signaling without channel coding and M=2 or 256; multilevel signaling with 
RS(14,8) codes and M=256; binary signaling with BCH(127,64) codes; convolutional coding 
with cr=1/2 and L=7 (Conv(2,7) in the plots). The soft decision of the Viterbi decoder uses 256 
quantization levels. 

Theoretical BER curves versus pulse size are represented in figure 3–a). Each point on these 
curves was obtained using 100 different insertion keys. In all tests, the embedded mark has a 
length of N

b
=256 bits and is randomly generated. The parameter that regulates the watermark 

insertion strength (β) was set to 0.4, a value that guarantees the invisibility of the mark. For the 
pulse size range displayed in the figure, the performance achieved by convolutional codes is 
remarkable, but the curve corresponding to RS(14,8) codes with M=256 crosses it for a pulse 
size value of ≅190. Binary block codes exhibit poor performance compared to these cases. 

Empirical BER curves are shown in figure 3–b). The number of tests for the uncoded binary 
case was 250, while for the remaining cases were 1000, due to an expected lower BER. Here, 
the best performance is achieved by RS encoding, which doesn’t exhibit errors for pulse size
values greater than 100. For the binary cases, convolutional encoding also performs well, and 
BCH encoding, again, exhibits poor performance. Some instability occurs for the lowest BER 
rates (below 10-4) due to the limited number of tests. 
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Table 1. Percentage rates of watermark extraction success under MPEG-2 @ 4 Mbit/s. 

As can be observed from fig. 3–c), under JPEG compression the convolutional coding 
performs better than the remaining codes. No errors were detected above a JPEG quality factor 
of 40%. Multilevel signaling with M=256, both coded and uncoded, leads to BER values below 
those obtained for BCH codes, and to BER curves with faster decay. JPEG tests have been 
performed using an insertion density of 100 % and randomly generated marks with a length of 
64 bits. 

5.2 Results for Video Sequences  

Table 1 presents the percentage of frames (averaged over the three tested sequences and after 
MPEG-2 compression at 4 Mbit/s) in which the watermark was successfully retrieved, as a 
function of the signaling levels, error correction code, diversity technique and diversity window 
size (J). M1, M2 and M3 represent majority logic, equal gain combining and maximal ratio 
combining methods, respectively. Each sequence was watermarked two times, using different 
embedding keys, and randomly generated watermarks with 64-bit length. The insertion strength 
(β) was set to 0.2, a value that guarantees that the watermark is far below visibility. 

As sketched in table 1, an increase in the number of signaling levels brings an improvement 
in performance. The use of error correction is generally profitable. A significant increase in the 
detection rate is obtained by making decisions over a group of consecutive frames. For J=3 and 
J=5, with methods M2 and M3 the watermark was always extracted with success when using 
convolutional coding, or multilevel signaling with M=256 (uncoded or RS coded). 

5.3 Processing Time 

To get some insight into the decoding complexity we present, in table 2, the decoding times for 
the analyzed codes. For the normalized values, the minimum time was used has reference. As 
expected, the convolutional code is the highest time-consuming code, followed by the BCH 
code. We must however highlight that the different source codes are not equally optimized. 
Each correlation (at the demodulator) took, in average, 2.58 ms. If done in parallel, the total 
correlation time is independent of M, but M/2 different correlators are then required. The 
simulations were carried on a Pentium II @ 350 MHz, using as test conditions: Lena image; 
=0.4; D=0.15; 256-bit watermark.  

J = 3 J = 5
Levels / Code J = 1

M1 M2 M3 M1 M2 M3

M=2 / Uncoded 21.22 28.67 76.67 78.67 67.22 91.67 92.78
M=16 / Uncoded 27.55 32.67 93.67 91.33 85.00 99.44 99.44
M=256 / Uncoded 36.35 59.67 99.00 99.00 93.89 100.0 100.0

M=2 / BCH (127,64) 26.89 78.67 92.33 91.67 93.89 98.89 99.44
M=256 / RS (14,8) 31.22 61.67 99.00 98.33 91.11 100.0 100.0

M=2 / Conv. soft decision 38.89 – 99.67 94.67 – 100.0 100.0
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Table 2. Decoding times of the sudied codes. 

Decoding time [ms] 

BCH (127,64)
RS (14,8) 

M = 16 

RS (14,8) 

M = 256 
Conv.(2,7) 

Mean 2.413 0.162 0.368 4.922 

Std. 0.047 0.025 0.005 0.017 

Normalized 14.928 1.000 2.276 30.448 

6. Conclusions 

In this paper it has been confirmed, both theoretically and experimentally that, for still images, 
spread spectrum-based spatial watermarking can benefit from multilevel signaling and/or error 
correction coding. From the theoretical analysis, the best performance was expected for the 
binary convolutional codes and non-binary block codes. In the experiments, this was confirmed 
for the convolutional codes. The advantage in using RS codes is not so evident from the tests, a 
fact that may be justified by the uncertainty of the results for BER values below 10-4. However, 
the slope of the experimental RS curves suggest that, for lower BER values, these codes may 
achieve the performance predicted theoretically. Better results can be expected from the use of 
Turbo coding, which may lead to a performance near to the Shannon limit. However, this 
possible improvement has to be balanced against the resulting increase in system complexity. 

For video, under MPEG-2 compression, the relative behavior of the different codes is 
similar to the behavior observed for still images, under JPEG compression. The experimental 
results also show that a remarkable increase in performance can be achieved by retrieving the 
mark over a window of consecutive frames, using signal combination techniques. 
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Abstract. This paper proposes a novel method to detect Furon’s asym-
metric watermark by using a correlation detector that is mathematically
tractable and simple. The performance of the proposed method is tested
under various conditions. The experimental results matched the theo-
retical results well, showing that the correlation detector can indeed be
used for the detection of asymmetric watermark. The proposed detector
is applied to both single and multiple bit embedded watermark. Bit er-
ror rate (BER), obtained from the experiment, was compared to the one
obtained from the theory.

1 Introduction

With the advent of Internet, there has been an explosive growth in the use of
digital media. Since digital media is easily reproduced and manipulated, anyone
is potentially capable of incurring considerable financial loss to the media pro-
ducers and content providers. In this respect, digital watermarking is essential.

Most of the existing watermarking methods use symmetric key, that is to
say the same key or pattern is used in the embedding and detection. Thus the
secrecy of the key is shared by the embedder and detector. In situations where
the detector must be available to the public, the secrecy can be divulged by
tampering the detector. Based on public-key crypotography, T. Furon addresses
this problem with asymmetric watermarking. In his work [1], the presence of
filtered watermark that is considered as an output of a filtered random process
is detected using only the knowledge of the magnitude of frequency response of
the filter.

In this paper, a simple and mathematically tractable detection method is
proposed for the detection of asymmetric watermark. It is based on the the-
ory of detecting a known signal in noisy channel. The known signal is the power
spectrum of the embedded watermark, and the noise is the estimation error. The
estimation error of the power spectrum is assumed to be additive, uncorrelated
and Gaussian noise. By using periodogram averaging in the power spectrum
estimation, the assumptions are satisfied. The advantages of periodogram aver-
aging over periodogram used in [1] are the reduction of the variance of the power
specturm estimate and computational load in estimating the power spectrum.
The optimum threshold of the correlator output is set using the Neyman-Pearson

H.-Y. Shum, M. Liao, and S.-F. Chang (Eds.): PCM 2001, LNCS 2195, pp. 638–645, 2001.
c© Springer-Verlag Berlin Heidelberg 2001



Correlation Detection of Asymmetric Watermark 639

lemma that maximizes the probability of correct detection for a given false alarm
probability.

Embedding one bit of information is not sufficient for the real application,
such as DVD copy protection [2], thus we modified T. Furon’s method to in-
crease information rate. By using PN sequences in filter shaping, multiple bits
of information can be conveyed. BER, obtained from the experiment, followed
the one obtained from the theory favorably. The reliability of the correlation
detector is verified by the experiment.

This paper is organized as follows. Section 2 explains the asymmetric water-
mark embedding. Section 3 describes the proposed detection method. Section 4
describes the multiple bit embedding and detection. Section 5 shows the exper-
imental results.

2 Correlation detector

For asymmetric watermark embedding, filtered watermark pattern is embedded
after interleaving. As in [3], the symmetric method given in [4] is translated
into asymmetric method. The filtered watermark pattern is embedded into the
interleaved DFT magnitude coefficients of the image as shown in Fig. 1. Details
of embedding are in [1] and [3].

Fig. 1. Asymmetric watermark embedding in DFT domain

In order to detect the embedded watermark, the following binary hypothesis
test was used in the interleaved domain as in [3]. The DFT magnitude coefficients
of the received image are denoted by ru. The interleaved signal of ru is denoted
by r̃u. The Fourier transform of the filter used in the embedding is denoted by
H(f).

– H0 : ru is not watermarked, so r̃u is a white noise. The power spectrum of
r̃u is as follows:

g0(f) = µ2
r̃u

δ(f) + σ2
r̃u

. (1)

– H1 : ru is watermarked, so r̃u is a colored noise. The power spectrum of r̃u

is as follows:

g1(f) = µ2
r̃u

δ(f) + σ2
r̃u

+ γ2µ2
r̃u

(|H(f)|2 − 1). (2)
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Under this hypothesis the power spectrum is shaped by |H(f)|2.

The detection is formulated as detecting a known signal in noisy channel.
The known signal is the power spectrum of the embedded watermark, and the
noise is the estimation error. The power spectrum estimation error is assumed to
be additive. First, we observe three properties of periodogram for the frequencies
{fk = k/N, 0 ≤ k ≤ N/2} where N is the length of ru [5].

P1) The mean of the periodogram is given by

Mean{IN (fk)} = Pr̃u
(fk) + O(N−1) (3)

where IN (f) = 1
N |∑N−1

k=0 r̃u(k)ej2πkf |2 which is the periodogram of r̃u and
Pr̃u(f) is the true power spectrum of r̃u.

P2) The variance of the periodogram is given by

var{IN (fk)} =
{

2P 2
r̃u

(fk) + O(N−1) k = 0 or N
2

P 2
r̃u

(fk) + O(N−1) otherwise. (4)

P3) The covariance of the periodogram at different frequencies is given by

cov{IN (fk), IN (fl)} = O(N−1) k �= l . (5)

From P1, the mean of the estimation error at the frequencies fk can be
regarded as zero. From P2, the variance of the estimation error σ2

e is given by
equation (7) for k �= 0 and N/2:

σe = σ2
r̃u

+ γ2µ2
r̃u

(|H(fk)|2 − 1)

≈ σ2
r̃u

when γµr̃u � 1 (6)

when the watermark exists. In the case that the watermark does not exist, σe

is also given by σ2
r̃u

. From P3, the estimation error for the frequencies fk is
uncorrelated.

Second, the probability of distribution of the estimation error should be con-
sidered. Through the periodogram averaging, the distribution of the estimation
error becomes Gaussian. Periodogram averaging consists of three steps. First, the
N -length sequence r̃u is subdivided into K nonoverlapping segments, where each
segment has length M . This results in the K data segments. For each segment,
the periodogram is computed for the frequencies {fk = k/M, 0 ≤ k ≤ M/2}.
By averaging K data segments, the power spectrum estimate is obtained. The
most important advantage of periodogram averaging is the distribution of the
estimation error can be regarded as normal by the central limit theorem. Due to
the averaging of K independent periodograms, the distribution of the estimation
error approaches normal distribution. In practice, the normal approximation is
good even for the small value of K. The second advantage of periodogram av-
eraging is the reduced variance of the estimation error by the factor of K. Thus
the variance of the estimation error is σ2

e = σ4
r̃u

/K. But periodogram averaging
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reduces the resolution by the factor of K. There is a trade-off between the vari-
ance and the resolution of the power spectrum estimate. The required resolution
is determined by the frequency response of the filter. The third advantage of
periodogram averaging is the reduction of computational load by using K small
size DFT (M point) instead of one large size DFT (N point).

Fig. 2. Proposed correlation detector of asymmetric watermark

From the above, the estimation error can be regarded as additive, uncor-
related and Gaussian, then the detection problem can be transformed into the
following hypothesis test shown in Fig. 2. A test function t, that can be modeled
as some nominal value ρs plus noise with variance σ2

e , is obtained by subtracting
g0 from the power spectrum estimation as follows:

t(fk) = IK
N (fk) − g0(fk) = ρs(fk) + σen(fk) (7)

where IK
N is the averaged periodogram obtained from K data segments, {fk =

k/M, 1 ≤ k ≤ M/2 − 1}, s(fk) = |H(fk)|2 − 1 and n(fk) is distributed as
multivariate normal distribution N(0, I). It needs to determine whether H0 :
ρ = 0 or H1 : ρ > 0 from t(fk) that is distributed as N(ρs, σ2

eI). From the
Fisher-Neyman factorization theorem, the sufficient statistic for the parameter
ρ is

m =
< s, t >

σe(< s, s >)1/2 . (8)

The statistic m is distributed as N(ρ
√

Es

σe
, 1) where < s, t >=

∑M/2−1
k=1 s(fk)t(fk)

and Es =< s, s > [6]. In communication theory, this hypothesis test based on m
is known as correlation detector.

Let m0 be the detection threshold in determining whether ρ = 0 (m < m0)
or ρ > 0 (m ≥ m0). By the Neyman-Pearson lemma, the false alarm probability
PFA is given by

PFA =
∫ ∞

m0

(2π)−1/2e−x2/2dx =
1
2
erfc

(m0√
2

)
. (9)

For a certain value of PFA, the threshold m0 can be set by solving the above
equation. The detection reliability is determined by the threshold m0. The cor-
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rect detection probability PD is given by

PD =
∫ ∞

m0

(2π)−1/2e
−
(

x− ρ
√

Es
σe

)2

/2
dx

=
1
2
erfc

((
m0 − ρ

√
Es

σe

)
/
√

2
)
. (10)

In the Furon’s method [3], the probability density function of the estimated
power spectrum (periodogram) is assumed Laplacian, while in the proposed
method that involves periodogram averaging in the power spectrum estimation,
Gaussian is assumed. The Gaussian assumption makes the detection problem
more mathematically tractable.

3 Multiple bit embedding and detection

To increase information rate from a single bit to L bits, the frequency bins are
divided into L bands; (l − 1) 0.5

L < f < l 0.5
L where l = 1, 2, · · · , L. Each of the

information bit is modulated by a PN sequence. In the l-th band, |H(f)| is
shaped as follows:

|H(f)|2 = 1 + (−1)mes(l)Rl(f) (11)

where Rl(f) is generated by a PN sequence with zero sum and mes(l) is a infor-
mation bit as shown in Fig 3. For the length of each PN sequence D, periodogram
averaging factor K should satisfy the following inequality

K ≤ 1
C

( N

2LD

)
(12)

to meet the resolution requirement (experimental choice of C was 3).
In the detection, the power spectrum is estimated from K periodogram av-

eraging and the sufficient statistic ml of the l-th band is defined as follows:

tl(fk) = ρRl(fk) + σen(fk) (13)

where (l − 1) 0.5
L < fk < l 0.5

L .

ml =
∑

k Rl(fk)tl(fk)
σe(

∑
k R2

l (fk))1/2 for l = 1, 2, . . . , L. (14)

For each band, the detection is performed by testing the three hypotheses:

– H0 : The watermark does not exist. (ρ = 0)
– H1 : The embedded information is 0. (ρ > 0)
– H2 : The embedded information is 1. (ρ < 0)

in the model ml is distributed as N(
ρ
√

ERl

σe
, 1) where ERl

=
∑

k R2
l (fk).
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Fig. 3. Multiple bit embedding

4 Experimental results

In order to validate the proposed scheme, we tested our scheme on 512 by 512
“Lena” image. The embedding is the same as in [3] and [4] except that HVS
(human visual system) was not used (γ = 0.22).

To show the validity of the proposed detection method, the outputs of the
correlation detector, obtained from ten different interleavers and 100-tap FIR
filters, were averaged. Fig. 4 shows the behavior of the statistic m versus the
averaging factor K. On the whole, the correlation output was well-matched to
the theoretical expectation. Even in the case of K = 1 (periodogram), the exper-
imental correlator output followed the theoretical expectation. This result shows
that the correlation detector can indeed be used for asymmetric watermarking.
As K increases, the correlation output slowly decreases due to the reduced res-
olution. It was observed that the variance of m was a little higher than 1. This
is attributed to the imperfection of the interleaver.

To compare the proposed method with that of Furon’s [3], the performance
of each method in detecting watermark from a JPEG compressed image is evalu-
ated. Fig. 5 shows the averaged detection value normalized to the value obtained
for uncompressed image. In the Furon’s method, the normalized output varies
roughly between −1 and 1, while in the proposed method the normalized output
varies roughly between 0 and 1. Thus, we can conclude that the performances of
two methods are similar. Robustness tests against other attacks, such as noise
addition, enhancement filtering and malicious attacks, are required for more ac-
curate comparison.

To investigate the possibility of embedding and detecting multiple bits, we
calculated the bit error rate (BER) from the experiments using 20 different
interleavers and PN sequences for a given false alarm probability. Fig. 6 shows the
BER (1−PD) versus the embedded bits L. BER, obtained from the experiment,
was a little higher than that obtained from the theory. This is attributed to
possible loss of information due to the quantization (256 levels) of watermarked
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Fig. 5. Normalized detection value Vs. JPEG quality factor: ◦ proposed detector, ∗
Furon’s detector [3]

image after watermark embedding and the imperfection of the interleaver. In
the power spectrum estimation, periodogram averaging (K = 8) was used. As
the embedded bits L increases, the number of DFT points allocated for each
bit is decreased; thus the BER increases. Only several bits of information can
be embedded without severe error rate for the data length N = 16200. The
possible information rate is proportional to the data length N . To increase the
information rate further, N must be increased.

5 Conclusion

A novel and simple detector for an asymmetric watermarking is proposed and
tested. With certatin assumptions, a correlation detector is used in detecting
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asymmetric watermark. It is based on the theory of detecting a known signal
in noisy channel. The correlation detector output was well-matched to the the-
oretical expectation, showing that the correlation detector can indeed be used
for the detection of asymmetric watermark. The proposed detector is applied to
both single and multiple bit embedded watermark. Multiple bits of information
are embedded by using PN sequence in filter shaping. From the experiment, sev-
eral bits of information can be embedded without severe error rate. Testing the
robustness of the proposed method and applying the detector to spatial domain
additive watermarking remain as further works.
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Abstract. . Watermarking allows hiding information into digital objects such as
images, videos, audio files and text pages. Hidden codes can be used to
demonstrate the ownership of the digital objects in case of copyright
infringement verification. Most of the commonly used applications of
watermark are referred to color or b/w images. In this paper, an analysis of
specific innovative techniques for watermarking music scores is presented. The
analysis was performed on the basis of the requirements highlighted by the user
group of the European Project WEDELMUSIC. The discussion reported in this
paper has been performed taking into account the skills of musicians in
detecting changes in the music sheets. This work can be useful for other
researchers that would like to work in this area.

1. Introduction

Watermark techniques allow embedding information into digital distributed data
(for example, images, videos, audio, or text files). The watermarking approach can be
used to demonstrate the property of a given digital object and thus to require a non-
recognized copyright fee [7]. In order to demonstrate the ownership of printed images
(for example on a journal, poster, etc), the reading of the watermark code must be
performed on an image acquired by using a scanner. Afterwards, specific image
processing and analysis is needed to verify if the image contains the watermark.
Typically, when an image is printed a significant decrement of information (in terms
of color scale and/or dots per inch) and other deformations are operated. These
operations make the watermark more difficult to recover, and thus the watermark
itself has to be stronger and more intrusive to resists against these attacks bringing the
data from digital format to analogue (on paper) to digital again. In the case of b/w
images, most of the approaches used for color images became unusable. For example,
for b/w pictorial images (as the method presented in [2]) it is unsuitable to work in the
transform domain since it implies to generate a unacceptable noise for the musicians.
Some other techniques proposed for watermarking text such as in [5] can be also
considered as possible approaches in music scores watermarking.

The copyright owners (the music publishers) have in their archives high quantity
music scores. In classical music, the original music is normally stored on paper since
it was produced several years ago. Presently only new pieces of light and popular
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music are saved in symbolic notation format. Light and popular music have a limited
life in terms of time duration in comparison with classical music pieces. Publishers
keep their distance from transforming their classical music pieces in digital format for
e-commerce purposes since whenever distributing in this way their copyright
ownership is not protected. Therefore, classical music risks to remain in the archives
of publishers and libraries since its distributed is too dangerous. The life of the
copyrights for that music is close to 60-80 years. Current copyright infringement is
only via photocopy process. The Internet distribution is presently considered an
efficient vehicle to lose the control on this material. The situation is different for light
and popular music where the copyright life itself is shorter. Also the interest on light
music is in practice null after few years.

If a good protection is developed, many publishers could decide to publish their
classical music pieces on Internet and this will have surely positive effects on the
music market:

� The music should be bought in real-time
� The distribution will not be limited to geographical areas
� A further evolution of music software (editors, delivering systems, commercial

tools, etc.) might be expected

2. Requirements & Problems

In this section, the identified requirements are exposed and discussed. They have
been collected interviewing the experts of the WEDELMUSIC project user group.
WEDELMUSIC information can be recovered on www.wedelmusic.org. The user
group is mainly comprised of musicians, music copyists, music engravers,
musicologists and music publishers. The major problem in music scores distribution
is that a great part of music sheets are photocopied. In these cases, the copyright
owner is not able to identify the source and the path of illegally distributed materials.

According to the previous analysis the identified requirements have been those
reported in the following list.

� The embedded data has to contain the publisher identification, the music piece
identification (watermark) and the music distributor identification
(fingerprint1).  Please note that several different meanings have been given to
the term fingerprint. According to the CERTIMARK Project [9] 64 bits are
enough to code both watermark and fingerprint. Please note that the code has
to be repeated several times in the music sheet in order to make it enough
robust and to ensure the watermark reading.

� The watermark inserted in the printed music sheet has to be invisible for
musicians or at least it must not disturb or bother anyone during music
playing.

1 As defined in [7]: fingerprints are like hidden serial numbers which enable the
intellectual property owner to identify which customer broke his license agreement
by supplying the property to third parties.
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� The watermark has to be present inside the music printed by the final users in
any format. Subsequently, the watermark reading has not to depend on the
availability of the music sheet’s reference image.

� The attacks aimed at removing the watermark must be extremely expensive if
compared to regular buying.

� The watermark must resist during sheet manipulation until the music printed
becomes unreadable. Typically, 5 levels of photocopy are sufficient to make
music unreadable (this depends obviously on the quality of both the copy
machine and the original copy). In general, the watermark has to be readable
after photocopies of music sheets until the music sheet you get is of a very low
quality.

� The watermark should also be readable by processing a piece of music sheet
(greater than ¾ of the whole music sheet page). A copy of a smaller part of the
score does not present a commercial value

� In any case, once the music sheet is printed with the watermark, this has to be
robust enough to resist against most common attacks.

In order to meet the above refereed user requirements several approaches have
been considered.

Original music sheets as stored by the publishers may be available in two different
digital formats: (i) images of music sheets acquired by a scanner (music produced 10
or more years ago is only available in this format), (ii) symbolic coding of the music
sheet in terms of music notation. This last digital format is obtained by using
computer music editors. They are typically used to produce modern music sheets.
Music editors are used to produce PostScript or PDF outputs. These formats can be
used for digital distribution of music. PostScript and PDF files of music sheets can be
considered as images of music sheets.

Please note that from the point of view of robustness against the attack for
removing watermark, the images are safer if compared with the PostScript or PDF
codes that could contains graphical description of the music sheet. In fact, also the
phase during which the watermark insertion is performed has to be considered. If the
watermark is added while printing the music sheet, the source manipulation is
normally easier but the techniques have to be different (it is difficult to recreate the
original). For this reason, we assume that all-possible music scores formats are
transformed in a common b/w image for printing them. This means that even in the
case of watermarking while printing the produced output (for the printer) is a
watermarked black and white image of the music sheet.

Please note that, if the watermark is included while printing the music sheet, this
process can be performed in the computer of the final user. This also means that the
final user may choose the final music sheet format. In this case, the music sheet
original image  is not available during the watermark reading.

3. Approaches

In general, the musicians appreciate to have high quality music scores thus the
noise inserted with a classic image watermarking techniques disturbs the music
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reading. In fact, the watermark insertion using the frequency domain should not be
considered as a valid approaches since it produces black pixels (points in the sheet)
that can be interpreted as music notation elements (accents).

The most workable approaches for watermarking music scores are mainly related
to geometric transformation and graphic element manipulations. They can be
classified in two categories: (i) transformation of music elements, (ii) adoption of
different fonts for the same music symbol.

There are different ways to apply the described approaches. A first possibility is to
apply the algorithm to the images acquired by a scanner and the second one is to use a
music editor and then generate an image including watermarked music.

An important part of the WEDELMUSIC project is dedicated to the
implementation of such protection methods.

3.1 Transformation of music elements.

In the approaches based on the transformation of music elements symbols such as
staff lines, bar lines, beams, stem or slurs (ties) are manipulated. The most significant
examples are:

� modifying the orientation of note stems,
� modifying the position of the notes in the staff,
� modifying the orientation of beam lines,
� adding white dots in the middle of other bigger music notation symbols,
� modulating staff lines by giving them different thickness, and considering

thinner segments 0 and deeper as 1,
� modulating staff lines to give them a sort of sinusoidal behavior,  etc.
In general, the information to be hidden can be included in the changes considering

both their presence and absence, as 1 and 0 respectively. In some cases, the magnitude
of the change can be used for hiding more bits, for example in the orientation the
angle can be variable adding more bits.

3.2 Beam thickness modification

By modifying the orientation or thickness of beam lines it is possible to hide only
few bits. The presence of beams is not guaranteed into the music page. Musicians
easily detect the thickness variation when the beam is placed near to a staff line. This
method requires the original music page in order to perform the watermark reading.

3.3 Stem rotation

The major problems of hiding information in the stem rotation [1] are the music
score degradation and the low capacity in terms of hidden bits. As depicted in Fig.1, a
non-expert musician is capable to identify that kind of changes into the music score.
This method bothers the musicians when the music is read. In addition, it needs the
original music page for watermark reading.
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Fig. 1. Stem rotation approach

3.4 Noteheads shifting

The approach chosen in [8] consists in shifting note heads (see Fig.2). The distance
between the notes has a musical significance so in several cases the approach may
disturb the music reading. In the figure the second chords from the first and third staff
was moved to left and the musicians may detect the missed alignment of the chords.
The movement of notes may generate problems when the notes are marked with
ornaments, accents, expressions, etc. The idea is good but unfortunately is feasible
only for specific music score (with a large amount of notes).

Fig. 2. Shifting beamed notes

The idea is suitable to hide a significant code length if a sufficient number of
noteheads are present in the score page. The number of notes in a score image is quite
low, it ranges from 10 to 50 for each music staff. A score page may have from 7 to 15
music staffs. This solution requires the original music page for watermark reading.

If considering the main score, the shifted notes are quite easy to be detected by the
musicians reading them (according to the needs of simultaneity among
parts/layers/voices), while it turns out to be quite invisible in single parts. Such a
watermark can be easily to detected by musicians in regular groups of notes when the
insertion disturb the regular positioning of successive notes of the beam. If the shift is



Watermarking Music Sheets 651

too evident, it may become a problem the musicians, since it might give the
impression that some changes in the note duration were imposed (see Fig.2).

3.5 Adding white dots

This approach consists in adding small white dots into larger music notation
symbols. The results can be quite easily detected by musicians and are not annoying
while playing music. This approach is not robust, a mere photocopy may destroy the
dots when they are smaller enough to be acceptable by musicians. The number of bits,
which can be hidden in the music page, depends on the number of notes, which are on
the same page. The approaches based on changing single music notation symbols are
unsuitable since they do not allow hiding a high number of bits nor do they permit to
replicate the code in a single score page.

3.6 Modulating the staff lines thickness

Fig.3 depicts an example of the line modulation approach. It consists in modifying
the lines’ thickness in order to insert a binary code made up of several bits [6].
Modulated lines can be easily noted if their presence is known whereas they are not
perceived if the approach is unknown. This was confirmed during our validation
phase by a group of experts (this resulted in a 45% of acceptance, [6]).

The proposed solution enables to hide a considerable number of bits in several
instances. We have a code length of 120 bits and we repeat it 4 times in each staff.
This makes the solution particularly suitable and robust to permit the watermark
reading even from a small part of the music sheet.

Fig. 3. Staff lines thickness modification

3.7 Adding lines mask

A possible approach consists on marking some points on the score based on a
number of hidden lines that hide the watermark code. Different techniques to hide the
information can be used. For example, the code can be associated with angles of the
hidden lines or to their thickness (line can produce white or black dots in the image).
In order to identify the points to be marked in the score, the hidden lines and part of
music score are overlapped.

0   1    0    1   1   0    1   1    0    1    0    0    1    1   0
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Fig. 4. Points to be marked on the music score

The points obtained by the intersection of the watermark lines with the staff lines
are the points (or a part of them) that can be marked (see Fig.4). The points covered
with a music symbol are eliminated from the group of "markable" points. More points
are marked higher is the probability to retrieve the lines. For marking points different
techniques can be used: cutting the staff line with a white line, modifying staff lines
thickness and so forth. In the watermark reading process the identification of the
marked points means finding the lines and subsequently the watermarked code.

3.8 Different fonts for the same music symbol

According to this technique (see Fig.5), different fonts for the selected music
symbols are used to hide either 1 or 0, depending on the font used. This implies that
the font has to be easily recognized in the phase of watermark reading. The approach
was proposed for text watermarking by Maxemchuk and Low in [5].

Fig. 5. Different font for the same note

Fig.5 shows an example of possible font modification. The original character (on
left) was changed by modifying flag thickness (on center) or length of the hook (on
right). An undefined number of small changes can be performed on musical symbols
in order to add the watermark. In some cases, the same character may present 4
different forms in order to hide 2 bits of the watermark code. The problem in using
this technique is related to the channel capacity as well (since it is also a method
based on symbol modification). The difference with respect to text watermark is that
in music language the number of "characters" on a page is smaller. Therefore, it may
became difficult to hide the whole code in a single music score page.
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5 Conclusions

Music scores are very important for copyright owners. The lack of a functional tool
to watermark music scores creates market inhibitions since the publishers have not the
possibility to claim their property on that music.

This paper analyzed some possible approaches for watermark insertion in music
scores. Some of them have been developed within the frame of the European project
named WEDELMUSIC (Web Delivering of Music). Others are still under
development and testing at the Department of Systems and Informatics (DSI) of the
University of Florence.

The lines thickness and lines mask approaches were completely implemented and
is under final test and application at DSI. Validation of the line thickness approach
was done using metrics correlated with the Human Visual System (HVS) and based
on Perceptual Quality Metrics as proposed in [3]. Validation results confirmed the
validity of the approach. It is invisible until is unknown and  it does not disturb the
musicians since they do not notice it as long as they are not aware of its presence. In
addition, it allows hiding a considerable number of bits with a reasonable robustness
against photocopy.
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Abstract. In this paper, BCH coding is integrated into a wavelet-based digital 
image watermarking technique. The resulting system is evaluated under an er-
ror-prone environment for MPEG transmitted video. First, a watermark is en-
coded by the BCH (31, 6) code. The encoded watermark is then embedded into 
each video frame using the watermarking technique. Next, the resulting frames 
are MPEG encoded and transmitted with 8.78% random macroblock loss in 
each P frame. In the proposed system, a simple temporal domain error con-
cealment technique is also considered in the receiver end to reduce the visual 
degradation effect of transmission errors. MPEG compression and transmission 
errors can be treated as the attacking sources for the proposed watermarking 
system, and our simulation study confirms it. Error concealment may also be 
another attacking source. However, our experimental results show otherwise. In 
fact, the error concealment can slightly improve the robustness of the water-
marking system. In addition, the experimental results show that BCH coding 
significantly enhances the robustness of the proposed watermarking system.

1   Introduction 

The rapid growth of the Internet introduces a new challenge in multimedia data secu-
rity problem, where unauthorized video, music, and image data are delivered. To 
protect the copyright of these media effectively in a ubiquitous network environment, 
one promising solution to this problem is digital watermarking, where a special 
identification symbol called watermark is hidden in multimedia data. It can be used to 
settle a copyright dispute by identifying the legal owner of the data. 

Many watermarking techniques for various multimedia have been proposed [1]. In 
this paper, only video data are considered. Usually, a good digital watermarking tech-
nique must satisfy the following requirements: 

(1) Low imperceptibility: The watermark must be hidden into video frames, and it 
should not present any visible artifact in the host image to maintain its visual quality. 
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The chance that attackers undermine a watermark may also be reduced if the trail of 
the watermark is hardly detectable. 

(2) Non-removable watermark: The invisible watermark cannot be removed easily 
without seriously damaging the video frames. 

(3) Robustness: The watermark technique should be robust against as many attack-
ing methods as possible. These attacking operations include lossy compression (e.g., 
MPEG), and other video processing tasks. 

Consider a wireless video broadcasting scenario, where MPEG compressed video 
data are transmitted via antennas in an error-prone environment. The program provid-
ers concern whether their copyrights are protected properly, whereas the end viewers 
care about the visual quality of the programs. The former concern can be resolved by 
embedding watermarks into video data. The later can be achieved using an error cor-
recting and/or concealment technique. Both watermarking and error handling tech-
niques are necessary in the scenario. 

In the scenario above, a video watermarking system is under both man-made and 
natural attacks, where the attacks are coming from MPEG compression and transmis-
sion errors, respectively. The transmission error could result in packet losses or bits in 
error due to network congestion, packet collision, noises, strong fading, jamming, 
interference, etc. Some errors but may not be all can be recovered faithfully using a 
channel coding technique. More effective techniques such as the automatic repeat 
request (ARQ) scheme cannot be used in real time video. In this case, an error con-
cealment technique can be used to improve the quality of damaged video. However, 
the concealment technique itself may also be a man-made attacking source on the 
embedded watermark. Thus, it is interesting to study how an error concealment tech-
nique affects (either positively or negatively) the robustness of video watermarking 
system in an error-prone transmission environment. 

For an MPEG video compression system, we can embed watermarks in three
places: original video source, MPEG encoding stage, and the MPEG compressed bit-
stream, as shown in Fig. 1. Only the first case is considered here because many still-
image based watermarking algorithms, including the one that we proposed in [2], can
be applied easily. Our objective is to propose a watermarking system with high ro-
bustness and low perceptibility in an error-prone video transmission environment.
 The paper is organized as follows. Section 2 describes the proposed system, includ-
ing a simplified MPEG-based compression system, a wavelet-based watermark em-
bedding technique, BCH encoded watermarks, and an error concealment technique. 
Experimental results are shown in Section 3. Finally, conclusions are given in Sec-
tion 4.

2   The Proposed System

The block diagram of the complete system is shown in Fig. 2. More details will be 
given next. 
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2.1 Simplified MPEG Compression 

In this paper, we use the MPEG-based compression, where DCT and motion compen-
sation are used to compress watermark embedded video frames. DCT is used for the 
blocks in intra-frames (I frame) and motion compensation is used for the macroblocks 
(MB) in inter-frames (such as P frame). Only pure compressed data are generated and 
no header or other related data is attached. 

2.2 Watermarking Method

Only a brief summary of our watermarking algorithm proposed in [2] is given here. 
The video frames are assumed to be gray-level frames and the watermark is a bipolar 
image (1's and -1•). The block diagram of our watermark embedding process is 
shown in Fig. 3. The function of each block is explained as follows.

DWT of the host image: We perform a three level discrete wavelet transform 
(DWT) with 9-7 biorthogonal filters to obtain a multiresolution decompression of the 
host or original image [3]. The image size is NM × . However only the highest two 

levels (the coarse approximations) of size 
22

NM ×  are used as the working matrix X,

the other details are unchanged.   
Wavelet based HVS: We implement the human visual system (HVS) given in [3] 

for the spatial frequency of 32 and obtain the visual threshold flt , of X, where l and f

denote the resolution level and orientation, respectively, l = 1, 2, and f = 1, 2, 3. 
Pseudo-random permutation of watermark: A pseudo-random permutation is per-

formed to disperse the spatial relation of the digital watermark W. The permutation 
makes the digital watermark look like a noise pattern which will be hard to detect or 
remove. The required pseudo-random sequences are generated using a system with 
delay elements and feedbacks. The sequences are then converted to coordinate pairs 
to obtain a fairly random pattern S from W .

Map of original wavelet coefficients: The visual threshold flt ,  is used to obtain a 

coefficient map P as follows: 

−

≥
=

otherwise
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P

flflnm
flnm

,1
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,,,                                           (1) 

where (m, n) represents the position of a coefficient, 
2

1
M

m ≤≤ ,
2

1
N

n ≤≤ .

Key-watermark: We find that the elements in P still have some spatial relation. 
Hence, we introduce an intermediate result called key-watermark K, by performing 
the exclusive_OR (XOR) operation between S and P:

PSK ⊕=                                                      (2) 
where the ⊕  operation is defined as in Table 1. Hence, the matrix K would be a 
noise-like bipolar pattern with 1• and –1•. Finally, K will be kept to detect the water-
mark during the watermark detection process. The possible element permutation of 

K  is 222
NM ×

, which is normally a very huge number. For example, for M = N = 256, 
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493212812822 1022 ≈= ×× NM

. In addition, the XOR operation is a one-way function be-
tween S and P . Thus, it is almost impossible or at least very difficult for an attacker 
trying to remove the watermark from the watermarked image. 

Key-watermark insertion: For a level l  and orientation f , this operation can be 
described as  

flnmflflnmflnm ktXX ,,,,,,,,,,,
~ ×+=                                          (3) 

where flnmX ,,, refers to the original wavelet coefficient at position (m, n), flnmX ,,,
~

 rep-

resents the watermark inserted wavelet coefficient at the same location, and flnmk ,,,  is 

the element of the key-watermark at position (m, n). Finally, we perform the inverse 
DWT (IDWT) on watermark- inserted wavelet coefficients and other unchanged 
details to obtain a watermarked image. 

The watermarking extraction process is basically the reverse of the watermark em-
bedding process. The popular similarity measurement, called normalized correlation 
(NC) [2], between an original watermark  and its extracted version, is used.

2.3 BCH Encoded Watermark 

Based on the watermarking method given in [2], we propose a modified version, 
where the watermark is encoded by the BCH code before it is embedded into video 
frames to enhance the robustness of the system. The idea of using error correcting 
codes to enhance the robustness of a watermarking system is relatively new [4][5]. 
This field is not matured and further study is necessary. 

In the watermarking system proposed in [2], the embedded size for an original wa-
termark is 256×256. To be compatible with that system and realize that BCH codes 
will generate redundant codewords, which will reduce the quality of extracted water-
mark and its embedding capacity, the watermark size must be much smaller than 
256×256. In this study, we choose 64×48. The size-reduced watermark is obtained 
from the original watermark by downsampling and boundary line dropping. We use 
the BCH (31, 6) code, which can correct 7 single bit errors. Four same watermarks 
are encoded to obtain BCH coded watermarks with 4× 64× 48× 31/6 = 63488 bits. It 
is then zero padded to reach the size of 256×256. In the watermark detection stage, 
the watermark with the highest NC value among the four will be extracted. 

2.4 Error Concealment 

Since neighboring MB• in an image frame often belong to the same object and thus 
move together, their motion vectors are similar. This fact can be exploited to recover 
the lost motion vector. For example, we can take the averaging or median operation 
on the motion vectors of the MB• that are around the lost MB. For a more accurate 
result, we can use an MB matching algorithm, such as the modified block-matching 
algorithm (MBMA) [6] that we use in this paper. With an estimated motion vector for 
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a lost MB, the MBMA can recover the lost MB in a frame from the corresponding 
MB in the previous adjacent frame.

3   Experimental Results

Three well-known video sequences, i.e. Football, Flower garden, and Miss America, 
are used in our simulation study. The size of each image fame is 512×512. The size 
of group of picture (GOP) is 11, including one I-frame and 10 P-frames. Each se-
quence contains two sets of GOP, i.e., 22 frames. The MB lost rate is 8.78%, which is 
equivalent to about 3 slices in error per image frame. All the pixels in a lost MB are 
filled by the value of 255. Here we assume that each I-frame is heavily protected so 
that it is error free, and the concealment is performed only on P-frames. The error 
concealment technique indeed improves the signal quality significantly (about 15dB 
or higher in average PSNR per frame was obtained).

In Table 2 and Table 3, we show the average PSNR values of image sequence and 
the average similarity measures of watermarks for the 20 P-frames, respectively. 
Several interesting results can be observed from Table 2. The imperceptibility of 
watermark is great because the PSNR drop is fairly small regardless of the use of 
BCH code. In addition, the PSNR values for BCH encoded and not encoded cases are 
very close, which is reasonable because they have the same watermark embedding 
capacity.

From Table 3, we found that the BCH code increases the robustness of the water-
marking system by making the watermark detection more reliable. Transmission 
errors can be treated as a form of cropping attack. Thus, the similarity measure is 
decreased if transmission errors occur. On the other hand, the error concealment can 
slightly increase the similarity measure. A possible explanation is given as follows. In 
the wavelet-based watermarking method, the watermark information is actually dis-
tributed all over the host image frame. The local MB loss does not seriously degrade 
the robustness of the watermark. Furthermore, any two similar adjacent frames con-
tain similar watermark distribution in the corresponding position. Thus, the temporal 
domain error concealment may actually recover some lost watermark information.

4   Conclusions

In this study, we propose a DWT-based video watermarking technique in an error-
prone MPEG transmission system, where MPEG compression and transmission errors 
are treated as attacks on the watermarked video. The MPEG compression can be 
treated as a low-pass filtering attack and the transmission errors can be treated as a 
cropping attack on watermarks. Although the error concealment is used to reduce the 
visual effect of transmission errors, it may be harmful for the embedded watermark. 
So in this sense, error concealment may also be an attacking source. However, our 
experiment shows otherwise. In fact, error concealment can enhance the robustness of 
the system rather than destroying it, at least in our wavelet-based watermarking sys-
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tem. The BCH encoded approach effectively enhances the robustness of our water-
marking system; whereas error concealment can enhance it slightly.

As a future work, the frame dependence of adjacent video frames can be exploited 
so that a watermark can be inserted in every two or three frames to reduce the com-
plexity of the watermark embedding process.
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Fig. 2. The block diagram of the proposed system 

Fig. 3. The watermark embedding process 
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Table 1. XOR operation, PSK ⊕=

S P K 
1 1 -1 
1 -1 1 
-1 1 1 
-1 -1 -1 

Table 2. Average PSNR performance of video frames

PSNR 

Transmission 
error 

Watermark Error 
concealment

BCH Football Flower 
garden 

Miss 
America 

No No No No 30.4610 31.6509 37.7862 

No Yes No No 30.1778 31.2342 37.1773 

Yes 30.2644 31.3352 37.1434 

Yes Yes Yes No 27.7182 30.1842 36.8759 

Yes 27.7678 30.2545 36.8693 

Table 3. Average similarity measure of extracted watermarks

Similarity 
Transmission 

error 
Error 

concealment 
BCH Football Flower  

garden 
Miss  

America 

No No No 0.8724 0.9155 0.9016 

Yes 0.9806 0.9934 0.9528 

Yes No No 0.8331 0.8781 0.8456 

Yes 0.9469 0.9789 0.9241 

Yes Yes No 0.8595 0.9104 0.9000 

Yes 0.9716 0.9914 0.9504 
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Abstract. The Smart Classroom project explores the challenges and potentials 
of the Intelligent Environment as a new human-computer interaction paradigm. 
By constructing an intelligent classroom for tele-education, we try to provide 
teachers the same experiences as in an ordinary classroom when giving tele-
education lessons. The Smart Classroom could actively observe, listen and 
serve the teachers, and teachers can write on a wall-size media-board just by 
their hands, or use speeches and gestures to conduct the class discussion 
involving of the distant students. This paper discusses the advantages and main 
underlying technologies of this system. 

1   Introduction 

We are steadily moving into a new age of information technology named as ubiqui-
tous computing (pervasive computing), where computation power and network con-
nection will be embedded and available in the environments, on our bodies, and in the 
numerous handhold information appliances [1]. The human computer interaction 
paradigm we currently used on the desktop computers will not be sufficient [2]. In-
stead of operating on individual computers and dispatching many trivial commands to 
separated applications through keyboard and mouse, we should be able to interact 
with all related computation devices as a whole, and express our intended tasks in a 
high abstraction level and by ways as natural as we used to communicate with other 
people in everyday life.  

The research of Intelligent Environment is just motivated by this vision. General 
speaking, an Intelligent Environment is an augmented living or working environment 
which could actively watch and listen to the occupants, recognize their requirements 
and attentively provide services for them. The occupants could use normal human-
being interaction methods such as gesture and voice to interact with the computer 
system embedded in the environment. The researches in this filed are bring into main-
stream in the late 1990's by several first-class research groups of the world such as AI 
Lab and Media Lab at MIT, Xerox PARC, IBM and Microsoft. Currently there are 
dozens of related projects carried out in research groups from all over the world. The 
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most famous ones are Intelligent Room project from MIT AI Lab [3, 4], Aware Home 
project from GIT [5] and Easy Living project from Microsoft [6, 7]. 

The Smart Classroom project in our group is also a research effort on Intelligent 
Environment. It demonstrates an intelligent classroom for teachers involved in tele-
educations, in which teachers could have the same experiences as in a real classroom.  

This paper is organized as follows. In Section 2 we present the scenario of Smart 
Classroom. In Section 3 we discuss the main technologies involved in implementing 
the scenario. Finally we give a summary and outline the future work.

2   Teacher's Experience in Smart Classroom

2.1   Disadvantages of Desktop-Computing Based Tele-education Systems   

Almost all the tele-education systems developed today are desktop-computing based, 
where teachers are required to seat down in front of the desktop computer and use the 
keyboard or mouse to give a tele-education class. The teacher's experience is of much 
difference from teaching in an ordinary classroom, where the teacher could make 
handwriting on the blackboard, use speech and gesture to conduct the students to take 
part in the class discussions and other body languages like that. The different experi-
ence always makes the teacher feel uncomfortable and reduced the efficiency of the 
course as well. 

2.2  Room Setup 

StudentBoard

MediaBoard

One of the Cameras for
Virtual Mouse.The
other is in the above
ceiling

Strokes added by using
Vitrual Mouse

Fig. 1.The first author is using the Smart Classroom
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A prototype of Smart Classroom is deployed in a room of our lab. Two wall-sized 
projector systems is equipped in it. One is used to display the courseware prepared by 
teacher - an analog of the blackboard in an ordinary classroom. We call it media-
board [12, 13]). The media-board is synchronized with the display of the remote 
students' client software, i.e., whatever changes the teacher makes on the media-board 
will be reflected on the remote student's client software. 

The other project system is used to display the portraits of remote students (we call 
it student-board). Each of attended remote students will have their portraits displayed 
on it. And if the teacher has given the floor to a remote student, the remote student's 
audio and video will be played here too. (also on other remote students' screen)  

Several cameras and a wireless microphone system are installed in the proper posi-
tions to capture the teacher's video and voice. The captured audio and video are both 
sent to the remote students' sites by multicast and feed to the perception modules of 
the room such as hand-tracking module and speech recognition module.

All the computers running the room's software are deliberately hide out of sight, 
just to give the teacher a feeling that they are not using some computer programs but 
teaching in a real classroom. An illustration of the room setup can be seen in Fig. 1.

2.3   Interactivities in the Smart Classroom 

The scenario might seem no significant differences from many other whiteboard 
based tele-education systems. However, the magic of the Smart Classroom is the way 
teachers using the system - teachers are no longer tied up to the desktop computer, 
nor cumbersome keyboard and mouse. Making annotations on the courseware is just 
as easy as writing on an ordinary classroom blackboard, i.e. the teacher only need to 
move his finger, then the stroke will be displayed on the media-board, overlapped 
with the displayed courseware. The teacher could also point to the object displayed on 
the media-board and say a predefined command to do what he wanted. For example, 
to following a hyperlink in the courseware, the teacher just need to point at the hyper-
link and tell the Smart Classroom "follow this link". The way to enable a remote 
student to speak on the class is also intuitive and easy. It can be completed by speech. 
For example, let's suppose the teacher want to ask a student named Peter to answer a 
question. Then he can say "Peter, could you answer this question?" Whenever a stu-
dent requires speaking, the corresponding image will start to blink to alert the teacher.

Actually, this system blurs the border between the ordinary classroom education 
and the tele-education. The teacher can give a class to the local students on the Smart 
Classroom and those remotely attended students at the same time.
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3   Underlying Technologies in the Smart Classroom 

3.1   Software Platform 

The Smart Classrooms, just like many other similar Intelligent Environments, is an 
assembly of many different kinds of hardware and software modules such as projec-
tors, cameras, sensors, face recognition module, speech recognition module and eye-
gaze recognition module. It is unimaginable to install all these components in one 
computer due to the limited computation power and terrible maintenance require-
ments. Thus, a distributed computing platform is a must for an Intelligent Environ-
ment.  

There are a handful of distributed computing platforms from commercial organiza-
tions or research groups. These distributed computing platforms can be classified into 
two different types according to their structure modal. One is called distributed-
component- modal based system, such as CORBA from OMG and DCOM from Mi-
crosoft. The other is called multi agent system, such as OAA from SRI and Aglets 
from IBM. Although the distributed component modal is currently more prevalent 
and mature than the multi agent system modal, we considered the latter is more suit-
able for the Intelligent Environment system, including our Smart Classroom. The 
consideration is explained as following. 

The distributed component modal implies monolithic control logic and tight-
couple system structure. Put it another way, the software in a distributed-component-
modal system is composed of a central logic and several other peripheral objects offer 
service to the central logic. There is only one execution process in the system and the 
objects run only when invoked by the central logic. On the contrary, the multi agent 
modal, which have been invented and used for years in the AI domain, implies a 
loose-couple system structure. According to this modal, a system is divided into many 
individual autonomous software modules called agent, which has its own executing 
process. Each agent has limited capabilities and limited knowledge of the functions of 
the whole system, but through communication and cooperation the agents' commu-
nity will expose a high degree of intelligence and can achieve very complex func-
tions.  

A loose-couple system will be far more suitable than a tight-couple system in the 
Intelligent Environment.  

1) The scenarios of an Intelligent Environment are usually very complex, so de-
veloping a central logic for it is very difficult even an unpractical matter.  

2) The scenarios and configurations in an Intelligent Environment are often very 
dynamic. New functions will be added, old module will be revised, and all those 
things are happened frequently. The monolithic system structure is very inflexible 
under this situation, because any trivial modifications will require the whole system to 
shut down and all modules in the system should be re-linked. 

3) The central logic is likely to be the bottleneck of the system.  
After a survey of some multi agent systems, we finally adopted the OAA (Open 

Agent Architecture), a public available multi-agent system, as the software platform 



666      W. Xie et al.

for the Smart Classroom. It was developed by SRI and has been used by many re-
search groups [10]. (We fixed some errors of the implementation provided by SRI to 
make it more robust.)  

All software modules in the Smart Classroom are implemented as OAA agents. At 
start up, they will register their capabilities in a central coordinating logic called "fa-
cilitator". When they want services from other agents they can just send a message 
encoded in the Inter Agent Language (ICL) to the facilitator, and need not to know 
which agent actually provided the services. The ICL is essentially based on an exten-
sion of the Prolog language.  

3.2   Multi-modal Processing 

People use multiple modalities to communicate with each other in everyday life, such 
as speaking, pointing and gesturing. The multi-modal interaction capability is a fun-
damental requirement of the Intelligent Environment, since any single modality is 
often semantic incomplete. For example, when one say "move it to right", without the 
recognition of the hand pointing modality we could not tell which object is referred 
by the speaker. Another benefit of the multi-modal processing is the information from 
other modalities often helps to improve the recognition accuracy of a single modality. 
For example, suppose in a noise environment, a not so smart speech recognition algo-
rithm maybe has difficulty to decide what the user said is "move to right" or "move to 
left". But after referring the information from the hand gesture recognition module, 
the system could eventually make the correct choice. This also happens in Smart 
Classroom. In the scenario we designed, the teacher can use speech and hand gesture 
to make annotations on the media-board, to manage the content in the media-board 
and to pass floor to a remote student. 

The formalization architecture we used to address this issue is based on the "unifi-
cation based multimodal parsing" presented in [9]. It essentially takes the multi-
modality integration process as a kind of language parsing process, i.e., each separate 
action in a single modality is considered as a phrase structure in the multi-modal 
language grammar, they are grouped and induced to generate a new higher level 
phrase structure. The process is repeated until a semantic completed sentence is 
found. The process could also help to correct the wrong recognition result of one 
modality. If one phrase structure could not be grouped with any other phrase structure 
according to the grammar, it will be regarded as a wrong recognition result and will 
be abandoned.

3.3  Virtual Mouse

Several cameras installed on the room together with a skin color consistency based 
algorithm are used to recognize the 3D movement parameters of the teacher's hand, as 
well as some simple actions of the teacher's palm such as open, close and push [14]. 
These modules function as a virtual mouse for the teacher, i.e. the movement of the 
teacher's hand will be explained as dragging of the pointer on the screen and the ac-
tions of his palm will be explained as clicks of the mouse button. In this way, the 
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teacher can easily make annotations on the media-board or select a remote student on 
the student-board just by his hand.

3.4  Flexible Speech Recognition Framework

Since we started to design the system structure, we have been keeping in our mind 
that the structure should be flexible enough to support gradually extending the sce-
nario of the Smart Classroom. The speech recognition framework we developed is 
one of the examples.  

In the core of the framework is an enhanced speech grammar, which could not 
only describe the syntax of legal phrases, but also mark the semantic effect of the 
phrase when recognized. Exactly, the semantic effect refers to an Inter-Agent-
Language message that can trigger wanted actions of other agents in the system. Us-
ing this grammar, other agents could add vocabularies into the speech recognition 
agent on the runtime. Nevertheless, the vocabularies could be dynamically enabled 
and disabled by other agents according to their knowledge of current context in order 
to keep the effective vocabulary at a minimum size, which is very important to im-
prove the recognition speed and accuracy rate.

3.5  Tele-education Supporting System

The tele-education system behind the scene is based on the Same View system from 
another group in our lab [11,12,13]. The system is constituted of three layers. The 
most upper layer is a multimedia whiteboard application we called media-board and 
associated floor-handling mechanism. As mentioned above, one interesting feature of 
the media-board is it can record all the actions on it, which could be used to aid the 
creation of the courseware. The middle layer is a adapting content transform layer, 
which could automatically re-authorizing or transforming the content sent to the user 
according to the user's bandwidth and device capability [11]. The media-board use 
this feature to ensure that students at different sites could get the contents on the me-
dia-board at a maximum quality according to their different network and hardware 
conditions. The lowest layer is a reliable multicast transport layer called Totally Or-
dered Reliable Multicast (TORM), which could be used in a WAN environment 
where sub-networks capable of or incapable of multicast coexist [12,13]. The media-
board uses this layer to improve its scalability across large networks like Internet.

4   Future Works and Concluding Marks 

In the next stage we want to introduce the acoustic-recognition and face-recognition 
capabilities into the Smart Classroom so that the classroom could automatically iden-
tify the teacher and provide better services for the teacher. For example the speech 
recognition module could use this information to load the specific voice model to 
improve the recognition accuracy. Another example is the classroom could automati-
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cally resume the context (such as the content on the media-board) where the teacher 
stopped at the last class. 

We believe the Intelligent Environment will be the right metaphor for people to in-
teract with the computer systems in the ubiquitous computing age. The Smart Class-
room is our test-bed for the researches on the Intelligent Environment as well as an 
illustration of its application.  
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ABSTRACT. The wider application of the Internet and digital broadcasting
has brought about a dramatic increase in the amount of multimedia data in the
last few years. For further use of the data in a more flexible way, the relevant
reference information extracted from these multimedia sources will be very
helpful. In order to better integrate and manage all the description information
obtained in ways such as automatic or manual ones, we have begun and are
still working on developing an XML-based framework. It is called as Movie
Video Stream Description Language for TV Movie Show (VSDL-TV). In this
paper, as an application based on VSDL-TV, the so-called “Movie Video
Hypermedia Authoring System” will be introduced.

1.Introduction

With the rapid development of digital broadcasting and the Internet, it has become imperative
to develop a system in order to store, retrieve, and manipulate the huge amount of multimedia
data. Different with the traditional databases that only handle the text or numeric data, a
multimedia database should deal with video, image, sound and text documents and so on.
Video is a typical type of multimedia data. For a flexible use of the data, for example, in the
case of movie video, the relevant reference information, such as titles, characters’ names or
program catalogs can be a quite helpful. In recent years, a lot of research work has been made
on video description languages [1][2][3][4]. During the research [1][2][4], people mainly
studied the general video media. As a would-be standard description language, MPEG-7 [4]
focuses on the criteria of the description, but pays little attention to the methods of video
recognition. TV Program Making Language [3] is a language for producing TV programs in a
simplified video processing. Video reorganization, for e.g., can be easily obtained by using the
language.
Since a feature movie is typical of video data, with video, sound media and the script, so in our
previous work, we proposed a movie video stream description language, called VSDL-TV
[7]. In VSDL-TV, we first define methods on how to describe video or the objects in it. Then,
we prepare a set of fundamental operation methods. For further combination with these
fundamental operation methods, we also define some application-oriented methods, which can
be stored in the VSDL-TV.
VSDL-TV now mainly deals with movie video data. It will be enhanced in the near future for
developing various potential applications.

H.-Y. Shum, M. Liao, and S.-F. Chang (Eds.): PCM 2001, LNCS 2195, pp. 669–676, 2001.
c© Springer-Verlag Berlin Heidelberg 2001
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Based on the VSDL-TV, we have established an application, called as Movie Video
Hypermedia Authoring System, which alters the multiple movie video data into the hypermedia
styles, namely XHTML, HTML and XML.
The rest parts of this paper are as follows: Section 2 is an outline of Movie Video Hypermedia
Authoring System. Section 3 shows a frame-based hypermedia authoring method and its
implementation. Section 4 presents an object-based hypermedia authoring method. In Section
4, an algorithm to specify a human object is also discussed. Finally, Section 5 gives a summary.

2. Movie Video Hypermedia Authoring System based on VSDL-TV

2.1 The Outline of VSDL-TV

In VSDL-TV [7], we treat the video data as a tree structure, which grows up from video,
through scene(s), shot(s), frames(s), object(s) to section(s). Every node of every hierarchical
level in the tree is taken as a VSDL class, which implants a JAVA class in VSDL-TV.
The internal structure of a VSDL class consists of two parts: DESCRIPTION and METHOD.
There are default methods in VSDL classes; the user is given the freedom to define their default
methods if necessary. Class parentID and Class childID indicate the parent-child
relationship within the “tree”.
Furthermore, the VSDL class, once processed, can remain as a VSDL class ready for use in the
next operation. When we define a new hierarchy class higher in the tree, the former lower
processed class can be extended as the parent class of the new one.
In VSDL-TV, we used DP Matching [6] to establish the linkage between the video and its text
scripts. As a result, the video is annotated with its corresponding scripts. The higher layers of
the video structure tree, like “scene” and “shot”, consist of descriptions acquired by the DP
Matching method. Descriptions are stored in XML format.
We also implant the fundamental operation methods in VSDL-TV to each video hierarchy.
Among the methods, there are temporal operation, media analysis, media reorganization,
description management and others.
The different combinations of fundamental operation methods make the different application-
oriented operation methods (AOOM). With AOOM, we can do the retrieval, query or other
processes on the data. A set of application-oriented methods can further make up an
application.
With the framework-VSDL-TV, we can implement TV Drama Management System, Cyber
shopping and other potential applications.

2.2 Hypermedia Authoring System

The concept of hypermedia came with the wider application of digital technology and the
Internet. Hypermedia is a text media, which is not constrained to linear form and contains links
to other texts. Hypermedia is a term (Ted Nelson coined the term around 1965 [11].) used for
hypertext, which is not constrained to text form: it can include graphics, video and sound. The
huge amount of digital resource of video, sound, and text documents are stored in non-linear
order. For retrieving and browsing the data at his will, the user should be able to use the
information telling the relations between the various media data.
With the framework VSDL-TV, we have focused on how to alter the multiple movie video data
to hypermedia styles, which includes XHTML, HTML and XML.
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As mentioned in section 2.1, the methods in VSDL-TV equip the user with a potential
environment for implanting multimedia applications. A “Movie Video Hypermedia Authoring
System” is one of these implanted applications.
In the next section, we will introduce two types of hypermedia authoring methods used in the
system. One is frame-based; and the other is object-based. We use VisualCafe4.0 for software
package development�Java Media Framework2.1(JMF2.1)[9] for media control management.

3 Hypermedia Authoring – Frame Based

Two elements will be used for this purpose, one is the image frame, and the other is the
description on the image frame. However, we could not use all the descriptions concerned. That
would be too big to manage. Therefore, we should know (1) what is the most important
description and (2) on what conditions the next page is linked to the current one.
Partly, we make the descriptions manually, but the descriptions can be done with help of the
results of DP Matching [6].
Video-to-hypermedia authoring methods creatHyperDoc() can be implemented by using the
following fundamental operation methods,
getName() for extraction of actor’s name
getlocation() for extraction of location name
getRelatedFrame() for getting the related frames
getTags() for extraction of the keywords for the descriptions.
In addition, outputHyperFile() can output the descriptions to the hypermedia file. We can
choose one type among HTML, XHTML or XML for the format of the created hypermedia file.

Figure 1 shows the interface of the authoring system.

Figure 1 An Interface of System

By using this system, we can get a frame through text-based retrieval function and/or capture
function from the video being replayed. Then the descriptions and the address of next linked
page can be set manually or automatically. The information such as locations, character’s
names can be extracted automatically from the descriptions, which correspond to the selected
frame. Finally, the hypermedia file can be made.

A1

A2

A3
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A1 in the Figure 1 shows the selected frame. A2 shows the manual input area, A3 shows the
automatic results area.

Before the authoring, we should determine the scenario of the hyper linking. For example, we
label the scene 2 is “who is the sufferer”. First, by using “capture”, “text-based retrieval”,
and/or “text-based edit” functions, one frame can be determined. Next, for the manual
definition, the selection items are set as the scenario. For the automatic definition, the name of
the actor and the location can be used as the selected items. For example, we can tell item4 is
“morimura”, and when it is selected, the link is “scene 1”. The link page address (es) is (are)
also necessary (Table 1).

A free software named as “Gassan”[8] can help us brows the authoring results. “Gassan” is a
tool for creating the games that are like “Roles playing game”. For example, the user clicks one
item on the given selection list to jump to the specified linked page, then click there to select
other items… and finally, arrives to the end of the game. Scenarios of such games can be
described by using “Gassan Scenario Markup Language”(GSML), an XML-based description
language. “Gassan” can brow the hypermedia file written in GSML format.

Table 1 -setting description manually and/or automatically

Item Link page
address

Item1: Keiko Scene 6
Item2: Yumi Scene 7
Item3: a young woman Scene 8
Item4: Morimura Scene 1

“Scene” + “number” indicates the link address.
“Gassan” uses two pages to browse one scene of “who is the sufferer”. Figure 2(left) shows the
scene title “who is the sufferer”, if the user clicks this item, the location list (Figure 2(right))
will appear to be selected for jumping to the related pages.

Figure 2 The browsing results by using “Gassan”

4 Hypermedia Authoring –Object based

In this section, we will discuss the hypermedia linking via the objects in the frames.
Index is added to the objects based on the information of segmentation, video analysis, and the
information from the script.
In VSDL-TV, the fundamental methods, such as location extraction, character extraction, lines
extraction and motion extraction are implanted. All relevant information can be extracted from
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the script. The object(s) extraction, such as character extraction, motion extraction can be
obtained from the video media by using these implanted methods.
For integrating the above information, we suppose that there are the two types of the
description-the descriptions of characters are attached to the video by using DP matching, and
the description(s) of the character(s) objects are not attached with the corresponding object(s).
In this case, we will introduce that how to provide the description(s) of every object within the
video though combining with the information from the script and from the result(s) of the video
analyzing respectively.

4.1 Extraction of Character Objects

Since the movie video is about people, so to extract the character objects from it will help us
further use the data in a flexible way. Usually, however, this necessary process can be very
complicated by automatic methods.
For the extraction in our research, we first use the contrasting effect of characters’ complexion
in the movie due to the makeup and the light. Then, we use the characteristics of the faces’ size
(length) and their locations; colors of faces, hair, clothes and so on; the number of the people;
and the action of the people in the scene.
To be more specific, we extract the characters by:
� Complexion of the face,
� Hair above the face,
� Torso part under the face.
Moreover, if the following conditions are met, we treat the part as non-face one. The conditions
are

- The filling rate1 of the minimum-bounding rectangle is smaller than a threshold.
- The vertical coordinate of the center of gravity of the minimum bounding rectangle is lower
than a certain threshold, the ratio of the length to height does not belong to a certain range and
etc.

4.2 Assumption for Specifying Character Object

In order to specify the character object, the following assumptions can be made.
� Assumption :
By using the color information extracted from the character object from the two frames, we can
get the similarity of the two character objects. In another words, by using the color information,
we can assume the two objects are the same character.
However, since the character’s presence information from the script is not always correct, the
following two points are often assumed:
� Assumption 2:
About the number of character, we assume the following formulae are satisfied.

The number of the presumed existence character>=
The number in the frame actually >=
One character = speaker

� Assumption 3:
If there is only one-character object in the frame, it is the speaker.

1 The filling rate: the ratio of the area of the object to the area of its minimum-bounding
rectangle
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By integrating the above assumptions, the character object can be specified. In the following
session, a proposed algorithm will be discussed.

4.3 The Algorithm for Specifying A Character Object

The following is the explanation of the algorithm in detail.
� Step 1(generating an object):

� First, extract the character object(s) from the frame. Assumption 2 sets the
maximum number of the objects extracted out. And extracted objects are indexed as
obj(k-l){l=1..N}. So obj(k-l), for example, is the number l object in k Frame.

� Step 2(Setting the initial status):
� If there is only one object was extracted, according to Assumption 3, we use the

name of the speaker as the label of the object.
� If there are more than two objects extracted, according to Assumption 2, the names

of people presumed to be in the frame are used as the would-be labels of the
objects. That is to say, the names of the characters are used as a kind of candidate
labels, taking form as obj(k-l).name.

� Step 3 (Setting the link between the objects):
� According to Assumption 1, by using the color information obtained from the

objects, do the retrieval process in all the objects in order to find those objects of
higher similarity. Then, set the link between similar objects. The most similar object
is shown as obj (m-n).

� Step 4 (Deciding the candidate labels)
� To ascertain the intersection set of the character’s name of the two linked objects. If

the intersection set is a null set, the names of the two character objects are treated as
the intersection set.

� Step 5 (Deciding other remaining objects)
� If there is only one element in the intersection set, this element will be removed

from the set of the name description of the all objects, except obj(k-l) and obj(m-
n) in the k and m frame.

� Step 6(Tracking the link):
� Following the link history of obj(m-n), go back to Step 4. If there is no

more link to be traced back, the process will stop at obj(k-l), and for obj(k-
l+1), the process will start from the second step.

By following these steps, the links are set for all the objects in k Frame, and the
process will go to the next frame after the final link has been made in k Frame.
In order to estimate the algorithm for specifying a character object, we did an experiment on a
workstation and JAVA language was used. The sample videotape was 15 minutes long. We
used 136 frames in total, 320x240 pixel, RGB 24bit. The sampling interval of the frames was 8
frames per minute. For the estimation, we classified the frames by the number of the

character(s) in them. Recall rate2 was 92%.

4.4 The Link Between the Character Objects

In order to define the similarity between the character objects, we can use the information on
the locations, size and colors of such parts as the nose, eyes, mouth in the face, or the outline of

2 The recall rate = extracted objects/ the total objects in frames.
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the face, or the color of the hair or hairstyles, etc. However, it is difficult to extract such kind
of feature from the image frame automatically.
For this reason, we use the color information of the clothes to calculate the similarity of the
objects. That is to say, we divide the section of the clothes to 6x6, register the 36 sections in
order according to their degrees of the similarity to the corresponding sections in another
fames, and then calculate the average value of the top 24. What we have done above is to
reduce the influence of the object motion and the background. The similarities of the targeted
sections are calculated by using the algorithm 2.

For the estimation, we used 136 frames, and classified the frames by the number of the
character(s) in them. Recall rate shows the rate of correct extraction of character object. E1
shows the percentage of successful specification of the character object; E2, though not that
certain, is the percentage of right guess on the character object. As a result of the estimation of
E1 and E2, 78% human objects can be specified or singled out.

4.5 Establishing the Hyper Linkage

From now on, hyper linkage will become one of necessary functions used in a Multimedia database for
enabling the user to have a direct interactive dialog with the video data.
With the above algorithms, we can specify the characters in the video. For example, when we click the
video, if the clicked part is the character, we can get the character’s name, and according to the name, we
can go to the hyper page from which one may see the resume of that character, or other relevant
information from WEB.

4.6 System Implement

Figure 3an Interface for object-base linkage

VSDL-TV provides us with a library of powerful fundamental methods. By using these methods, the
character specifying algorithm mentioned above could be made out.
For example, getColor(object) is the method for extracting the color information of the object.
getHistDistance(Image im1,Image im2) is a method for calculating the similarity of the two frames by
using 2. Color histogram algorithm. getUpperOjbect(object1) is a method for getting the object2 superior

Movie Space

Caster’s name

“Link”
button

Actor’s information
From WEB site
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than object1.getLowerOjbect(object1) is a method for getting the object2 lower than object1.For
getUpperOjbect(object1) and getLowerOjbect(object1), the position managing of the objects and/or
sections methods are also be used, such as: isupper(object1) or islower(object1). Combining the above
methods, we implemented the object-base hypermedia authoring system shown as Figure 3.
While a movie is shown in the “Movie Space”, when we click the face of a character, we may have the
relevant information on his name. After the name has been shown out, for some further ready information
on the character, we may access to a stars information database by clicking the [LINK] button. The URLs
on the Web may also be used to help check out the relevant information on the Internet.

5. Conclusions

In this paper, for showing the potential ability of implementing the multimedia application based on our
proposed VSDL-TV, we have used an XML-based movie video description language—VSDL-TV to
introduce “Movie Video Hypermedia Authoring System”.
In this system, we use two algorithms to realize the hypermedia authoring. One is frame-based and the
other is object-based.
For the frame-based authoring, the results of DP matching between the video and the script are used.
For the object-based authoring, we provide the description (name) of the character object by combining the
information from the script with that of video analysis. As a result, we can specify the character that is in
the scene of the video being replayed, and find the linkage information from the Web site based on the
character name. This algorithm can also be used as “Query and answer about the character in the video”,
and in a more flexible scene retrieval such as “find the scene that A is right to B”.
This system can be used as a tool to produce games such as “love simulation” or “adventure game”, and
etc.
In the near future, we will focus on the object segmentation; find a good way to make out the description of
an object. Meanwhile we will also focus on the completion of the framework VSDL-TV through adding
more fundamental methods and application-oriented methods, such as auto linkage methods.
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Abstract. Technology advances in video capture, storage, and distribution, give 
rise to the need for efficient video indexing, retrieval, editing and navigation. 
These applications often are built on top of video analyzers, which, up to 
present, are available only to high-end developers or professional uses. This 
paper presents our experience in developing a video analyzer tool kit (SDK) 
that will enable software vendors to develop easy to use video applications for 
the mass PC users. Our SDK creates video summary automatically using the 
state of the art shot detection algorithms. It is interactive, efficient, intuitive and 
easy to use. The SDK enables application areas ranging from PC users for 
customizing their home video, Internet content providers for publishing video 
summary, and researchers for advanced video content analysis. The SDK also 
contains user-friendly interfaces and APIs for performing cut, copy, paste, 
merge and split operations. 

1. Introduction

Video is a natural and effective media for entertainment, advertising, presentation, 
training, and education. The rapid advances in video capture, storage, and distribution 
technologies, coupled with the ubiquity of PC, call for compelling applications that 
enable average PC users to create and manipulate video clips as easy as managing text 
documents. In addition, the vast amount of multimedia information available in the 
Internet demands intuitive and efficient indexing, searching, and browsing support 

Unlike text documents, automatic search and navigation among vast volume and 
semantic-less video and audio information is a challenging task. Content-based 
retrieval and analysis is one possible way to tackle this problem. It however needs to 
extract knowledge from video and audio and transform them into semantic 
presentations that are effective for further analysis. This transformation is non-trivial 
and has not been proven capable of providing satisfactory performance on a PC if raw 
video is used as the only input.  

Another way of resolving the problem evolves around video segmentations or shot 
detections. Algorithm based on compressed domain provides high performance and 
accurate detection results. These algorithms detect the effects of hard cut, fade, and 
dissolve, etc. in a video. Segmenting the raw video abstracts the video, which is the 
base of further complex video analysis algorithms. It also has the potential to reduce 
the bandwidth required by streaming and boost the interactivity because video can be 
streamed from any point. For home video users, the solution enables them to 
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customize their favorite views. Combined with other technologies, video 
segmentation can play major roles in video editing, remote education, and training.  

While there have been much research work reported in the video segmentation area 
based on various shot detection algorithms [1][2][3], commercial applications are 
limited mainly to high-end applications. In this paper, we attempt to report our efforts 
and experiences in developing such a product for PC platforms. Our video analyzer 
tool kit (SDK) enables application areas ranging from customizing home video for PC 
users, publishing video summary for Internet content providers, and advanced video 
content analysis for researchers. The SDK also contains user-friendly APIs for 
performing cut, copy, paste, merge and split operations.  

The toolkit is powered by COM and ActiveX technologies and enables users to 
manage their MPEG1 and MPEG2 video assets through the concept of video 
summary, create their own applications capable of publishing, re-purposing and 
analyzing video. One of the key features is that it provides random access to any 
frame and is considerably faster than commercially available libraries.  

The remainder of this paper is organized as follows. Section 2 discusses the 
governing architecture of the video analyzer SDK. It outlines the marketing 
requirements and presents the resulting architecture for accommodating the 
requirements.  Section 3 provides detailed descriptions of all major components 
making up the SDK. Section 4 presents the performance number. We then summarize 
our key learning in section 5. 

2.  Architecture 

Before describing the architecture design of our video summary SDK, we will first 
briefly list the major marketing requirements:  
− Detect hard cut, fade in/out with the flexibility to add new scene events  
− Edit video, such as copy, paste, etc, to create different views 
− Flexible video playback for different views, not just a MPEG player 
− Easy integration with MS environment 
− Support Internet content provide 
− Support third party decoder 
− Support local and streaming video sources 
− Support MPEG1 and MPEG2 video format 

Traditional waterfall development life cycle and iterative and incremental 
development life cycle (such as Rational Unified Process) dominates the whole 
software development. Waterfall process is a top-down or bottom-up process and 
works well for procedure base development. Iterative and incremental process is 
neither strictly top-down nor bottom-up and works well for object-oriented, frequent 
requirements change and high-risk projects.  

Our SDK follows the object-oriented development style. As a result we adopt the 
iterative and incremental development life cycle as our process. Due to the length 
limitation, we will focus our paper more on object-oriented analysis and design but 
little on implementation and deployment. 
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To define the architecture of our SDK, we need to describe the problem from the 
perspective of software engineering. The following description depicts a basic 
scenario to guide the design of the architecture: 

The SDK reads different video sources, such as local MPEG video file, streaming MPEG 
video source and broadcast video source. The MPEG decoder decodes the video. We used 
MPL (Intel’s MPEG decoding library) for that purpose. A third party decoder may be 
plugged in if needed. Decompressed video frames and audio frames will be rendered on 
display or analyzed by our algorithm. The algorithm currently shall support hard cut, 
fade in/out and dissolve detection algorithm. Future extensions to new algorithm shall 
also be easily achieved. When a frame is ready all the algorithms will be triggered. If the 
algorithm detects a segment, it sends out events. The event specifies the position where the 
event happened, and the event kind. These events are used to define shot and shot 
sequence, which are called video summary. User can access the shot and shot sequence, 
and use cut, paste, merge and split operations to edit the shot sequence. We shall also 
provide an API to customize shots and shot sequences. It’s computationally intensive to 
create the raw shot sequence and hence it’s useful to keep this information persistently 
and load it next time. The shot sequence is better displayed in a grid. The representative 
frame is a good method to represent a shot. A player renders the shot sequence in display. 
The play order of each frame in the video is defined by the shot sequence.  
In the above scenario, we can discover these objects: video source, 

local/streaming/broadcast video source, decoder, MPL/third party decoder, 
decompressed video/audio frame, algorithm, shot detection algorithms (e.g. hard cut, 
fade in/out, dissolve), event, shot, shot sequence, permanent storage, representative 
frame, grid, and player. Here logically related objects shall be grouped and the 
dependencies among groups shall be minimized. The video source and decoder are 
closely related and the decompressed video/audio frame serves as the interface to 
other components. Algorithm, hard cut/fade in/out/dissolve detection algorithms are 
closely related and the event serves as the interface to other components. Shot, shot 
sequence and permanent storage are closely related. Representative frame and grid are 
closely related. Player is a separate group. Based on these analyses, we defined five 
cohesive and loosely coupled components. The five components constitute our 
architecture, and are defined as video stream component, video analyzer component, 
video summary component, video summary player component and video summary 
grid component respectively. Their relationships are described in Figure 1. Another 
consideration for the architecture design is to map it to Microsoft DirectShow. In 
Microsoft DirectShow architecture, connected filters are used to process the 
multimedia data. Typical filters include source filter (reading the source), transform 
filter (such as decoding, transforming) and rendering filter (such as media player). 
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Our architecture matches this quite well, for example, video stream component maps 
to source filter, video analyzer and summary component maps to transform filter, 
video summary grid/player maps to rendering filter. So future extensions to integrate 
with the DirectShow architecture could be accomplished with less effort. 

3. Components 

3.1 Video Stream Component 

The video stream component is tightly coupled with Intel Media Processing Library 
to provide the decoding service of MPEG1 and MPEG2 video. It provides decoding 
functions to all the other components.  

From the above requirement description, we are required to provide abstractions for 
the video source. The video stream component is expected to read more than one kind 
of video source, such as local MPEG video, streaming video and broadcast video. As 
we investigated, we learned that different video sources have behaviors in common. 
All of them need to provide a way to notify the decoder to decode. However 
streaming video, real-time and rate control are the most important. The behavior of 
each video source is not trivial. So the abstraction of MPEG1/2 video source defines 
the crisp boundaries between the video source and the MPEG decoder. This division 
makes the design extensible to new video sources in the future. It reads the video 
source (reading ahead) and notifies decoder to decode. It’s a kind of push model.  

To consider the circumstance when the video source is real-time broadcast video, 
we need two components to process the video synchronously, one component to 
analyze the video and the other to play it. Instantiating two copies of this component 
is expensive. So we create the video stream sub-component. One or more video 
stream objects may exist in system and work synchronized to stream the video/audio 
frames downward. The role of video stream is to decode the video source and push 
the decompressed video/audio frame to the other components. We put the decoder in 
the video stream sub-component mainly because different users of the same video 
source have different decoding requirements. For example, the analyzer may only 
need the reduced-coefficient decoding while the player may need full decompression.  

To support third party decoders in the future (for example, some decoders feature 
powerful error correction), it’s helpful to provide an adaptation layer above all the 
decoders. So we use the abstract base class with the interfaces clearly defined for 
other decoders to use as an interface with. Our decoder is a derived class and provides 
all the detail implementations. Future extensions to third party decoder can be easily 
achieved.  

Stream manager sub-component is relatively complex. It controls how, when and 
what to be delivered to other components. Below are two important design 
considerations for stream manager:  
− Provide video/audio synchronization and real-time support. The advantage of 

putting them in stream manager is that it defines clear boundaries, and also 
encapsulates all decoder-related details. Synchronization is achieved by comparing 
timestamps attached to audio and video frames. To provide real-time support, we 
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baseline the video present timestamp with a real-time clock, and if it’s too slow we 
ask decoder to skip frames. To support non-real-time requirements, such as 
analyzer, stream manager can also deliver video/audio frames in maximized speed. 

− Notification management. Notifications could be classified into two groups, one set 
comes from decoder (such as new video frame) and the other set comes from 
stream manager (such as state change). Because all the users are connected through 
the video stream, we propagate all the notifications through video stream sub-
component. We therefore assume that direct users of this component are 
responsible to route notifications to their users. So this design enables all users, 
either direct or indirect, to receive the notifications. 
So the internal architecture involves three major sub-components. Figure2 shows 

the internal architecture of this component. 

3.2 Video Analyzer Component 

The video analyzer component contains the shot detection algorithms (hard cut, 
fade in/out, dissolve) and is activated to work whenever an audio frame or video 
frame is decompressed. For details of these algorithms, please refer to reference 
[1][2][3]. We design the algorithms in object-oriented method, and make them work 
within our architecture. The video analyzer component contains mainly two modules, 
frame buffer and algorithm.  

Providing abstractions for audio and video frame buffers encapsulates all the details 
of image operation. The above algorithm only needs the video frames buffer. The size 
of buffer is determined by the maximum value required by the algorithms to work 
properly. Intel Image Processing Library (IPL) is used for image operation for its 
optimized high performance on Intel CPU family. 

The algorithm module contains three algorithm objects: hard cut, fade in/out and 
dissolve detection algorithm. We found these objects to have features, or behaviors in 
common. First, all the algorithms need to read data from frame buffer. Second, all the 
algorithms are segment detection algorithms. Third, all the algorithms need to send 
out events if their event of interest is detected.  So we create an abstract base class 
that defines all these common behaviors, and from which all algorithms are derived. 
The derived class provides the actual detection algorithm and specifies which kind of 
event to fire. The video summary component receives these events to construct shot 
sequences. All algorithms are linked in a list and will be triggered in turn. To meet 
different requirements of performance and application, each algorithm could be 
disabled or enabled at run time. We can envision extending the system to support new 
segment detection algorithms, such as pan detection, etc. can be easily achieved. 

3.3 Video Summary Component 

We designed the video summary component as a medium component that processes 
the analyzer events, constructs different views, and notifies grid and player 
components to render them. Summary also provides persistent archive for the 
analyzed results. The design considerations mainly involve: multiple shot sequences, 
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advise list, reference counting and persistence. Before we describe them, we would 
first go through two intuitive definitions: 

− A Shot is a collection of consecutive video frames. Shots can be generated by the 
video analyzer in which case each shot is a sequence of frames that were shot 
contiguously in time by a single camera position, of a single subject. Shots have 
three kinds: transition (such as fade in/out, dissolve), non-transition and edited (not 
created by analyzer). 

− A Shot sequence is an ordered list of shots, which can be represented as a 
sequence of still images (representative frames). The shots can be accessed directly 
and are played in a pre-determined order. 

Video summary abstraction provides the interface, which lets user treat video from 
a different viewpoint. The most important is the multiple shot sequence support. 
Multiple shot sequences provide different views of a video. For different users, they 
probably hope to customize it according to their different experiences. Multiple shot 
sequences just provide such kind of support. At the very beginning, a raw shot 
sequence is created as the result of processing analyzer detection events. The 
sequence serves as the start point for future customization. Operations on raw shot 
sequence, such as cut, copy, paste, create a new one, etc. Multiple shot sequences 
could also be used for a hierarchical video summary. We could hope video summary 
to be analogous to table contents, then a shot sequence is a table of contents entry, and 
the shot is the page. At that time, video can be treated exactly as a well-organized 
document. 

Event management and memory management are also two key points that 
especially need to be considered here. The video summary component may have more 
than one user at the same time, such as video grid, summary player or user 
application. So reference counting and an advice list are helpful for memory 
management and for event firing.  

Video summary also loads or saves its state to persistent storage in a binary format, 
called summary file. The advantage of binary format is it’s easy and efficient to parse 
and can’t be accidentally changed. Next time, user can load the summary file and 
enjoy what’s he created last time. Future extension to plain text (such as XML 
presentation) to open the interface and will provide more flexibility without impacting 
other components.  

Easily porting components while keep it easy to use in Microsoft platform also 
needs consideration. Instead of using COM wizard to glue everything together, video 
Summary is implemented independently and wrapped with a COM wrapper outside. 
So in Microsoft environment, it’s a COM component and can be easily worked with 
Visual C++, Visual Basic, etc. As you can see from here, video summary, video 
analyzer and video stream constitutes the basic workable unit and can all be ported to 
other platform easily. 

3.4 Video Summary Player Component (VSPlayer) 

The video summary player component plays the video according to the selected 
shot sequence in video summary. It’s designed as an ActiveX control so it can be 
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easily integrated into a Microsoft environment. VSPlayer implements the methods of 
a general MPEG player. But it also provides more elegant controls over the video 
playing. It plays the video according to the view (shot sequence) customized by user. 
User can easily navigate among the shots in a sequence by skipping forward or 
backward to next shot, selecting a particular shot to play, set the shot number range, 
skipping frame by frame, play in loop etc.  

3.5 Video Summary Grid Component (VSGrid) 

We designed a VSGrid component in order to have a static graphic view for video 
summary. It displays the representative frame of each shot, which is defined as the 
frame in the middle. For the same reason as VSPlayer, it is designed as a full ActiveX 
control. VSGrid component provides the user-friendly GUI to customize your view of 
a video. Cut, copy, paste, drag and drop, merge and split operations based on video 
summary interfaces, and performed through context menu. They are frame based to 
provide accuracy editing capability.  The following is a screen shot of VSGrid. 

It’s important here to balance the performance and interactivity. It’s our assumption 
that a user would be able to select an already detected shot in VSGrid and start to 
playback even though video analysis is not completed. We would use VSPlayer for 
the playback, but we also need to decide how and when to decode the representative 
frames. We have lots choices, and we selected the following as our final decision: 
open anther stream manager expressly for retrieving representative frames. This 
method is easy, clean and interactive, but it is inefficient and could have a long 
startup-time, use of more memory and CPU initialization. We selected the method, 
because the initialization of stream manager is only once and actually not too 
CPU/memory intensive. 

Fig. 2. Screen shot of VSGrid control. 

4. Performance 

The accuracy of hard cut detection is above 99%. The accuracy of fade in/out 
detection is near 95%. The following list shows the performances of our SDK with 
hard cut and fade in/out algorithms enabled. The data is based on Intel PIII 600 MHz 
CPU and Microsoft Window98. For 657M (01h-04min-57sec) MPEG1 file in local 
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HD, it needs 02min-12sec to detect hard cut and fade in/out. For 657M (01h-04min-
57sec) MPEG1 file in local CDROM, it needs 7min-05sec to detect hard cut and fade 
in/out. We can see here that storage media is the bottleneck, so we suggest analyzing 
video from hard disk. Upgrading your hard disk to SCSI will also help performance.  

5. Summary and Future Work 

In this paper, we have reported our experiences in developing a video analyzer 
SDK product for PC platforms. We showed how we followed a rigorous software 
engineering process and devised an SDK that forms a solid and extensible foundation 
for many potential video application products. The SDK has been released to several 
multimedia application vendors to be included in their commercial products. 

In addition to working with ISVs to roll out more products based on the SDK, we 
are working toward expanding the tool kit on three fronts. First, we will support more 
elaborate shot detection techniques as well as content-based analysis algorithms. 
Examples of algorithms we are currently pursuing include audio analysis, 
color/texture analysis, scene detection, text extraction, etc. Audio analysis could be 
used to detect the commercials in a video. Scene detection is based on shots and links 
the shots by semantics. Text extraction could be useful especially if the video contains 
captions, such as MTV. The combined capability will enable more elegant and 
effective navigation across a long video.  

Second, we are extending video streaming capability to enable efficient video 
contents consumption over the Internet. The random video access advantage provided 
by our SDK coupled with streaming will provide rich interactive experience and 
conserve precious bandwidth. Furthermore, by combining transcoding technology, 
video clips processed through our SDK could be conveniently accessed by all kinds of 
embedded devices.  

Third, we are combining our SDK with speech recognition, text to speech, and 
natural language processing technologies to form an intelligent multimedia foundation 
to enable a richer class of applications. Remote education and interactive multimedia 
training are a few among many possible application areas for this technology.  
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ABSTRACT 
For efficently caching mixed-media, this paper discusses several network-adaptive cache 
management schemes. Considering the characteristics of different types of media, we first proposed 
a multi-level page-size management scheme. Then, a media-characteristic-weighted replacement 
policy is presented to improve the hit ratio of mixed media including continuous and non-continuous 
media. Lastly, a network-condition- and media-quality-adaptive resource management mechanism is 
described to dynamically re-allocate cache resource for different types of media according to their 
request patterns. Simulation results demonstrate effectiveness of our propsoed approaches. 

I. INTRODUCTION 
With the popularity of the World Wide Web, web proxy caching has become a useful approach 

for it can alleviate network congestion and reduce latency through distributing network load. 
Traditional proxy servers were designed to serve web requests for non-continuous media, such as 
textual and image objects [I]. With the increasing advent of video and audio streaming applications, 
continuous-media caching has been studied in 12, 31. Most recently, there has been interest in 
caching both continuous and non-continuous media [4]. 

Replacement policy is one of the key components in the proxy design. The existing caching 
replacement policies for Web data can be roughly categorized as recency-based and frequency-based. 
Recency-based algorithms, e.g., LRU (Least Recently Used) [5], exploit the locality of reference 
inherently in the programs. While frequency-based algorithms, e.g., LFU (Least Frequently Used) 
[6], are suited for skewed access patterns in which a large fraction of the accesses goes to a 
disproportionately small set of hot objects. To balance frequency- and recency-based algorithms, 
several improved algorithms named LRU-k and LRFU are proposed in [7]. 

For most of the data accessed on the web today, which contain text and static images, the above 
algorithms seem adequate. As streaming of continuous media data becomes popular, different media 
characteristics and access patterns need to be considered. To the best of our knowledge, to date 
fewer works have clearly addressed how to efficiently cache mixed media, especially for multimedia 
streaming applications. In [5], a cache replacement algorithm for mixed media according to media's 
bandwidth and space requirement is proposed. However, the bandwidth resource considered therein 
is the fixed bandwidth of the disk, rather than the varying network-bandwidth from client to proxy 
and from proxy to server. 

Considering the heterogeneous network conditions and characteristics of mixed media, we 
proposed an end-to-end caching architecture for multimedia streaming over the Internet [8]. This 
paper addresses cache-management issue and proposes several network-adaptive cache management 
approaches. First, a multi-level page-size management scheme is introduced to satisfy the different 
size requirement of mixed media. Secondly, a media-characteristic-weighted replacement policy is 
proposed to improve the hit ratio of mixed media. Lastly, a network-condition- and media-quality- 
adaptive resource management mechanism is presented to dynamically re-allocate cache resource for 
mixed media according to their request patterns. 
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11. CACHE RESOURCE MANAGEMENT 
Figure 1 illustrates architecture of our network-adaptive caching for mixed media. The cache 

resource allocation module periodically re-allocates the current resource according to the media 
characteristics, the access frequencies of different types of media, and the varying network 
conditions of client-proxy and proxy-server. In this section, we address several issues of cache 
resource management such as page size management, cache replacement policy, and cache resource 
re-allocation by considering the media characteristics and network conditions. 

Proxy 
Bandwidth Bandwidth 

Monitor 
Network Resourn 

Figure 1. The diagram of our proposed network-adaptive caching scheme for mixed media. 

2.1 Multiple-level Page-size Management Scheme 
It is known that different types of media have different sizes. For example, text object may have 

the smallest size, image object may have medium size, audio object may have medium high size, and 
video object may have the largest size. For video object, each frame (e.g., I, B, and P) also has 
different sizes. In the case of multi-layer scalable video, it assumes that base layer has the smallest 
size, and the sizes of enhancement layers are increased gradually. As we know, the traditional proxy 
server supports fixed page size. It, however, may not be suited for mixed media caching. If the page 
size is large, it is not good for caching text object since the resource is wasted. On the other hand, if 
the page size is small, video object may have a large index. Considering the variable bit rate (VBR) 
nature of the continuous media, one may naturally consider to assign unequal page sizes to each 
different frame. However, it may be complex and difficult in terms of the cache management. 

Considering both the complexity and efficiency of page management, we propose a multiple 
level page size management scheme, which adopts different page sizes for different types of media. 
To be specific, for the same type of media, the page size is fixed. For instance, we may have the 
following page size relation, S1< S2<S3<S4< S5<S6, where S1 is for text, S2 is for image, S3 is for 
audio, S4 is for video B frame, S5 is for video P frame, and S6 is for video I frame. In the cache we 
store the objects of the same level together, as shown in Figure 2. Our proposed scheme works as 
follows. We first divide psychical cache into several parts. Each part stores a specified type of media 
and the page size of each part is equal. However, different parts have different page sizes. 
Specifically, the two adjacent parts have different page sizes, and the latter one is multiple of the 
former one. The space each type of media occupies is variable and adaptively changes according to 
the hitlmiss ratio. After the specific period of time, we enlarge the space of the media with high hit- 
ratio and decrease the one with high rniss-ratio. The details will be discussed later. 

Figure 2. A multiple-level page size management scheme. 
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2.2 Media-characteristic-weighted Cache Replacement Policy 
In general, a proxy server has a fixed amount of storage. When the storage fills up, the proxy 

must choose one or more media objects based on a certain caching replacement policy. The goal of 
the replacement policy is to make the best use of available resources, including disk and memory 
space as well as network bandwidth. To achieve this goal, the cache replacement policy should be 
able to accurately predict future popularity of objects and determine how to use its limited space in 
the most advantageous way. 

Media characteristics could significantly affect the performance of the caching replacement 
algorithm. Specifically, first, different types of media have different request patterns. For continuous 
media, it has tendency to be sequentially accessed; in the meanwhile, there exists certain reference 
relation among media objects (e.g., the P and B frames in a video sequence highly depends on the I 
frame). As for non-continuous media objects, they are usually randomly and independently accessed. 
Secondly, different types of media have different quality impacts, e.g., audio object may have higher 
quality impact than that of video object. Thirdly, different types of media have different sizes. 
Taking network bandwidth, storage space, and media characteristic into consideration, we propose a 
media-characteristic-weighted replacement policy (MCW-n) for mixed media caching. 

In our scheme, each object in the cache has a weight as a measure for replacement. When a new 
object comes in, if there is no free space in the cache, the proxy flushes out the object with the 
lowest weight. As discussed above, the value of the caching gain not only depends on the estimation 
of the time-to-reaccess (TTR) or the access probability of the object, but also depends on the 
importance of the object. Therefore, the weight function is defined as follows: 

W = Pr iority x ( f l  x Tendency + (1 - P )  x Frequency ) , (1) 
where Priority represents the importance of an object. The proxy can assign different priorities to 
different types of objects. The priority assignment may depend on different applications. Tendency 
indicates the impact of the current request on the following requests according to the continual 
characteristic of the media. Frequency represents the popularity of the object to be accessed. P i s  the 
control parameter balancing the impact between Tendency and Frequency. 

Tendency shows the probability of the following requests' hitness. For text and images, we may 
use data mining rule to calculate probability of the following requests' hitness. As for the continuous 
media such as audio and video, Tendency essentially represents continuity of the continuous media 
in the time scale. Because the continuous media is usually highly correlated, one can infer the future 
events from the past ones. Upon receiving a request of the video or audio object in the proxy, the 
weights of objects residing within the pre-determined window are enhanced according to the weight 
calculation function. There are several approaches for calculating Tendency of a certain media. One 
way is to use a mathematical distribution such as Gaussian distribution to represent Tendency. 

We can use the method proposed in [9] to calculate Frequency, which is described as follows. 
Frequency = 1 1 MTTR , (2) 

where MTTR (mean time-to-re-access) is measured as the weighted sum of the inter-arrival times 
between the previous accesses. Denote the access times of the last n accesses as t, t,,.l, ..., to, where ti 
is the time of the last irh access. Let the weighting function, w(i), satisfy 

w ( i ) = a x w ( i - 1 ) , a ~ l a n d w ( O ) = l - ~ .  (3) 
Then we have 

MTTR = Cia (ti - ti-1) x w(i) . (4) 
Thus, for a given time to, M U R ( ~ ~ )  = (1 - a)(to - t l )  + a x  M T T R ( ~ *  ) . Note that the averaging factor a 
can be tuned to a bias for or against recently. 

In summary, our proposed caching replacement policy (MCW-n) has the following 
characteristics: 
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It can store the media objects hierarchically based on their priorities. For example, enhancement 
layer alone is not useful if the base layer or the lower layers are missed. Our algorithms ensure 
that we drive out the higher layers (less important layers) first by setting their priorities. 

8 Since tendency, frequency and priority are used to determine the weight of each object, we can 
increase the hit ratio for continuous media and non-continuous media simultaneously. 
It supports VCR functions of video. To be specific, I frame has higher priority and thus has 
higher weight. When a VCR function (e.g., forward) is triggered, though the media of that part 
is not fully in the cache, we can still send back some related I frame. In the case of scalable 
video, lower layer has higher priority, thus it has lower probability to be driven out. 

2.3 Network-condition- and Media-quality-adaptive Resource Re-allocation Scheme 
As discussed above, we adopted the multiple-level page size management approach for caching 

mixed media. We divide the physical cache into several parts. Each part stores a specified type of 
media with fixed page size. Moreover, two adjacent media have different page sizes, one is multiple 
of the other. Based on media characteristics, different types of media need to occupy different cache 
resource. That is, larger resource is usually allocated to continuous media, such as video and audio, 
than non-continuous media such as text and image. Note that in our scheme cache is not divided 
based on a fixed proportion. In addition, with the varying network conditions and media request 
patterns in mind, we periodically re-allocate the cache resource to dynamically match the present 
condition. 

To efficiently re-allocate the cache resource, several issues are addressed in our scheme. First, 
we take the priorities of different media into account. For example, text's priority is usually very 
high. As a result, text will be replaced last. In the case of scalable media such as video, the priority of 
base layer should be set higher than that of enhancement layers so that relatively more objects of 
base layer can be kept in the cache. Secondly, the size that each media currently occupies is 
considered. Thirdly, the miss ratio, which shows how often the cache cannot meet client requests, is 
con sidered. 

Ideally, the optimal solution can be achieved by establishing the relation between miss-ratio 
gain and cache resource requirement for each type of media. For the sake of simplicity, here we 
present a simple criterion for resource re-allocation. Let Si represent the size that the media i 
currently occupies, Pi denote the priority of the media i, and MR, represent miss ratio for the irh 
media. Then, the re-allocation demand D, for the irh media can be calculated as: 

The re-allocation demand for each type of media, Di , is calculated and sorted as DI ' < Dz' ... c Dm'. 
The threshold value 6 is introduced to determine whether it is necessary to re-allocate cache 
resource among different types of media. If Dm'- Dl'<& then all the media are in a similar condition 
and no cache resource should be moved. This can reduce the possibility of thrashing. 

Suppose video media has the highest re-allocation demand and text media has the lowest re- 
allocation demand. The number of pages the text media occupies should be reduced and the number 
of pages the video object occupies should be increased accordingly. Even if the pages that are 
required to move are not adjacent, proxy can move page pointer, as illustrated in Figure 3, using the 
scheme described as follows. 

Figure 3. Caching resource re-allocation. 
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I f  Dm '-Dl ' 2  k x 6 for k > 1, Then, re-allocate some resource from media m to media 1. More 

pages are moved from media m to media 1. Repeat the above procedure until Dm+ '-Di+l 'I 6. 
Since the page size of media m may differ greatly from the one of media 1, 

,/pagesize. x PageSize, is calculated as the average page size from media m to media 1. In addition, 

we should move m times the predefined moving page number if the difference of NmJ- Nl ' is k times 
S . Furthermore, we want to re-allocate the cache resource as multiple of largest page size in the 
cache, Max,,,,i,, so that it is easy to re-allocate the cache resource and no fragment in the cache 
occurs. Note that because the two media have different page sizes and the current one is multiple of 
the precious one, page movement can be achieved by just moving the pointer of the previous one's 
end and that of the current one's begin. 

111. SIMULATION RESULTS 
The purpose of our simulation is to demonstrate the effectiveness of our media-characteristic- 

weighted replacement policy, MCW-2, and our dynamic cache resource re-allocation scheme. 
Client requests follow Zipf distribution with the ONIOFF behavior in our simulation [7]. The 

following Pareto probability distribution is adopted to model ONIOFF behavior: 

where a = 0.328 and b = 1.47. 
Table 1 depicts the distribution pattern of client requests among different media shown in [lo]. 

We use the average distribution of those data to generate requests in our simulation. 

The generated requests under different distributions for different types of media are shown in 
Figure 4. Note that we do give large variation to the requests of continuous media, but because the 
number of requests for continuous media is rather small compared to that of other media, it can't be 
shown proportionally in this figure. In fact, even a very small variation in continuous-media requests 
will affect the caching performance greatly, because the huge amount of data needs to be transferred 
for one request. 

A layered scalable codec, PFGS [ll], is used as video object. PFGS encodes input video into 
two layers: one is the base layer (BL) that carries the most important information; the other is the 
enhancement layer (EL) that carries less important information. Different priorities are assigned for 
BL and EL. 
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We conducted simulations under different kinds of network conditions. The bandwidth between 
clients and proxy varies from 100kbts to 1100kb/s, and varies from 800kbts to 3000kbts between 
proxy and server. 

1 3 5 7 9 
Time Period (T) 

Figure 4. The variation of requests from different types of media. 

A. Pei-$ormance of replacement policy 
This simulation is to demonstrate effectiveness of our media-characteristic-weighted 

replacement policy, MCW-2. The MCW-2 algorithm is compared with the recency-based 
replacement policy using LRU-2. The total caching size varies from 3M to 21M (Bytes). 

Figure 5. Comparison of MCW-2 and LRU-2 for all types of media. 
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Figure 5 shows comparison results of hit ratio for mixed media using MCW-2 and LRU-2. It 
can be seen that MCW-2 outperforms LRU-2 for all types of media. Having considered the tendency 
and priority of continuous media in MCW-2, the hit ratio of continuous media, especially for the 
base layer of the media, is significantly higher than the one obtained by LRU-2. 
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Figure 6.  Performance of parameter in the weight function under different conditions. 
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Next. we analyze the cache performance under different B values in the weighting function. If 
parameter B is 0, we use the tendency as the only criterion for weight. If the parameter B is set to 1. 
the frequency is used as the only criterion for weight. Figure 6 shows the performance of hit ratio in 
the weight function under different situations. It can be seen from Figure 6 that combining the 
frequency and tendency can outperform either one alone. 

If the bandwidth from proxy to server is low. the highest hit mtio occurs when is relatively 
large. Because under such a condition. the probability of being pre-fetched is relatively low. To 
combat this. one intends to increase the Tendency impact on weight calculation. which can be 
achieved by choosing a largerp. Vice verse in the high bandwidth case. 

B. Performance of dynamic cache resource re-allocation 
This simulation is to show the performance of our dynamic cache resource rc-allocation scheme. 

Note that in this experiment. to reduce the influence of prc-fetch and to show the effectiveness of 
dynamic resource re-allocation alone. the hit ratio of continues media we studied here is the one 
without using pre-fetching. In the simulation, we assign different importance levels for different 
types of media More specifically. we assume the priorities of text image, audio and video are 
mked  in the listed order. 

Figure 7 shows the hit-ratio comparisons with and without cache resource re-allocation scheme. 
As shown in Figure 7, with the dynamic resource re-allocation, better performance can be achieved. 
We obtain higher hit ratios for those four types of media since we take the request patterns into 
account. Notc that the hit-ratio's increment of important media is higher than those of unimportant 
ones. In real applications, these priorities can be set by users or the cache manager. 

60 

so Original apponch - 
E I n 1  W i t h  dynamic resouce allocation 

Figure 7. Performance of cache resource re-allocation scheme. 

IV. CONCLUSION 
This paper addresses how to cache mixed media in a proxy server for multimedia streaming 

over the Internet. The main contributions of this paper are summarized as follows. 
The client-proxy and proxy-server bandwidth monitors that dynamically estimate the available 
network bandwidth from client to proxy and from proxy to server. 
A replacement policy considering the characteristics of different types of media and different 
request patterns; 
A networkcondition- and mediaquality-adaptive resource management mechanism to 
dynamically allocate cache resource among different types of media 
Simulations using mixed media with multiple priorities and different request patterns 

demonstrated that our proposed caching scheme adapts fairly well to network bandwidth variations 
and high hit ratio is achieved using our caching scheme. 
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Robust Scalable Image Transmission over Wireless 
 Fading Channel*

GuiJin Wang, and Xinggang Lin 
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Abstract. With the emerging of the third generation (3G) wireless technology, 
image over wireless has been received much attention recently. In this paper, 
we present a framework for scalable image over wireless fading channel, com-
bining the UEP with FEC, hybrid ARQ and error resilience. Rate-Distortion 
based scheme is presented to allocate bits between the source coding and the 
channel coding. Simulation results show that our scheme can achieve 
rather good reconstructed image with shorter delay under different 
channel conditions. Furthermore, the energy consumed at the receiver, 
can also be reduced.

1   Introduction 

With the emerging of the third generation (3G) wireless technology, wireless im-
age/video transmission has been received much attention recently. However, this is a 
very challenging task due to the inherent unreliability of the wireless channel, which
suffers from fading or shadowing effects. To cope with errors in the wireless channel,
there are two approaches: error resilient techniques and error control techniques. Error
resilient techniques at the source coding level can detect and locate errors, support
resynchronization, and prevent the loss of entire information [1]. With the aids of 
error resilient tools, like Data Partition (DP), Resynchronize Mark (RM), and etc.,
acceptable video/image quality can be obtained at error rate of 10-5 or lower [2]. But
sometimes BER in the wireless channel can be high as much as 10-2[3], which results
in severely bad reconstructed quality only with error resilient tools. Thus error control 
techniques such as Forward Error Correction (FEC) and Automatic Repeat reQuest 
(ARQ) are necessary to ensure robust image/video transmission. FEC transmits the
original data with some redundant ones, called parities, to allow reconstruction of 
corrupted data at the receiver. But varying channel conditions limit its effective use,
since a bad design may lead to a large amount of overhead. ARQ has been shown to
be more effective than FEC [4]. But as each incremental transmission requires a feed-
back and hence a decoding process, additional delay and computation are introduced

*This work was partially supported by National Science Foundation of China under Grant No.
60072009 and was done in Tsinghua-PacketVideo Multimedia United Laboratory 

H.-Y. Shum, M. Liao, and S.-F. Chang (Eds.): PCM 2001, LNCS 2195, pp. 693–699, 2001.
c© Springer-Verlag Berlin Heidelberg 2001
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at the receiver, which are critical for the service on hand-held units where power is at 
a premium. 

Scalable image coding is of great interest recently because it is capable of coping
with variability of bandwidth gracefully. Furthermore, scalable stream representation
naturally fits unequal error protection (UEP), which can effectively combat transmis-
sion errors induced by the wireless network. Joint work on scalable coding with error
protection for image transmission over wireless channel has been studied recently 
[5,6]. Fixed Unequal Error Protection (UEP) and Error Resilient Entropy Code
(EREC) are adopted in [5]. However, how to determine the error protection rate is not 
addressed in [5]. In [6], Chanade allocated the transmission budget between the sour-
ce coding rate and channel coding rate by maximizing the correctly received bits at the
receiver, which cannot reflect different priority nature of the multimedia stream. Ad-
ditionally, it is assumed that the source can get the feedback instantly, which may be
not true for the practical transmission. 

In this work, we propose a framework to deliver JPEG-2000 images over the wire-
less fading channel, combining the UEP with FEC, hybrid ARQ and error resilience.
More specifically, based on the channel conditions, error control is adopted to ensure
high quality image transmission. Meanwhile Rate-distortion based scheme is pre-
sented to allocate bits between the source coding and the channel coding.

The rest of this paper is organized as follows. The framework for scalable image
over wireless is described in Section 2. Section 3 presents our error control strategies,
where the rate-distortion based bits allocation is also proposed. Simulation results are
given in section 4. Finally, Section 5 gives the concluding remarks.

2   System Description 

2.1   The end-to-end architecture of the scalable image over wireless  

In this work, we use JPEG-2000 as an example for demonstration of our scheme.
Figure 1 depicts our proposed end-to-end architecture. On the sender side, JPEG-2000
encodes raw image data into embedded stream with quality scalability. According to 
channel conditions and the media characteristics, each priority layer of JPEG-2000 is 
packetized and UEP is applied. On the receiver side, the channel decoder reconstructs 
packets through channel decoding. If any residual error exists, receiver sends a request
to the sender for retransmission of the corrupted packet. Meanwhile, some related
channel parameters, such as bit error rate and the transmission delay, are collected in 
the Channel Monitor module and fed back to the sender. Upon receiving these feed-
backs, Channel Estimation Module in the sender estimates the channel conditions.
Under the constraint of the available bandwidth, the Bit Allocation module on the
sender side allocates the bits budget between the source coding and the channel cod-
ing. 
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Figure 1. Architecture of the scalable image over wireless

2.2   Scalable Image Coding 

JPEG-2000 is an emerging wavelet-based image-coding standard. The error resil-
ient tools introduced in the JPEG-2000 VM consist of hierarchical resynchronization
combined with data partitioning and error detection. The resynchronization approach
adopted is a source packet approach. The hierarchical structure of the source packets
follows the hierarchical structure of the data introduced by the wavelet-based bit-plane
entropy coder [1]. Each source packet consists of a header followed by the payload
data. The source packet header has the highest priority, including control information
such as the length in bytes of all the bit-stream segments contained in the source pack-
et as well as information regarding from which blocks and which bit-plane they come
from. The payload part consists of bit-stream segments from individual blocks. Since
each block is encoded independently, the bit error from one block will not propagate
to the next block. With the header control information, we can rearrange the bit-
stream properly in the receiver. This property significantly improves the error robust-
ness of the JPEG-2000 bit-stream. 

2.3 Channel Model

Feedback information from several layers can be used to estimate and model the
wireless channel. Channel BER, fading depth, and mobility speed can be fed back by
the physical layer. Error type and transmission delay can be fed back by the data link
layer. Based on these feedback information, a proper model is adopted to accurately 
estimate the channel conditions. 
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It has shown that two-state Markov model can approximate the wireless fading 
channel accurately [7]. Let B and G denote bad channel state (where the bit error
probability is Pe(B)) and good channel state (where the bit error probability is Pe(G)),
respectively. Then the channel properties, such as error rate and fading depth, can be
characterized by the transition probability matrix 

=
GGGB

BGBB

PP

PP
P .                                                 (1)

The steady-state probability that the channel is in the bad state is then given by
)/( GBBGGB PPP +=ε , and the average bit error rate is )()1()( GPBPBER ee εε −+= .

The details of how to determine the parameters from the feedback information can be
referred to [7]. 

3   Hybrid FEC and ARQ 

It can be observed that under a given channel condition, the additional FEC in-
creases the error robustness, but on the other hand reduces the available rate for sour-
ce coding. Thus there is a trade-off between source rate and FEC rate. Furthermore,
considering the hand-held receiver becomes increasingly common and popular, the
energy of the receiver should be consumed as small as possible. It is known that
excessive retransmission and acknowledgements will consume additional energy, 
because the transmission of these extra messages increases the energy consumption of 
the wireless network interface device [8]. Therefore, we argue that the objective dur-
ing image transmission is to obtain higher quality reconstructed image with shorter
delay and less energy consumed in the hand-held device. 

Now let us describe our error control strategies. To ensure high quality image
transmission, we present the rate-distortion based bits allocation scheme for the first
transmission. Let R, RS, and RFEC denote the available rate, JPEG-2000 source rate,
and FEC rate, respectively. Then the problem becomes to allocate the available bit
rate such that the optimal RS, and RFEC are respectively achieved by minimizing the
end-to-end expected distortion under the constraint RRR FECS ≤+ .

It is known that the end-to-end distortion, D(R), is composed of the source distor-
tion, Ds, and the channel distortion, Dc. Assuming that Ds and Dc are uncorrelated, the
end-to-end distortion can be represented as  

)()()( FECcss RDRDRD += .                                              (2)

Source distortion is the sum of the residual quantization distortion in each code block. 
On the other hand, the channel distortion resulted from the transmission errors can be
formulated as follows: 

))()(()(
1

iPiDRD
R

i
eFECc ×=

=
,                                               (3)

where De(i) is the distortion due to the error at the ith position, and P(i) is the prob-
ability that ith byte is corrupted while the corresponding information is error-free. 

After the above discussion, the optimal FEC rate and source rate for each layer
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can be obtained through searching the possible rate. This can be formulated as fol-
lows:  

)]()([min FECcss
R

RDRD
s

+

s.t. RRR FECs ≤+ .                                                               (4) 

Next, the ARQ strategy is presented. On the receiver side, if residual errors exist 
in the packet after channel decoding, the receiver will require the sender for the re-
transmission. In our scheme, to reduce the amount of the retransmission data, only the 
higher protection part of the corrupted packet is sent. Suppose NRT is the retransmis-
sion times, the expected bits budget consumed by one packet can be calculated as 
follows: 

∏
=

−

=
××+=

RTN

n
correct

n

m
corruptpackettotal nLnPmPLR

1

1

1

)()())(( ,                       (4) 

where Lpacket is the length of the packet, Pcorrupt(m) and Pcorrect(m) are the corrupt prob-
ability and correct probability at the mth retransmission respectively, and L(n) is the 
bits delivered at the mth retransmission. 

4   Simulation Results 

For simulations, we chose one gray-scale test image, hotel, with dimensions 
720 × 576, from the set of JPEG-2000 test images [9] as original image. Reed-
Solomon (RS) codes [10] were used for error protection of each layer. RS codes are a 
well-known class of block codes with good error-correction properties, especially for 
burst errors. An RS code is denoted as RS (n, k),�where k�is the length of source sym-
bols and n-k is the length of protection symbols. 

We conducted simulations under wireless fading channels with the average BER 
from 10-3 to 10-2 and the average burst length is 16 bits. We tested three schemes in 
this section: (1) pure ARQ scheme, that is, for the source packet header, strong RS 
code (255,123) is applied; while for the payload, if the error exists in the packet, the 
corrupted packet is retransmitted. This is similar to the TCP, or ATM directly used in 
the wireless environment.  (2) Equal Error Protection (EEP), 4% overhead for each 
quality layer. This scheme is similar to that in [6], where each layer is assumed to be 
equally important. The protection degree is the average of our scheme at BER 

3105 −× . (3) Our error control scheme. The following results are all obtained by aver-
aging over 30 Monte Carlo simulations. 

Figure 2 shows the results of average PSNR under different BER with the total 
bits budget 200kbit with no retransmission. The experimental results demonstrate that 
our scheme is much better than the compared schemes under different BER, the higher 
BER, the more gain our scheme obtained. We can make several conclusions: (1) the 
error resilient techniques within the source coding cannot guarantee the high quality of 
wireless image. (2) Comparing the performance between the EEP and our scheme, the 
priority of the data has the much influence to the reconstructed quality. 
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Figure 2. Average PSNR under different BER. 
Table 1 tabulates the average PSNR for the image hotel over wireless channel

with BER 5x10-3, where the retransmission times allowed is from 1 to 4. It can be
observed that our scheme can reach the steady performance through 1 retransmission, 
although the reconstructed image without retransmission are very good. While for the
compared scheme, the accepted quality cannot be got until 3 or 4 retransmissions,
which prolongs the image service time and may consume more energy at the receiver.
Additionally, the compared scheme needs more bits budget to obtain the same quality 
of our scheme, which aggravates the limit wireless resources. 

Table 1. PSNR of image hotel over wireless with BER 5x10-3

Retransmis-
sion times 

0 1 2 3 4 

Pure ARQ 16.67 23.19 25.94 28.32 30.23
Our Scheme 31.20 31.37 31.37 31.37 31.37

5   Conclusions 

In this work, we presented a framework to deliver JPEG-2000 over the wireless fading
channel, combining the UEP with FEC, hybrid ARQ and error resilience. More spe-
cifically, after the channel conditions are estimated based on feedback information, 
error control is adopted to ensure high quality image transmission. Rate-distortion
based scheme is proposed to allocate bits between the source coding and the channel
coding. Several conclusions can be drawn by observing simulation results. First, the
error resilient techniques are not sufficient to ensure high quality image transmission.
Secondly, the priority of the data has much influence on the reconstructed quality. 
Thirdly, our approach can maintain high image quality under different BER from 10-3

to 10-2. Fourthly, our scheme can reach very good performance with at most 1 re-
transmission is allowed, which shorten the multimedia service time and power can be
saved. 
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Abstract. We propose a dynamic regulation scheme which makes use 
of scheduler feedback information to reduce the mean delay of multimo- 
dia traffic. lkaditional methods do not consider the state of a scheduler 
and a cell will wait in the regulator even when the queue of the sched- 
uler is empty, resulting in a long delay of the involved cells. We use a 
dynamic scheme whose regulation function is modulated by both the 
tagged stream's characteristics and the state of the scheduler. As a re- 
sult, the mean delay of the traffic can be controlled. In particular, the 
mean delay can be greatly reduced in the case when the scheduler's 
queue is empty. Simulation results have shown that the mean delay of 
our dynamic scheme is less than that of other methods. 

Keywords: ATM networks, regulator, scheduler, probability mass function, 
mean delay. 

1 Introduction 

A major challenge in the design of multimedia networks is to be able to provide 
the quality of service (QoS) guarantees [I]. These guarantees are usually in the 
form of bound on end-to-end delay, bandwidth, delay jitter, cell lose rate, or 
a combination of these parameters. Regulation and scheduling are key factors 
for the fulfillment of QoS guarantees. Many regulation and scheduling schemes 
have been proposed, such as Packet by packet Generalized Processor Sharing 
(PGPS) [4], Rate Controlled Static Priority (RCSP) [7], Carry Over Round 
b b i n  (CORR) [5], Traffic Controlled Rate Monotonic (TCRM) [3], the two- 
class paradigm [6], and Dynamic Regulation and Scheduling (DRS) [2]. Some 
deadline service disciplines like PGPS have good performance, but it was argued 
because of its high complexity. Other simpler service disciplines like RCSP utilize 
a traffic regulator to control the source traffic rate, and then send these regulated 
traffic streams to a scheduler. RCSP uses a FCFS queue, the simplest one, for its 
scheduler. CORR uses a round-robin scheduler to achieve fairness. TCRM uses 
a rate-monotonic priority queue for its scheduler. DRS is basically a dynamic 
version of RCSP. 

H.-Y. Shum, M. Liao, and S.-F. Chang (Eds.): PCM 2001, LNCS 2195, pp. 700–707, 2001.
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An apparent drawback of the rate-based schedulers is that regulation and 
scheduling functions are separated. These schemes will waste bandwidth when 
they are used in conjunction with regulators. That is, cells may be queued in the 
buffers of the regulators even though the buffer of the scheduler is empty. This 
is very possible since the traffic streams can have a much higher arrival rate 
than the reserved rate of the corresponding regulator during a short interval 
of time. To overcome the drawback, the DRS scheme (21 proposed a dynamic 
scheme whose regulation function is modulated by both the tagged stream's 
characteristics and information capturing the state of the coexisting application 
as provided by the scheduler. However, this scheme focuses on the reduction of 
delay jitter. Although the mean delay is better than RCSP, it can be improved. 

We propose another scheme which dynamically adjust the behavior of the 
regulators based on the state information fed back from the scheduler. In addition 
to adopting the regulating policy used in DRS, the release of cells from the 
regulators is solicited when the scheduler is idle. In this way, the mean delay of 
multimedia traffic can be reduced. Simulation results have shown that the mean 
delay of our scheme is less than that of other methods. 

2 Our scheme 

The architecture of our scheme with N connections is shown in Figure 1. The 

Fig. 1. Architecture of our scheme 

traffic streams from sources will be regulated by regulators to control the instan- 
taneous rates. The eligibility time of the kth cell on connection i ,  ET', is defined 
to be 
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where AT: is the arrival time of the k-th cell on connection i and Ti  is the 
expected inter-departure time of two cells from regulator i. Each regulator con- 
trols its output such that the eligibility time of each cell is honored. Then all the 
regulated traffic streams from the regulators are sent to  a first-come-first-serve 
(FCFS) scheduler. 

The scheduler will feed back state information to the regulators. Normally, 
each regulator regulates its output according to the cell eligibility time shown in 
Eq.(l). As in DRS [2], a regulator will be asked to send a cell to the scheduler 
when the cumulative number of cells released from the other regulators to the 
scheduler following the last cell released from the regulator exceeds T-2. However, 
when the queue of the scheduler is empty, the scheduler will urge regulators to 
send cells as follows. First, the scheduler finds out the regulator whose queue is 
not empty and its next cell eligibility time is the smallest away from the present 
time. Let A T  be the difference between this eligibility time and the present time. 
The scheduler feeds back A T  to all the regulators. Each regulator then adjusts 
its next cell eligibility time by -AT. In this way, cells will come to the scheduler 
and the likelihood of the scheduler being idle will be decreased. Therefore, the 
mean delay of all connections will be reduced. 

We give a discussion on mathematical analysis for our scheme, RCSP, and 
DRS. For RCSP, there is no feedback from the scheduler to the regulators. The 
eligibility time of a cell is similar to the form of Eq.(l), but it cannot be adjusted 
by the scheduler. Let Xk denote the inter-departure time between the (k + I)th 
cell and the kth cell leaving from the scheduler. Then the expected value of Xk 
for RCSP can be expressed by [2]: 

where N is the total number of connections, T is the expected inter-departure 
time, Qk is the number of cells in the queue of the scheduler when the k-th cell 
is released, and nq(i) is the stationary distribution of the number of cells in the 
queue of the scheduler. In DRS, there is a feedback from the scheduler to  the 
regulators. A regulator will be asked to send a cell to the scheduler when the 
other regulators have sent more than T-2 cells. The expected value of Xk for 
DRS can be expressed as: 

For our scheme, if the network utilization is p, the scheduler's queue will be 
empty with a probability of (1 - p). Let P r{AT = j )  denote the probability of 
A T  = j .  The expected value of Xk of a11 connections can be decreased by 
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from that of DRS, where T,,, = max TI,. . . , TN. Therefore, the expected value 
of Xk for our scheme can be expressed as: 

Tm*. 

E{X,Q) = E{x,~) - j ( 1 -  p) Pr{AT = j ) .  
j=1 

(5) 

Apparently, the expected Xk of our scheme is less than that of DRS. 

3 Simulations 

We present some experimental results here and give a comparison between our 
scheme, RCSP [7], and DRS 121. A system with N = 7 ON-OFFMarkov sources 
were simulated using OPNET. Let P, denote the probability that the current 
state is ON and the next state is still ON, POff denote the probability that the 
current state is OFF and the next state is still OFF. The state transition graph 
of each ON-OFF Markov source is shown in Figure 2. Also, let Pa,, denote the 

cell arrival rate for 

I- Pon 

Fig. 2. State lkansition of a source 

a source when the source is in the ON state, and no cells 
are generated when the source is in the OFF state. Two traffic conditions were 
simulated, one in lower tr&c loading and the other in higher traffic loading. 
The parameters and results of the first scenario are shown in Table 1. Note that 
P,=0.8 and Pof f=O.9 for ST%, srcl, and srcz, P,,=0.8 and Po/ =O.85 for srcs 
and s r q ,  Pm=0.8 and Pof f=0.75 for s r q  and srce, and P,,,[O]-P,,,[6] are 0.5, 
0.4, 0.4, 0.1, 0.1, 0.2, and 0.2, respectively. For each source, the value of T and 
the measured average source rate A,,, are shown in the table. The sources with 
T = 1 are unregulated, implying that they are allowed to  release their cells to 
the scheduler as soon as the cells are generated. 

The system utilization, p, of the first experiment is equal to 0.7530. Therefore, 
the probability that the scheduler's queue will be empty is equal to 0.247. For 
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Table 1. Simulation parameters for the first experiment, with p = xi Xovc,i = 0.7530. 

unregulated sources, srQ, srcl,  and src2, the effect of our scheme on the mean 
delay is not significant. Figure 3 shows the probability mass function (PMF) of 
the delay obtained from our scheme, RCSP, and DRS, respectively, for source 1. 
From this figure, it is apparent that the improvement on the mean delay is not 

Fig. 3. Delay PMF for experiment 1: Source 1 

much. However, the improvements on the regulated sources, srcs, sra, srcs, and 
srcs, is clearly observed in Table 1. Comparisons between our schemes and the 
other two methods for the regulated sources are shown in Figure 4 to Figure 7. 
Apparently, the mean delay resulted from our scheme, (X:,,,), is substantially 

smaller than the mean delays X:,, and X&, obtained from RCSP and DRS, 
respectively. 

The parameters and results of the second scenario are shown in Table 2. Note 
that  Pon=0.8 and Poff=0.8 for s rQ,  srcl ,  and srq, Po,=0.8 and Pof =O.85 for 
src3 and srq, POn=O.8 and Pof =O.X for srcs and srce, and P,,,[O]-P,,,[6] are 
0.5,0.4,0.4,0.1,0.1,0.2, and 0.2, respectively. In this case, the system utilization, 
p, is equal t o  0.9492. Since the network is under heavy loading, the scheduler's 
queue is hardly empty. Therefore, our scheme is only of slight contribution to  
reducing the mean delay, as shown in Figure 8. 
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Fig. 4. Delay PMF for experiment 1: Source 3 

Fig. 5. Delay PMF for experiment 1: Source 4 

Fig. 6. Delay PMF for experiment 1: Source 5 
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Fig. 7. Delay PMF for experiment 1: Source 6 

'hble 2. Simulation parameters for the second experiment, with p = xi Xave,i = 
0.9492. 

Fig. 8. Delay PMF for experiment 2: Source 5 
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4 Summary 

We have described a dynamic regulation scheme for multimedia networks. The 
scheme makes use of scheduler feedback information to accelerate the release 
of cells from regulators when the scheduler is idle. We have also shown that 
the scheme can help to reduce the mean delay of multimedia traffic. Our scheme 
does not increase the buffer size required for the scheduler. Statistically speaking, 
the buffer demand is even reduced by our scheme for both regulators and the 
scheduler. 

A simpler scheme might be used: When the queue of the scheduler is empty, 
the scheduler notifies all the regulators to  send a cell. However, if all connections 
send cells a t  the same time, the connections might suffer a delay equal to  the total 
number of conriections, N. When N is much smaller than the delay bounds of 
most connections, this drawback can be ignored. But in a large network system, 
there could be thousands of connections, then this simpler scheme would not 
work satisfactorily. 
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Abstract. Multicast Video-on-Demand (VoD) has excellent performance,
but it is very difficult to equip such a system with full support for in-
teractive VCR functions. In this paper, we propose a new scheme, called
the Best-Effort Patching (BEP), that offers a TVoD service in terms of
both request admission and VCR interaction for multicast VoD system.
Moreover, by using a novel dynamic merging algorithm, BEP signifi-
cantly improves the efficiency of TVoD interactivity, especially for popu-
lar videos. Our extensive simulation results show that BEP outperforms
the conventional multicast TVoD interaction protocols.

1 Introduction

A VoD service allows remote clients to play back any video from a large col-
lection of videos stored at one or more video servers at any time. VoD service
is usually long-lived and real-time, and requires high storage-I/O & network
bandwidths, and needs to support VCR-like interactivity. TVoD service sup-
ports all of the control functions such as Play/Resume, Stop/Pause/Abort, Fast
Forward/Rewind, Fast Search/Reverse Search and Slow Motion, and is an ideal
service for consumers. The conventional TVoD system uses one dedicated chan-
nel for each service request, which offers the client the best QoS and interactive
service. However, it incurs high system costs, especially in terms of storage-I/O
and network bandwidth. One efficient solution to these problems is to use mul-
ticast. Multicast VoD has excellent scalability and cost/performance efficiency.

There are several approaches for multicasting VoD service. One approach is
to multicast each popular video at fixed intervals. In order to eliminate service
latency, patching [8] was proposed to enable an existing multicast to serve new
additional clients, but the conventional patching is suitable only for TVoD admis-
sion control. The other approach is to use a fixed number of multicast channels
� The work reported in this paper is partly supported by the US NSF under Grant

EIA-9806280 and the NNSF of China under Grant 69873006. The work was done
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to periodically broadcast video objects to a group of subscribers [2,9,12]. This
periodic broadcast is efficient in transmitting popular videos from one server to
many clients, but it is difficult to support VCR interactivity.

In order to provide TVoD service, we propose a new patching scheme, called
the Best-Effort Patching (BEP). Like the conventional patching, BEP multicasts
a popular video via regular channels at fixed intervals. Requests between two
consecutive regular channels will share the latest regular stream by patching
the missed leading segment. Moreover, patching is used to support the user
interaction in BEP. Once a client interaction exceeds the capability of his CPE
buffer, BEP dispatches a patching channel to support the client’s interaction
and its merging into the nearest multicast channel. Further, BEP uses a novel
dynamic merging scheme, thus offering TVoD service efficiently.

2 Background

To eliminate the service latency, patching was proposed in [8] by enabling each
multicast session to dynamically add new requests. An important objective of
patching is to increase the number of requests each channel can serve per time
unit, thereby reducing the per-customer system cost. A new service request can
exploit an existing multicast by buffering the video stream from the multicast
while playing a new catch-up stream (via a patching channel) from the begin-
ning. Once the new catch-up stream is played back to the skew point, it can be
terminated and the new client can join the original multicast. Allowing clients to
dynamically join an existing multicast improves the multicast efficiency. More-
over, requests can be honored immediately, achieving zero-delay VoD service.

In the patching scheme, channels are often used to patch the missing portion
of a video, or deliver a patching stream. The time period during which patching
must be used, is referred to as the patching window [4]. Two simple approaches
to setting the patching window are discussed in [8]: greedy patching and grace
patching. An improved patching technique, called as the transition patching [5],
has better performance without requiring any extra download bandwidth at the
client site. Other optimal patching schemes were presented in [6,11].

In order to implement the interactivity of multicast VoD service, some effi-
cient schemes have been proposed. For example, the SAM protocol [10] offers
an efficient way for TVoD interactions, but it requires many I-Channels, thus
resulting in a high blocking rate. The authors of [1] improved the SAM proto-
col by using the CPE buffer. Other researchers, such as those of [3], focused on
interactions without picture. In this paper, we present an efficient approach to
the implementation of the continuous TVoD interactions.

3 Best-Effort Patching for TVoD Interactivity

3.1 Basic Idea

Continuous service of VCR actions can be supported in multicast VoD systems
by employing the CPE buffer, but this support is limited by the size of CPE
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buffer (see Fig. 1). Initially, the play point corresponds to the most recent frame
and the CPE buffer is progressively filled in with past frames as the playback con-
tinues. The Play operation doesn’t change the relative position of the play point
with respect to the most recent frame. When forward/backward interactions are
performed, the play point will eventually be near the most recent frame/the
oldest frame. The displacement of the play point depends on the speedup factor
SP or the slow motion factor SM. For example, the Fast Forward spanning over
time t will cause an actual displacement of (SP −1)t. Suppose dr (usually equals
d/2) is the displacement between the play point and the most recent frame, then
Fast Forward will continuously be supported if t ≤ dr

SP−1 (e.g. A is the desired
play point). A similar observation can be made for a backward interaction.
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C2
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 Buffer size = d

Fig. 1. The CPE buffer and VCR actions
Now, let’s consider another situation when a Fast Forward interaction was

performed over time t ≥ dr

SP−1 , or Rewind interaction took place over the time
allowed by the CPE buffer. The CPE buffer can’t guarantee a smooth transition
between adjacent multicast groups, i.e., a discontinuous VCR interaction may
take place. The interaction can’t always join an existing channel immediately
because there isn’t always a channel with the desired playback time.

BEP eliminates discontinuity so that customers may enjoy zero-delay VCR
interactions. The main idea behind BEP is as follows. In executing VCR in-
teractive operations, once the interaction time exceeds the capacity of the CPE
buffer, BEP dispatches a patching channel to transmit the video from the desired
time point, and supports the interaction and its merging into the latest multi-
cast channel. For an interaction without picture, such as Fast Forward, Rewind,
Pause, Stop, BEP only needs to dispatch a patching channel for its merge into an
existing channel after the interaction, where the client downloads the video from
both the patching channel and the closest multicast channel simultaneously. The
video from the patching channel is played back immediately, and the video from
the closest multicast channel is buffered in the CPE buffer. For merging, the
patching channel is required only for the displacement between the play point
of the closest channel and the desired play point, and then the patching channel
is released. This way, the customer seamlessly joins an existing multicast group.
It doesn’t incur any additional CPE cost because it just makes use of the CPE
buffer required by the conventional patching.

We can further illustrate BEP by Fig. 2. Once the interaction time exceeds
the CPE buffer capacity, BEP will assign a channel to the customer. The channel
is used during both the interaction and merging phases. In the interaction phase,
the channel acts like an I-Channel in the SAM protocol [10], while it is used as a
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patching channel in the merging phase. For the forward interaction shown in Fig.
2(a), such as Fast Search, the interaction takes t units of time, and the customer’s
desired play point is A. P0 is the original play point. Upon completion of the
interaction, the normal play point of the multicast group n that the customer
shares, becomes P (n). The interaction phase uses the channel for a period of
t − t0 (t > t0), where t0 is the duration the CPE buffer can support Fast Search
without an additional channel, and t0 = dr

SP−1 . The length of the patching
channel for the merging is |P (n − i − 1) − A|. For the backward interaction
shown in Fig. 2(b), such as Reverse Search, one can give a similar illustration.

������
������
������
������

����

������
������
������
������

���
���
���
���

P0
t T A

P(n) A

P(n-i)

P(n-i-1)A

w w w

n

n-i

n-i-1

n

n

n

n+i-1

n+i

A

P(n+i-1)

P(n)

P(n+i)

A

w w w

t

A P0

.  .  .  .  .  .

.  .  .

.  .  .
.  .  .  .  .  .

(a) (b)

T

Fig. 2. Forward/Backward interactions

3.2 The Dynamic Merging Algorithm

To improve the merging of interaction and multicast streams, BEP uses a novel
dynamic merging approach as described below.

Let P (n) be the play point of multicast group n. After completing an in-
teraction, A is the desired play point in Fig. 3. Thus, the client needs to use a
patching channel to catch up with the multicast stream of group n. The patching
stream for A is denoted as Stream A, and its lifetime is the same as its group
offset a = |P (n) − A|. When the merging is going on, say t1 minutes later, the
other interaction completes and its stream also needs to be merged into that of
group n, and its desired play point is B behind A in the relative offset of the
stream. The group offset of B is b = |P (n) − B|. If t1 is less than the lifetime of
Stream A and a − t1 > b − a, we can make the patching stream for the second
interaction (denoted as Stream B) share the grid part of Stream A so that the
need/use of patching channels can be reduced. In this situation, Stream A will
be extended so that its lifetime is b, and the lifetime of Stream B is set to b − a.
The new client downloads the video segment from Stream A and B simultane-
ously, and begins downloading of the video from the stream of multicast group
n after using up Stream B. Such merging of patching channels can go on, and
the merged clients can be recorded in a merging queue.

Assume that q is a merging queue for multicast group n, the offset of q is
the group offset of its first client, and the head record of q is the client patching
stream initiating this queue, and the lifetime of q is initially set to the offset of
its head and will possibly be changed when a new client joins it. A merged client
patching stream is called as an element of the queue. If t is the time when the
latest client joins, the queue will be released when the time is t plus its lifetime.
A merging queue has the following data structure:



712 H. Ma and K.G. Shin

struct MQueue {
element *head; /*the head record*/
int offset,lefetime; /*the offset and lifetime of queue*/
int latime; /*joining time of the latest client*/
}

�������
�������
�������
�������

��
��
��
��

�����
�����
�����
�����

���
���
���

���
���
���

��
��
��
��

�
�
�
�
�
�
�
�
�
�

�
�
�
�
�
�
�
�
�
�

����������������

�
�
�

�
�
�

�
�
�
�

�
�
�
�

�
�
�
�
�
�
�
�
�
�

�
�
�
�
�
�
�
�
�
�

�����
�����
�����

�����
�����
�����

������
������
������
������

������
������
������

������
������
������

������
������
������
������

��������
��������
��������

��������
��������
��������A

A arrival

P(n)

P(n+1)

a

b

B

b

B arrival

C arrival

P(n)
c

P(n+1)

P(n+1)

P(n+1)
C arrival

C
P(n)

C’

c

c

(case 1)

(case 2)

C

P(n) B’

C’

c

StreamA

Stream B

Stream C

Stream C

StreamA

StreamA

StreamA

t1 t1

2 2t t

Fig. 3. Dynamic merging

When a new client C wants to join this queue that holds a merging stream A,
given that c is C’s group offset and the arrival time of C is t+t2. We also assume
that c ≥ q.offset and c < q.offset + q.lifetime − t2; otherwise, C shouldn’t
join q. We can manage this queue for C to join in the two cases shown in Fig. 3.

Case 1: c > q.lifetime − t2, meaning that the lifetime of the queue q is not
enough to merge C, so q.lifetime, also equal to the lifetime of Stream A,
must be extended. That is, after C is merged, the lifetime of Stream C, the
patching stream for the missing leading segment of C, is set to c-q.offset,
q.lifetime=c, q.latime = t + t2. The client downloads the video segments
from Stream A and C simultaneously. After c-q.offset time units, the client
begins to download the video from the stream of group n. In this case, the
usage time of a patching channel that our algorithm can save is q.offset +
q.lifetime − t2 − c time units.

Case 2: c <= q.lifetime − t2, meaning that q.lifetime is enough to merge C,
so the lifetime of Stream A need not be extended. After C is merged, the
lifetime of Stream C, the patching stream for the missing segment of C, is set
to c-q.offset, q.latime = t+ t2, q.lifetime is unchanged. The client downloads
the video segments from Stream A and C, and the stream of group n in the
same way as in Case 1. In this case, the usage time of a patching channel
that our algorithm can save is q.offset time units.

If C can’t be merged into the existing queues, a new queue will be initiated.
Because there are probably many merging queues, C will be merged into the
queue which saves the maximum usage time of channel.

The dynamic merging algorithm is described below.
Algorithm DMA(Q, C, n, t)
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/*Q is a set of merging queues, C is an interaction client*/
/*n is the group number, t is the arrival time of C*/
c = offset(C, n); /* get the offset of C in group n*/
q0 = maxq∈Q{min{q.offset + q.lifetime − c − (t − q.latime), q.offset}

|q.offset ≤ c < q.offset + q.lifetime − (t − q.latime)}
if (q0 = null) { /* generate a new merging queue*/

Genqueue(q0); /*generate a new queue*/
q0.head is set to C; q0.offset = c;
q0.lifetime = c; q0.latime = t; }

else { /* merging C into q0*/
delta = t − q0.latime; q0.latime = t; lifetime(C) = c − q0.offset;
/* the lifetime of patching stream C is changed*/
if (c > q0.lifetime − delta) q0.lifetime = c;
}

3.3 Discussion

BEP differs from the SAM protocol in at least three aspects. First, BEP aims to
offer a zero-delay (or continuous) service for both request admission and VCR
interactions. Thus, patching channels are used to patch all of the segments that
can’t be provided by regular multicast channels for TVoD service, whereas I-
Channels in the SAM protocol are used only for VCR interaction service. Second,
the SAM protocol uses synchronization buffer to merge I-Channels and regular
multicast channels, whereas BEP uses a patching channel to patch the missing
segments of multicast VoD and merge it with regular multicast channels using
the client’s CPE buffer. Of course, use of the CPE buffer can also improve the
efficiency of the SAM protocol [1]. Third, BEP uses a dynamic technique to merge
interaction streams with regular multicast streams, significantly improving the
efficiency of multicast TVoD service.

4 Performance Evaluation

4.1 Client’s Interaction Model

We use the interaction model proposed in [1] to evaluate our approach. In this
model, a set of states corresponding to different VCR actions are designed dura-
tions and probabilities of transitions to neighboring states. If the initial state is
Play, then the system randomly transits to other interactive states or remains at
Play state according to the behavior distribution. As shown in Fig. 4, transition
probabilities Pi (i = 0, . . . , 9) are assigned to a set of states corresponding to
different VCR actions. For tractability, we divide customers into two types: Very
Interactive (VI) or Not Very Interactive (NVI). Our simulation assumes P8 = 0,
and P9 = 0.5. The other transition possibilities are summarized as Table 1.

Assume that BEP serves each state for an exponentially-distributed period
of time, and di (i = 0, 1, 2, . . . , 8) are the mean durations for the corresponding
interaction states (d1 = 0), and their default values are given in Table 2. Mean-
while, the speedup factors of Fast Forward/Rewind and Fast Search/Reverse
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Search are defined as K0, K1, respectively, and the speeddown factor of Slow
Motion is defined as K2. Our simulation used K0 = 10, K1 = 3, and K2 = 2.
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Fig. 4. VCR interactive model

Table 1. Transition probabilities from Play/Resume
Behavior P0 P1 P2, P3 P4 P5 P6, P7

VI 0.50 0.04 0.08 0.06 0.08 0.08
NVI 0.75 0.02 0.04 0.03 0.04 0.04
Table 2. Mean interactive durations

Parameter d0 d1 d2, d3 d4, d5 d6, d7 d8

Default 10 0 0.5 5 2.5 2

4.2 The Simulation Results

We compare BEP with the SAM protocol [10], and the SAM protocol improved
by the CPE buffer (abbreviated as BSM) [1]. Because the latter two schemes
also achieve the same admission performance as that of BEP by transition or
grace patching, we focus only on the comparison of their TVoD interactivities,
especially for the merging performance. For a video of 90 minutes, requests arrive
according to a Poisson process with rate λ ranging from 0 to 10 per minute. The
patching window size w is varied from 1 to 25 minutes, and the CPE buffer size
d is ranging from 0 to 30 minutes. Two types of interactive behaviors, VI and
NVI, are simulated. The results are collected from 10-hour simulations.

Fig. 5(a) shows the merging channel requirement while varying the request
rate. The merging channel requirement for SAM is significantly greater than that
for both BSM and BEP. When the request rate is low, there is not a big difference
between the merging channel requirements for BSM and BEP. The higher the
request rate is, the bigger their difference is. Fig. 5(b) indicates that the patching
window will greatly affect the merging channel requirement. When the patching
window size is small, there is not a big difference between the merging channel
requirements for BSM and BEP. When the patching window size is large, BEP
significantly outperforms BSM. Note that BEP and BSM can work only if the
patching window size is less than or equal to the CPE buffer size.

5 Conclusion

Multicast is shown to be a good remedy for improving the performance of VoD
system. In this paper, we proposed a new multicast TVoD approach called the
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Best-Effort Patching . This scheme supports both continuous VCR interactions
and zero-delay requests admission. Moreover, a novel dynamic merging algorithm
improves the efficiency of merging interaction and regular streams. Our simula-
tion results indicate that BEP can achieve significantly better performance than
the conventional multicast TVoD protocols, especially for popular videos. BEP
supports TVoD service with less bandwidth requirement.
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Fig. 5. (a) Effect of request rate λ (w = d = 5 min.); (b) Effect of patching window w
(λ = 5, If w ≤ 5 min. then d = 5 min., if w > 5 min. then d = w)
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Abstract. In this paper, we study an intelligent multi-hop communications
architecture for quality video delivery over networks. The key to this
architecture is the insertion of relays with different levels of intelligence along
the end-to-end path that coordinate with each other and the end-systems. We
study traffic management and content adaptation within this architecture.
Compared with the end-to-end model, the multi-hop model can achieve higher
throughput without increasing the risk of overloading the network and the end-
to-end delay. Experimental results show a throughput gain of 19.3% on a
concatenation of two best-effort networks, and 37.8% for a concatenation of a
best-effort network and a guaranteed service network. With the error
withdrawal feature at the relay, abrupt quality drops are avoided. Analysis and
simulations suggest that the multi-hop traffic management can gain high
throughput, and the content adaptation should be sender-centric with occasional
relay supports.

1 Introduction

Multimedia transmission over today’s Internet is a challenging problem. The present
Internet suffers from two aspects for multimedia: (1) the core is stateless in nature, and
inadequate for guaranteed QoS, and (2) the existing end-system software cannot be
readily tailored to individual access link characteristics, especially for heterogeneous
networks. As a remedy, several recent research efforts[1]-[5] propose to place proxy
servers (or filters) in the Internet. Filters can be used to combat the path heterogeneity
in the wireless-Internet[3], accommodate end-systems with different link bandwidths
for efficient multimedia multicast[2][5], implement distributed caching[4], place user-
defined computations into the network[1], and etc.

The idea of using filters has long existed. However, the collaboration among the
filters and end-systems has not been well solved so far. We may require these filters to
operate on their own and appear transparent from other filters and end-systems. But
the lack of collaboration may result in inefficiency, duplication, and/or negative
interaction. Furthermore, the achievable performance gains are not well understood.

To combat this problem, this paper investigates the configuration, coordination,
and performance issues of an intelligent multi-hop video communications architecture,
where smart relays are added to the end-to-end path to coordinate with each other and
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the end-systems. The main objective is to achieve a synergy among these strategically
deployed control points to optimize the end-to-end performance.

Toward that end, we study the design of traffic management and content adaptation
in the multi-hop architecture. Traffic management determines how fast to send, and
content adaptation determines what to send. Intuitively, the unique problem for the
multi-hop model is “what to know and what to do at each control point?”

This paper is organized as follows. In section 2, we introduce the multi-hop
architecture. The two major components, traffic management and content adaptation
are discussed in detail in section 3 and 4. Simulation results are presented in section 5.
Finally, conclusions are given in section 6.

2 The Multi-hop Architecture

Fig. 1 illustrates the multi-hop communications architecture. In contrast to the
traditional end-to-end model, where intelligence is only present at the sender and the
receiver, we consider the inclusion of smart relays to assist the transmission. Note that
each pipe between two intelligence points is an abstraction as there may be several
intermediate routers in between.

Content adaptation

Traffic management

Content
adaptation

Traffic
management

RelaySender Receiver

Content
adaptation

Traffic
management

Fig. 1. The multi-hop communications architecture

Depending on the positions and affordable system resources, the network relays can
be configured with different intelligence levels: (1) Observer: lightweight agent to
collect QoS information for either the link to which it is directly attached, or the flow
it is monitoring. (2) Advisor: agent to provide adaptation suggestions based on
information from one or many observers. For example, packet coloring can be used to
assess priority relations. (3) Controller: agent that performs content adaptation, taking
into consideration the resource tradeoff of multiple competing connections.

From the perspective of network layering, the relay has a distinct internal view as
shown in Fig. 1. For simplicity, only the upper layers, namely the transport layer and
the application layer, are shown. Unlike a router, which commonly performs only per-
packet processing, the relay is assumed to be able to identify flows. Also, the upper
layers are intentionally shown to be thinner to emphasize that they should be
lightweight compared to the full-blown end systems.

The most powerful smart relay, namely the controller mentioned above, consists of
two modules: traffic management and content adaptation. While it may be possible to
couple the two parts, we propose a separate design and clear interface. The reasons
are as follows. First, multiple peer connections at a relay may share the traffic
management module. In [6], the authors propose to share the congestion control
among connections with identical source and destination pairs at the end host. Here,
we propose to extend its use to the relays in the network, where sharing can happen
more frequently. Second, many network QoS provisioning schemes assume traffic
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shaping at entrances, hence traffic management may have to be policed by the service
provider, while the content adaptation program should be uploaded by the application.
Finally, the layering principle in network design supports such a separation.

With the multi-hop architecture, the QoS problem is accounted for by coordinating
the traffic management and content adaptation at both the end systems and the relays.
To begin with, we only consider the case of a single unicast connection, leaving the
multi-connection case as a future work.

3 Traffic Management

In this section, we study the end-to-end multimedia traffic management and the
strategies in the multi-hop model. The two main requirements for multimedia traffic
management are responsiveness to network condition and smoothness in sending rate.
Our end-to-end traffic management falls into the category of congestion avoidance,
i.e. trying to prevent congestion in the first place. This category is to observe, predict
and control the network state, as exampled by [7][8]. This study differs from [7] by
several important aspects. First, we don’t assume the routers can give any system state
information. Instead, we estimate the state through end-to-end feedbacks only.
Second, we propose separate design of traffic management and content adaptation
while [7] adopts a coupled approach. The reasons and merits have been discussed in
section 2. Third, we propose an extension to take packet losses into consideration.

3.1 End-to-end Traffic Management
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Fig. 2. A single queue model Fig. 3. Illustration of the traffic management
We model a network as a simple FIFO queuing model with one server (Fig. 2).
Although there can be many intermediate routers, as far as the connection
performance analysis is concerned, we can simplify the model by examining the
bottleneck router only and treat other routers as delay elements. We model the packet
service time for the current connection as a random process s(n), where n represents
the packet number. In this work, we take the simplistic view that the service time
process is unaffected by the adaptations of the single user under consideration. This
may be justifiable in a large network and is in part due to the difficulties in modeling
the complicated multi-connection interactions in sharing the bottleneck bandwidth.
We assume the random process is stationary, at least locally.
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Fig. 3 illustrates the traffic management process at the sender. By the current time,
the sender maintains the cumulative packet sending curve and the cumulative feedback
curve. In order to evaluate the input and output rate at the queue, we shift the
cumulative feedback curve back in time by 321 τττ ++ . Now the time axis is divided

into three parts, shown as A, B, and C in Fig. 3. Part A corresponds to the packets sent
and acknowledged by the receiver, Part B the packets sent by not acknowledged, and
Part C the packets not yet sent. At a certain time, the vertical difference between the
cumulative sending curve and the cumulative feedback curve is the queue occupancy.
For a particular packet, the horizontal difference between the two curves is the time
spent in the queue, i.e. the waiting time plus the service time.

From Part A, we are able to collect the samples for the service time process s(n) as
the following equation:

s(n) = departure time of packet n - max(departure time of packet n-1, arrival
time of packet n)

(1)

In order to estimate the most recent queue occupancy and regulate further packets,
we need to predict the time series s(n) some steps ahead. As we predict longer, the
local details become less and less important. So we use a multi-timescale linear
prediction by doing decimation, linear prediction and interpolation in a series with the
decimation factor 2k in the k-th timescale. In this way, at any timescale, we only
predict two steps ahead. The prediction FIR filter taps can be obtained by the Yule-
Walker equation or using an adaptive filtering algorithm such as LMS[9].

Applying the predicted service time series to the cumulative sending curve yields
the estimated cumulative feedback curve for all the packets sent. We then regulate the
sending of the next few packets to gradually drive the queue occupancy to the desired
value. A simple analysis[10] with the M/M/1 queue model suggests setting the queue
length to be 1.

Although the above algorithm strives to avoid congestion, congestion loss can
happen due to errors in prediction. Since a packet is dropped when there is no room in
the shared queue, congestion loss signals the size of the available queue space for the
connection. For example, in Fig. 3, suppose we learn that packet 2 is lost when the
feedback of packet 3 arrives, we can infer the trouble-making queue occupancy when
packet 2 arrived at the queue and update the estimated available queue space.
Similarly, when a packet gets through, we collect another sample of the available
queue space. The available queue space information can be incorporated in the
estimation for the queue occupancy in Part B. When it estimates the queue occupancy
is too large when a packet arrives, it can predict the packet is to be lost. The available
queue space can also be used to control the speed the queue occupancy is driven to the
desired value.

3.2 Multi-hop Traffic Management

In the multi-hop model, there are two or more local traffic management loops. So
every relay can keep track of two curves, one for the cumulative arrival, and the other
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for the cumulative departure. Because the loop is shortened, each local loop can track
the network condition better and react to changes more quickly.

There are three phases in the traffic management in the system: learning phase,
speed-up phase, and steady phase. During the initial phase, the entire system transmits
packets slowly to learn the network characteristics. After that, each local loop runs at
maximal speed to best utilize the available bandwidth without congestion. Because of
the mismatch in the throughput of the different loops, the buffers at the relays before
the bottleneck are built up. In the long run, the faster loops should be constrained by
the bottleneck. Such a constraint can be applied to the traffic management module by
estimating the throughput at the receiver and try to keep the total outstanding packets
in the system roughly at a constant value. That corresponds to the steady phase.

4 Content Adaptation

Given the available bandwidth determined by the traffic management module, the
content adaptation module schedules the data to be transmitted. This is often
formulated as a rate-distortion optimization problem. A recent work[11] considers the
optimized video adaptation with playback time constraints for variable bit-error-rate
wireless channel. They show that the delay constraints are equivalent to bit budget
constraints from future channel rates. Here we extend their work to the multi-hop
network scenario for the adaptation procedures at a control point.

In the multi-hop model, both the sender and the relay are candidates to do content
adaptation. From Fig. 1, since the data packets flow from the sender to the receiver
and the feedback packets goes the opposite way, the sender has better content
knowledge while the relay has better network knowledge. It is possible for the relay to
acquire future content knowledge. When a high bandwidth pipe is feeding a low
bandwidth one, we can devote a large buffer at the relay and let the previous link run
at high speed. However, it is expensive in system resources and consumes additional
bandwidth than necessary. Consequently we propose to adopt a sender-centric
adaptation, and we show that we can use the content adaptation at relay to “withdraw”
erroneous over-allocation at sender when there is a sudden decrease in the available
bandwidth.

4.1 Adaptation Procedure

In this section we explain the sliding window content adaptation procedure for rate-
distortion optimized resource allocation with delay constraints. The procedure is
applicable to both the sender and the relay. Existing approaches for sender adaptation
can be adapted to work at the relay. Two new requirements are: (1) the relay should
assume passing-by data streams that may be subject to packet loss, bit error, delay
jitter, (2) the relay should be very efficient in order not to add too much latency.

The throughput curve fed back from the final receiver maps the playback time
constraints into bit budget constraints. We illustrate this with Fig. 4. The current time
is T. Because the adaptation refers to future throughput, the throughput curve has to be
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predicted by the traffic management. The playback times are shown as vertical dashed
lines. Each frame, denoted by a dot, must arrive before its playback time. This would
mean equivalently the cumulative bits used must be less than a bound at the
intersection between the throughput curve and the frame playback time.
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Fig. 4. The adaptation procedure Fig. 5. Over-allocation withdrawal
The adaptation procedures are as follows:
1. For all the frames in the buffer, collect the rate-distortion characteristics.
2. Partition the available bandwidth into shares for each frame, minimizing the

received distortion under the bit budget constraints. This optimization problem can be
solved with dynamic programming or Lagrange multiplier[11].

3. If the buffer is full while there are some arriving data, apply a similar rate-
distortion based discarding/compression on the buffered data.

4. When the determined frame finishes transmission, the window slides forward
and the process is applied again.

4.2 Over-allocation Withdrawal

The relay can be more than just a buffer if appropriate coordination is established with
the sender. The sender knows the source characteristics better and hence can do long-
term planning in bit allocation. However since it may wrongly estimate the future
throughput, it may end up over-allocating bits for some frames and having few or no
bits left for later frames. This could lead to abrupt drops in the image quality.

When the sender realized the over-allocation, it has no way to withdraw the
previously made decisions. For example, F3 was over-allocated in Fig. 5. However
when the relay sees the same amount of feedback information, it may only need to
determine the bit allocation for F2. Thus the relay can realize the over-allocation of F3
before it is sent out from the relay. This would lead to the bit reduction for F3, shown
with an arrow in Fig. 5.

Consequently, if the relay can notify the sender the reduction, the sender can
perform allocation assuming some previous over-allocation has been withdrawn. This
is equivalent to pulling back the starting point for current allocation, namely the total
bits consumed by all the previous frames. Signaling overhead can be reduced if the
sender predicts the reduction behavior at the relay. Note that the sender doesn’t need
to predict what will be reduced, but to predict how much will be reduced only. The
sender can check all the frames that has been sent but not acknowledged by the final
receiver from the oldest to the newest. If a frame exceeds the frame playback time, the
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sender assumes the relay can reduce it to the frame playback time and adjusts the total
bits consumed.

5 Experimental Results

We simulate the networks with the single queue model with the service times
generated by Fig. 6, where the n is a normalized white noise process. We perform
simulation over two network settings: a homogeneous network that is a concatenation

of two best-effort networks ( 1σ = 2σ =8) and a heterogeneous network that is a

concatenation of a best-effort network ( 1σ =8) and a guaranteed service network

( 2σ =1). The reference is the end-to-end model, i.e. without relay in the middle.
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Fig. 6. Generation of s(n) Fig. 7. Simulation network
Using the proposed traffic management, we obtain the cumulative traffic curves for

both networks, with and without relay. Due to limitations in space, we cannot show
these curves, but we maintain that the sending and arrival curves are closely matched,
hence achieving low delay and low delay jitter. For the traffic curves with relay, the
two local loops maintain a constant vertical difference in a large timescale, hence the
buffer at the relay is kept at a constant level. The slope of the curves corresponds to
the bandwidth utilization. Comparing the homogeneous traffic simulations, the multi-
hop model gains 19.3% in throughput. Comparing the heterogeneous traffic
simulations, the multi-hop model gains 37.8% in throughput. Although the service
time process is randomly generated, due to congestion avoidance, the sender can’t
always keep the queue non-empty. The mean and standard deviation of the two queues
are shown in Table 1 to give a rough idea of the probability that the queue length
exceeds a threshold. We note that the standard deviations for the bottleneck queue Q2

are roughly the same for both schemes. Thus the multi-hop model didn’t increase the
risk of overloading the bottleneck queue much.

We use FGS (Fine Granularity Scalable) codec for the simulation of content
adaptation. The decision is then the number of enhancement layer bit planes for each
frame. The R-D function in the optimization is an approximate equation: D=(Qb2

-l)2,
where l is the number of bit planes, and Qb is the base layer quantization step size.

Table 1. (mean, std) of queue length
Ref-Q1 Relay-Q1 Ref- Q2 Relay-Q2

Hom. 0.44,0.61 1.07,1.87 1.10,1.17 1.55,1.27
Het. 0.50,0.72 1.65,2.22 0.73,0.53 1.09,0.40

The test sequence is 10 second Akiyo CIF at 15fps, with 1 I-frame every 30 frames.
The decoder startup delay is 0.5s. The packet size is 400bytes. So the bandwidths for
the two links are roughly 320kbps and 160kbps. Applying the content adaptation
algorithm gives the decoded PSNR results in Table 2. For initialization simplicity, the
first 20 frames are fixed to operate at 7 bit planes. We can see that the content
adaptation translates the throughput gain into 0.6dB for the homogeneous network and
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1.2dB for the heterogeneous network. The gain would be more obvious if we were
operating at lower bit rate because of the relatively flat video rate-distortion at high bit
rate. The third column Relay-OW stands for over-allocation withdrawal. In the
heterogeneous network, the bottleneck throughput is highly predictable. So the relay
adaptation never reduces bit rate. For the homogeneous network, the average PSNR
gain with over-allocation withdrawal is small. This is because the over-allocation
withdrawal is called for only when there is a sudden decrease in throughput. In
comparing frame-by-frame PSNR results, we observe that the over-allocation
withdrawal eliminates all the sudden drops in PSNR.

Table 2. Average decoded PSNR results (dB)
Ref. Relay Relay-OW

Hom. 35.58 36.24 36.30
Het. 35.96 37.19 37.19

6 Conclusion

In this paper, we study the design of the traffic management and the content
adaptation in the intelligent multi-hop video communications architecture. The gains
with the relay can be summarized in the following: 1) timely reaction to changing
network condition, 2) separating different channel characteristics, 3) content specific
operations moved into the network. Analysis and simulations suggest that the multi-
hop traffic management can gain high throughput, and the content adaptation should
be sender-centric with occasional relay supports.
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Abstract. We present a new technique for face recognition. Two distinct and 
mutually exclusive classes of difference between two facial images are defined: 
within-class differences set (differences in appearance of the same individual) 
and between-class differences set (differences in appearance between different 
individuals). Then Gaussian mixture models (GMMs) are used to estimate the 
eigenspace densities of the two classes. And subsequently a matching similarity 
measure is computed based on the maximum likelihood (ML) method. The new 
method achieved as much as 45% error reduction compared to the standard ei-
genface approach on the ORL database. 

1   Introduction 

As one of the most active areas of research in computer vision and pattern recogni-
tion, face recognition has recently received significant attention, especially during the 
past few years. There are at least two reasons for this trend: the first is the wide range 
of commercial and law enforcement applications and the second is the availability of 
feasible technologies after 30 years of research [1]. 

A family of subspace methods for face recognition is popular currently, originated 
by Turk and Pentland’s “eigenfaces”[2], which has become a common baseline for 
comparison in the area. Those approaches often make use of simple image similarity 
metrics such as Euclidean distance or normalized correlation, which correspond to a 
standard “template-matching” approach, i.e. nearest-neighbor-based classification.  

In a canonical face recognition method, each individual is a class and the distribu-
tion of each face is estimated or approximated with many samples per class. How-
ever, face recognition is different from some classical pattern-recognition problems 
such as OCR on that there are usually only a few images per person. In fact, it is not 
uncommon to have only a single training example for each person. Therefore there is 
no enough information to estimate the distribution of each class, and then the stan-
dard Euclidean nearest-neighbor matching technique is often adopted. Such a match-
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ing technique suffers from a major drawback: it does not exploit knowledge of which 
type of variations are critical (as opposed to incidental) in expressing similarity [3]. 

Accordingly a novel classification modeling method was proposed [3][4][5], that 
the differences between facial images are modeled as two mutually exclusive classes: 
within-class differences (differences in appearance of the same individual relating, for 
example, to facial expression variations, illumination variations, pose variations ac-
cording to the same person) and between-class differences (differences in appearance 
between different individuals corresponding to variation in identity).

Moghaddam et al. assumed the both classes as Gaussian distributions and obtained 
two probabilistic similarity measures using the Bayes (maximum a posteriori, MAP) 
rule and the maximum likelihood (ML) rule respectively [3][4]. Philips directly ap-
plied support vector machines (SVMs) to the two classes problem. Those approaches 
all achieved much better performances than the standard eigenface matching. 

Considering that it is usually difficult to provide a good representation of practical 
distributions by common typical distribution forms of parametric functions in statis-
tics, there are inevitably some inaccuracy and limitation with the approach of 
Moghaddam et al., simply using normal density to approximate the eigenspace distri-
butions of the two kinds of differences. Therefore, we propose a technique to estimate 
the two densities using Gaussian mixture models (GMMs) instead of using normal 
density. Note that GMMs have also been used, in a different manner, for maximum 
likelihood detection of faces by Moghaddam and Pentland [9]. The experimental 
results show that our method outperforms those above-mentioned approaches. 

2   Within-class Difference and Between-class Differences 

As for a conventional face recognition algorithm in which each individual is a 
class, the classification problem is a K  class problem for a gallery of K  individuals. 
However, the K classes problem can be reduce to a two classes problem by modeling 
the differences of facial images.  

The difference between two facial images 
1I  and 

2I is denoted by 
21 II −=∆ .

Then two mutually exclusive classes are defined: within-class differences 
IΩ  and 

between-class differences 
EΩ .

In terms of the within-class a posteriori probability as given by Bayes rule, the 
similarity measure between two facial images can be directly defined as: 

( ) ( )
( )

( ) ( )
( ) ( ) ( ) ( )EEII

II

I

I

PPPP

PP

P

PIIS

ΩΩ∆+ΩΩ∆
ΩΩ∆

=

∆Ω=
Ω∈∆=21,                                         (1) 

where the priors ( )IP Ω  and ( )EP Ω  can be set to reflect some sources of a priori knowledge 

concerning the images being matched, and a defaulting setting of equal priors, 
( ) ( ) 21=Ω=Ω EI PP , is often used. 
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It is the representation of the within-class differences subspace that is the critical part of 
formulating the probabilistic measure of facial similarity. Then, an alternative probabilistic 
similarity measure can be defined in simpler form using the ML rule instead of the MAP rule, 
only exploiting the within-class likelihood, 

( ) ( )IPIIS Ω∆=21 ,                                                                    (2) 

Moghaddam et al. modeled each of the classes as Gaussian density [3][4], and then 
the class-conditional densities were defined as 

( )
( )

∆Σ∆−
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=Ω∆ −1
2/12/ 2

1
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1
| I
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I
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                                        (3) 
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E
dEP

π
                                        (4) 

Therefore, when in identification there is a gallery { }jg  of K  known individuals and a 

probe p  is to be identified, the similarity score between p  and each 
jg  is ( )jgpS , . Accord-

ingly the probe is identified as person k  with the maximum similarity score, e.g. 

( )jj gpSk ,maxarg=                                                         (5) 

3   Gaussian Mixture Models 

Gaussian mixture models (GMMs) are a semi-parametric approach to density esti-
mation, combining the advantages of both parametric and non-parametric methods. 
GMMs are not restricted to specific functional forms, and yet where the size of the 
model only grows with the complexity of the problem being solved, and not simply 
with the size of the data set.  

GMMs are defined as a linear combination of M  component normal densities 
( )jxp | :

( ) ( ) ( )
=

=
M

j

jPjxpxp
1

|                                                    (6) 

where the number M  of components is typically much less than the size N  of the 
training data set { }nx . Such a representation is called a mixture distribution [6] and 

the coefficients ( )jP  are called the mixing parameters. 

( )jP  can be regarded as the prior probability of the data point having been gener-

ated from component j  of the mixture. These priors are chosen to satisfy the con-

straints 

( ) 1
1

=
=

M

j

jP   and ( ) 10 ≤≤ jP                                            (7) 

In addition, the component density functions ( )jxp |  are normalized so that 
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( ) 1| =dxjxp                                                         (8) 

and hence can be regarded as class-conditional densities. 
Each component distribution ( )jxp |  is Gaussian with a covariance matrix 

jΣ  and 

a mean 
jµ . The parameters of a GMM, such as 

jΣ ,
jµ  and ( )jP , can be achieved in 

a maximum likelihood framework by the well-known expectation-maximization 
(EM) algorithm. The mean 

jµ  and the covariance 
jΣ  for each Gaussian component is 

initialized using the K-means algorithm, and ( )jP  is initialized as M1 . The determi-

nants of covariance matrices and the inverse covariance matrices have to be computed 
at each iteration of the EM algorithm to evaluate the new value of the log likelihood.

However, the covariance matrices are often ill-conditioned. The problem can be 
resolved by multiplying the off-diagonal elements of the covariance matrices by a 
number, 10 <≤ f , to reduce their influence [8]. 

4   Combination of Multiple Gaussian Mixture Models 

Although GMMs are a popular tool for density estimation, choosing the number of 
mixture components is notoriously difficult. There are many approaches to this prob-
lem, but our intention here is to investigate the basic effectiveness of the GMMs ap-
proach. So we adopt a simple classifier combination approach based on the mean 
rule, partly for it is well known that a combination of many different classifiers can 
lead to significant improvements in the predictions on new data and in fact it’s per-
formance can be better than the performance of the best single classifier used in isola-
tion [7]. 

By setting various number M  components of GMMs, different GMMs are pro-
duced to approximate the eigenspace densities of the two kinds of differences be-
tween facial images, and then different classifiers are yielded. 

It is supposed that we have obtained a set of L  various classifiers 
lC  where 

Ll ,...,1=  based on different GMMs. Then for a gallery { }jg  of K  known individuals, 

the similarity score between a probe p  and each 
jg  presented by a classifier 

lC  is 

( )jl gpS , .

The similarity scores are firstly normalized as 

( ) ( )
( )

=

=
K

i
il

jl
jl

gpS

gpS
gpS

1

'

,

,
,

                                                         (9) 

and then the mean combination rule is introduced: 

( ) ( )j

L

l
ljmean gpS

L
gpS ,

1
,

1

'

=

=                                                 (10) 

Consequently the probe is identified as person k  with ( )jmeanj gpSk ,maxarg= .
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5 Experiments 

Fig. 1.  Some examples from the ORL database 

5.1  Data 

We have used the ORL database from the Olivetti Research Laboratory in Cam-
bridge, U.K. There are ten different images of each of 40 distinct subjects. For some 
subjects, the images were taken at different times, varying the lighting, facial expres-
sions (open/closed eyes, smiling/not smiling) and facial details (glasses/no glasses). 
All the images were taken against a dark homogeneous background with the subjects 
in an upright, frontal position, with tolerance for some tilting and rotation of up to 
about 20 degrees. There is some variation in scale of up to about 10%. The images 
are grayscale with a resolution of 11292 × . Some examples from the database are 
shown in figure 1. 

The 400 images are divided into disjoint training and testing sets. Each set consists 
of 10 images of 20 people. Accordingly 900 ( 202

10 ×C ) with-class difference samples 

and 19000 ( 10102
20 ××C ) between-class difference samples corresponding to the 

classes 
IΩ  and 

EΩ  respectively are created from the training set, while PCA analysis 

is performed. 
Moghaddam et al. have showed that the distributions of the two classes appear to 

be two enmeshed distributions, differing primarily in the amount of scatter, with 
IΩ

displaying smaller differences as expected [3][4].  
In this paper the two distributions are investigated further. Visualizations of the 

distributions are shown in Fig.2 and Fig.3, which are approximative 3-D plots and 
contour plots of the distributions of the two classes respectively in the first two prin-
cipal components based on the training samples. From the plots it can be seen that the 
relative orientation and scatter of the distributions are considerably different. And we 
can also observe that it is not quite precise to simply assume either the distribution of 
the within-class differences or the one of the between-classes differences as Gaussian 
density. 

A gallery was built by randomly selecting 20 images from the testing set, with one 
image per person, and the remaining 180 images made up of a probe set. This random 
selection was repeated 100 times to create 100 different galleries and 100 different 
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probe sets accordingly. All recognition techniques to be evaluated below were as-
sessed over these 100 testing subsets. 

Fig. 2.  Approximative 3-D plot and contour plot of the distribution of the within-class differ-
ences class 

IΩ  in the first two principal components 

Fig. 3.  Approximative 3-D plot and contour plot of the distribution of the between-class dif-
ferences class 

EΩ  in the first two principal components 

5.2  Experimental Results 

We modeled the two distributions using GMMs with different number of compo-
nents and obtained two kinds of similarity measures based on the MAP rule and the 
ML rule respectively. Surprisingly, in our experiments the ML approach outper-
formed the MAP approach with a minor (2%) increase in the recognition rate over the 
testing set, contrary with the experimental results of Moghaddam et al [3][4]. And on 
the training set the MAP method excelled the ML method with an addition of 3-4% to 
the recognition rate. It can be explained that, the theoretically optimal Bayes classifier 
is sensitive to density estimation errors, and it is considerably difficult to obtain an 
estimation of the distribution of the between-class differences, which relevant to 
variations in identity, with desirable generalization over a training set consisting im-
ages of only 20 individuals. We therefore show only the ML results in this paper. 
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For comparisons we applied the standard eigenface matching approach, Philips’s 
SVM, and Moghaddam et al.’s MAP and ML to the 100 testing subsets, and obtained 
mean recognition rates of 71.38%, 77.78%, 79.87%, 81.68% respectively. We com-
bined GMMs with from 1 to 8 Gaussian components using the mean combination 
method and achieved a mean recognition rate of 84.25%. Our method outperformed 
all the others. Table 1 shows all the results. 

Approach Mean Recog.
Rate

Variance

Eigenface matching 71.38% 0.0434

Philips’ SVM 77.78% 0.0384

Moghaddam et al.’s MAP 79.87% 0.0237

Moghaddam et al.’s ML 81.68% 0.0323

Combination of GMMs 84.25% 0.0275

Table 1.  Results by the different methods 

Fig.4 illustrates the mean recognition rates according to GMMs with from 1 to 8 
components and the combination of them, where GMM-x means a GMM with x 
components and GMM-C means the combination of all the GMMs. We can see the 
combination method performs better than the best of the individual models, providing 
a solution to the model selection problem. 

Fig. 4.  Results according to GMMs with from 1 to 8 components and the combination of them 

6   Conclusions 

It has been suggested that the differences between facial images can be modeled as 
two mutually exclusive classes: within-class differences and between-class differ-
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ences. In this paper we investigated replacing normal density with GMMs to estimate 
the distributions of the two classes, which consequently resulted in significant reduc-
tion in the error rate up to 45% compared to the standard eigenface approach. The 
better performance of our method than the others indicates that GMMs can make 
more efficient use of the information in face space. 
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Abstract.  
In order to find the best match to a query image in a database, conventional content-based 
image retrieval schemes need the exhaustive search, where the descriptor of the query, e.g., 
histogram, must be compared with literally all images in the database. However, the 
straightforward exhaustive search algorithm is computationally expensive. So, fast exhaustive 
search algorithms are demanded. This paper presents a fast exhaustive search algorithm based 
on a multi-resolution descriptor structure and a norm-sorted database. First, we derive a 
condition to eliminate unnecessary matching operations from the search procedure by using a 
norm-sorted structure of the database. Then, we propose a fast search algorithm based on the 
elimination condition, which guarantees an exhaustive search for either the best match or 
multiple best matches to a query. With a luminance histogram as a descriptor, we show that the 
proposed algorithm provides a search accuracy of 100% with high search speed. 

1. Introduction 

Since the amount of multimedia data such as video and image is drastically increasing, it is 
very difficult to explore a particular data on the internet or a large database. Thus, it is strongly 
demanded to develop efficient techniques to store, browse, index, and retrieve multimedia data 
[1]. Especially, an effective data management technique for image databases is very 
challenging because it is not only a key element to general multimedia management systems, 
but also has abundant applications such as digital museum, entertainment, internet shopping, 
and medical image retrieval systems. Therefore, active research has recently focused on the 
indexing and retrieval of image databases. To quickly retrieve a desired image among all 
images in a database, they have to be manually annotated by keywords or automatically 
indexed by visual cues or visual features extracted from them, in advance. However, the 
efficiency of text-based retrieval dramatically decreases for large image databases, because a 
prohibitive amount of labor should be involved for the annotation of all images and a limited 
number of keywords is insufficient to describe details in a content-abundant image. 
Due to the above-mentioned deficiency of text-based retrieval, content-based image retrieval 
(CBIR) is preferred. Conventional CBIR schemes such as QBIC [2] are tightly coupled with a 
similarity measure, which rates the similarity of two images according to image contents, and 
they usually employ a similarity measure based on low-level features, e.g., color, texture, and 
shape. On the other hand, MPEG-7, which is being standardized currently, defines the 
descriptors based on low-level features, e.g., color histogram and edge histogram.  

                                                          
1 B.C. Song is now with Digital Media R&D Center, Samsung Electronics Co., Ltd, 416 Maetan-3 dong, 

Paldal-gu Suwon, Korea.
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If images are indexed by high-dimensional descriptors, the best match(es) to a query image can 
be searched by examining the similarity between the query descriptor and descriptors from 
database images, in high-dimensional space. A brute-force way to perform similarity matching 
is to read all candidate descriptors in the database, compute their distances from the given 
query, and select the closest match(es). This is called the exhaustive search algorithm (ESA). 
However, the running time of ESA is proportional to the dimension (B) and size (N) of the 
dataset, or O(BN), which can be very large. A logical way to improve the search speed of ESA 
is to reduce the search space. Hence, a lot of tree-like structures such as R-, R*-, SS-, and SR-
trees have been developed for search space reduction. However, recent studies point out that 
these tree-like structures suffer from the curse of dimensionality in that the time to traverse the 
index structure to find the adjacent blocks (e.g., by using the branch-and-bound algorithm) and 
the number of the adjacent blocks to look for the best match(es) grow explosively with data 
dimension [3]. Kleinberg theoretically showed that ESA is faster than these indexing schemes 
when B ≥ logN [4]. It is also commonly known that even efficient data structures for data 
indexing like R*-trees [5], work well only up to the dimension of 20. 
To overcome the demerit of tree-based approaches in high-dimensional descriptor matching, 
several fast exhaustive search algorithms have been developed recently [6]-[8]. Hafner et al.
proposed a novel fast exhaustive search algorithm based on the color histogram distance of 
quadratic form [6]. However, this algorithm may have limits in further improving speed 
performance since it filters out unnecessary matching processes only in a single step. On the 
other hand, Berman and Shapiro employed the concept of triangle inequality to avoid full-
resolution matching of unreliable candidate descriptors with the query descriptor, and reduced a 
great deal of computation [7]. However, its speed performance highly depends on the choice of 
key images, and is not satisfying in large image databases. So, they employed a data structure 
known as the Triangle Trie [8]. But, the speed performance of the algorithm still depends on 
key images, Trie depth, and the threshold. 
On the other hand, Li and Salari proposed a fast motion estimation algorithm for video coding, 
which is called the successive elimination algorithm (SEA) [9]. The SEA eliminates unreliable 
candidates by using the fact that the lower bound of the distance between the current block and 
the candidate block in the previous frame can be derived from the simple difference of their L1-
norms. Therefore, it can achieve very fast motion estimation with the same accuracy as that in 
ESA.
In this paper, we extend SEA to a general multi-resolution case, and propose a fast exhaustive 
image search algorithm by applying the multi-resolution concept to descriptor matching and 
sorting the candidates in the image database in ascending order of their descriptor-norms. The 
norm-sorted database brings out an additional computation reduction since it achieves a half-
way-stop without loss of search accuracy. The proposed algorithm provides not only faster 
search ability than existing algorithms, but also the same search results as the ESA. In addition, 
the proposed algorithm can rapidly provide multiple best matches in an efficient way. Through 
experiments, the proposed algorithm has proven to be a credible solution for fast exhaustive 
search in large image databases. 

2. The Proposed Algorithm 

2.1 Brief Review of SEA 

In this section, we will introduce SEA for descriptor matching in image search rather than 
block matching in motion estimation. Suppose that an image descriptor is a B-dimensional 
vector (B=2L). Then, the L1-norm of a descriptor X, •X• is represented as 

=

=
B

n

nX
1

)(X ,             (1) 

where X(n) denotes the n-th bin value. And the following inequality is obtained [9]: 
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QXQX −≥),(d ,                (2) 

where d(X, Q) denotes the L1-distance between two descriptors X and Q. Therefore, for a given 
query descriptor Q, it is possible to eliminate any candidate whose descriptor X satisfies 

mind≥− QX , without the time-consuming calculation of d(X, Q). Here, dmin means the “so 

far” minimum distance. 

2.2 Inequality Property Based on Norm Pyramid 

We extend the inequality property in Eq. (2) to a multi-resolution case, so that tighter decision 
boundaries for decreasing search operations can be obtained in a multi-level manner. For each 
descriptor X, an L1-norm pyramid can be defined as a sequence of descriptors {X0, …, Xl, …, 
XL}, where XX =L , and lX  has a dimension of 2l and is a lower resolution version of Xl+1

reduced by half. A pyramid data structure can be formed by successively summing two 
neighboring element values at the higher level. Xl(n) can be obtained as follows: 

)2()12()( 11 nXnXnX lll ++ +−=  for ln 21 ≤≤ .                        (3) 

Then, we can derive the following inequality for a given query descriptor Q.

Property:
d(X,Q) ≡ dL(X,Q) ≥ …  ≥ dl(X,Q) ≥ … ≥ d0(X,Q),                         (4) 

where ),( QXld  denotes ),( lld QX .
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From Eq. (3),  
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Since BABA +≥+ ,
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From Eqs. (5), (6), and (7), 
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which coincides with Eq. (4). 

2.3 The Proposed Algorithm

We propose a fast exhaustive search algorithm based on Eq. (4). Assume that N denotes the 
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total number of images in a database. Multi-resolution descriptors of all images are pre-
computed and stored. Prior to the search procedure, all the descriptors and images are stored in 
ascending order of their L1-norm values (see Fig. 1). 

Image Database I

Ordered images
based on T0

Table T0 Table T1

Ordered
X0(=||X||)

Ordered X1

based on T0

Table TL

Ordered XL

based on T0

…… ……

…
…
…

…
…
…

…

Image Database I

Ordered images
based on T0

Table T0 Table T1

Ordered
X0(=||X||)

Ordered X1

based on T0

Table TL

Ordered XL

based on T0

…… ……

…
…
…

…
…
…

…

Fig. 1. Ordering of ordinary descriptors XL and their L1-norm-based multi-resolution descriptors 

according to the ordering of ||X||.   

Note in the figure that all the elements of tables (T0, T1, …, TL) and image database (I) are 
arranged in the same order as Table T0. In the search process, a proper selection of the starting 
candidate to compare is important in improving search speed. In this scheme, we select X

ibm

whose norm 
ibmX  is the closest to the query norm Q , and consider it the initial best match. 

To obtain X
ibm

, the binary search can be performed in log2N steps since Table T0 has been sorted 
in advance. Then, the “so far” minimum distance dmin is set to d(X

ibm
, Q).

1st candidate

N-th candidate

Initial best
match Xibm

1st step

5th step

9th step

12th step

8th step

4th step

3rd step

7th step

11th step

10th step

6th step

2nd step

1st candidate

N-th candidate

Initial best
match Xibm

1st step

5th step

9th step

12th step

8th step

4th step

3rd step

7th step

11th step

10th step

6th step

2nd step

Fig. 2. Search order in the database. 

The searching proceeds in alternating order starting from X
ibm

 as depicted in Fig. 2. To 
determine whether the next candidate X

ibm+1 is closer to Q than the current best match X
ibm

, we 
examine X

ibm+1 starting from the top level of its L1-norm pyramid. First, 0d (X
ibm+1, Q) is 

computed, and is compared with dmin. If it is larger than or equal to dmin,
Ld (X

ibm+1, Q) ≥ dmin
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from Eq. (4). Thus, X
ibm+1 cannot be the closest one and is rejected. Otherwise, 1d (X

ibm+1, Q) is 

calculated and compared with dmin. If 1d (X
ibm+1, Q) ≥ dmin, X

ibm+1 is rejected due to the same 
reason as above. Otherwise, the next level is evaluated. This process is repeated until X

ibm+1 is
rejected or the bottom level is reached. If the bottom level is reached, Ld (X

ibm+1, Q) is computed 

and compared with dmin. If 
Ld (X

ibm+1, Q) ≥ dmin, X
ibm+1 is rejected. Otherwise, dmin is replaced with 

Ld (X
ibm+1, Q) and the current best match to Q is set to X

ibm+1. This procedure is repeated until 
the best match is found, starting from X

ibm-1 according to the search order shown in Fig. 2. 

The proposed algorithm is summarized as follows: 
a) Off-line preprocessing: Build Table T0 by arranging L1-norms in ascending order so that 

1X ≤
2X ≤…≤

1−NX ≤
NX . Then, sort the candidate images in database I in the same 

order as in Table T0. Also, prepare tables T1 to TL for X1 to XL in the same order. 
b) On-line processing: For a given query Q,

1. Evaluate Q  and Q1 to QL.

2. Select the initial best-matched candidate X
ibm

 whose norm ||X
ibm

|| is closest to ||Q||, and
then calculate the corresponding distance dmin = d(X

ibm
, Q). Here, to reduce 

computational burden, the initial best match is found via binary search within log2N
steps since T0 has been sorted in ascending order. Let R = {X

i
 | X

i
∈TL, X

i
≠ X

ibm
}.

3. Go to step 8 if R is empty. 
4. Choose the current candidate X

j
 from R according to the search order shown in Fig. 2. 

5. If 
min

0 ),( dd j ≥QX , then go to either the following step i or ii. Otherwise, set l = 1. 

i. If )( QX ≥j
, then delete all X

i
 from R whose i ≥ j, and go to step 3. 

ii. If )( QX ≤j
, then delete all X

i
 from R whose i ≤ j, and go to step 3. 

6. Evaluate ld (X
j
, Q). If ld (X

j
, Q) ≥ dmin, delete X

j
 from R and go to step 3. Otherwise, 

set l = l + 1. If l = L, go to step 7, otherwise, repeat step 6.  
7. Evaluate Ld (X

j
, Q), i.e., d(X

j
, Q). If d(X

j
, Q) < dmin, update the “so far” minimum, i.e., 

dmin = d(X
j
, Q). Delete X

j
 from R and go to step 3. 

8. Select the candidate corresponding to dmin as the best match, X
bm

.

Note that significant time is saved through the checkup in step 5, because the following steps 
will then rarely be executed. Also note that in step 5-i and ii, we can remove not only X

j
 but 

also all X
i
 from R whose i ≥ j because 

min)()(),( dd jii
L ≥−≥−≥ QXQXQX .               (9) 

In general, image search engines need to provide the top M best matches for the query rather 
than a single best match. The proposed algorithm can realize this by employing a minimum 
distance array of size M, ][min ⋅d , instead of dmin in the algorithm described above. Let dmin[m]

denote the (m+1)-th shortest distance. In other words, for the M best matches, all distances are 
compared with the largest ]1[min −Md  instead of dmin at each level. Whenever ]1[min −Md  is 

updated, ][min ⋅d  is sorted and ranked in the ascending order (a simple bubble sorting algorithm 

is used in this paper.) for the next candidate evaluation. After repeating the procedure for all
probable candidates, the proposed algorithm can provide the top M best matches by choosing 
the images corresponding to the final ][min ⋅d , without any false misses. Here, initial values of 

][min ⋅d  are computed around X
ibm

.
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3. Experimental Results 

For performance evaluation, we use a database containing 10,000 still images (N = 10,000), 
which are composed of 7,000 images from an MPEG-7 content set [10] and 3,000 images from 
an ftp site. The database includes various types of images such as natural scenes, architectures, 
and people so as to prevent a bias to a particular type of image. Besides database images, 100 
test images having very different characteristics from one another are adopted. We use the 
luminance histogram with a bin-size of 256 as an image descriptor, and adopt the L1-norm 
distance as a distance measure. Histograms of all images are normalized with their respective 
image size so that histograms at level 0 (or 1 bin-histograms) may always have the value of 1. 
Hence histograms at level 0 are not subject to comparison, and Table T0 in Fig. 2 cannot be 
obtained directly.  
Therefore, in this experiment, histograms in the database are sorted in the ascending order of 
the second bin-values of their histograms at level 1, i.e., ]1[1

iX  for 1•i•N. Note that the 

ascending order of ]1[1
iX  is equivalent to the descending order of ]0[1

iX  since 

]0[1]1[ 11
ii XX −= . Even though the tables and image database are sorted in this alternative way, 

we can still achieve the half-way-stop effect as in Section 2.3. If 
min

11 ]1[]1[ dQX j ≥− ,

min),( dd j ≥QX since ]1[]1[),(),( 111 QXdd jjj −≥≥ QXQX . Here, we can derive a removal 

condition that if ]1[]1[ 11 QX j ≥ , all X
i
 from R whose i ≥ j can be deleted without any loss. This 

condition can be easily proved. Similarly, even in the case that ]1[]1[ 11 QX j < , if 

min
11 ]1[]1[ dQX j ≥− , we can delete all X

i
 from R whose i ≤ j without any loss. Thus, step 5 of 

the proposed algorithm can be modified as follows: 

5’. If 
min

11 ]1[]1[ dQX j ≥− , then go to either the following step i or ii. Otherwise, set l = 2. 

i. If ])1[]1[( 11 QX j ≥ , then delete all X
i
 from R whose i ≥ j, and go to step 3.  

ii. If ])1[]1[( 11 QX j < , then delete all X
i
 from R whose i ≤ j, and go to step 3. 

We choose a speed-up ratio (SUR) as the evaluation measure, which is defined as follows: 

SUR =
COMP

ESA

O

O ,                                      (10) 

where 
ESAO  and 

COMPO  are the number of operations for ESA and the algorithm to be 

compared with, respectively. In the proposed algorithm, the computational cost for preparing 
the L1-norm pyramid is also included. The number of operations is obtained by adding two 
dominant operations: addition and absolute operations. For fair comparison, we examine three 
kinds of SUR for 100 test images, i.e., the average SUR (SURAVG), maximum SUR (SURMAX), 
and minimum SUR (SURMIN). We compare the proposed algorithm with an existing triangle-
inequality-based algorithm (TIA) [7]. In implementing TIA, we select 50 key images at 
random. 

To examine the performance of the proposed algorithm, we investigate four cases: M = 1, 5, 10, 
and 20. As shown in Table I, the proposed algorithm is about 61 times faster than ESA on 
average when producing a single best match, i.e., M = 1. It is also noted that SUR tends to 
decrease as M increases. For M of 20, we obtain only about 18 times faster speed than ESA on 
average. This is because more distances at each level should be computed since ]1[min −Md
increases in proportion to M. However, the proposed algorithm is still much faster than ESA 
even when producing multiple best matches. On the other hand, we notice that our algorithm 
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outperforms TIA by about 5.9~12.6 times depending on M. The fact that SURMAX of our 
algorithm is about 1100 for M of 1 is very noticeable. This is because all the descriptors are 
sorted according to their L1-norms in advance. 

Table 1. Comparison of SURs. All available levels of 8 are used here. 

The proposed algorithm TIA 
M

SURAVG SURMAX SURMIN SURAVG SURMAX SURMIN

1 60.5 1098.5 30.8 4.8 8.4 1.8 

5 33.5 261.1 16.5 3.8 6.7 1.4 

10 24.6 121.5 12.3 3.3 6.3 1.3 

20 17.7 65.8   9.5 3.0 5.8 1.2 

Table II shows how many candidates the proposed algorithm examines at each level. According 
to this table, for M of 1, the proposed algorithm statistically examines only 0.1% of the 
candidates at level 8. In other words, the remaining candidates of 99.9% are eliminated at the 
lower levels with significantly less computational burden. Therefore, the proposed algorithm 
can achieve very high search speed. 

Table 2. Percentages of candidates examined at each level. 

Level 1 2 3 4 5 6 7 8 

1 60.9 34.1 9.09 2.14 0.61 0.28 0.19 0.11 

5 71.0 41.7 14.0 4.42 1.69 0.94 0.68 0.45 
10 75.1 45.1 16.6 5.90 2.53 1.52 1.15 0.80 

M

20 78.6 48.2 19.4 7.72 3.71 2.41 1.91 1.38 

4. Conclusions 

We propose a fast descriptor matching algorithm for exhaustive image search in a large 
database, where the multi-resolution descriptor structure is used and the descriptors are sorted 
in ascending order of their norms. In the proposed algorithm, the distance at each level is 
computed and compared with the latest minimum distance, starting from the low-resolution 
level. Due to this multi-resolution structure and norm-sorted database, we can dramatically 
reduce the total computational complexity by eliminating improper candidates with much less 
computation at lower levels. The proposed algorithm provides the same retrieval results as the 
exhaustive search, with a much faster searching ability than the existing fast exhaustive 
algorithm, TIA. Through experiments, we show that the proposed algorithm is a credible 
solution for fast exhaustive search in large image databases. 
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Abstract. Region-based image retrieval has been an active research area for the
past few years. A good similarity measure that combines information from all
regions is very important for region-based retrieval systems. In this paper, we
propose FBCC (Foreground-Background Corresponding Comparison), a novel
image similarity measure based on region comparison. The basic idea is com-
paring query foreground regions with database foreground regions and query
background regions with database background regions. Three factors have
been considered in the algorithm: the comparable credit between two regions,
the significance of each region and the difference of total number of regions be-
tween two images. Experimental results on a testbed of 10,000 general-purpose
images show that this approach is effective for center-surround images.

1 Introduction

Content-based image retrieval (CBIR) becomes more and more important in this mul-
timedia age. Many general-purpose image search engines, both commercial and re-
search, have been developed, such as IBM QBIC [8], MIT Photobook [2], Columbia
VisualSEEK [4], UCSB Netra [9], UIUC MARS [11] and so on. The usual approach
of early systems is to represent each image as a feature vector and to assess similarity
between images by way of a metric function. Many low level features have been ex-
plored to describe the color, texture or shape of an image. However, their usefulness
is limited by the gap between low-level features and high-level concepts. The global
feature cannot sufficiently capture the important properties of individual objects,
therefore, the methods usually fail when images contain similar objects, but at differ-
ent locations or in varying sizes or under different background. Relevance feedback is
a powerful tool to bridge the gap [11], however, in this paper we will focus on another
way: region segmentation.

Region-based image retrieval systems attempt to overcome the drawbacks of global
features by representing the image at object-level. If objects can be identified in an
image, it would be easy for system to recognize similar objects at different locations
and with different orientations or sizes, even under different backgrounds. However,
extracting objects from an image is still a hard problem in image processing field.

H.-Y. Shum, M. Liao, and S.-F. Chang (Eds.): PCM 2001, LNCS 2195, pp. 740–747, 2001.
c© Springer-Verlag Berlin Heidelberg 2001
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Only in ideal case, an object corresponds to a region, but in most cases, an object is
split into several regions or a region contains more than one object, as shown in Figure
1. Inaccurate segmentation brings the difficulty for region-based matching.

VisualSEEK [4] is an early region-based system. The similarity between two im-
ages is computed by taking into account colors, sizes and spatial layouts of color re-
gions. Later, UCSB NeTra [9] and Berkeley Blobworld [3] were developed, with
more emphasis on region segmentation results. Both the two systems compare images
based on individual regions. However, it is often difficult for users to decide which
regions or features should be used for retrieval. Some overall image-to-image similar-
ity measures are given to provide users a simple interface, e.g. the WALRUS system
[1], the Windsurf system [7] and the SIMPLIcity system [5]. Although each has its
own advantages, the common drawback of them is that they consider the sizes of re-
gions instead of the significance of regions in region comparison. In WALRUS sys-
tem, the similarity measure between a pair of images is defined to be the fraction of
the area of the two images covered by matching regions from the images. When
Windsurf system defines similarity coefficients, it only takes into account the sizes of
regions. The SIMPLIcity system defines the significance of a region as its area per-
centage. How to define a good similarity measures that combine information from all
regions is still an open problem. We conclude that there are three main problems in
defining an image similarity measure based on region comparison:
�

How to decide the comparable region pairs between two images?
�

How to decide the significance of each region?
�

How to compute the differences when two images have different numbers of
regions?

We are not aiming to solve all problems perfectly in this paper; instead, we propose
a novel image similarity measure designed specifically for center-surround images.
We named it FBCC (Foreground-Background Corresponding Comparison), because
its basic idea is comparing query foreground regions with database foreground regions
and query background regions with database background regions. Since center-
surround images have a large fraction in image database and they are most suitable for
region-based retrieval, our method does not lose generality.

This paper is organized as follows. In Section 2 the segmentation method is intro-
duced first, and then the region similarity and image similarity measure are described.
In Section 3, experimental results are given. Finally we conclude and outline our
future work.

2 Region-based image retrieval

2.1 Image Segmentation ( JSEG Algorithm )

The image segmentation method we used is JSEG algorithm [10]. To make the paper
self-contained, we introduce it briefly in this subsection. First, image pixel colors are
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replaced by their corresponding quantized colors, thus forming a class-map of the

image. Let Z be the set of all N image data points in the class-map, let ( )yxz ,= ,

Zz ∈ , and m be the mean �
∈

=
Zz

z
N

m
1

(1)

Suppose color has been quantized into C levels, thus Z is classified into C

classes � CiZi ,,1, �= � let im be the mean of the iN image points of class iZ ,�
∈

=
iZzi

i z
N

m
1

(2)

Let

∈

−=
Zz

T mzS
2

(3)

and � �
= ∈

−=
C

i Zz
iW

i

mzS
1

2
(4)

Define a criterion for “good” segmentation as follows:

( ) WWTWB SSSSSJ −== (5)

It measures the distances between different classes BS over the distances between

the members within each class WS . A higher value of J indicates that the classes are

more separated from each other and the members within each class are closer to each
other, and vice versa. Applying the criterion to local windows in the class-map results
in the “J-image”, in which high and low values correspond to possible region
boundaries and region centers, respectively. Finally, a region growing method is used
to segment the image based on the J-image.

In the original JSEG algorithm, image is segmented on multiple scales, and
different local window sizes are applied at different scale. In our implementation, for
computational reasons, the image size is regularized to a fixed scale, and only 9*9
local window is used. Figure 1 shows some segmented images.

(a) (b) (c)

Fig. 1. Examples of image segmentation using JSEG. (a) ideal segmentation; (b) one
object corresponds to several regions; (c) one region contains several objects.
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2.2 Region similarity

We choose the color histogram in the HSV color space to represent each region. The
HSV color space has de-correlated and uniform coordinates, which better matches the

human perception of color. Also the color histogram is easy to compute. Suppose iR

and jR are regions in query image Q and database image T respectively, if and jf

are their corresponding features. The distance between iR and jR is measured as

follows:

( ) ( ) ( ) ( )
( ) ( )( )ji

ji

jiji RsigRsig

RsigRsig
ffdRRd

+

−
+= ,, (6)

where ( )ji ffd , use the L1distance, ( )iRsig represents the significance of iR

in Q and ( )jRsig represents the significance of jR in T. Their computation will be

described in next subsection.

2.3 Image similarity

Given a query image Q
i

m

i
RQ

1=
∪= and a database image T

i

n

i
RT

1=
∪= , how to estimate the

distance between Q and T ? We think there are three problems need to consider. First,
how to decide the comparable region pairs between two images? Obviously,
comparing two non-corresponding regions is meaningless and it will give incorrect
result if they have similar features. Second, how to compute the significance of each
region? The significance of a region not only lies on its size but also its location.
Generally speaking, the region near the center attracts more attention. Third, How to
measure the distance between two images when they have different region numbers?

We define a parameter for each region to describe the probability of being
foreground. The image is divided into 4*4 equal blocks. The center 2*2 blocks are
regarded as foreground window, as Fig. 2 shown. Define the probability of being

foreground for iR :

( ) ( )
( )i

i
ifore Rsize

Rsize
RP

windowforegroundin thefall
= (7)

Fig. 2. Foreground Window

We classify regions to three types according to the foreground probability:
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( )
( )��

�� �
<
>

otherwise,backgroundandforegroundbothis

if,backgroundis

if,foregroundis

i

biforei

fiforei

R

RPR

RPR

θ
θ

(8)

where fθ and bθ are two thresholds. In our experiment, we let 6.0=fθ and

4.0=bθ . Now we give the following definition of comparable region pair:

Definition: (comparable region pair) Two regions are comparable region pair only
when they belong to the same type.

The significance of a region is not only related to its size but also its location. The
region near the center should be given more significance. We define the significance

of iR as

( ) ( ) ( )�� � >
=

otherwise,

if,1,*2max

a

RPa
Rsig fifore

i

θ
(9)

where
)(

)(

Isize

Rsize
a i= represents the area percentage of iR in the image I. In our

experiment, for the simplicity reason, only the most 5 important regions were stored
for an image. Formula (9) guarantees the priority for a foreground region to be stored.

Suppose the query image Q is decomposed into m regions, the target image T is
decomposed into n regions. The actual number of matching regions is k. Let

( )TQd fore , represents the foreground distance between Q and T, ( )TQdback ,
represents the background distance between Q and T. The FBCC algorithm can be
described as follows. Note that one region of an image is allowed to match only one
region of another image.

Step0: At beginning, let k=0, ( ) 0, =TQd fore , ( ) 0, =TQdback .

Step1: Choose the most important and unmatched region iR from Q. If all the

regions of Q have been visited, then go to step 7;

Step2: Choose an unmatched region jR from T. If all the regions of T have been

visited, then go to setp1;

Step3: if jR and iR are not comparable, then go to step 2;

Setp4: compute ( )ji RRd , according to formula (6). Go to step 2 to find jR

satisfying ( )ji RRd , < ( )ji RRd ′, , jjTR j ≠′∈′ ,

Step5: k = k+1, mark jR and iR be matched state.

If both jR and iR are the foreground regions, then ( )TQd fore , += ( )ji RRd , ; if

both are the background regions, then ( )TQdback , += ( )ji RRd , ; otherwise,

( )TQd fore , += ( )ifore RP * ( )ji RRd , , ( )TQdback , += ( )( )ifore RP−1 * ( )ji RRd , .
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Step6: go to step 1;
Step 7: compute the overall distance between Q and T according to formula (10).

( ) ( ) ( )TQdwTQdwTQd backbackforefore ,,, += (10)

where the weights forew and backw satisfying 1=+ backfore ww . Adjusting them

can provide users more flexible query. The larger forew is, the foreground is

considered more, and the larger backw is, the background is considered more.

The last but not least important question is how to eliminate the affect that two
images have different region numbers? In case of a perfect match, the actual number
of matching regions k is equal to m, the number of regions of Q, and the distance
vector will be a zero vector. But if a perfect match cannot be established, an
additional penalty will be added. Since color histogram is used as region signature,
the maximal distance between two regions is 2, thus the penalty item is set equal to
2(m-k). Formula (10) is modified as

( ) ( )( ) mkmdwdwTQd backbackforefore −++= 2, (11)

Note (11) is not a symmetric distance function. There are two reasons: one is Q
and T may have different numbers of regions, so the penalty item is different; the other
is the matching process prefer to the important regions. In order to get a symmetric
function, we define the distance between Q and T as

( ) ( ) ( )( ) 2,,, QTdTQdTQdist += (12)

In our experiment, formula (12) achieved better result than formula (11).

3 Experiments

3.1 Data Sets and performance measure

In order to evaluate the effectiveness of FBCC, we compared it with color
autocorrelagram [6], a very effective global color feature. The image database is
downloaded from James Wang’s website ( http://wang.ist.psu.edu/ ). It contains
10,000 images stored in JPEG format, each of whose sizes is 85 * 128, 96*128 or
128*85.

The retrieval performance is measured by the recall vs. scope. Let 1T , 2T ,…, tT
be the top t retrieved images based on the query image Q. The recall r at a scope s is
then defined as

( ) ( ){ } tssitrueTTsr ii ≤≤≤== ,1,relevant (13)

where { } is the number of relevant images. This measure is simpler than the

conventional recall vs. precision, but is effective in evaluating the retrieval
performance.



746 F. Qian et al.

3.2 Experimental Results

We randomly choose five query images from flower category and five query images
from butterfly category, calculating the recall vs. scope. Fig. 3 is the average recall vs.
scope results. It shows that FBCC retrieved more relevant images than
autocorrelagram in the same scope. The query example in figure 4 shows while the
autocorrelagram have six irrelevant images in the top sixteen, the FBCC only have
two. Experimental results support the hypothesis that FBCC yields good results when
querying center-surround images.

4 Conclusion

In this paper, we have proposed a novel similarity measure of images based on region
representation, which is called FBCC algorithm here. It has several advantages: only
comparable region pair is contribute to the distance; the central region can get larger
significance; the different numbers of regions between two images are considered;
foreground and background distance weights can be adjusted; more important region
has more priority. Experiments show it is suitable for center-surround images. In the
future work, better foreground/background detection method can be used; region can
be represented by more effective color and texture features; and the significance
parameter for each region can be learned from user feedback. Other planned work
includes the comparison to other region-based approaches.
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Fig. 3. Recall vs. scope comparison between FBCC and autocorrelagram
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Fig. 4. A query example (the top left image is query)
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Abstract. In these days, the open computer networks make possible to use 
intellectual properties without any degradation of the multimedia data such as 
document, audio, image, and video. In this paper, we suggest a digital 
watermarking scheme that produces each different marked document by 
embedding a unique mark of original user using diagonal profile. This can be 
applied a technique to prevent unauthorized user from discouraging illicit 
copying or redistribution of document images by retrieving embedded mark of 
original user. This technique can easily detect attempt to remove or change the 
watermark by the feature of diagonal profile and it does not affect the skew 
since the watermark embeds to be neighbored with a black pixel value. And we 
produce noisy image by increasing the copy generation, we find out that it 
occurs unambiguous in watermark extraction procedure. We, therefore, propose 
a tip to extract the watermark after removing produced noise by copying.  

1. Introduction

As the speed of computer network is improved and the high quality of communication
service come into wide use, the multimedia data can be accessed or changed by 
unauthorized user. Therefore, digital watermarking techniques which embed some 
important information such as copyright information, expire date, ownership have 
been proposed to protect multimedia contents from illegal copying or redistribution 
by unauthorized user.  

Specially, we mention the text watermarking technique in this paper. Text 
watermarking techniques have applications wherever copyrighted electronic 
documents are distributed. One of important example is virtual digital library where 
users may download copies of documents, for examples, books, but are not allowed to 
further distribute them or to store them longer than for a certain predefined period. In 
this type of application, a requested document is watermarked with a requester 
specific watermark before releasing it for download. If illegal copies are discovered 
later, the embedded watermark can be used to determine the original ones. 

H.-Y. Shum, M. Liao, and S.-F. Chang (Eds.): PCM 2001, LNCS 2195, pp. 748–755, 2001.
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At first, we briefly review the text watermarking techniques in section 2. And we 
propose a embedding and extraction process of the watermark using diagonal profile 
in section 3. Then we present experimental results, conclusion and further works in 
section 4 and 5.  

2.   Digital Watermarking for Text Documents 

Digital watermarking technique for text document image is mainly classified two 
categories as follows. Spatial domain technique by Brassil et al.[2][3][4][8] and Low 
et al.[6][7] slightly moves the location of words or lines, this is perceptually invisible 
even after embedding the marks.  

According to this, embedded watermark can be detected using feature detection, 
correlation detection, centroid detection even though it has been corrupted by 
copying, scanning, fax transmission. Feature detection, so called baseline detection, is 
attempted to locate the position of the text baseline in line-shifted documents. 
Correlation detection is a well-known result from communication theory tells us that a 
correlation detector optimally detects signals in the presence of additive white 
Gaussian noise. Centroid detection is used when the effect of translation cannot be 
compensated for accurately. Feature detection is most directly applicable for detecting 
line shifting, it has an advantage that does not require any information on the original  
unmarked document, but it also has a disadvantage of relatively poor performance on 
documents that have suffered significant distortions. Although centroid detection can 
be applied to detect both line and word spacing, its performance in the presence of 
noise is satisfactory only for line spacing. It is more reliable but requires centroid of 
original unmarked document profile. Correlation detection performs much better than 
centroid detection on word spacing, but its performance is sensitive to how accurately 
can be compensate for the translation of the profile. This method requires the profile 
of original unmarked document. 

On the contrary to digital watermarking in spatial domain, frequency domain 
digital watermarking technique by Y. Lui et. al[8] uses the original Cox et al.
algorithm[5] as a representative transform domain technique. This technique marks 
using word or line shifting algorithm by Brassil et al. which is mentioned above, then 
measures the similarity in Cox et al. algorithm between original watermarked 
document image and corrupted watermarked document image to detect watermark. 
This technique has an advantage of robustness against noise like Cox et al. algorithm. 

3.   The Marking and Identification Scheme Using Diagonal Profile   

At first, we assume that the image of the one page is represented as follows.            

where, n and m, whose values depend on the scanning resolution, are the height and  
width of the page, respectively.  
The image of a text line is simply the function restricted to the region of the text line  

]1,0[,]1,0[,}1,0{),( −∈−∈∈ mjnijif (1)
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]1,0[,],[,}1,0{),( −∈∈∈ mjbtijif t
(2)

where, tt and b are the top and bottom boundaries of the text line, respectively. And 
the image of a word can be represented as follows. 

],[,],[,}1,0{),( esjbtijif t ∈∈∈ (3)

where, s and e are the start and end of the word in the text line.  
Diagonal profile[1] of the text image is a projection of two-dimensional array. To 

making the diagonal profile is to compute a index for the histogram bucket for the 
current row and column. Let the row and column be noted by i and j, respectively. 
Suppose that the dimensions of the image are n row and m columns, so i and j range 
from 0 to n-1 and 0 to m-1, respectively. And we assume that the index k for the 
diagonal can be computed by an affine transformation of the row and column. The 
index k can be described as Eqn(4). Therefore, the diagonal profile will be required 
n+m-1 buckets.                         

20,1 −+≤≤−+−= mnkmjik (4)

Figure 1 is an example of diagonal profile. Since the affine transformation should 
be mapped the upper right pixel into the first position, and the lower left pixel into the 
last position. Therefore, the index k is produced from right side to left side direction.  

Fig. 1. An Example of Diagonal Profile 

3.2 Watermark Embedding Procedure 

In this method, the watermark embedding algorithm to generate copyright information 
for original owner of text document is described as follows. Figure 2 illustrates this 
process. 

Original
Image

Marked
Image

Si

),( jif
∧

),(kD
∧

),( jif
MarkingMarking

D(k), D(t) )(tD
∧

KEYi [RANPw ,RANPD(t)]

Fig. 2. Watermark Embedding Procedure 

[Step1] Generate diagonal profile D(k) of the entire document image f(i, j). 
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where, k = i – j + m - 1 (0 ≤ k ≤ n + m –1), 0 ≤ i ≤ n –1 , 0 ≤ j ≤ m –1
[Step2] Randomly choose a word to embed Si∈{0,1}, then generate diagonal profile 

D(t) of the randomly chosen word f(i, j). 
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where, t = x – y + p - 1 (0 ≤ t ≤ (e-s)+(b-tt)+1), tt ≤ i ≤ b , s ≤ j ≤ e , 0 ≤ x ≤ p , 
0 ≤ y ≤ q , p = e – s + 1 , q = b – tt + 1

[Step3] Embed Si on selected D(t) as following conditions 

)()()(
^

iSWtDtD += (7)

• Divide D(t) into two blocks bl, br

Si = ‘0’ (white pixel value) : embed one pixel on randomly chosen 
position of bl.

Si = ‘1’ (black pixel value) : embed one pixel on randomly chosen 
position of br.

• Randomly selected position is a pixel adjacent to the black pixel value, 
which has same index on text document image. 

• Maintain corresponding embedded position of the word on a table to 
prevent from reselecting of embedded position. 

• Avoid the word that doesn’t have plenty of width because an embedded 
watermark should not be visible under normal observation. 

[Step4] Repeat Step[2]�[3] until Si finish to embed. 

[Step5] Reconstruct document image ),(
^

jif .

[Step6] Produce diagonal profile )(
^

kD  of the watermarked page ),(
^

jif .

For line or word shifting, the change of the particular region with the intentional 
attacks by someone only results in changing of the corresponding region. But, for this 
proposed method, it can be resulted in changing the entire profile of document, not 
some particular region because of the feature in [Step1] and [Step2]. We, therefore, 
can easily detect the modification of document image.  

3.3   Watermark Extraction Procedure 

3.3.1   Watermark Decoding Model I  
Before mentioning specific algorithm, this scheme has an advantage as follows. If you
only want to detect the change of the watermarked document, you can easily detect 
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whether the document has been changed or not by comparing the number of vertical 

strip between the diagonal profile )(
^

kD of watermarked document and the diagonal 
profile of D*(k) of possibly corrupted or changed document f *(i, j). 

 Now, let’s look into the watermark detection procedure. This procedure is shown 
in Figure 3. 

[Step1] Generate digitalized document f *(i, j) which is possibly corrupted. 
[Step2] Generate D*(k) of f *(i, j). 
[Step3] Generate a corresponding D*(k) using the position KEYi[RANPw] of a 

randomly selected word, detect 
Di

S using Eqn(8) . 

)()(
^

* tDtDS
Di

−= (8)

[Step4] Detect Si using the randomly chosen position KEYi[RANPD(t)] on D*(t) which is 
used to embed Si

[Step5] Repeat step[3]�[4] until detecting Si.

3.3.2   Watermark Decoding Model II 
In decoding Model I, we first detect 

Di
S , then we can detect Si using KEYi[RANPD(t)]. 

Actually 
Di

S include the watermark Si and noise N. Therefore, we can just detect 

whether the watermark information exist or not using KEYi[RANPD(t)]. To acquire the 
watermark   without noise, we propose a tip to remove the noise N as follows. Figure 
4 illustrates the extraction process of the watermark after removing the noise N using 
Eqn (9) and (10).  

NtDtD =− )()(
^

*
(9)

NtDtDS
Di

−−= )()(* (10)
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Fig. 3. Watermark Decoding Model I         Fig. 4. Watermark Decoding Model II 

4.   Experimental Results   

To test how well marked documents could be decoded after passing through noise, we 
performed the following experiments. The original and the watermarked document 
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were printed on HP Laser Jet 6P. And then the original image is used size with 
901×622(13 lines and 87 word, 10 Times New Roman) scanned 300dpi on HP5200C.  
And we also use the binary image size with 50×33 which consists of the initial of 
name for the secret information, i.e. watermark. We sequentially read the watermark, 
then randomly embedded on the document image using diagonal profile. To be 
satisfied the condition of perceptual transparency, we embedded the watermark on the 
word composed over 60 pixels of width. Figure 5 and 7 show the original text 
document and the result of watermark embedding. Figure 6 and 8 show the diagonal 
profiles of Figure 5 and 7, respectively.  

We also experiment to extract the watermark by increasing the copy generation of 
marked document. We produce noisy images by increasing the copy generation of 
marked document image on Zerox 330 from 1st to 10th. We could get reasonable 
detection response to 5th copy generation for both of decoding Model I and II. As you 
may know in Fig. 12�15 and Fig. 18���, the extracted watermarks for decoding 
Model I include additional noises and the results for decoding Model II show us the 
watermark information only. And this technique dose not has influence on skewing of 
words or lines because the watermark embeds to be neighbored with a black pixel 
value. 

Fig. 5. Original Unmarked Document(901×662, 10font)     Fig. 6.  Diagonal Profile of Fig. 5 

Fig. 7. Watermarked Document Image                   Fig. 8. Diagonal Profile of Fig.7 
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Fig. 9. 1st Copied Document Image                    Fig. 10. 2nd Copied Document Image 

          

Fig. 11. Watermark(50×33)        Fig.12. Model I(1st)           Fig. 13. Model II(1st)

                     

Fig. 14. Model I(2nd)                    Fig. 15. Model II(2nd)

Fig. 16. 3rd Copied Document Image                     Fig. 17. 5th Copied Document Image 

        
Fig. 18. Model I(3rd)       Fig. 19. Model II(3rd)      Fig. 20. Model I(5th)     Fig. 21. Model II(5th)
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5   Conclusions and Further Works 

Document delivery by computer network offers information providers the opportunity 
to reach a large audience more quickly and cheaply than does media-based 
distribution. To facilitate the transition to network distribution, we proposed a new 
watermarking algorithm that embeds secret information of original owner on text 
document using diagonal profile. If the watermarked image has been changed or 
deleted on arbitrary position of text document by an attacker, the original owner of 
that document can easily detect the difference by comparing each diagonal profiles. 

And we have shown two different decoding Models. Model I needs small amount 
of side information in detection procedure as compared with Model II, but also has a 
disadvantage that we can’t exactly separate between the watermark and the noise. On 
the other hand, Model II can get exact watermark information without any noise, but 
it has a disadvantage the need of original image to decode the watermark.  

For further research, we will present for the next paper on a watermarking 
technique using bi-directional diagonal profiles to reduce the side information in 
decoding Model II. It is only needed the indexes of the embedded watermarks on each 
diagonal profiles to extract the watermark. And it also can be applied fragile 
watermarking technique.  
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Abstract. In this paper, we describe the method that can automatically compose
gesture models and recognize those gestures using 2D features extracted from 
gesture image sequences. In the conventional gesture recognition algorithms, 
previously well-known patterns are introduced by the hand or the model
indexing algorithm. However, our method automatically composes the model
space by clustering arbitrary input image sequences. The models are recognized 
as gesture using probability calculation of HMM. Our method can compose the 
models fast and robustly and is easy to learn  on new image sequences .

1    Introduction

Humans frequently use gestures to communicate information among one other.
Considering the fact, it is necessary to develop efficient and fast gesture recognition
algorithms for more natural human-computer interaction. In recent years, gesture
recognition has become an increasingly important topic in the computer vision field, 
with the construction of massive video databases, surveillance systems, and highly-
compressible communication systems.

Briefly speaking, gesture recognition means automatically knowing how a human’ s
parts temporally change. However, it is difficult to recognize temporal changes
automatically because a human body is a three-dimensional object of a very complex 
structure.

In early works, many researchers tried to measure the configuration of the human 
body with sensors attached to the joints of limbs and to recognize gesture by 
analyzing the variation of joint angles. However, this requires the user to wear 
cumbersome devices such as a data glove and a data suit, and usually long cables 
connect the device to computers. So, it hinders the ease and natural quality of the 
user’ s motion.

As a non-tactile method, recently a very accurate gesture recognition method using 
Moving Light Displays (MLD) was developed. In the MLD method, various bright 
markers are attached to the joints of a moving articulated body, and the lighting 
conditions are designed such that only the markers are visible against a black
background. However, for this method, it is necessary to arrange the camera in 
advance and to illuminate the environment, so that it is very expensive and real-time
processing is difficult. 

H.-Y. Shum, M. Liao, and S.-F. Chang (Eds.): PCM 2001, LNCS 2195, pp. 756–763, 2001.
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Any awkwardness in wearing devices can be dissolved by using video-based
noncontact recognition techniques. One approach adopts a set of video cameras and 
computer vision techniques to interpret gestures. We call the method “appearance-
based gesture recognition” since only the visual appearance is used in the recognition
process.

 Appearance-based gesture recognition approaches are different depending on 
whether they use a 3D model or a 2D model of the human body. 3D model has 
difficulty for modeling and matching because the joints connecting the bones
naturally exhibit different degrees of freedom (DoF). Furthermore, the 2D model 
requires complex calculations since appearances are different according to the
position of cameras.

In this paper, we describe the method that can extract multi-dimensional features 
from gesture image sequences  and project these images into the parametric eigen 
space with PCA (Principal Component Analysis). The projected models  are
recognized as gestures using the probability calculation of HMM. Our method can 
detect the key frame that shows how the configuration of the human body is abruptly 
changed in fixed backgrounds and that frame is used in constructing models and 
recognizing gestures. 

Fig. 1. Block diagram of gesture recognition

2    Automatic Model Composing

2.1   Segmentation

Gesture refers to the human body movement, hand movement and a means of
expression. So, gesture recognition needs a process in which the person who is 
performing the gestures is extracted from the rest of the visual image. Therefore, we 
must model a background scene. It is modeled by representing each pixel by three 
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values, its minimum and maximum intensity values and the maximum intensity
difference between the consecutive frames observed during this training period. 

Foreground objects are segmented from the background in each frame of the video 
sequence by a four stage process: thresholding, noise cleaning, morphological
filtering and object detection.

Each pixel is first classified as either a background or a foreground pixel using the 
background model[1]. Giving the minimum (M), maximum (N) and the largest
interframe absolute difference (D) images that represent the back-ground scene
model, pixel x from image I is a foreground pixel if:

CtxDtxItxNORtxItxM +>−− ),(),(),(),(),( (1)

where C is the constant.
 Thresholding alone, however, is not sufficient to obtain clear foreground regions 

since it results in a significant level of noise, for example, due to illumination
changes. We use region-based noise cleaning to eliminate noise regions. After 
thresholding, one iteration of erosion is applied to the foreground pixels to eliminate 
one-pixel thick noise. Then, a fast binary-connected component operator is applied to 
find the foreground regions, and small regions are eliminated. Since the remaining 
regions are smaller than the original ones, they should be restored to their original 
sizes by processes such as erosion and dilation.

As the final step of the foreground region detection, a binary-connected component 
analysis is applied to the foreground pixels to assign a unique label to each
foreground object.

2.2   Feature extraction

Once segmentation in section 2.1 is processed, we must extract the features of the 
body configurations that can analyze gesture from foreground region. However, if we 
use an abstract feature, it is difficult to express the complex configuration or
movement. Furthermore, we extract multi-dimensional features from gesture image 
sequences . In this paper, the features are 1) Feret ratio, the dimension ratio of the
human body in horizontal and vertical directions, 2) the x position, the center of 
gravity, 3) the y position, the center of gravity, 4)compactness,  5) the angle at which
a blob has the least moment of inertia, 6) the angle perpendicular to 5). Also, because 
the interpretation of gestures requires dynamic configurations of the human body, we 
acquire the movement information from the subtraction operation on the consecutive 
frames.  Therefore, multi-dimensional features are calculated from equation (2) as 
shown in Figure 2.

)50,51( ≤≤−≤≤+ nTtI nt
t

(2)

In equation (2), each image (I) is a binary image described in section 2.1 and T is 
the total length of the image sequence. Consequently, the temporal body’ s movements 
are configured by features.

The features must be normalized to the same weight because those have a
numerically different unit.
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Let N (= T – 5) be the number of the group which is composed of 6 features. The 
normalized feature set x is shown in equation (3).

T
N

xxxx ],,,[
21

= (3)

Fig. 2. Temporal image grouping

Fig. 3. Example of temporal image grouping (group 1 of walking)

2.3   Principal Component Analysis

Constructing a gesture space, we apply principal component analysis to the
normalized gesture features as described in section 2.2. 

Each feature set has been scanned into a column vector x of length 36.  By
subtracting the average vector, c, of the all features, as in equation (5), the new feature 
matrix X is obtained, where the size of the matrix X  is 36 x N.  The covariance matrix, 
Q, of gesture features can be obtained from equation (6). Then, the PCA is 
straightforward requiring only the calculation of the eigen vectors satisfying equation 
(7).

∑=
=
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i
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1
)/1( (4)
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There are many numerical methods for the eigen vector calculation, however, the 
SVD (Singular Value Decomposition) algorithm has been used.  The SVD provides a 
series of eigenvalues ),..,2,1( Nii =λ  (in decreasing order of size) and eigenvectors ei,

which are orthogonal to each other.
It should be noted that the magnitude of an eigenvalue corresponds to the weight of 

that vector in the eigenspace.  All N eigenvectors are needed to represent the feature 
sets accurately in a gesture space, however, a small number, k (k « N), of eigenvectors 
is generally sufficient for capturing the primary appearance characteristics of the 
gestures. From equation (8), a small number of eigenvectors can be chosen which 
span the whole space, without any faults. k is selected such that the first eigenvectors 
of Q capture the important appearance variations in the feature sets.
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λ
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where the threshold 1T is close to, but less than, unity. 
Consequently, by using equation (8), an N-dimensional vector X can be projected 

to a low k-dimensional eigenspace. An input feature, set x, is subtracted from an 
average vector c, and projected into the eigenspace as in equation (9).
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Fig. 4. Projection of model sequence into the gesture space
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2.4   Clustering

To automatically detect the frames that show how gesture is abruptly changed on 
image sequences and to interpret models, a process which can group frames so that 
the frames are similar within each group is required. These groups are called clusters. 
However, we don’ t know how many clusters exist in gesture spaces. Therefore, it is 
necessary to determine the number of clusters. In this paper, we can overcome this 
problem using a multi-variable variance decomposition algorithm. This approach 
assumes that the number of clusters g that the between-class scatter B, is much lager 
than the total within -class scatter W.
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where iN is  the number of points included in cluster i and 
i

X  means the average of 

cluster i. X  is the total average of points in a gesture space. The total variation T  and 
the between-class variation B ratio to the total variation are calculated by equation 
(12) and (13).
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In equation (13), the small Λ means that change within clusters is relatively small 
compared to that between clusters. Determining the number of clusters, gesture
images are classified by a hierarchical clustering algorithm.
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3    Gesture Recognition Using Hidden Markov Model

3.1   Hidden Markov Modeling

HMM is a stochastic process, a probabilistic network with hidden and observable
states. A time domain process demonstrates a Markov property if the conditional 
probability density of the current event, given all present and past events, depends 
only on the jth most recent events. If the current event depends solely on the most 
recent past event, then the process is a first order Markov process. The initial 
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topology for an HMM can be determined by estimating how many different states are 
involved in specifying a sign. Fine tuning this topology can be performed empirically.

If image sequences are classified with several gesture patterns using the clustering 
algorithm used in section 2.4, each cluster iJ  is converted into a symbol by a

codebook and this sequence is used with the input of HMM.
HMM λ  is represented by the following variables. The state transition probability 

ija indicates that state of HMM will change from i to j. The probability )(ybij

indicates that the output symbol y will be observable in the transition of state j from 
state i. Also, iπ  is the initial state probability. Learning of a HMM is equal to 

estimating the parameters { BA,,π } of the HMM. The algorithm which we use for

estimation of the HMM parameters is the Baum-Welch Algorithm[2].
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Where ),( jitξ  is the probability of being in state 
i

s  at time t and in state 
j

s at time 

t+1, and )(itγ  is the probability of being state 
i

s  at time t. From equation (15) and 

(16), the gesture model is estimated.

3.2   Gesture Recognition

Given the observation sequence (Y), the model λ  can be calculated using the forward 
variable )(itα  and backward variable )(itβ  by the following equation. It is recognized 

as a model which has the maximum value of equation (17).
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4    Experiments and Conclusion

The gesture images used in the experiment consist of 13 kinds, including walking, 
sitting, exercising the legs and so on. These were captured by a video camera with a 
resolution of 320*240 pixels. The total 8 gesture sequences were composed to
models. In the experiment, the method we used has been shown to accurately analyze 
gestures by using the gesture information of the input action obtained through the
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analysis of specific motion information. However, there are some problems to be 
solved.

One problem to be solved is that the gesture cannot be recognized when the gesture 
that moves an arm and the gesture that moves a leg are classified to the same posture,
since we use features described the total body’ s configurations. In the future, a plan to 
develop a robust recognition algorithm by adding features classifying movements of 
the body’ s region is required.

Now, it is difficult to classify all images with the models used in the experiment. 
So, in order for our method to have general applicability, we must gather all gesture 
images and analyze these.

In this paper, a gesture recognition method has been proposed that uses not the 
geometric features of edges and corners, but uses very abstract and simple features 
such as moment, and ratio of body region. Therefore, the detail motion information 
cannot be fully recognized, but brief actions or gestures in a specific area can be 
analyzed.
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Abstract. The Hausdorff distance can be used to measure the similarity of two 
point sets. In matching the two point sets. one of the point sets is translated. 
rotated and scaled in order to obtain an optimal matching. which is a 
computationally intensive process. In this paper, a robust line-feature-based 
approach for model-based recognition is proposed. which can achieve a good 
performance level in matching, even in a noisy environment or with the 
existence of occlusion. The method is insensitive to noise and can find the 
rotation and scale of the image point set accurately and reliably. For this reason, 
instead of 4D matching, a 2D-2D matching algorithm can be used. This can 
greatly reduce the required memory and computation. Having rotated and scaled 
the image point set, the difference between the query point set and the model 
point set can be computed by considering translation only. The performance and 
the sensitivity to noise of our algorithm are evaluated using simulated data. 
Experiments show that our 2D-ZD algorithm can give a high performance level 
when determining the relative scale and orientation of two point sets. 

1 Introduction 

Object matching is an important task in computer vision, model-based recognition and 
content-based retrieval [1,2]. The algorithms used usually analyze the object contours 
in computing the similarity of the objects. forming an essential part of the retrieval or 
recognition systems. One of the critical problems is how to match two objects 
efficiently and accurately with the existence of noise, partial occlusion or spurious 
parts, and under different translations, orientations and scales. In terms of comparing 
the shapes of two objects, it is well known that moments [ l ]  and Fourier coefficients 
[3] can provide invariant features with respect to the affine transformation. However. 
both the high-order moments and the Fourier descriptors of twodimensional images 
for shape matching are sensitive to noise. and produce a significant degree of error 
when an object is occluded. 

Hausdorff Distance [4] has been used for matching two point sets because of its 
simplicity and relatively insensitivity to noise, requiring no explicit correspondence 
between the two point sets. Different Hausdorff distance measures [53 for object 
matching have been investigated while TakAcs et. 01. [6] applied the modified 
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Hausdorff distance in human face recognition. Most of the Hausdorff distance 
algorithms can find the best match for translation only. A huge amount of computation 
is required for matching objects of different orientations and scales. In [7], a line- 
based Hausdorff distance based on 4D matching was proposed. A line segment 
formed by two consecutive points along a contour is represented by its mid-point (x, 
y), the logarithm of its segment length, and its orientation. However, this approach is 
sensitive to noise, so 4D matching must be used. This approach requires a large 
memory and is computationally intensive. in this paper, we propose a robust line- 
feature-based approach for object matching. A segment formed in our algorithm is 
obtained by joining a point and its corresponding farthest point in a point set when 
extracting the feature. We will prove that this arrangement can make the extracted 
features robust to noise and occlusion, so 2D-2D matching algorithm can be used. The 
first 2D matching is to determine the relative scale, s, and orientation, 4, while the 
second 2D matching is based on the traditional Hausdorff distance. 

2 Hausdorff Distance for Shape Matching 

The Hausdorff distance is a kind of metric measurement used to measure the degree of 
mismatch between all possible relative positions of two point sets. The definition of 
Hausdorff distance between two point sets, A and B, is: 
Given two finite point sets A = {a,,  a2 ,..., a,,) and B = (bl ,  hz ,..., b,), the Hausdorff 
distance H(A,B) for these two point sets is defined as follows: 

where h(A,B) is the directed Hausdorff distance and d(u,b) is the Euclidean distance 
between two points a and b. 

The relative position between the two point sets can be calculated by searching a 
minimum value of the HD on the (x,y)-plane. If a translation transformation t applied 
to the point set B is best matched with the point set A, a minimum value of the 
Hausdorff distance H(A,t(B)) for point set A and its transformed point set t(B) can be 
obtained. The searching function for matching can be written as follows: 

H,,,i, = min H(A,I(B)) 
I 

where t(.) represents the translation transformation function. For a specific 
transformation t, the minimum value of the Hausdorff distance, Hmi,, represents the 
similarity between the two point sets. Different Hausdorff distance measures have 
been proposed for shape matching. The M-Estimation Hausdorff distance [8] (ME- 
HD) has been proposed; it is insensitive to noise. This distance measure only requires 
the comparison and summation operations. The definition of ME-HD is: 
Given two finite point sets A = ( a , ,  u2 ,..., a,,,) and B = {bl,  b2 ,..., b,,), the M- 
Estimation HD HAA, B) for the point sets A and B is defined as follows: 

A Robust Line-Feature-Based Hausdorff Distance for Shape Matching 765



and the directed ME-HD, hM (A,B), is 

ds(u) represents the minimum distance value from point u to the point set B, and Nq is 
the number of points in the point set A. The threshold z is  used to eliminate outliers. 
This distance measure can therefore eliminate those outliers yielding large errors. 

3 A Robust Feature For Shape Matching 

Feature selection is an important issue for object matching. The selected features 
should be robust to noise and invariant to position, scale and orientation. In this paper, 
a robust feature for shape matching using HD is proposed such that 2D-2D matching 
can be adopted instead of 4D matching. The feature is based on the line segments 
formed between each point and their corresponding farthest point in a point set. The 
orientation and length of each of the line s e p e n t s  are then used to form points in the 
(8, log I)-plane. The features used are robust to noise and partial occlusion, so 2D 
matching can be used to determine the scale and orientation between the point sets 
accurately. Having rotated and scaled the query point set, the relative position between 
the point sets is computed in the second 2D matching in the (x,  y)-plane. 

Robust Features for matching with different orientation and scale 

Suppose that we have a model object, S,,,. A query object, S,,, is obtained by rotating 
and scaling the object S,, by an angle q5 and a scaling factor s, respectively, as shown 
in Fig. l(a) and (b). Robust line-features are extracted by considering line segments 
formed by joining each contour point and its corresponding farthest point in the point 
set. Consider two points, z,, and z,, which are the corresponding farthest points f i o ~ n  
the contour points, c, and c,, of the two shapes. Two line-segments, z,,,ct,, and zllc,,, for 
the two objects are therefore formed. These two line segments are converted to feature 
points, (Om, log 1,) and (8,, log I(,), in the (8, log /)-feature plane, which can then be 
used to measure the relative scale and orientation of the objects. Since c, and c, are 
the corresponding points in the two objects, the lengths and the orientations of the 
line-segments have the following relationship: 

where the parameters (b and s represent the orientation and the scaling factor, 
respectively. 

766 W.-P. Choi, K.-M. Lam, and W.-C. Siu



(a) The model object S, (b) The query object S,, 

Fig. 1. A model and a query object under different translations, orientations and scales. 

A set of feature points can be extracted for each object to form a feature pattern in 
the (8, log &feature plane. Figure 2 shows an object and its rotated and scaled 
versions with and without additional distortion. By projecting the logarithmic lengths 
and the orientations of the longest line segments of these three objects into their 
corresponding feature planes, as shown in Fig. 2(b), the scale s and the orientation @ 
can be obtained by means of the ME-HD. In order to find their relative orientation 
within the range of 0" to 360°, the feature pattern of the model object is duplicated to 
the range of 360" to 720°, as shown in the first feature plane in Fig. 2(b). The feature 
patterns of these shapes in the (8, log /)-feature plane are similar, but are translated 
relative to each other. By using the ME-HD, the minimum value can be obtained at a 
specific relative position. The orientation and the scaling factor can then be computed 
based on equations (6) and (7). 

(a) The ob-jects 

(b) The feature planes 

Fig. 2. The objects and their corresponding (6: log /)-feature planes. 

3.2 Robustness with respect to noise and occlusions 

Considering the feature pattern of an object, the effect of noise and occlusion can be 
minimized since the feature pattern is extracted based on the line segments formed by 
each contour point and its corresponding farthest contour point along the boundary. 
Since the line segments considered are the longest segments, the extracted features, 
the orientation and the logarithm of their lengths, are affected to a lesser extent than 
other possible line segments formed by the contour points. Suppose that noise is added 
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to a contour point and its corresponding farthest contour point, the length of the line 
segment formed by these two points is as follows: 

The change in orientation can be computed as follows: 

where (I,, 4) are the relative (x, y)-coordinates between the contour point and its 
farthest contour point along the boundary and (VI,, VI,.) are the resultant shift of the 
points. Since the line segment is the longest line-segment that can be formed in the 
point set and the displacement, Vl, and Vi,., are small compared to I, and I,,, the values 
of Vl and Ve, i.e. the deviations of the length and orientation of the line segment, are 
the smallest compared to other possible line segments in the point set. 

If an object is distorted or occluded in some parts, only the corresponding parts of 
the feature pattern are affected, as shown in the third column in Fig. 2(a) and (b). The 
feature pattern is still similar to the original one. By using the ME-HD, the effect of 
changes to the feature pattern due to noise, distortion or occlusion can be minimized. 
If more feature points are considered, the scaling and orientation factors between two 
objects can be obtained more accurately. Consequently, matching based on the feature 
pattern using the ME-HD can achieve robustness in comparing two shapes, even in the 
presence of noise, distortion or occlusion. 

4 Experimental results 

The matching performance of our proposed algorithm is compared to the line-segment 
feature proposed by Yi et. a1.[7]. The shapes used in the experiment are closed- 
contour, which are distorted by different levels of noise variance. The effect of 
occlusion and distortion on the matching performance will also be evaluated by 
removing part of a shape and/or including an additional part to the shape. The 
experiments were conducted on a Pentium I1 400MHz PC. 

Noise and Distorted Model Generation 

The images used in the experiments are sized 640x480. The shapes of the objects 
in the images are extracted using the adaptive snake method [9]; the shapes then form 
the model set. The extracted shapes are rotated and scaled, and distorted by different 
levels of noise to form a set of query shapes. 

In the experiment, 10 different shapes are adopted to form the model set. These 10 
model shapes are first rotated by an angle of 37" and scaled by a factor of 0.7. These 
transformed shapes are then distorted by noise levels from 2.0 to 20.0 in a step size of 
2.0. A query set containing 100 shapes is therefore generated by applying different 
noise levels. Another query set is also generated by arbitrarily removing and/or adding 
parts of contours to the shapes. 
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The effect of noise levels and distortion 

Figure 3 illustrates the effect of noisc atldcd to a shape on the feature pattern 
generated. The rotated and scaled objects with or without noise added are shown in 
the first row. Their corresponding feature patterns based on the line-segment features 
and our approach. robust line-segment fcatures. are then matched by using tlic ME- 
HD. The scale and orientation of a transformed shapes relative to the original shape 
can therefore be computed. Having transformcd the shapes accordingly. the ME-HD is 
applied again to match the shapes in thc (r. !))-plane. The matching results based on 
thc line-segment features and our approach are illustrated in the second and third 
rows. As thc noise level increases, our approach will result in only minimal change to 
the feature patterns. However, using the line-segment approach will CiluSe a 
significant change in the feature patterns. Consequently, our approach can provide a 
good matching performance even when the noise level is high. The line-segment 
approach will fail to match the shapes in a high noise level. 

Fig. 3. The comparison of matching perfommce tising the line-segment and the robust line- 
segment features with different lcvcls of noisc. 

Similarly, Fig. 4 illustrates the effect of distortion or occlusion on the fcahlre 
patterns. The rotated and scaled shapes with and without distortions are shown in the 
first row. Their corresponding feature pattcrns and tile matching results based on the 
line-segment approach and our approach arc illustrated from the second row to the 
third row. As parts are added or removed. the feature patterns generated using our 
approach are affected to a lesser extent than the line-segnent approach. Consequently. 
our approach can also achieve a better matching performance than the line-sc~ment 
approach. 

A Robust Line-Feature-Based Hausdorff Distance for Shape Matching 769



Fig. 4. The comparison of matching performance using the line-segment and the robust line- 
segment features with occlusion and additional parts to the shapes. 

The matching performance based on our approach outperforms the line-segment 
approach when the shapes are distorted by noise and occlusion. This is mainly due to 
the fact that the extracted features are obtained based on the longest possible line 
segments formed in a point set. Noise or disturbance on the contour points will have a 
relatively lesser effect when compared to the features extracted from other possible 
line segments of the point set. 

The performance of finding the scale and orientation 

To evaluate the performance of computing the relative scale and orientation between 
two shapes, the probabilities of finding the scale and orientation factors are measured 
based on the shapes in the model set and the query set. 

The probabilities of finding the scale and orientation correctly within a threshold 
to the true value against the level of noise variance using the line-segment approach 
and our approach are plotted in Fig. 5. According to the results, we can observe that 
the probabilities drop rapidly when the noise level is higher than 4.0 for the line- 
segment approach. Our proposed feature can be used to find these two factors 
accurately even if the noise is increased to 20.0. 

PmbabIW 01 cmpuhng th. ormntatmn *.hm 
,h"'hOM 10 th. true r.,ra 

I 

Fig. 5. The probabilities of finding the scaling factor by the (a) line-segment approach. and (b) 
robust line-segment approach, and the probabilities of finding the orientation by the ( c )  line- 
segment approach, and (d) robust line-segment approach. 
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Figure 6 illustrates some more matching results, where the solid line represents the 
model shape, while the dotted line represents the query shape. A query shape is the 
affine transformation of the original shape, distorted by noise on the contour points and 
by occlusion. The results show that our proposed algorithm can be used for matching 
even when the objects are distorted, rotated and scaled. 

(a) The model shapes and the query shapes (b) The matching results 
Fig. 6. The matching of the model shapes and query shapes. 

5 Conclusions 

In this paper, a robust line-feature-based approach for model-based recognition is 
proposed. It can provide a good performance level in a noisy environment or with the 
existence of  occlusion. This new approach is insensitive to noise, and can find the 
rotation and scale of the image point set more accurately and reliably than other 
approaches. It solves the problems of determining the translation, rotation and scale 
between two objects. The feature points are generated based on the line segments 
formed by each contour point and its corresponding farthest point in a point set. The 
robustness and performance of our method have also been addressed. Experiments 
show that our approach can achieve an accurate result and is robust to  noise. 
Consequently, 2D-2D matching can be used instead of 4D matching. This can greatly 
reduce the memory requirement and the required computation. 
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Abstract. In this paper, we present a novel audio watermarking method for
WAV-table synthesis audio (Downloadable Sounds - DLS) copyright protec-
tion. In order to guarantee the inaudibility and robustness, we embed watermark
both in sample data and in articulation parameters. For sample data, we propose
an adaptive low-bit coding method based on finite automaton. For articulation
parameters, we generate a virtual instrument and use its parameters to hide wa-
termark information. We also discuss the watermark detection and give the ex-
perimental results of watermarked DLS to the listening and robustness tests.

1   Introduction

As the rapid development of the computer network and the increased use of multime-
dia data through the Internet, digital information exchange gets fast and convenient.
However, the open environment of Internet causes a problem of illegal distribution of
privately owned multimedia products. To prevent digital media from illegal copying,
there is a need for the copyright protection. Digital watermarking is such a technique
to solve this problem. It directly embeds the copyright information into the original
media and keeps the information present in the media after all kinds of manipulations.
Generally, a watermark should be inaudible or invisible and robust to different attacks
and collusion. Furthermore, watermark detection should identify the ownership and
copyright unambiguously. A variety of digital watermarking techniques has been
widely investigated in the last few years. These techniques mainly focus on spatial
domain[1,2] and transformation domain[3,4,5]. In the meantime, many watermarking
products are developed and embedded into some popular software such as Photoshop
and Digimarc. Most importantly, digital watermarking technology has been consid-
ered as an integral part of some international standard contributions such as JPEG
2000 and MPEG 4.

Downloadable Sounds (DLS) is a synthesizer architecture specification which re-
quires a hardware or software synthesizer to support all of its components[6]. It will
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become a new standard in musical industry because of its specific advantages. Com-
pared with MIDI, it can provide a common playback experience and an unlimited
sound palette for both instruments and sound effects. Compared with sampled digital
audio, it has true audio interactivity and smaller storage requirement. One of the ob-
jectives of DLS design is that the specification must be open and non-proprietary.
Therefore, how to effectively protect its copyright becomes an important problem.

In this paper, we proposed a novel watermarking scheme for DLS audio files. In
our method, inaudibility and robustness of watermarked DLS are fully taken into con-
sideration. The general watermarking method including embedding and extracting
schemes is introduced in section 2. In section 3, the strategy of low-bit coding based
on Finite Automaton (FA) is described in details. Preliminary experimental results are
shown in section 4. Finally, section 5 illustrates the concluding remarks.

2   Watermarking Scheme

Comparing with digital video and image watermarking techniques, digital audio wa-
termarking techniques provide a special challenge because the human auditory system
(HAS) is extremely more sensitive than the human visual system (HVS). A perfect
watermark should be inaudible and robust. For the inaudible, we mean the digital
audio signal with and without watermark should be same in the listening test. For the
robust, we mean the watermark should be difficult to be removed or detected without
destroying the host audio signal. However, there is always a conflict between the in-
audibility and the robustness existing in current audio watermarking methods. In this
section, we will provide a solution to solve the conflict between the inaudibility and
the robustness in embedding and extracting watermarks, based on the characteristics
of DLS.

2.1   Embedding Scheme

A DLS file contains two parts: articulation parameters and sample data. Unlike tradi-
tional sampled digital audio, the sample data in DLS are not the prevalent compo-
nents. On the contrary, it is the articulation parameters in DLS that control how to play
the sounds. Therefore, in our embedding scheme we not only embed watermarks into
sample data but also into articulator parameters. The embedding scheme is shown in
Fig.1. Firstly, original DLS is divided into sample data and articulation parameters.
Then, we use two different embedding schemes to process them respectively and form
the relevant watermarked outputs. Finally, the watermarked DLS is generated by inte-
grating the watermarked sample data and articulation parameters.

For sample data of DLS, we employ a low-bit hiding method based on Finite
Automaton (FA) to embed watermark. This will be described in section 3. In order to
guarantee the robustness of watermarked DLS, we also embed the watermark and
watermarked sample data into articulation parameters. This process is called informa-
tion hiding and shown in Fig.2. Watermark and watermarked low-bit sequence are
encrypted and form a data stream. In the meantime a virtual instrument is generated.
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We use these data as the parameters of this virtual instrument and then embed these
parameters into the DLS articulation parameters. Because the locations of the pa-
rameters belonging to the virtual instrument are not known by attackers, they are diffi-
cult to be detected in the presence of attacks. On the other hand, it can ensure the
correction of detection if the watermarks in DLS sample data are distorted.

Fig.1 Watermark embedding scheme

Fig.2 Information hiding scheme

2.2   Extraction Scheme

In the extracting process, the original DLS is not needed. For a watermarked DLS, it is
also divided into sample data and articulation parameters at first. Then we will detect
the watermark sequence in the low-bits of the sample data and the encrypted water-
mark information in the articulation parameters of the virtual instrument. If the water-
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mark sequence in sample data is obtained, it will be compared with the watermark in
articulator parameters to make the verification. If the sample data suffered from dis-
tortions and the watermark sequence can not be detected, we will use the watermarked
low-bit sequence in the articulation parameters to restore the low-bit information in
the sample data and make the detection in the restored data. Similarly, the detected
watermark will be verified by comparing with that embedded in articulation parame-
ters. The whole watermark extracting scheme is shown in Fig. 3.

Fig.3 Watermark extracting scheme

3   Low-Bit Coding Based on FA

The basic idea in low-bit coding technique is to embed the watermark into an audio
signal by replacing the least significant bit of each sampling point by a coded binary
string corresponding to the watermark. For example, in a 16-bits per sample repre-
sentation, the least four bits can be used for hiding watermark. The hidden data detec-
tion in low-bit coding is done by reading out the value from the low bits. The stego
key is the position of altered bits. Low-bit coding is the simplest way to embed data
into digital audio and can be applied in all ranges of transmission rates with digital
communication modes. Ideally, the channel capacity will be 8kbps in an 8kHz sam-
pled sequence and 44kbps in a 44kHz sampled sequence for a noiseless channel appli-
cation.

The major disadvantage of low-bit coding is its poor immunity to manipulations.
Embedded information can be destroyed by channel noise, re-sampling, and other
operations. The reason why we choose low-bit coding technique in our watermarking
scheme is based on several considerations. Firstly, unlike any sampled digital audio,
DLS is a parameterized digital audio, so it is difficult to attack it using the typical
signal processing methods such as adding noise and re-sampling. Secondly, the size of
wave sample in DLS is so much small that it is unsuitable to embed watermark in the
frequency domain. Finally, in order to guarantee the robustness, the watermarked low-
bit sequence of sample data will be embedded into the articulation parameters of DLS.
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If the sample data are distorted, we can use the embedded information to restore the
low-bit of sample data. Fig. 4 shows the scheme of low-bit data hiding. In this scheme,
we proposed two techniques (finite automaton and redundancy) to improve the ro-
bustness. The watermark message is converted into a string of binary sequence. Each
bit of the sequence will replace the corresponding bit of the sample points. The loca-
tion of sample points will be determined by finite automaton and the number of sam-
ple points will be calculated according to the redundancy technique.

Fig.4 Low-bit data coding scheme

A finite automaton M can be described as a quintuple:

>=< λδ ,,,, SYXM (1)

where X  is a non-empty finite set (the input alphabet of M ), Y  is a non-empty
finite set (the output alphabet of M ), S  is a non-empty finite set (the state alphabet
of M ), SXS →×:δ  is a single-valued mapping (the next state function of M ) and

YXS →×:λ  is a single-valued mapping (the output function of M ).
In our method, λδ ,,,, SYX  are expressed as follows:

}1,0{=X (2)

},,,{ 4321 yyyyY = (3)

},,,,{ 43210 SSSSSS = (4)

),(1 xSS ii δ=+ (5)

),( xSy ii λ= (6)

where )4,3,2,1( =iyi  is the number of sample points which will be jumped off

when embedding bit corresponding to relevant states, and )40( −=iSi  is five kinds

of states corresponding to 0, 00, 01, 10 and 11 respectively and 0S  is to be supposed

the initial state. The state transfer diagram of finite automaton is shown in Fig.5.
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Fig.5 Finite automaton

4   Experimental Results

In order to further illustrate the performance of our DLS watermarking scheme, we
took several different DLS Level 1 audio files to make both inaudible and robust test.
In DLS Level 1 audio file, the maximum sampling rate of wave data is 22.05kHz and
it only supports mono data. In our watermarking scheme, we try to get a trade-off
between the inaudibility and robustness of the embedded files.

4.1   Inaudible

The inaudible means the additional information to the audio file must not affect the
sonic quality of the original sound recording. In DLS audio, only the modification of
wave sample can affect the audible quality. However, in our method we only use wa-
termark bits to replace the low-bits of sample data. Since low-bit coding method  will
generate imperceptible disturbances, the inaudibility in watermarked DLS can be
guaranteed. On the other hand, we invite four “golden ears” to listen the original and
the watermarked DLS audio respectively. None of them can point out any difference
between the original and watermarked DLS.

4.2   Robust

Since it is difficult to attack DLS without the specific tools. In order to illustrate the
robustness of our watermarking scheme, we segment the sample data in DLS by using
DLS Synth/Author v1.0 for Windows 95. These sample data will be processed by
common signal manipulations and then will be embedded in the DLS files.

We studied the robustness of the watermark to audio compression, re-sampling and
adding noise. The watermark detection results only due to sample data are shown in
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Tab.1, Tab.2 and Tab.3 respectively. cP  denotes the probability of correct detection

and fP  denots the false alarm. The experimental results indicate that it is possible to

reliably detect the watermark in the presence of above manipulations. From the tables,
we can see that the probability of correct detection is nearly one in all cases and the
probability of false alarm is nearly zero in all cases. Since we also embed the water-
mark information into the articulation parameters, the watermark can be still detected
correctly in case the sample data are distorted heavily.

Table 1. Watermark detection for audio compression

DLS 1 2 3 4 5

cP 1 0.9989 1 1 0.9993

fP 0 0 0 0 0

Table 2. Watermark detection for re-sampling

DLS 1 2 3 4 5

cP 0.9991 0.9988 1 1 0.9974

fP 0.0015 0 0 0 0.0016

Table 3. Watermark detection for adding noise

DLS 1 2 3 4 5

cP 1 0.9979 1 1 0.9994

fP 0 0 0 0 0.0009

5   Summary

DLS is a new standard of musical industry. Compared with traditional sample audio, it
has its own special format. In view of this format, we proposed a new watermarking
scheme for DLS. The watermark information is embedded both in sample data and in
articulation parameters. This scheme can not only guarantee the inaudibilty but also
the robustness in watermarked files. Furthermore, it is no need to use original file
when doing watermark detection.
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Abstract. Digital watermarking is a key technique for protecting intellectual
property of digital media. Due to the ability to detect watermark without the
original image, blind watermarking is very useful if there are too many images
to be authenticated. In this paper, we pose the difference on mathematical mod-
els between private watermark detection and blind watermark detection, and
then point out the limitation of linear correlation detector (LCD). After re-
viewing some statistical models which have been proposed to better character-
ize the DCT coefficients of images, we deduce a new blind watermark detector
— sign correlation detector (SCD) based on the Laplacian distribution model.
Computing result of asymptotic relative efficiency demonstrates the effective-
ness of the detector. A series of experiments show its robustness.

1   Introduction

Digital watermarking, which has been proposed as a solution to the problem of copy-
right protection of multimedia data, is a process of embedding signature directly into
the media data by making small modifications to them. With the detection/extraction
of the signature from the watermarked media data, it has been claimed that digital
watermark can be used to identify the rightful owner, the intended recipients, as well
as the authenticity of media data. In general, there are two most common requirements
of invisible watermark. The watermark should not only be perceptually invisible, but
also be robust to common signal processing and intentional attacks.
    Watermarking schemes can be classified into two categories by watermark detec-
tion process. One is called “private watermarking” and the other is “public water-
marking” (also referred to as blind watermarking). Blind marking systems can detect
the watermark without the original image, while the private marking systems have to
access the original. The ability to access the original image limits the use of private
watermarking systems, since if there are too many images to be authenticated, it must
be difficult to find the original image according to a watermarked image. As a matter
of fact, it becomes a special case of content based image retrieval. More serious,
Craver [6] reported a counterfeit attack to private watermarking system, which is
called “IBM attack”. Most of current private watermarking systems could not resist
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this attack. We notice that more and more blind watermarking schemes have been
proposed recently.
    Since Cox et al. [1] proposed a global DCT-based spread spectrum approach to
hide watermark, a lot of watermarking schemes in the DCT domain have been pre-
sented. Barni [2] improved Cox’s algorithm, and made it a blind watermarking scheme
by embedding the signature in the fixed position. But the watermark detection algo-
rithm in [2] is based on the calculation of the correlation coefficient between the im-
age and the watermark in the DCT domain. As shown in this paper, this correlation
structure, which has been somewhat taken for granted in the previous literature in the
DCT domain watermarking, would be optimal only if the DCT coefficients followed
Gaussian distribution. However, as many authors have pointed out, the popular Gaus-
sian distribution is not accurate enough to model the peaky, heavy-tailed marginal
distribution of DCT coefficient [3, 4, 5, 7]. In this paper, based on the Laplacian dis-
tribution model of DCT AC coefficients, we deduce a sign correlation detector (SCD)
for blind watermarking. Computing result of asymptotic relative efficiency demon-
strates the effectiveness of the detector. A series of experiments show its robustness.
    The rest of this paper is organized as follows: Section 2 reviews watermarking
scheme proposed by Cox [1] and Barni [2], discusses why Barni’s watermark detec-
tion algorithm is not appropriate. Section 3 briefly describes statistical models which
have been proposed to better characterize the DCT coefficients of common images. In
section 4, we deduce the sign correlation watermark detector and compute its asymp-
totic relative efficiency. Section 5 illustrates experimental results. Section 6 draws
some conclusions.

2   Blind Image Watermarking in the DCT Domain

Due to the ability to access the original image, Cox inserted the watermark in the 1000
largest DCT coefficients. But for Barni ’s blind watermark detector, it is impossible to
determine the position of coefficients with the largest magnitude, so the watermark has
to be inserted in the fixed position of DCT spectrum. To achieve both perceptual
invisibility and robustness against JPEG compression, the watermarking algorithms
always select host coefficients in the low-middle frequency band.
    Like [1] and [2], watermark X = {x1, x2, …, xn} consists of a pseudo-random se-
quence of length n , each value xi, i = 1,2,…,n,  is a random real number with a normal
distribution having zero mean and unity variance. What changes in this paper is that
we use the 8×8 block-wise DCT coefficients to embed watermark, not the full frame
DCT coefficients, so that our algorithm can adapt to JPEG standard. Given an Image
I, the 8×8 block-wise DCT transform D = DCT ( I ) is computed. Some low-
frequency coefficients of each block are then extracted and reordered into zig-zag
order. Thus we obtain the host sequence V = {v1, v2,…, vn}. The watermarked se-
quence },,,{ 21 nvvvV ′′′=′ �  is obtained according to

nixvv iii ,,2,1, �=+=′ α (1)
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whereα is the scaling parameter. Finally, V ′ is reinserted in the zig-zag scan and the
inverse 8×8 block-wise DCT is performed, thus we obtain the watermarked im-

age ( )DDCTI ′=′ −1 . To detect certain watermark X in possible distorted image I *,

Cox extracted the estimation of watermark X * using both I * and the original image I,
the similarity is measured by computing standard correlation coefficient

**** )(),( XXXXXXsim ⋅⋅= (2)

    To decide whether X and X * match, one determines whether sim(X, X *) >Tg , where
Tg is some threshold.

    In fact, XX ⋅*  is the inner product between X and X * from the mathematical view,
it can be also regarded as metric of distance in Rn space. So the watermark “detection”
in [1] is not detecting weak signal in noise, but comparing watermark signal and its
estimation. To detect watermark without the original image, Barni [2] embedded the
signature in the (l+1)th to (l+n)th full frame DCT coefficients in zig-zag order. The

watermark casting rule is similar to (1). Given a possible corrupted image *I , the
(l+1)th to (l+n)th full frame DCT coefficients of I * are selected to generate a vector

*V , then the correlation between *V and X

∑
=

⋅=⋅=
n

i

ii xv
n

XV
n

T
1

** 11
(3)

can be used to determine whether watermark X is present or not.
    We notice that Barni [2] did not take into account the difference between (2) and

(3). In (3), *V  must be viewed as the mixture of watermark X (which is the weak
signal) and the channel noise V, therefore (3) is so-called linear correlation detector
(LCD). As is well known, linear correlation detector can be optimal only if the noise
follows a Gaussian distribution. But as many authors have pointed out, the Gaussian
distribution is not accurate enough to model the peaky, heavy-tailed marginal dis-
tribution of DCT coefficients. It is pointed out in [8] that linear correlation detector
works badly in non-Gaussian noise. These analyses reveal that (3) is not appropriate
for blind watermarking in the DCT domain. In the following sections, we will deduce
a new watermark detector — sign correlation detector (SCD) based on the non-
Gaussian statistical model of DCT coefficients.

3   Statistical Modeling of the DCT Coefficients

As we will see in the following sections, the use of these models in designing the wa-
termark detector will lead to considerable improvements in performance. Over the
past two decades, there have been various studies on the distributions of the DCT
coefficients for images. Early on, Pratt [9] conjectured that the ac coefficients follow a
zero-mean Gaussian distribution. By using the Kolmogorov-Smirnov test, Reininger
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and Gibson verified that the ac coefficients had a Laplacian distribution [4] , defined
as

)/||2exp()21()( σσ xxfL ⋅−⋅= (4)

    Joshi and Fischer modeled the ac coefficients with a General Gaussian density
function [5], defined as

{ }γγγα
γσ

γγα
]|/|)([exp

)/1(2
)(

)( xxfGGD −⋅
Γ

= (5)

where  ( ) ( )
( )γ

γγα
/1
/3

Γ
Γ= , )(⋅Γ denotes the usual gamma function, γ  is the shape

parameter of the pdf. describing the exponential rate of decay, and σ  is the standard
deviation. The shape of the )(xfGGD  for some shape parameters is depicted in figure 2.

-4 -3 -2 -1 0 1 2 3 4
0

0.5

1

1.5

Fig. 1. Shape of the )(xfGGD  for some shape parameters. The Gaussian and Laplacian dis-

tribution as special cases, using 1=γ  and 2=γ , respectively.

    According to the maximum likelihood criterion, Barni [3] evaluated the shape
parameter using 170 natural images, the experimental results demonstrate that ac coef-
ficients can be effectively modeled by Laplacian density function. In [7], Lam and
Goodman offered a comprehensive mathematical analysis of the DCT coefficient
distributions of natural images, they demonstrated that Laplacian distribution of the
coefficients can be derived by using a doubly stochastic model. In this paper, we de-
duce the blind watermark detector on the assumption that the ac coefficients of natural
images follow Laplacian distribution.

4   Sign Correlation Detector

Detection of the watermark is accomplished via the hypothesis testing:
                           H0:  vi

* = vi ,  i = 1,…,n    not contain the  watermark
                           H1:  vi

* = vi +αxi , i = 1,…,n    contain the  watermark

75.0=γ

1=γ

2=γ
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According to the assumption that vi follows Laplacian distribution, the conditional probabil-
ity densities can be written as

( )||)2(exp)21()/( *
0

*
ii vHvp ⋅−⋅= σσ (6)

( )||)2(exp)21()/( *
1

*
iii xvHvp ασσ −⋅−⋅= (7)

Since DCT is a quasi-optimal transform, we can assume coefficients {vi
*} to be statis-

tically independent, then
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the loglikelihood ratio is
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    Since watermark is very weak compared with DCT coefficients, we can approxi-

mately assume )sgn()sgn()sgn()(|||| *******
iiiiiiiiii vxvvvxvvxv ⋅−=⋅−⋅−=−− ααα ,

where sgn(·) is sign function.  Then (10) can be rewritten as

∑
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α
(11)

Thus, we obtain the new detector ∑
=

⋅=
n

i

ii vxT
1

* )sgn( . If T > Tg ,  we shall decide that

the image contains watermark X , where Tg  is the decision threshold.
    As one of non-parameter detection, the performance of sign correlation is charac-
terized by asymptotic relative efficiency (ARE). Asymptotic relative efficiency of sign
correlation detector is

2
0

22
0

)/(1

)0(4)0(41

σ
σ

v

ppv
ARE

−
+−= (12)

where σ  is the standard deviation of {vi* }, v0 is the first-order absolute moment of
DCT coefficients, p(0) is the value of probability density function p(x) when x = 0.
Based on the Laplacian distribution model, we get ARE = 2. This result suggests that
the efficiency of sign correlation detector is much greater than that of linear correla-
tion detector on the assumption that DCT coefficients follow Laplacian distribution.
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5   Experimental Results

In order to test the new detector, 1000 watermarks are randomly generated. Among
them, only the 300th  match the watermark embedded in the standard image “camera-
man” shown in Fig.2 (Left). Selecting the first five DCT coefficients in zig-zag order
in every blocks as the host sequence, we sign the original image with scaling parame-
ter 02.0=α . The watermarked copy shown in Fig.2 (Right). Fig.3 shows the response
of the line correlation detector (Above)  and sign correlation  detector (Below). It can
be seen that sign correlation detector outperforms linear correlation detector at least
ten times.

Fig. 2. Original standard image “cameraman” (left) and its watermarked (right) version.
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Fig. 3. Watermark detectors response to 1000 randomly generated watermarks (including the
real watermark) without attacks

To test the robustness of the detector, we compress the watermarked image using
JPEG standard with 75% quality, illustrated in Fig.4 (Left), the response of linear
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correlation detector (Above) and sign correlation detector (Below) are shown in Fig.5.
In another experiment, we filter the watermarked image three times using 33× median
filter, illustrated in Fig.4 (Right), the corresponding response of linear correlation
detector (Above) and sign correlation detector (Below) are shown in Fig.6. From these
results, we can see that linear correlation detector can not detect correctly after these
attacks, while sign correlation detector still outputs satisfactorily.

   

Fig. 4. Watermarked image after JPEG compression (Left) and low pass filtering (Right)
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Fig. 5. Watermark detectors response to randomly generated watermarks (include the real
watermark) after JPEG compression

6   Conclusion

In this paper, we begin our research by posing the difference on mathematical models
between [1] and [2], then present a new blind watermark detector — sign correlation
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Fig. 6. Watermark detectors response to randomly generated watermarks (including the real
watermark) after median filtering

detector based on statistical model of DCT coefficients. A series of experiments show
that it is more robust than linear correlation detector used in [2]. Computing result of
asymptotic relative efficiency also demonstrates the effectiveness of the detector theo-
retically.
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Abstract. A new wavelet-based watermarking technique is presented in this 
paper, in which watermark signals are selected to be some gray-scale logo 
image(s). Discrete wavelet transform (DWT) is used to decompose each 
original image first, whereas the selected watermark logo is decomposed into 
bit-planes at the same time. In the embedding process, the wavelet coefficients 
of an original image are divided into blocks. The energy and standard deviation 
of these blocks are computed and used to control the inserting process. 
Significant bits of the watermark logo are embedded first in order to have more 
protection. Original image is necessary in the recovering process, and the 
differences of the energies and standard deviations between individual blocks in 
the original image and the watermarked image are used to determine the 
embedded bit being 1 or 0.  Experiment results show that our new method 
yields quite good visual quality in watermarked images, and is robust to typical 
signal processing attacks such as compression and filtering.  

1. Introduction 

Internet technology has been developed rapidly in the past decade. It is now a very 
common exercise that users connect into Internet to obtain multimedia information, 
particularly audio-visual contents. Meanwhile, unfortunately, it is also very easy to 
distribute and duplicate these digital contents illegally (i.e., without approval or 
authorization of original authors). Therefore, there is an urge need to provide 
copyright protection to these digital data. Digital watermarking is one of the copyright 
protection techniques. So far, a lot of different kinds of schemes have been proposed 
for watermarking, including spatial-domain embedding methods [1,6] and frequency-
domain embedding methods [2-5]. For the spatial-domain watermarking, we embed a 
watermark signal by modifying the pixel values of the original image. Usually, error-
correcting code such as Hamming code is used to protect data bits. In the frequency-
domain watermarking, we insert a watermark signal in the frequency domain of the 
original image.  

Most of frequency domain watermarking methods uses the discrete cosine 
transform (DCT) or a discrete wavelet transform (DWT). Some recent papers showed 
that embedding watermark in the DWT domain could have better results. In the 
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meantime, it is widely believed that the frequency-domain watermarking is more 
robust to typical signal processing attacks, as most spatial-domain watermarking 
schemes are pretty easy to be destroyed by lossy compression or filtering.     

The watermark recovering process is also divided into two categories: using the 
original image (destination-based) or not (source-based). In this paper, a destination-
based watermarking technique is proposed, i.e., we will use the original image in the 
recovery process. In fact, many research papers showed that using the original image 
in the recovering could make the scheme more robust.   

There are two main properties that we have to pay special attentions when 
designing a watermarking scheme: robustness and invisibility. Good watermarking 
schemes should be robust to any types of attacks (intentional or unintentional), and 
watermarking signal should be perceptually invisible in the watermarked image. 
However, these two properties often conflict each other. In most of currently existing 
watermarking methods, watermarking signals are usually chosen to be a Gaussian 
noise or 1-bit (binary) image. In our work, a gray-scale logo image is used to be the 
watermarking signal, as its commercial value is obviously much higher. In this 
scheme, watermarking information is embedded into an original image according to 
the block-wise energy and standard deviation of the wavelet coefficients of the 
original image.  

In the next section, we will introduce the embedding process.  Then, the recovering 
process will be described in Section 3. Some experiment results are presented in 
Section 4, and finally some conclusions are drawn in Section 5.  

2. Embedding Process 

In our watermarking method, the watermark signal is selected to be an 8-bits gray-
scale logo image with size that is typically (much) smaller than that of the original 
image. Firstly, the original image undergoes through a 3-level wavelet decomposition 
using the 9/7-tap bi-orthogonal filters. Then, the resulting wavelet coefficients are 
divided into 2 by 2 blocks. In the meantime, the logo image is decomposed into bit 
planes by using the following equation: 

2( , ) ( (| ( , ) / 2 |))i
iB m n floor X m n Mod= (1)

where ),( nmX  is the pixel values of watermark, 
iB  is the i-th bit plane, 

2Mod is

module 2 operation and floor is the floor operation. 

All resulting bit planes are re-ordered into a 1-D binary sequence: starting from the 
most significant bit plane and ending at the least significant bit plane.  

Figure 2.1 shows the ordering of embedding the resulting 1-D binary sequence into
the wavelet coefficients of an original image. It is seen from this figure that the most
significant bits of the watermark signal are embedded into the highest scale of the
original image first. This is because that the most significant bits of the watermark
signal need to have more protection and we find that less error bits happen in the
higher level(s). The wavelet coefficients in the lowest level are not used to embed the
watermarking bits, as these coefficients are very sensitive to attacks. In our scheme,
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we thus propose that only the wavelet coefficients at level 2 and level 3 are
considered in the embedding process.

For level 2 and level 3, we further propose to use different embedding mechanisms 
to insert the watermark bits. For wavelet blocks in level 3, we add watermark bits by 
the following equations if the watermark bit is 1: 

( , ) ( , ) ( ( , ))*i i iG x y F x y sign F x y α= + (2)

where ),( yxFi
 is the wavelet coefficients for block i , ),( yxGi

is the watermarked 
wavelet coefficients, sign  is the sign function that obtained the sign of the wavelet 
coefficients, and 

sα is the constant values that are embedded into the coefficients with 
sub-bands. 

It is seen from Eq. (2) that we changed the energy value of one wavelet block only 
if the watermark bit is 1; we otherwise kept everything unchanged. In order to achieve 
a good balance between the quality of watermarked image and the robustness, we 
propose that different orientations at level 3 use different 

sα ’s. Their values would be 
determined through extensive simulations (as described in Section 4). 

For wavelet coefficients at level 2, we do not use the energy to control the 
watermark embedding process, as the energy at this scale becomes significantly 
smaller. Using the energy to do the embedding at this level is thus unlikely to be 
robust.  Instead, we use the standard deviation of each wavelet coefficient block to 
embed the watermark bits. That is, we try to increase the standard deviation of each 
wavelet coefficient block i  by using the following equation if the corresponding 
watermark bit is 1: 

LL3 HL3

LH3 HH3 

HL2 

LH2 HH2

HL1

LH1 HH1

Fig. 2.1. Embedding process
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While
sii TyxFStdyxGStd <− )),(()),((

gyxGMaxyxGMax sii *)),(()),(( β+⇐

if
sii TyxFStdyxGStd <− )),(()),((

gyxGMinyxGMin sii *)),(()),(( β−⇐

end

end

where Std  is to compute the standard deviation of the block i , Max  and Min  are to 
obtain the maximum and minimum values of the block i , sβ and g  are positive 
constant values, and 

sT  is a positive thresholds that can be defined by user. The value 
g  can be calculated by this equation: 

4/|),(|
),(∈

=
yxU

i yxFg (3)

where U is the pixel set inside block i . If data bit is 0, we do nothing to that block. 
Obviously, this is an iterative operation. At each iteration, we just change the 

maximum value and the minimum value of block i  in order to minimize the number 
of coefficients needed to modify. After the embedding process, we can then perform 
inverse discrete wavelet transform (IDWT) to the modified wavelet coefficients to 
obtain the watermarked image. The whole embedding process is shown in Fig. 2.2. 

3. Recovery Process 

Simply speaking, the recovering process just reverses the whole embedding process 
described in the last section. Firstly, we perform three-level wavelet decomposition on 
the testing image. We then divide the resulting wavelet coefficients into 2 by 2 
blocks. Finally, we retrieve the watermark bits that are embedded inside the wavelet 
coefficient blocks. Notice that the retrieving is different in level 2 and level 3. For 
each level, we need first to compute: 

For level 3, 

∈∈
−=

),(),(

|)),((||)),((|)(
yxU

i
yxU

i yxFyxYiR (4)

For level 2, 

)),(()),(()( yxFStdyxYStdiR ii −= (5)
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Then, the embedded watermark bit can be extracted as follows:

If ')( sTiR > ,

Watermark bit = 1; 

Else,

Watermark bit = 0; 

where )(iR  is the recovered values and '
sT  is the threshold for sub-bands, ),( yxYi

is the tested wavelet coefficient and  ),( yxFi
 is the original wavelet coefficient inside 

the block i.
To recover the watermark image, we need to re-order all data bits into bit planes; 

while the logo image is finally generated by the following equation: 

=

=
7

0

2*)(
n

nnBW
(6)

where )(nB  means all the pixels in bit plan n  and W  is the recovered watermark. 

4. Experiment Results 

Three testing images, Lena, Baboon, and Airplane, each with size 512 by 512, are 
used in our simulations. We choose to use HKUST’s logo to be the watermark image. 
The size of watermark image is 64 by 32 and its bit depth is 8.  

We examined different values for sα and sβ  in Eq. (2). Then, we set them at 
values as follows: sα is 30 for sub-band LL3 and 24 for all other sub-bands (at level 
3); while sβ  is 0.5 for all sub-bands in level 2. The threshold 

sT for sub-bands HL2, 
LH2, and HH2 would be 11, 11, and 9, respectively. We also tested different 
thresholds '

sT in the recovery process. The threshold '
sT for sub-band LL3 and other 

sub-bands in level 3 is set to 34 and 32, respectively. The threshold '
sT is set to 4 for 

all sub-bands in level 2. The threshold '
sT  is a little bit smaller than 

sT so that small 
changes in recovered values would not affect the recovering bits. 

Figures 3.1-3.3 show three watermarked images. From these figures, we can see 
that the quality of three watermarked images is good, as it is hard to distinguish any 
visual difference between the original image and the corresponding watermarked 
image. We also measured the peak signal-to-noise ratio (PSNR) of three watermarked 
images, with the results listed in Table 3.1. It is seen that the resulting PSNR is 
around 32 dB, which is fairly high. 

We also examined the robustness of the proposed watermarking method against 
JPEG compression, lowpass filtering, median filtering, and SPIHT. The bit rate of 
JPEG compression is selected at 0.88 bit per pixel (bpp) and 1.08 bpp, respectively. 
The low-pass filter is chosen to be a 3-by-3 triangular filter. The size of the median 



Wavelet-Domain Image Watermarking Based on Statistical Metrics      793 

filter is also 3-by-3. The bit rate of SPIHT is selected at 0.8 bpp and 1 bpp, 
respectively.  

Simulation results of the robustness testing are shown in Figs. 3.4-3.10. Figure 3.4 
shows the original watermark logo and the rest of figures show the testing results. 
From these figures, we see that our new method is quite robust to the various attacks 
examined here, especially for lossy compressions, as we are still able to see the logo 
image clearly even after the watermarked image being attacked. Table 3.2 
summarizes numerically the robustness results of our watermarking method, in which 
we also used the PSNR for the measurement. The percentage of error bits shows that 
most of the recovered watermarks have less than 10% error bits. Both the PSNR 
numbers and error-bit percentages show that our method is rather robust.  

5. Conclusions 

A new wavelet-domain watermarking method was presented in this paper, where the 
watermark signal is chosen to be an 8-bit gray-scale logo image, instead of a 
commonly used Gaussian noise or binary sequence. We proposed to use different 
metrics (energy and standard deviation) for embedding watermark bits at different 
wavelet decomposition levels. We performed extensive simulations to determine the 
various parameters that are involved in the embedding process as well as the 
recovering process. We also preformed lots of simulations in order to examine the 
robustness of the proposed watermarking method. Overall, we found that the 
proposed method yields a quite good compromise between the robustness and the 
invisibility (of watermarking signal). 

Lena image Baboon
image

Airplane
image

PSNR
(dB)

32.45 31.87 32.37

 JPEG 
0.88 bpp 

JPEG 
1.08 bpp 

Lowpass 
filtering 

Median
filtering 

SPIHT 
(0.8 bpp) 

SPIHT 
(1 bpp) 

PSNR
(dB)

34 39.7 19.57 22.07 24 28 

Percentag
e of error 
bits (%) 

2.29 0.85 8.08 7.83 9.22 3.82 

Table 3.1. PSNR of watermarked image 

Table 3.2. Robustness results of watermarked Lena image. 
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DWT

Bit
decomposition 

and reorder 

Embedding
process IDWT 

Watermark 

Original image Watermarked 
image

Fig. 2.2. Embedding process. 
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Fig. 3.1. Watermarked Lena image. Fig. 3.2. Watermarked Baboon image. 

Fig. 3.3.Watermarked Airplane
image. 

Fig.3.4. Watermark. Fig.3.5. Recovered 
watermarked attack by JPEG 
compression with 0.88 bpp. 

Fig.3.8.  Recovered 
watermarked attack by 

lowpass filtering. 

Fig.3.7.Recovered 
watermarked attack by 

median filtering. 

Fig.3.9. Recovered 
watermarked attack by 
SPIHT with 0.8 bpp.

Fig.3.6. Recovered 
watermarked attack by 

JPEG compression with 
1.08 bpp. 

Fig. 3.10. Recovered 
watermarked attack by 

SPIHT with 1 bpp. 
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Abstract. Watermarking schemes are traditionally classified into two
classes, robust watermarking and fragile watermarking. Recently a third
type of watermarking called semi fragile watermarking has been pro-
posed. Using semi fragile watermarking a user can determine whether
the image is tampered with or not for individual applications. For this
purpose semi fragile watermarking should indicate the degree of tam-
pering correctly. Most semi fragile watermarking schemes can indicate
the position of tampering for localized alteration. Most of them, how-
ever, cannot indicate the degree correctly for lossy compression such as
JPEG, since lossy compression changes almost all pixels’ values. In this
paper we will propose a new semi fragile watermarking technique based
on the wavelet transform. The proposed scheme embeds multi-valued wa-
termarks to wavelet coefficients for evaluating the degree of tampering
for each pixel. It is proven that the proposed scheme can evaluate the
degree of JPEG correctly for a wide range of SN ratios.

1 Introduction

Digital image watermarking techniques play an important role in protecting
copyright of digital contents these days. Digital images are easily copied by
third parties and they can obtain identical copies. This is the reason why wa-
termarking techniques are needed. Watermarking used to protect copyright is
called robust watermarking. Another type of watermarking scheme, used for
image authentication, is called fragile watermarking. For example, fragile water-
marking techniques are used for a digital photograph which is intended to use
as evidence in court. In such cases it should be proven that the photograph has
not undergone any kind of operation. Therefore fragile watermarking should ide-
ally detect even a one bit change in a digital image. Many previously proposed
fragile watermarking techniques can detect small changes in digital images with
high probability. Moreover most fragile watermarking schemes can detect the
tampered regions.

However, fragile watermarking techniques cannot accommodate lossy com-
pression. Since image data is usually huge, image compression is applied inno-
cently when it is stored or transmitted. In that situation we cannot distinguish
between the compressed image and the original image; most fragile watermarking

H.-Y. Shum, M. Liao, and S.-F. Chang (Eds.): PCM 2001, LNCS 2195, pp. 796–803, 2001.
c© Springer-Verlag Berlin Heidelberg 2001
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techniques claim that the entire image has been tampered. This is not desirable
for most people who are interested in the “contents” of the image. So a third
type of watermarking technique is proposed. This type of watermarking is called
semi fragile watermarking. Ideally semi fragile watermarking should distinguish
attacks which preserve image contents from attacks which alter image contents.
Most semi fragile watermarking schemes decide whether there has been tam-
pering or not using the degree of tampering. Some semi fragile watermarking
techniques have been previously proposed [1] [2][3].

Most fragile and semi fragile watermarking schemes divide images into small
sub-blocks to detect the tampered regions. Kundur and Hatzinakos [4] proposed
a semi fragile watermarking scheme based on the wavelet transform. Unlike other
fragile or semi fragile watermarking schemes their scheme does not need a block
division process due to the localization ability of wavelet transform. In their
scheme the user can evaluate the degree of tampering using an index called TAF
(Tamper Assessment Factor). If the value of TAF is greater than a user-defined
threshold, the user considers that the image has been tampered with. It can
detect the tampered regions, like locally low pass filtered regions. However for
lossy compression like JPEG, their scheme does not work well. Like other semi
fragile watermarking schemes, they embed binary watermarks and TAF is de-
fined as the number of different bits between original watermarks and extracted
ones. TAF can only show whether a pixel has been tampered with or not (yes
or no). Since lossy compression changes most of the original pixel values, their
scheme shows high TAF values even in light grade lossy compression.

In this paper, we propose a new semi fragile watermarking technique which
can evaluate the degree of tampering for each pixel. The proposed scheme em-
beds watermarks in wavelet coefficients and each watermark can take multiple
values. It is proven that it can evaluate the degree of tampering for each pixel
successfully. As a result the proposed scheme can evaluate the degree of lossy
compression.

In Section 2 the process of embedding multi-valued watermarks is described.
In Section 3 we present some experimental results to demonstrate the validity
of the proposed scheme.

2 Proposed System

We use the wavelet transform for embedding watermarks because of its local-
ization ability. Unlike Kundur-Hatzinakos’s scheme or most previously proposed
schemes, the proposed scheme embeds multi-valued watermarks. We call this
type of watermarks q-ary watermarks where q is any integer greater than 2.
When we use binary watermarks, we can only detect the positions or the number
of positions which have been tampered with. However using q-ary watermarks
we can evaluate not only the positions or the number of positions but also the
degree of tampering for each pixel. As a result, for lossy compression like JPEG
which operates on entire pixels, we can evaluate the degree of tampering more
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precisely than any previously proposed schemes. In this paper we use eight val-
ued watermarks (8-ary watermarks).

The wavelet transform decomposes an image into several frequency subband
levels. Most lossy compression first removes higher frequency components not
to degrade image quality. If higher compression ratio is needed, it gradually
removes lower frequency components. In this case image quality is degraded.

Therefore we have to embed watermarks reflecting this feature. We embed
MSB of 8-ary watermarks in lower frequency components and embed LSB of
watermarks in higher components to reflect the effect of lossy compression. Fig.
1 shows this concept applied to three level wavelet transform. We embed MSB to
level 3 subband, second bit to level 2 and LSB to level 1 subband. In principle we
can use any combination of frequency subbands. In the remainder of this paper,
we assume that HH1, HH2 and HH3 are used to embed watermarks. When
another combination is selected, only that part of the coefficients selection need
be changed.

MSB LSB 8-ary watermark

HL1

HH1LH1

HL 2

HH2LH 2

LL3 HL3

HH3LH3

Fig. 1. Embedding 8-ary watermarks in several wavelet coefficient levels

2.1 Embedding Watermarks

We make some assumptions in describing the embedding algorithm.

1. The size of the original image is N × N pixels.
2. We use three level Haar wavelet transform.
3. To detect the tampered regions, we use all coefficients in HH3 for embedding.

In this case the number of embedded watermarks is (N/8)2. First we de-
fine embedding squares to determine which wavelet coefficients are selected for
embedding. Embedding squares consist of 12 patterns shown in Fig. 2.
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Since we need the position of embedding squares, let
sqi(m, n) (i = 1, 2, . . . , 12, m, n = 1, 2, . . . , N)

be i-th embedding square at position (m, n). The position is specified by its upper
left pixel and origin (1, 1) is upper left of wavelet coefficients. Although we use
only two components in each embedding square, we still use squares, since it is
easy to specify their position. In Fig. 2 shaded squares are only dummy (don’t
care).

0 1 1 0 0

1

1

00 1 1 0

0

1

1

0

0

1

1

0

0

1

1

0

1 2 3 4 5 6

7 8 9 10 11 12

Fig. 2. Embedding Squares

The following algorithm is used for embedding 8-ary watermarks. The bit
embedding method is the same as Kundur-Hatzinakos’s scheme.

1. Generate random 8-ary watermarks xi ∈ {0, 1, . . . , 7} (i = 1, 2, . . . , (N/8)2).
2. For each xi, select two embedding squares sqi1 , sqi2 randomly. The triples

(xi, sqi2 , sqi1) are the key information for embedding.
3. For each coefficient in HH3, do

(a) Embed MSB of xi to HH3(m3, n3) (m3, n3 = N/8 + 1, . . . , N/4).
(b) For each HH3(m3, n3), locate sqi2(2(m3 − 1) + 1, 2(n3 − 1) + 1). Find

the component which has equal value to second bit of xi in the sqi2 . Let
(m2, n2) be the position of the component where m2 = 2(m3−1)+1+α2,
n2 = 2(n3 − 1) + 1 + β2 (α2, β2 = 0, 1). Embed second bit of xi to
HH2(m2, n2).

(c) Locate sqi1(2(m2 − 1)+1, 2(n2 − 1)+1). Find the component which has
equal value to LSB of xi in the sqi1 . Let (m1, n1) be the position of the
component where m1 = 2(m2−1)+1+α1, n1 = 2(n2−1)+1+β1 (α1, β1 =
0, 1). Embed LSB of xi to HH1(m1, n1).

Fig. 3 shows an example of above algorithm. In this example we assume
that the image size is 32 × 32 and (2, 3, 11) is generated as the key information
for coefficient HH3(7, 6). For HH3(7, 6) locate sq3(13, 11) and select coefficient
HH2(14, 12) since second bit of “2” is equal to sq3(14, 12). Similarly we can
select HH1(27, 24). Shaded coefficients are used for embedding.

2.2 Extracting Watermarks

Extract watermark bits using key information as follows.
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HH12HH3HH

(7,6)3HH

2HH (14,12)

HH1 (27,24)

n

m

Fig. 3. Example of coefficients selection

1. Select wavelet coefficients using the same process as in embedding.
2. Extract watermark bits from these coefficients.
3. Reconstruct 8-ary watermark x′

i from extracted bits.

In the above process the extraction method is also the same as Kundur-
Hatzinakos’s scheme. We define a new evaluation index MTAF (Multi-valued
TAF) which can evaluate the degree of tampering as follows:

MTAF =
(N/8)2∑

i=1

|xi − x′
i| . (1)

3 Experimental Results

In this section we show some experimental results of the proposed scheme on
sample images. We use two sample images, “lenna” and “goldhill”. Both are
512×512 pixels, 256 gray level image. In this case we can embed (512/8)2 = 4096
8-ary watermarks.

For “lenna” SN ratio of 8-ary watermarked image is 49.9(dB), while SN ratio
of image applied Kundur-Hatzinakos’s scheme is 46.4(dB). The reason for this
result is that the number of watermarks which are embedded by the proposed
scheme is less than Kundur-Hatzinakos’s scheme.

We evaluate MTAF/TAF values for lossy compressed images. Because the
number of watermarks which can be embedded is different for TAF and MTAF,
we should normalize the results using maximum number of watermarks which
can be embedded. These are given by the following equations.

TAFmax =
N2

6

(
1 − 1

43

)
, (2)

MTAFmax =
N2

24

(
1 − 1

24

)
, (3)
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where N denotes the size of image. In our simulation N = 512.
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Fig. 4. Normalized MTAF/TAF value of JPEG image: (a)lenna. (b)goldhill.

Fig. 4 shows results for JPEG compressed image. In these figures the x axis is
SN ratio of compressed image, and the y axis is normalized MTAF/TAF values.
As can be seen from these results, 8-ary watermarking scheme MTAF values
decrease slowly and linearly except in very low SN ratio. On the other hand
in Kundur-Hatzinakos’s scheme TAF values are saturated in the low SN ratio
range and decrease above 40 (dB) very steeply.

Generally speaking no one can distinguish images with quality of over 40
(dB) and original images. Therefore using Kundur-Hatzinakos’s TAF values we
can only identify very good quality images as credible. In practical meaning the
range which we are interested in is middle quality range. As MTAF decreases
slowly and linearly, we can use it to assess the degree of JPEG compression
properly for that range.

In Fig. 5 we show detection result for localized image tampering. The image
is locally low pass filtered. Low pass filter is applied inside the black frame.
Although the number of embedded watermarks is less than Kundur-Hatzinakos’s
scheme, the proposed scheme can detect the tampered region properly.

4 Conclusion

In this paper we have proposed a new semi fragile watermarking scheme using
q-ary watermarks which can evaluate the degree of tampering for each pixel. We
have shown that the degree of JPEG compression can be evaluated appropriately
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(a)

(b) (c)

Fig. 5. Detection of localized tampering: (a)Filtered image. (b)Kundur-Hatzinakos’s
scheme. (c)Proposed scheme.

using the proposed scheme. We can easily specify the threshold which determines
the allowable degree of tampering based on MTAF for a wide range of JPEG
compression.

Although we fix the number of wavelet transform levels and combination of
using subbands in this paper, investigation of other combinations remains for
further work. Applying other wavelet kernels is also an interesting option.
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Abstract.  In this paper, we shall propose a more secure scheme with a larger 
embedding capacity for image steganography based on vector quantization and 
discrete cosine transform.  Instead of encrypting the whole secret image, our 
method only encrypts the important features extracted from a secret image and then 
embeds the encrypted features into a cover image for producing a stego-image.  
During the work of data encryption and embedment, we introduce the data 
encryption standard cryptosystem and a pseudo random mechanism to ensure the 
security of the secret image.  Besides, the distortion between the cover image and 
the stego-image is also imperceptible by the human eye, even when the size of the 
secret image is as large as that of the cover image.  According to the substantial 
experimental results we shall give later, we can demonstrate the applicability of our 
method. 

1  Introduction 

A conventional cryptosystem has long been one kind of technique used to ensure 
the security of important information, but the main purpose of most cryptosystems 
today is only to encrypt text data only.  Because the size of an image is usually 
much larger than that of a piece of text data, general cryptosystems designed for text 
data processing are not suitable for encrypting image data.  Moreover, for text data, 
the decrypted text must be exactly the same as the original one; however, for image 
data, it is not necessarily required that the quality of a decrypted image must be 
identical to that of the original one without any distortion.  This is because the 
limited sensitivity of the human eye to detect tiny changes in the decrypted image.  
So, a decrypted image with little distortion is still acceptable for us. 

To our knowledge, several previous works based on general cryptosystems have 
been offered to protect the security of a secret image during data transmission [2, 4, 
6, 10, 13].  However, these methods have some drawbacks.  Since most of them 
encrypt the secret image directly, it means that the encryption process is usually 
inefficient and time-consuming.  In addition, we can obtain an encrypted image 
after the process of encryption, but its form is mostly rambling and meaningless.  
As a result, illegal users may very easily fix their eyes upon the encrypted result due 
to the fatal attraction the obviously strange form of the encrypted image, which of 
course means that the probability for the encrypted image to be attacked will race 
high. 

In the later literature concerned, the appearance of image steganography has 
lessened the problems caused by traditional cryptosystems.  Image steganography 
provides an additional kind of protection on a secret image.  It introduces a cover 
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image to camouflage a secret image.  In an image steganographic system, a secret 
image is hidden in a cover image, and this joint image is called a stego-image.  
Since the distortion between the cover image and the stego-image is so small as not 
to be noticed by the human eye, the security of the secret image can be guaranteed 
through the use of camouflage.  As we know, some image steganographic methods 
have been discussed in recent years [1, 3, 4, 7, 11].  These steganographic methods 
can be classified into two categories.  In the first category, a secret image is hidden 
in the spatial domain of a cover image [1, 3, 4].  In the second category, a secret 
image is hidden in the frequency domain of a cover image [7, 11].  However, there 
still exists a fatal drawback for these methods.  In order to achieve the effect of 
camouflage, the amount of the hidden data must be constricted, which means that 
the size of the secret image must be much smaller than that of the cover image.  In 
other words, if we try to hide a secret image whose image size is equal to or even 
larger than that of the cover image, the distortion caused by data embedment 
between the cover image and the stego-image may very probably be perceptible to 
the human eye. 

Hence, we conclude that cryptography can be considered as one kind of 
technique which attempts to conceal the content of the secret information itself, 
while the main purpose of steganography is to conceal the existence of the secret 
information.  Thus, we can distill the distinct benefits from cryptography and 
steganography to overcome the drawbacks mentioned above.  In this paper, we 
shall propose a new scheme for image steganography.  In our method, we only 
need to encrypt the important features extracted from the secret image instead of 
encrypting the whole secret image.  It is more efficient and timesaving.  Besides, 
in order to camouflage the secret image, we also introduce a cover image and then 
hide the encrypted result in the cover image for producing a stego-image.  Since we 
just hide in the cover image the important features extracted from the secret image, 
the size of the secret image can be as large as that of the cover image itself.  During 
the process of data embedment, we also apply a pseudo random mechanism to 
enhance the security of the hidden data.  Through the use of camouflage, most 
illegal users will consider the stego-image an ordinary image and let it go without 
smelling any abnormality about the stego-image.  Even if any illegal user were to 
detect that there is something going on in the stego-image, it is still difficult to 
decrypt the secret image from the stego-image because the secret image inside has 
been encrypted via the data encryption standard (DES) [8] cryptosystem. 

The rest of this paper is organized as follows.  We shall discuss our new method 
in detail in Section 2.  In addition, the security of our method will be analyzed in 
Section 3.  In Section 4, we shall show our experimental results to prove the 
applicability of our method.  Finally, the conclusions will be given in Section 5. 

2  The Proposed Scheme 

This section will propose a novel scheme for securing image steganography.  
This scheme can be divided into two modules: image embedding and image 
extracting.  Assume that we want to embed a secret image S into a cover image C
and produce a stego-image C′ .  In the image embedding module, we apply VQ [5, 
9] to compress the secret image S and then generate a set of indices for S after the 
process of image compression.  Then, we encrypt the set of indices by DES and 
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apply DCT [12] on the cover image C.  Finally, we embed the set of encrypted 
indices into the DCT coefficients of the cover image C for obtaining a stego-image 
C′ .  On the other hand, in the image extracting module, at first, we extract the set 
of encrypted indices from the DCT coefficients of the stego-image C′ .  Next, we 
decrypt the set of encrypted indices and then apply VQ on the set of decrypted 
indices to decompress the secret image S.  In the following, we are going to state 
the details of these two modules. 

2.1 Image Embedding Module 

In this section, let us see how we can embed a secret image S into a cover image 
C to obtain a stego-image C′ .  Note that the image embedding module is 
composed of two phases: index encrypting and index hiding.  In the index 
encrypting phase, at first, we divide the secret image S with the image size being 

21 MM ×  pixels into blocks of 4 × 4 pixels each.  Here we take a pixel block for 

an image vector.  Then, we compress these image vectors following the lead of a 
VQ codebook with 256 codewords and then generate the corresponding index for 

each image vector.  So, there is a set of 
44

MM 21

×

×
 indices for the secret image S.

In addition, we also divide the cover image C, whose image size is the same as that 
of the secret image S, into blocks of 4 × 4 pixels each.  Next, we apply DCT on 
these pixel blocks and then generate the corresponding DCT block for each pixel 

block.  Hence, there is a set of 
44

MM 21

×

×
 DCT blocks for the cover image C, too.  

Finally, we can encrypt the set of indices via DES using a private key K as its secret 
key. 

In the index hiding phase, at first, we randomly select a DCT block from the 
cover image C and then embed an encrypted index of the secret image S into the 

DCT block.  Here we use a key sK  as the seed of a pseudo random number 

generator to perform the DCT block selection.  We must do this block selection 

44

MM 21

×

×
 times in order to embed a set of 

44

MM 21

×

×
 encrypted indices into a set 

of 
44

MM 21

×

×
 DCT blocks.  Before the process of index hiding, we need to encode 

an encrypted index into binary form with eight bits.  Next, we select eight DCT 
coefficients from the middle frequency area of a DCT block.  After the action of 
coefficient selection, we repeatedly embed one bit of an encrypted index into one 
coefficient of a DCT block and another bit into another coefficient until all are done.  
According to the definition of JPEG DCT, the value of a DCT coefficient (AC 
coefficient) can range from –1023 to 1023.  Hence, we can encode a DCT 
coefficient into binary form with eleven bits.  The binary form of a selected 

coefficient D can be denoted as 0910 d...,dd , , where the value of id  can be either 

zero or one, and i = 0,1,…,10.  If the value of a selected coefficient D is positive, 
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the value of its MSB 10d  must be zero.  On the other hand, if the value of the 

selected coefficient D is negative, the value of its MSB 10d  must be one.  Thus, 

we can take the MSB 10d  for the sign bit, which cannot be used for bit embedding. 

In addition, there is something worthy of paying attention here.  Since there is a 
difference about 1±  for a DCT coefficient between DCT and inverse DCT (IDCT), 

we need to modify the two LSBs 1d  and 0d  into 1 and 0 to prevent the distortion 

caused by DCT and IDCT.  Thus, the two LSBs 1d  and 0d  are not suitable for 

bit embedding, either.  Due to the reason we mentioned above, we decide to use the 

other eight bits 289 d,...,dd  as the positions of a DCT coefficient for bit embedding. 

Besides, we shall use another key pK  as the seed of the pseudo random number 

generator to select one position from the eight bits 289 d,...,dd , in which we embed 

one bit of an encrypted index.  After the action of bit embedding, we must adjust 
the value of the DCT coefficient toward its original value without affecting the 
embedded bit.  After applying IDCT on the modified cover image C, we can obtain 

a stego-image C′ .  Finally, because the three keys K, sK , and pK  are the most 

important issue to extract the secret image S from the stego-image C′ , we must 
send them to a legal receiver through a secure channel. 

2.2 Image Extracting Module 

In this section, we shall explain in detail how to extract the secret image S from 

the stego-image C′  via the three keys K, sK , and pK .  Note that the image 

extracting module contains two phases: index extracting and index decrypting.  In 
the index extracting phase, at first, we divide the stego-image C′  into blocks of 4 × 
4 pixels each.  We apply DCT on each pixel block to obtain the corresponding 

DCT blocks.  Then, we use the two keys sK  and pK  as the seeds of the pseudo 

random number generator to extract the encrypted indices of the secret image S from 
the DCT coefficients of the stego-image C′ .

In the index decrypting phase, we use the secret key K as the key of DES to 
decrypt the set of encrypted indices.  After we obtain the set of decrypted indices, 
we can decompress the secret image S by applying VQ on the set of decrypted 
indices. 

3  Security Analysis 

The security of our method comes from both the camouflage of steganography 
and the encryption of the DES cryptosystem.  In addition, a pseudo random 
mechanism that has been applied to the process of data embedment also helps with 
protecting our method from being broken.  Assume that we have embedded a secret 
image into a cover image and produced a stego-image.  In our method, illegal users 
won’t pay special attention to the stego-image, since they don’t smell anything fishy 
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about it.  Even if they should detect that the stego-image is the camouflage of a 
secret image, it would still be difficult for them to get the encrypted secret.  This is 
because we have employed the DES cryptosystem and a pseudo random mechanism 
to enhance the security of the secret image.  No illegal users can decrypt the secret 

image from the stego-image without the three keys K, sK , and pK  in hand 

concurrently.  If they tried to guess these keys by using brute force attack, they 
would have to spend much longer time than they would be willing to.  Thus, the 
security of our method can be guaranteed. 

4  Experimental Results 

In our experiments, an 512 × 512 gray-level image “Airplane” is used as the 
secret image which is shown in Figure 1(a).  In Figure 1(b), we use another 
gray-level images “Lenna” as the cover images.  We embed the secret image 
“Airplane” into the cover images “Lenna” and then obtain its corresponding 
stego-images in Figure 2(b).  The PSNR values of the stego-images “Lenna” is 
33.80 dB.  Note that the distortion between the cover image and the stego-image is 
really small; therefore, it is difficult for us to detect the abnormality with our eyes.  
This is the effect of camouflage in display.  In Figure 2(a), we show the extracted 
secret image “Airplane” from the stego-images “Lenna” with a PSNR value of 30.12 
dB.  Due to the reason that we have compressed the original secret image before 
hiding it in the stego-image, the PSNR value of the extracted secret image is not as 
high as that of the original one.  However, it is still a clear picture for us. 

Additionally, we also conduct an experiment in comparison with the method 
proposed by Wu and Tsai [14].  Their method is based on the similarity among the 
gray values of consecutive image pixels and the variation insensitivity of the human 
visual system from smooth to contrastive.  Following their method, we can produce 
a stego-image by replacing the gray values of a differencing result obtained from a 
cover image with those of a differencing result obtained from a secret image.  Their 
method keeps the secret image with no loss and preserves the stego-image with low 
distortion. 

In Table 1, we embed three secret images “Peppers”, “Airplane” and “Lenna” into 
three different cover images “Peppers”, “Airplane” and “Lenna”, respectively.  We 
show the PSNR values of the corresponding stego-images.  We also show the PSNR
values of the three extracted secret images “Peppers”, “Airplane” and “Lenna” in 
Table 2.  Please notice that the image size of these secret images and stego-images 
used here are all 512 × 512 pixels.  Since Wu and Tsai’s method cannot tolerate a 
secret image with size more than half that of a cover image to be embedded in the 
cover image, the PSNR values of the stego-images based on their method are not 
available.  After we embed the three secret images “Peppers”, “Airplane” and 
“Lenna”, 256 × 256 pixels each, into three different cover images “Peppers”, 
“Airplane” and “Lenna”, also 512 × 512 pixels each respectively, we show the 
PSNR values of the corresponding stego-images in Table 3.  As you can see, our 
method is better than Wu and Tsai’s method according to the performance 
comparison.  Although Wu and Tsai’s method allows an outstanding secret image 
size of about half that of the cover image, our method outperforms theirs by 
allowing a secret image as big as the cover image. 
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5  Conclusions 

In this paper, we present a more secure and efficient scheme for image 
steganography.  In particular, our scheme allows the size of the hidden secret image 
to be as big as that of the cover image.  The embedding capacity our method offers 
is much larger than those of traditional image steganographic methods.  On the 
other hand, instead of encrypting the entire secret image directly, our method only 
encrypts the important image features extracted from the secret image.  We hide the 
encrypted features in a cover image and generate a stego-image.  According to the 
experimental results, we can show that the distortion between the cover image and 
the stego-image is so little that the human eye cannot detect the difference.  Hence, 
the purpose of camouflage is achieved.  In addition, we apply the DES 
cryptosystem and a pseudo random mechanism during the process of data 
encryption and embedment, which makes our method more secure than traditional 
image steganographic methods. 

(a)                                          (b) 

Figure 1. (a) The secret image “Airplane” (b) The cover image “Lenna” 

(a)                                          (b) 

Figure 2. (a) The extracted secret image “Airplane” (PSNR=30.12dB)

(b) The stego-image “Lenna” (PSNR=33.80dB)
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Table 1. The PSNR values of the stego-images of 512×512 pixels each with the secret images 
being also 512×512 pixels each 

Stego-image PSNR (dB)

Peppers Airplane Lenna Secret 

image Our method Wu’s 

method 

Our method Wu’s 

method 

Our method Wu’s 

method 

Peppers 30.07 N/A 32.56 N/A 33.67 N/A 

Airplane 30.50 N/A 32.79 N/A 33.80 N/A 

Lenna 29.91 N/A 32.69 N/A 33.58 N/A 

Table 2. The PSNR values of the extracted secret images sized 512×512 pixels 

Secret image Peppers Airplane Lenna 

PSNR (dB) 31.21 30.12 31.57 

Table 3. The PSNR values of the stego-images of 512×512 pixels each with the secret images 
being also 256×256 pixels each 

Stego-image PSNR (dB)

Peppers Airplane Lenna Secret 

image Our method Wu’s 

method 

Our method Wu’s 

method 

Our method Wu’s 

method 

Peppers 40.02 39.80 42.33 40.05 42.46 39.44 

Airplane 40.03 38.81 42.35 40.19 42.52 38.99 

Lenna 38.91 39.09 42.35 39.76 42.46 39.17 
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Abstract 
In video communications over error prone channels, error concealment techniques are 

widely applied in video decoder for good subjective image output. However, a damaged MB 
could be concealed only after it is detected as erroneous. Because of the poor performance of 
the traditional syntax based error detection schemes, the error concealments thereafter show 
bad results. Our previous work explored the potential of transmission error detection by fragile 
watermarking. In this paper, a synchronous fragile watermark based transmission error 
detection scheme for hybrid decoder is proposed. By watermarking, we enforce a 
synchronization signal like correlation on Q-DCT coefficients. Thus the decoder could use this 
pre-forced information for detecting errors. The simulation results show that the erroneous Q- 
DCT coefficients detection capabilities are largely improved compared to syntax-based scheme. 

Keywords: watermarking, fragile watermark, error detection, error resilience, video 
communication 

1. Introduction 
In video communication system, due to Motion Compensated (MC) Inter Frame Prediction 

and Vary Length Coding (VLC) techniques employed by many highly efficient video coding 
standards, such as H . 2 6 ~  [I] and MPEG-$21, the compressed video streams are highly 
sensitive to channel errors. While in many cases, the real channels do introduce vast errors; the 
correct video transmission will crash if no protection against errors is applied. 

There are many error resilience techniques designed for resolving that challenging problem. 
Other than error correction and interleaving techniques, error detection and error concealment 
techniques are usually employed in video decoders. When a Macro-block (MB) is damaged due 
to channel degradations, if the video decoder detects this erroneous MB, the content- dependent 
concealment actions, such as resynchronization or temporal interpolation, so as to make the 
decoded video look more comfortable. Clearly, the efficiency and results of the error 
concealment rely on the error detection performance. Typically, error concealment techniques 
are applied at MB level. So, in this paper, we only concern the error detection at MB level. 

In a typical system that employed DCT transform, MC and VLC, following syntax checks 
are often applied in video decoders to detect bit stream error. 

Motion vectors is out of range 
DCT coefficients is out of range 
Invalid VLC table entry is found 
The number of DCT coefficients in an 8x8 block exceeds 64 
Quantizer scale factor is out or range 

Due to the bits to represent Q-DCT coefficients is normally significantly more than the bits 
to represent the header information and motion vector (MV) information, the Q-DCT 
coefficients are much easier to be damaged by channel bit errors. So, the error detection scheme 
should have the ability to well detect erroneous Q-DCT coefficients. Error detection by these 
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syntax checks, however, has inevitable disadvantages on detecting m n m u s  QDCT 
coefficients, namely low m r  detection rate (E.D.R) and low error correctly located rate 
(E.C.L.R). Those disadvantages are showed in [3]. Besides the discussions in [3]. it is also 
difficult for syntax checks to detect shifl phenomemn and thus difficult to conceal it. A shift 
phenomenon is shown below. 

Figure 1. A Shflphenomenon: An 8x8 block is "removed" 
When a bit error happens in a VLC code word, it may cause the code word changes to a new 

one with the same length. run and level value but different last value. In such case, an 8x8 
block is "inserted" into the bit stream if the last value changes from zero to om; an 8x8 block is 
"removed" if the last value changes from one to zero. This phenomenon is called shifl. In the 
particular case that the bit m o r  only results in combining two 8x8 blocks and keeping data in 
other 8x8 blocks untainted, the bit stream may be correct in syntax but will cause MB shift all 
over a slice. Consider the MC used in video decoder, unacceptable reconsmted images would 
be produced. 

In summary, to detect transmission error only by syntax checks is not good enough. Recent 
contributions [3]-[6] explore the potential of detecting transmission error by watermarking. The 
idea in [5] and [6] is to employ robust watermarking into error detection. In this paper, 
followed the basic idea in [3] that introduce fragile watermarking into error detection, we 
propose a synchronous signal like fragile watermarking scheme for detecting erroneous 
quantized DCT (Q-DCT) coefficients, namely FZW. Analysis on the PSNR loss due to 
watermarking is also provided in scction 2. Section 3 gives out simulation results, followed by 
a summary in &on 4. 

2. Force Zero Watermarking (FZW) Scheme 
2.1 Description of the technique 

The scheme proposed hen  follows the work in[4], and it fiagile watermarking the 8x8 
blocks to improve error detection capabilities of video decoder. The watermarking makes a 
zero coefficients sequence in Q-DCT coefficients before they are passed to VLC, this zero 
squence can serve as a synchronous signal when decoding the streams. Since error in VLC 
code words would cause the mdasr value to change, the synchronous signal may be damaged 
if a non-zero coefficient exists in the sequence. Hence. by checking this signal, the video 
decoder could detect the error happened at 8x8 blcck level. The description of the scheme is: 

On encoder side, a special watermark is forced into Q-DCT coefficients of any coded 8x8 
blocks, before these coeficients are passed to VLC. To avoid drift. the watermarking 
procedure is included in MC loop. 

- On decoder side, after an 8x8 block is decoded, the synchronous signal (zero sequence) is 
checked on Q-DCT coefficients. An error is reported if the signal is damaged; otherwise, 
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cumnt 8x8 block is assumed to be coma.  A MB is assumed to be a c o m a  one only if d l  
8x8 blocks inside are detected as comct. 
For the 64 Q-DCT coefficients in an 8x8 block, the watermarking procedure force zero on 

the coefficients from AC, to ACU (Fig. 2). Clearly, the parameter pos control the visual 
quality loss due to watermarking. and it could vary due to intra-linter- block or YIC block. The 
pos also determine the fragility of the watermark. The decrease of the pos  makes the zero 
coefficients sequence longer, thus more sensitive to VLC code word errors. It is a trade-off 
when select Datameter ~ o s .  this kind of trade-off between the i n c m e  of error detection 
capabilities i d  visual q;ali< loss has been discussed in [3]. 

i= pos 

Figure 2. FZW Watermarking illusrrarion 

In the case that most Q-DCT coefficients in an 8x8 block are zeroes, the watermarking 
procedure may affect no coefficient. This 8x8 block is then thought as "originally 
watermarked" since it fits the forced correlation the watermarking procedure want to cast on it. 
So not surprising, the error detection procedure works well under such situation. 

Due to cutting off some coefficients, the quality of the frame under consideration is 
decreased a little after watermark embedding, thus the prediction for the next h e  may be 
affected negatively, increasing the required bit rate under a given quality level. Yet, the 
simulation results show that the select watermark would not i n c m e  the coded bit rate to an 
unacceptable level, which is important in video transmission over band-limit channels. For the 
proposed scheme, it is a trade-off between the increase in probability of transmission error 
detection and the decrease of visual quality, similar to the one noted in [3]. 

2.2 Analysis on PSNR loss after watermarking 
In this section. we consider the visual quality loss on the images due to watermarking as a 

function of system parameters. We firstly explore the relationship between the expectation of 
Mean Squart Error of DCT coeficimts, namely E(MSEm) and watermarking parametcn pos 
and quantization parameter QP. Then with thc acknowledgement that DCT is a linear 
orthogonal transformation, we know the MSEm is exactly the MSE on spatial domain. Hence, 
we can calculare the PSNR between quantized but unwatermarked images and quantized and 
watetmarked images using E(MSEm). 

In [I, it is shown that the non-dc DCT coefficients in inha- blocks could follow Laplacian 
distribution. From section 2.1, we know after watermarking, all non-zero coefficients after zig- 
zag index pos an forced to zero. If we only concern the quantization function using in intra- 
block in TMN8[8], the expectation of square crror between quantized cocfticient ACI and 
quantized- watcrmarkcd coefficicnt ACT (ispos) is: 
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where A, i = pos, pos + 1 ,... 64 are the parameters of Laplacian distniutions of different 

index unquantized AC coefficients. Hence, the E(MS&) could be calculated as (2): 

Then as mentioned above, the MSEm is equal to MSE on spatial domain; hence, the PSNR 
h e e n  quantized- unwatmarked images and quantized-watermarked images due to 
watermarking can be calculated as below: 

PSNR = lolog,, 
255' 

To verify the correctness of formula (3). the relationship between PSNR and the watermark 
paramaerpos, a d t  is given by using TMN8 codec to encode Cost Guard CIF sequence. In 
experiment, the PSNR between 
quantized-unwatmarked and 
quantized-watermarked intra 
frames are calculated, with 
watermarking parameter pos 
varies from 24 to 44. Then, with 
the parameters 

A, i = p o s , p o s + l .  ...&I by 
statistics, a theoretic curve is 
provided using formulas (2) and 
(3). From Fig. 3, it is shown that 
these curves are quitc match. 
While for the sequence that its 
DCT coefficients are not strictly 
follow the Laplacian model, it is 
possible for the curves do not 
match well. In those case, better 
rtsult could be ~ttrieved if more I Figure 3. Visual quality loss due to watermarking 

(QP= 10). horizontal: pos, vertical: PSNR 

sophisticated model is applied, Generalize Gaussian Distribution for example, however the 
method here to calculate the visual quality loss is making sense. With (2) and (3). if all the 
parameters in the formulas arc known. we can evaluate the visual quality loss performance of 
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the watermarking. At the same time, if the PSNR is pre-set, we can get the minimum value that 
the watermarking parameter pos could be set under the constrain, which is exciting when 
designing the watermark. 

3. Simulation Results 
In simulation, we choose modified TMN8 as video codec. In encoder, watermarking module 

is included follow the s t r u m  shown in [3]. In decoder. the corresponding watermark- 
detecting module and syntax based error detection module are implemented. After video 
sequencc is encoded, the coded stream is sent to a B i n w  Symmetric Channel (BSC) with a 
random bit rate 5e4 and then arrived at the decoder. BSC is applied hen  bccause we assume 
under protection of error correction techniques and interleaving, a m l  channel can be 
equivalent to a BSC channel. We assume the remaining random bit error rate for steams is 10' 
'-lo4. We select QP as 10 for both intra-linter- blocks; coding frame rate is 30 framesls. For 
watermarking, the parameterpos is select as 44 for intra-Y-blocks. 29 for inter-Y-blocks, 29 for 
inha-C- blocks or 16 for inter-C-blocks. To focus on erroneous Q-DCT coefficients detection 
ability, we only cast bit error on those bits that represent Q-DCT coefficients, and leave motion 
vectors and header information untainted The frames are coded in IPPPP ... format. 

In order to test the robustness of the proposed scheme, three standard video test sequences 
with different complexity a~ used in simulation. These sequences a n  240 frames Akiyo, 
Mother and Daughter and Car Phone, all in CIF format. For different schemes. Error Detection 
Rate (E.D.R), Error Correctly location Rate (E.C.L.R). and encoding PSNR withoutlafter 
watermarking are listed in Table 1-3. And Fig. 4 shows the error detcction rate distribution 
graph as the error detected relative position varies. From Fig. 4, it is shown that by detecting 
the forced synchronous signal, the decoder significantly improved the E.C.L.R.. So it is 
expected that the proposed schmc could detect the kind of bit error mention in Fig. 1 and 
avoid shift phenomena to exist. 

From the results, it is shown the FZW scheme can improve the E.D.R with an extra 
5 2 W 5 % ,  the E.C.L R. with an extra 270%-700%. comparing with the syntax based error 
detection scheme. While PSNR loss is minor, complexity is low and coded bit rate does not 
increase. Figure 5 show the Y-PSNR comparison of the reconstructed images on 
encoder/decoder side with only different error detection schemes. For error concealment, 
simple copying from previous Frame is applied. In simulation, no error is cast on the bits that 
npresent the first i n t r a - h e  data. Also, a sample reconstnrctcd frame applied different error 
detection scheme only is shown in Fig. 6 for subjective results comparison. 

Table 1. Akiyo 
- Error detection scheme ( d ~ )  PsNR ( d ~ )  Bit rate E.D. rate E. C. L. rate 

(Kbitds) (%) (%) 

Syntax based 36.45 - 92.56 28.9 11.3 

FZW 35.82 0.37 87.29 55.04 42.64 

Table 2. Mother and Daughter 
- 

Error detection scheme %(dB) PSNR (dB) Bit rate E.D. rate E. C. L. rate 
(Kbitds) (%) 

Syntax based 34.95 - 158.14 31.1 6.0 

FZW 34.62 0.31 155.20 60.62 44.02 
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Table 3. Car Phone - Error detection scheme =(dB) PSNR(dB) Bit rate E.D. rate E. C. L. rate 
(Kbitds) (%) (%) 

Syntax based 35.36 - 333.76 37.0 4.9 

FZW 34.08 0.67 29122 56.29 39.77 

4. Summary 
In this paper, a synchronous fragile watermarking scheme, namely FZW, for detecting 

erroneous Q-DCT coemcients is proposed. We also provide analysis for visual quality loss due 
to watermarking under some assumptions. With the expression derived, the value range that the 
watermarking parameter could choose can be calculated when visual quality loss is predefined. 
A more precise result could be derived using more sophisticated model (GGD for example), 
thus it can be applied in wider range. The simulation results show that less than 0.7 dB loss is 
reported while the error detection capabilities gain are 52%-95% for the m o r  detection rate 
and 270%-700% for the error comctly located rate, comparing to the syntax based scheme. 
Thus would improve the efficiency and results of the error concealment techniques. 

Though the FZW scheme now works with Q-DCT coefficients only, future work would 
explore the ability of detect erroneous header information and MV information by fragile 
watermarking. At current time, the FZW scheme can work with syntax check for detecting all 
these kinds of mor.  Under a predefined visual quality loss requirement, the watermarking 
parameter pos may vary when QP changes. Hence, a look up table for these two elements 
should be applied in the applications that employ bit rate control scheme. 
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Abstract. Most of the conventional gradual shot change
detection algorithms are heuristics-based. Usually, a general shot 
transition detection algorithm which can deal with different kinds 
of situations may be very tedious and complicated if it is
heuristics-based. Under the circumstances, a general detection 
algorithm which has a solid theoretic ground is always
preferrable. In this paper, we propose a general shot change
detection algorithm which is able to achieve the above mentioned 
goal. The proposed algorithm consists of two major stages: the 
modeling stage and the detection stage. In the modeling stage, 
we model a shot transition by calculating the change of
color/intensity distribution corresponding to the shots before and 
after a transition. In the detection stage, we consider a video clip 
as a continuous “frame flow” and then apply the Reynolds
Transport Theorem to analyze the flow change within a
pre-determined control volume. Using the above mentioned
methodology, the shot change detection problem becomes
theoretically analytic. Experimental results have proven the
superiority of the proposed method.

1. Introduction
In the past decade, shot change detection has been extensively

explored[1-5].  In the first few years, the focus was put on abrupt change 
detection.  The techniques adopted included: histogram difference, frame 
difference, motion vector, compression difference, etc.  Some good surveys 
with regard to abrupt change detection techniques can be found in [1,2].  In 
recent years, the research focus on shot change detection has been shifted to 
gradual change detection [3-5].  Conventional gradual shot change
algorithms usually have a common drawback, i.e., they are usually designed 
for solving some specific gradual shot changes only.  In other words, these 
algorithms are most of the time heuristics-based.  In [4], Bescos et al.
proposed a new shot change detection algorithm and they claimed that their 
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approach could detect any kind of gradual transitions. However, their 
method was not analytic at all. In Yu and Wolf [3], shot transition was 
judged by calculating a characteristic function which was a function of 
intensity change. Since their approach was pixel-based, only the gradual 
transitions such as fade and dissolve could be detected. In this paper, we 
shall devise a more general shot change detection algorithm which can detect 
most of the existing gradual shot transitions. 

The proposed approach consists of two major stages, i.e., the modeling 
stage and the detection stage. In the modeling stage, we model a shot 
transition by calculating the change of color/intensity distribution that 
correspond, respectively, to the shots before and after a transition. We assume 
during a shot transition, the histogram of any frame located within a transition 
section can be derived by a linear combination of the average histograms of 
the two shots located at both sides of the transition section. With this 
reasonable assumption, the histogram of any frame located within a transition 
section must be an intermediate state of the histograms of the two shots 
located at both sides of the transition section. In the detection stage, we 
consider a video clip as  a continuous "frame flow" and then use the 
"Reynolds Transport Theorem" [6] which is commonly used in the field of 
fluid mechanics to analyze the flow change within a pre-determined control 
volume. Through this mechanism, we successfully model the shot change 
detection problem and make it become analytic. 

2. Generalized Modeling and Detection of A Shot 'Ikansition 

2.1. A Generalized Shot Transition Model 
Let a video be composed of L, consecutive frames. Let the video 

sequence located from frame 1 to frame r, be shot A and that located from 
frame th to the last frame be shot B. Therefore, the ordering for the critical 
frames should be 1 < t, < th c L. As to the sequence of frames located 
between t, and th, we call them the frames in a shot transition. Let I(i) be the 
ith frame of the video and HR(i )  g 6 ( i )  and k?(i) be the histograms 
of the R channel, G channel, and B channel, respectively, of the frame i. 
Based on the above mentioned assumption, i.e., the histogram of those frames 
located within the same shot are very homogeneous, we can use a set of 
representative RGB histograms to represent a shot. 

Let HA= ( @ if /ij ) and HB= ( @ @ @ ) be the set 
of representative RGB histograms that correspond to shot A and shot B, 
respectively. For the ith frame in the video, its potential RGB histograms, 

H(i) = ( i R ( i )  H'(i) gB( i )  ) , can be analyzed as follows: 

(4 if O s i < t ,  , then 

( i R / i )  E6(i)  i B ( i )  1 = ( if if if 1; 
(b) if t B c i s &  , then 

( i R ( i )  i 6 ( i )  i B ( i )  ) = ( @ fif @); 
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(c) if t ,  5 i I t ,  , then i R ( i )  , G6(i ) ,  and EB( i )  can be represented, 
respectively, as follows: 

KR( i )  = r R ( i ) . i f  + FR( i ) . i , f  * (1) 

i 6 ( i )  = r6 ( i ) .  @ + F6(i) .  * (2) 

and GB(i)  = rB( i )  
rk( i )  and Fk( i )  (where k can be Jt, Q and B) 

and can be represented as follows : 

t7,8 + P ( i )  + @ . (3) 
are two 256x256 matrices 

a is a decreasing function with respect to i and it can be formally defined as 
0 I ajk(i) ?i I ,  for o 5 j I 255. Let // Hk( i )  // represent the norm of 

Gk(i )  , it is apparent that the value of // gk(i) // should fall in between 

those of // // and // /$ // . This relation can be formally represented 
as: 

m i d /  G .  // . N @ N f I // i k ( i )  // s d// g! // . N % / / I .  (4) 
The inequality shown in Equation (4) means during the transition From shot A 
to shot B, the histograms of those transitional frames won't exceed the 
extreme values defined by the average histograms of shot A and shot B. The 
above inequality holds for most of gradual shot transitions. Howevcr, for a 
few cases such as fade-out-then-fade-in, Equation (4) does not hold. 

2.2. Shot Transition in a TCV 
In Section I we have mentioned that the Reynolds transport theorem can 

be used to analyze the characteristics of a fluid material. In this section, we 
shall use the theorem to analyze the shot transition problem in a video. 

Assume a frame flow only moves in the positive x-axis direction. 
Figure 1 shows how a video clip changes dynamically with respect to time. 
Let x, be a stationary spot, and x,(to) and xb(ro) be the positions of the ending 
frame of shot A and that of the starting frame of shot B, respectively, at time to. 
Figure I(a) shows that xb(to) c x,(ro) c x,. This means when one looks at xp, the 
corresponding Frame belongs to shot A. When t = rl > to, as indicated in 
Figure l(b), the Frame corresponding to x, belongs to shot transition. When 
time goes on and t=tz >tr>to, as indicated in Figure I(c), x, < xh(t2) and the 
frame located at xp at time t2 belongs to shot B. In what follows we shall 
define a control volume which will be used to detect shot change. We call a 
control volume of this kind a transition control volume (TCV). Let the 
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locations of the entrance and the exit of a TCV be Xi, and X,,,, respectively. 
Having a TCV and a video as a control volume and a Frame flow, respectively, 
we are able to apply the Rcynolds transport theorem to analyze the frame flow 
and see how it changes within the predefined TCV. 

Since there is no external energy introduced into a frame flow during the 
observation process. we can easily measure the energy change within a TCV 
based on the Reynolds transport theorem. According to the theorem, if there 
is no external energy introduced in, then the energy change within a TCV at a 
specific moment is equal to the amount of difference between the energy flow 
out and flow in at that moment. Therefore, if one would like to know the 
energy change within a TCV at a specific moment, then what hetshe has to do 
is to calculate the energies of the frames at Xi,, and X,,, at that moment, 
respectively, and then compute their difference. 

3. Experimental Results 
In the experiments, we used two real videos to test the effectiveness of 

our algorithm. Figures 2 and 3 were the interfaces of our system as well as 
an instance of the shot transition detection process. The result shown in 
Figure 2 was obtained by using a shuttle launching video as the test video. 
The video was composed of four different shots and three cut-type transitions. 
The top diagram of the right column of Figure 2 was the curve on the 
calculated I A%(t) 1 vs. time. The middle diagram of the right column 

showed the detected transition durations in white stripes and complete shots in 
black blocks. Since in most applications the transition sections won't play any 
role, we can eliminate these components and then perform higher level 
analysis or processing on the pure shot sections. The bottom diagram of the 
right column of Figure 2 showed the overlapped RGB histograms at a specific 
instance (or fmme). The test video used in another experiment was "The 
introduction of London." The total number of frames contained in this video 
was 760, and the total number of shots included in the video was 18. Among 
the 17 shot transitions, six were abrupt changes and the rest were the 
dissolve-type transitions. The results of this experiment is shown in Fig. 3. It 
is apparent that our algorithm could detect all of them accurately. 

4. Conclusion 
In this paper we have proposed a general video shot transition detection 

methodology. We have applied the Reynolds transport theorem borrowed from 
fluid mechanics to calculate the locations of potential video shot transitions. 
The experimental results obtained by applying our algorithm to a set of 
synthetic and real videos turned out to be very good. In this work, we didn't 
consider the case when there were significant motions contained in a video. 
Our system may detect false shot transition boundaries when the above 
mentioned condition happens. We shall work on this kind of problem in the 
future. 
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Figure 1: Frame flow during a shot transition.
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Figure 2 : A real test sample : The video of “Shuttle launching.”

Figure 3 : Another real test sample : The video of “The introduction of 
London.”
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Abstract. The purpose of this paper is to deal with Web query catego. 
rization problem. It will present a feasible approach to categorizing Web 
query terms into predefined subject cate-gories bascd on their supposed 
search interests. With the approach, a successful application that can 
filter out users' sensitive queries such as pornographic-related terms in 
multimedia search will be introduced. 

1 Introduction 

In some cam, it is necemary for a Web d i a  search engine to under- 
stand the corresponding subject domains of users' queries. For example, to pre- 
vent from providing some inappropriate information to certain users like dril- 
dren, a multimedia ~earch engine needs to know whether the query terms are 
pomographic-related. Manually collecting and organizing such term vocabularies 
is really inapplicable due to the rapidly variable nature of the Web environment. 

The purpose of this paper ie to deal with the problem of categorizing Web 
queries. We are interested in developing an automatic approach for organizing 
users' query terms into pre-defined subject categories. Our considering problem 
is: given a predefined subject taxonomy and a usere' query log, the proposed 
approach should be able to assign users' query terms into proper subject cat- 
egories, such as determining the appropriate categories "Computer/Company" 
or uComputer/Software Download" for the query tam "Real Player". 

In fact, a well-organized subject taxonomy on Web query terms can be helptul 
in many Web information retrieval tasks, including observing Web users' search 
interests, collecting domain-specific query terms, filtering sensitive queries, and 
organizing Web multimedia resources. Unfortunately, the Web query term cat 
egorization problem as known was little directly investigated in the Literature. 
Some early researches on term clustering are in certain degree related to our 
research, such as works on latent semantics, SVD, term relationship analysis 
etc [2,4,3]. A recent similar work is the clustering of Web queries [I], in which 
queries are statistically grouped to find out similar queries. The clustered queries 
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can then be nsed for term suggestion to help usera on forming their search IT+ 
quests. Our mauch dif&m from them works in that we try to structure each 
unknown query term into appropriate and meaninghd subject categories, and 
provide possible corresponding subject domains for each unknown term. 

In the rest of this paper, we first introduce the details of the proposed a p  
proach. Next, the working environment in which we carried out the research b 
introduced. Finally, the conducted experiment and its application to sensitive 
query Gltering are presented. 

2 The Approach 

Query categorization ie the problem of 8utOmrrticaIly assigning predefined cab- 
gories to query terms according to thew suppoaed search interests. More formally, 
let C be a predefined taxonomy and V = {wl , w2,. . . , w,) be the set of all query 
terms that have been categorized into C properly. Query categorization is to de- 
termine a category set C(t) E C for a given unknown query term t $ V, so that 
each c € C(t) is considered as a possible category t is related to. 

Since a query term, usually containing 1-2 words in English [S] or 2-3 charae 
ten in Chinese, is too short to convey enough information in itself, some extra 
useful information is required to assist the determination of the corresponding 
categories. In our considering problem, a query term is the string submitted to 
a search engine to express certain search request(s). Although the user's original 
search interest for a query term is hard to be judged, the retrieved documents 
are believed containing helpful information about the unknown query term. Col- 
lecting the required documents for each candidate query term can be easily 
performed by submitting the query string to on-line search engines. Thus we 
assume there exists virtually a document collection D and let De denote the set 
of documents that can be retrieved by query term t. 

The basic idea of our work is to represent the feature vectar of the candidate 
query term t by the term features extracted from t 's  retrieved document set 
Dt. The feature space is de!hed by the pmcategorized query term vocabulary 
set V in which each term has already been associated with proper category 
information. The ranking scheme to a t h a t e  the cor&dence of a query term t 
belonging to a category c is to use the information of term lhquency (tf) and 
document frequency (df) to give a weighted value for each occurred feature term. 
The intuition is that the degree of the query term t being categorized into the 
category c is determined by whether there are many feature terms appearing in 
Dt with category c and the number of times these feature terms appear. 

Let n, be the number of documents in Dt that the feature term w E V 
appear8 in and j, be the raw frequency of term w in Dt (i.e., the summation 
of the number of times the term w is mentioned in the text of each document 
di E Dt). The ranking h d i o n  based on If-df information is given by 
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where Wt is the set of tatal feature terme in Dt and Wt, ie the aet of those feature 
terms regarding category c The computation of the maximum frequency over all 
feature t e r n  is only for beautifying and making more reasonable the formula, 
and doesn't have any effect if we only use the formula to rank a set of categories 
based on the same document set Dt. Adding a count of one to n, is to avoid 
logarithm value of zero. 

3 Working Environment 

In this section, we describe the environment in which the research was carried 
out. The diagram depicted in Figure I shows the overall concept of the proposed 
approach, which is c o m p e d  of three computational processes: query term log 
analysis, relevant document retrieval, and subject categorization. The function of 
the query term log analysis is to obtain the subject taxonomy and the categorized 
term set through the analysis of the search-engine logs. The relevant document 
retrieval process is to  retrieve the most relevant document sets by combining with 
the search process of real-world engines. And finally, the categorization method 
is applied to determine the appropriate subject categories for each query term. 

Fig. 1. An abstract diagram showing tha concept of the prop& approach. 

Analysis on Two Lag Data Sete. To instantiate the research, two query 
logs £tam Dreamer 0-1998) and GAIS (6-1999) search engines in Taiwan were 
collected as the basis for our analysis. The query logs contain a series of request 
entries, and each entry contains a query term, the IP address of the machine that 
sent the request, the corresponding timestamp etc. Since we were only interested 
in the query tenns themselves in our research, only the query-term parts of the 
logs were extracted. Table 1 shows these data sets by the collected time periods, 
counts of distinct query terms, and the total query fiquencies. In our research 
design, we focus on analyzing D-1998 and let E l 9 9 9  be the cross-refennce set. 

Structuring a Subject 'Paxonomy. To advance the study of the consider- 
ing problem, we structured a popular subject taxonomy to describe the subjects 
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m l e  1. Statistics of thra log data eet 

Period 
# distinct querie8( 228,5661114,182 
# total queries 12,184,2561475,564 

on usas' sear& i n t ,  We quickly reviewed the top 5,000 query terms from 
D-1998 and then constructed the h i d y  mainly based on the analysis of hu- 
man observations. The intention and information requests of each query term was 
eatirnated by several people with substantial experiences of surfing the Internet, 
Finally, a two-level hierarchical structure, consisting fourteen major categories 
together with one hundred sub-categories, was developed. 

Manually Categoriaing High-fkequency Terms. The categorization of 
high-frequency terms was performed manually by five Library & Information Sci- 
ence students together with a professional reference librarian for three months. 
Zn the whole process, each query tern was examined, and the corresponding cab 
egories were determined according to subjective estimation for the infoxmation 
requests of the users issuing the query. In this manual categorization process, 
total 18,017 terms with highest-frequencies from D-1998 were categorized prop 
erly. Though this set only represented 8% of the distinct queries, they totally 
formed 81% of the search requests in the t a t  logs. 

Collecting Retrieved Documents. To collect the retrieved document set 
Dt for each query term t, we adopted Google Chinese as the backend engine. 
Esch categorized query term was submitted to Google, and then up to 100 
search result entries were collected. The title and description of each entry were 
extracted as the representation of the corresponding document. 

Core Term Extraction. To find out the effects of time locality, qquerg 
fenns from D-1998 were matched and filtered using the 6-1999 log to have a 
comparison of the coverage. It was found that near n% of D-1998's top 20,000 
query term still existed in G1999's two weeks randomly-selected log, which 
indicates many core or impartant information requests are not much affected by 
time and worthy of further etudy. 

To obtain the seed feature terms, the query terms without the efhcte of time, 
so-called "core terms," are extracted. Except some proper noun8 like names of 
famous Web sites and people, an interesting finding is that the core terms like 
Umovie," "baseball," or "Aight ticket" are found mostly subject terms. Using the 
core terms as the features in the categorization process is believed to be more 
effective than just using common words. 

4 Experiment and Application 

An experiment waa perEormed to evaluate the perhtmmce achieved in 
r i z i i  the test query terms into the predefined second-level 100 categories of 
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our taxonomy. The 9,709 core terms were taken ss the bture term mt V. Then 
1,000 non-oore terms, which were randomly selected horn the categoxized high- 
-uency terms in D-1998, were treated an the test term set. In addition, in 
order to m a 1  the &ts d variant size of core term set as the feature set for 
categorization, we ran the experiment with different m term sets: top 100,200, 
. .. , 900, 1,000, 2,000, . . ., 9,000, and 9,709 terms from the seed feature term 
set, in accordance with the frequency of the mre tenns. The obtained accuracy 
curve is depicted in Figure 2, where top n means the highly ranked n candidate 
categories contain the appropriate category. 

Fi. 2. Top 1-5 indasion rate with core tam set. 

Even with the p r o p a d  approach, the PSTformance seems to be acceptable. 
Coneideaing only the top one categorization result, the average top1 idusion 
rate, i.e., the rate the obtained top one categories containa the most appropriate 
categories assigned by human indexere, is 49.83%. If we consider the performance 
of the top five categories, the inclusion rate can be up to 78.64%. The achieved 
performance is assumed nearly competitive with human indexers. Human index- 
ers normally assign one or two categories for each test query term due to the 
dificulties of complete analysis. 

Sensitive Query Filtering 
To prevent search engines from providing some inappropriate information to cer- 
tain usera like childten, it is necessary to have a query term filter for filtering out 
sensitive query terms such as pornographic-dated terms. The problem of the 
query term filter is similar ta the query term categorization problem: whether the 
term can be categorized as porn-related or not. Our approach directly provides a 
possible solution to this problem. Table 2 shows some other statistics about the 
categorization with the firstlevel 14 major categories from our previous experi- 
ment described previously. Each table cell shows for one category the precision, 
the correct rate that the terms been categorized in the category really belong 
to that category, and the recall, the correct rate that terms in the category are 
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mectly categorized. The result show the possibility in applying the propoeed 
method to query term atering within some categories euch as Adult, Computer, 
etc. With the proposed approach, it is useful in collecting users' query terms in 
these domains. Combining with some human &orb for final examination, the 
collection of the query terms can be incrementally updated. A real-world query 
term filter in filtering out pornographic-related terms for Web image search has 
been successfully developed, in which more than 20,000 sensitive query terms 
have been wllected based on the concept of the proposed approach. 

nble 2. Reoal-precieion rates about the categochation with the ht-level 14 mqjor 
categorifs 

5 Conclusion Remarks 

top 1 
top S 

rOp 1 
top 3 

In this paper, we have plresented an approach which is able to categorim query 
terms, obtained from on-line search engine logs, into a hierarchical structure 
of popular search interests. The experiment shows the promising results that 
various new terxns given by users could be categorized automatically, and one 
possible application that can benefit from our work is also pointed out. 

Hurnulltiea Bwincss Oomputer Education Entmtdnmmi Chat Game 
48.41/70.10 70.38/62.41 60.11/63.29 72.28/76.46 55.36/7b.86 6796/03.71 66.51/77.07 
71.26f40.30 91.81/28.16 86.07/22.35 92.16/43.06 80.44/46.61 85.60/30.81 87.69/61.66 

Health Science Shopping Media Society Adult n a v d  
70.07/77.22 43.10/43.43 60.60/60.95 64.74/49.87 41.21/78.76 51.26/81.02 74.51/56.63 
86.98/54.41 74.20/12.07 91.46/21.68 83.03/20.86 78.17/98.61 76.82/65.49 90.10/21.63 
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Abstract.  In this paper, we shall propose a color image retrieval method.  Among 
the methods of color image retrieval, the histogram technique only captures the 
global properties so that it cannot effectively characterize an image.  To overcome 
this drawback, we propose a scheme to capture local properties so that it can do 
retrieval more accurately.  In our method, we segment the original image into 
several subimage blocks, and we do color histogram with every subimage block.  
After combining color histogram vectors into a multi-dimensional vector, we use this 
multi-dimensional vector to search the database for similar images.  The 
experimental results show that our method gives better performance than the original 
color histogram technique. 

1  Introduction 

In recent years, color image retrieval has become an interesting research field in 
application.  At the present time, there are many techniques available for image 
retrieval.  Most of these techniques use perceptual features such as color [1], shape 
[3] and spatial relations [10] to do similar image retrieval.  We usually want to find 
several images that are close to the query image if there is not any identical image in 
the database. Therefore, similar images retrieval is essential for image databases.  
However, it is really time-consuming when we have to extract the shapes or spatial 
relations of perceptual features to build up a merely adequate database.  That is the 
reason why we use the color feature to do similar image retrieval.  As a matter of 
fact, the use of the color feature for image processing has become a major research 
topic in the past years.  Color histogram [7, 8] is the most commonly used color 
feature in those researches.  In the method released by Mehtre et al. [4], they make 
up a color table and do color histogram according to the color table.  They then use 
this color histogram to do image search in the database.  However, a feature of color 
cannot effectively characterize an image, since it only captures the global properties.  
Here, we propose a scheme that captures not only the global properties but also local 
properties, and it can make retrieval more accurate.  To arrive at capturing local 
properties, image segmentation and histogram techniques are used to extract features 
from images.  We first segment the original image into several subimage blocks and 
then do color histogram to every subimage block.  The next step is to combine all the 
color histogram parts of the subimage blocks into one multi-dimensional histogram.  
We use this multi-dimensional histogram to retrieve images from the database. 

H.-Y. Shum, M. Liao, and S.-F. Chang (Eds.): PCM 2001, LNCS 2195, pp. 831–836, 2001.
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 The rest of this paper is organized as follows.  We shall describe the related 
works first in Section 2.  To be more exact, we shall have, the conversion of RGB 
color space into YUV color space [6] in Section 2.1 and similar images measurement 
[5] in Section 2.2.  After that, we shall portray the details of our method in Section 3.  
In Section 4, the experimental results will show how our method performs. Finally, 
the conclusions will be presented in Section 5. 

2  Related Works 

In this section, the related works are introduced.  We will first look at the 
method of converting RGB color space into YUV color space.  After transforming, 
we will move on to the similarity measurement between two images. 

2.1 Color Space Transform  

The RGB color space is represented with the three primary colors red (R), green 
(G) and blue (B).  Mixing red, green and blue in a certain ratio, every color image 
can be displayed in RGB color space.  

The YUV color space is the standard color space for color TV broadcast [6].  
The color TV broadcast combines two image transmissions.  One is the brightness 
level (luminance) defined by the Y component, and the other is the color level 
(chrominance) defined by the U component and the V component.  As surveys have 
revealed, the human eye is more sensitive to changes in luminance than to changes in 
chrominance, and that is a good reason for us to use only the Y component as an index 
to characterize the feature of image.  Any color pixel in the RGB color space can be 
converted into the YUV color space through the three-by-three transform matrix.  
The formula for converting is as follows [6]: 
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.                  (1)

2.2 The Similar Images Measurement 

In this section, we shall introduce how to measure the distance between two 
multi-dimensional vectors.   

Let’s first look at the normalization of a multi-dimensional vector.  The total 
sum of a vector is defined as SUM(I), where I is a multi-dimensional vector.  First of 
all, we must normalize every element in a vector because it may cause miscarriage if 
SUM(I) and SUM(I'''') in two multi-dimensional vectors I and I'''' are different, which 
means that the corresponding images I and I'''' have different sizes.    After that, we 
assume that there are exactly n elements in each vector.  The process of 
normalization goes on as we divide each element in I by SUM(I) and then put it back 
to the original position in vector I.  After doing so, the elements in the vector are in 
the range of 0 to 1, and the total sum is equal to 1.  We use Dim (j,I) to represent the 
jth element of a multi-dimensional vector I which has already been normalized. 

We measure and decide whether or not the two multi-dimensional vectors, I and
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I'''', are similar using Formula (2) defined by Swain and Ballard [9].  The formula is 
presented as follows: 

∑
=

−=
n

j

IjDimIjDimIIDIS
1

)',(),()',( .           (2) 

In this paper, we will use this formula to measure the distances and decide which 
image in the database is the most similar to the query image.   

3  The Proposed Method 

In this section, we shall first introduce how to build a multi-dimensional vector 
with the histogram from an image.  In the beginning, we get a color image and use 
Formula (1) to convert RGB color space into YUV color space.  Then we eliminate 
the U component and the V component directly and use the Y component only to 
build the histogram. 

In the process of histogram extraction, we set the number of bits, called 
bit_number, as a variable and define max_bit_number_valu = 2 bit_number.  For 
example, if we set bit_number to be 2, then the value of max_bit_number_value is
equal to 4.  Accordingly, we cut the range of the Y component into equal parts whose 
number is max_bit_number_value.  Namely, if we continue with the example and 
segment the Y component, we get four segments.  The first segment of the Y
component is the range from 0 to 63; the second segment is the range from 64 to 127, 
and so on.  We can build a 4-dimensional vector to gather statistics for every 
segment, namely DIM=< d0, d1, d2, d3>.  It means that we first scan all the pixels in 
an image and determine which segment they fall in.  If one of them falls in the first 
segment, we increase d0 by one; if another falls in the second segment, we increase d1

by one; and so on.  After doing so, we can get the DIM finally and normalize this 
DIM in the way described in Section 2.2.  We can use this 4-dimensional vector as 
an index to retrieve the image from the database.  It is clear that the dimensions of 
DIM correspond to the value of max_bit_number_value.  

In our method, we first segment an image into non-overlapping subimage blocks 
and the number of subimage blocks is 4*4.  All the blocks are the same size and are 
taken as independent subimages.  We build a histogram vector for every subimage 
through the histogram and normalization process.  Finally, we combine all the 
histogram vectors to form a single histogram vector.  This single histogram vector, 
namely INDEX = <DIM0, DIM1, DIM2, …, DIM15 >, is taken as an index to retrieve 
the image from the database.  We derive this DIMi pretty much the same way as we 
do DIM above with one difference being that DIMi is created from the ith subimage 
block while DIM is created from the original image.  Each dimension of every DIMi

is identical to the others and is controlled by the variable of bit_number.  For an 
original image of any size, we segment it into the same number of subimage blocks.  
After normalizing all the blocks, what is recorded is the distribution of the pixels in 
this subimage block.  There is no problem at all if we want to search similar images 
of different sizes. 

It is easy to see that every element of DIMi falls in the range from 0 to 1 after 
they are normalized.  However, it causes a waste of storage to put INDEX into disk.  
To overcome this drawback, we need to do some work to reduce the space occupied 
by INDEX.  First of all, we use the value of the variable, max_bit_number_value to 
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extend the values of the elements in DIMi.  In order to save storage, we want to 
change the values of the elements in DIMi from decimal fractions to integers.  We 
multiply the value of every element in DIMi by max_bit_number_value and 
eliminate the decimal fraction part.  It means that it only costs the bits of bit_number
to store each element of DIMi into disk.  Of course, the storage of INDEX
corresponds to that of DIMi.  If we want to have a more accurate result, then the 
value of bit_number must be set larger; on the contrary, if we want to save storage, 
then the value of bit_number must be set smaller.  In our experiments, whose results 
are soon to come, we will try different bit_number values and see how the results will 
be.

The query image goes through the same procedure to get its histogram vector so 
that we can search the database for similar images.  Now, the remaining work is how 
to determine which image is similar to the query image.  We use Formula (2) 
described in Section 2.2 to measure the distance of vectors and determine the degree 
of similarity between images.  We compare the INDEX of the query image to every 
INDEX in the database.  Then we pick out the image with its INDEX giving the 
smallest outcome in Formula (2) as the most similar image to the query image. 

4  Experimental Results 

With the results of our experiments, we can compare the accuracy of the original 
histogram-based method with that of our method.  Our method is also compared 
with the reference color table method [4].  There are 400 color images used as 
database images.  There are also 400 color images used as query images.  Let Di

denote the ith database image and Qi denote the ith query image.  Modifying the ith
image in the database derives the ith query image.  The variance between Di and Qi

may be in the brightness, noise or rotation.  All of them are 128 pixels * 128 pixels.  
We get those images from [2].  In our experiments, we segment the original image 
into several non-overlapping subimage blocks.  The size of those subimage blocks 
are 32 pixels * 32 pixels.  It means that we can get the number of 4 * 4 block 
subimages for each original image.  We, then, do color histogram to every block to 
get DIMi.  After combining these 4*4 DIMi''''s into INDEX, we use it to search the 
database for similar images.  Although there are no identical images between 
database images and query images, there exist similar images between the two groups.  
That means, for query image Qi, there is one most similar image Di among the 
database images.   
  In the experiments, if the system responds that Di is an answer to the query image 
Qi, we say the system gets an accurate answer to our query.  In the original 
histogram-based method, we set the range of bit_number to be from five to eight, 
while in our result, we set the range of bit_number to be from two to five bits.  We 
do not show values of bit_number in our tables of experimental data but their 
corresponding storages instead.  We give simple examples to calculate the 
requisition of storage both in the original histogram-based method and in our method. 

1. In the original histogram-based method, if the bit_number is equal to 8, then the
max_bit_number_value is equal to 256.  The number of dimensions of DIM is 
equal to 256, and that means every element costs bit_number, that is 8 bits.  The 
storage of every DIM is 256*8 = 2048 bits.  It is the storage of an image index in 
the database.  We know that there are 400 color images in the database, and the 
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total storage of database indexing is (2048*400)/8=102400 bytes.  That is the 
storage of requisition in the last column of Table 1. 

2. In our method, if the bit_number is equal to 5, then the max_bit_number_value is
equal to 32.  For every DIMi that has 32 dimensions, every element costs 
bit_number bits, which is 5 bits.  The storage of every DIMi is 32*5 = 160 bits.  
The storage of INDEX is the total sum of the number of l6*DIMi, which is 
16*160=2560 bits.  It is the storage of an image index in the database.  For 400 
color images in the database, the total storage of database indexing is 
(2560*400)/8=128000 bytes.  That is the storage of requisition in the last column 
of Table 2. 

The number-of-respondents list shows the number of similar images as answers 
to each query.  The meaning of “accuracy ratio” in all tables is the percentage of the 
query image that has accurate answers in the respondent list.  The result of the 
original histogram-based method is shown in Table 1, and that of our new method is 
shown in Table 2.  After that, the accuracy ratio of the method proposed by Mehtre 
et al. [4] is illustrated in Table 3, whose data comes from [2].   

From the experimental results, we know that our method gets a better accuracy 
ratio than the original histogram-based-method and Mehtre et al. [4]’s method in most 
of the cases.  Two different images may have the same DIM if the distribution of 
color in two images is the same.  It goes without saying that the method of original 
histogram cannot recognize them, but our method can tell the difference between 
them.  The reason why our method can recognize them is that our method can 
characterize the local features.  However, if the rotation or shift of the object 
between two related images goes too far, our method would also fail. 

5  Conclusions 

Color histogram has its advantage in image retrieval.  The computation of 
histogram is very easy and simple.  However, it may cause miscarriage of justice 
because of the same distribution of color.  It is because the method of histogram does 
not take into consideration the characteristics of local information.  Consequently, 
the color histogram cannot effectively distinguish two distinct images even if they 
have quite different appearances.  To make the retrieval more accurate, we introduce 
the method that can capture the local features.  Therefore, our image retrieval 
method can give us better performance of accuracy in most cases of recognition than 
the original histogram-based method and Mehtre et al. [4]’s method. 

Table 1: Accuracy ratio (%) of the       Table 2: Accuracy ratio (%) of the  

original histogram-based method            proposed method

Accuracy 
Ratio(%) 

Space (bytes) 

Number of 
Respondent 
List 

8000 19200 44800 102400 

1 57.40 79.82 83.86 86.10 
2 64.80 82.96 88.79 90.58 
3 67.71 85.43 91.26 92.15 
4 69.51 86.10 92.15 93.72 

5 71.08 87.00 92.60 94.17 

Accuracy 
Ratio(%) 

Space (bytes) 

Number of 
Respondent 
List 

6400 19200 51200 128000 

1 67.94 82.74 88.57 89.91 
2 72.42 88.57 92.15 93.50 
3 76.01 90.13 92.60 93.50 
4 77.13 91.48 92.60 93.72 

5 79.37 92.15 92.83 93.95 
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Table 3: Accuracy ratio of the method proposed by Mehtre et al. [4] (Data from [2])
Accuracy Ratio (%) Space (bytes) 

Number of 
Respondent List 

43200

1 85.33 

2 89.39 

3 91.65 

4 92.55 

5 93.90 
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Abstract. A novel semantic object generation algorithm is proposed by 
collaborative integration of a new feature-based image segmentation technique 
and a seeded region aggregation procedure.  The homogeneous image regions 
with closed boundaries are obtained by integrating the results of color edge 
detection and seeded region growing procedures. The object seeds are then 
distinguished from these homogeneous image regions. The semantic objects are 
finally generated by a seeded region aggregation procedure.  The extracted 
semantic objects can then be tracked along the time axis. The video objects can 
then be used as the basic units for content-based video indexing. 

1 Introduction 

Recent development of video object segmentation leads to two types algorithms, i.e. 
automatic segmentation [1,2] and semiautomatic segmentation [3,4]. Generally, the 
automatic feature-based video object segmentation algorithms can only provide the 
homogeneous regions according to some criteria of the selected features such as 
motion, color or both of them. On the other hand, the semiautomatic algorithms can 
provide the semantic objects, but human interaction is needed. 

Automatic semantic object extraction is still a very challenging problem in 
computer vision domain, but the automatic semantic video object generation is 
becoming possible for content-based video database accessing applications. First, the 
users of video database system are not interesting on all video objects in the videos, 
thus the videos can be indexed by some semantic video objects in their interest such 
as human being, cars, airplanes.  Second, these semantic objects in user's interest have 
their special region constraint graphs and these region constraint graphs can be 
exploited for object extraction. Therefore, several independent functions can be 
defined for semantic object generation according to their special region constraint 
graphs, each function can only provide one special type of semantic object in user's 
interest if the videos include the corresponding type of objects. 

Based on the above observations, a novel seeded semantic object generation 
technique is proposed. This paper is organized as follows. In Section 2, a novel 
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seeded semantic object extraction algorithm is proposed.  Experimental results are 
given in Section 3. Section 4 contains concluding remarks. 
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Fig. 1. The relation ship constraints for face detection 

Fig. 2. The edge detection results: original images vs color edge 

2 Semantic Object Generation 

The major steps of this proposed semantic object generation technique include: (a) 
feature-based image segmentation for providing the accurate homogeneous regions; 
(b) object seed extraction from these obtained homogeneous color regions; (c) model-
based automatic region classification and aggregation according to some perceptual 
models of the semantic objects of interest such as human beings, cars, planes etc.

2.1 Color Image Segmentation 

The simplified geometric structures of the image regions can be provided by a color 
edge detection procedure, however, these color edges are normally discontinuous or 
over-detected as shown in Fig.2, thus they can not be used as the image content 
descriptor directly. At the same time, a region growing procedure is used for 
providing the homogeneous image regions with closed boundaries as shown in Fig.3. 
However, these region boundaries may not be very accurate. In this paper, we try to 
exploit the advantages of the boundary-based and region-based approach while 
avoiding the complex post-procedures required by the boundary-based approach. 
Therefore, the results of color edge extraction and region growing are integrated for 
providing more accurate segmentation of the images. Moreover, a minimum spanning 
tree of region relationship graph can be used to manage this fusion procedure. The 
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region boundaries (boundary pixels) are determined as the first and last pixels of each 
row and column of the corresponding homogeneous image region. 

2.2 Object Seed Detection 

Object seeds, which are used for generating the semantic objects in this work, should 
be the intuitive, understandable, and representative parts of the corresponding 
semantic objects. The faces, which can be taken as the seeds of human objects, are 
first distinguished from these obtained homogeneous regions [5,6]. An automatic skin 
color map generation algorithm is suggested and a set of training face images are  

Fig. 3. The region growing results 

selected for generating the skin color map for automatic face detection. The generated 
skin color distribution model (skin color map) is used to detect the homogeneous 
color regions that can be taken the skin color regions by testing their skin color 
likeness (SCL). Homogeneous color regions which have higher skin color likeness 
should be taken as the skin color regions. 

<

≥

regioncolorskinnonS

regioncolorskinS

i

i

_,

,

β
β (1)

Where S  is the pre-defined threshold generated by the training procedure, βi is the 

average skin color likeness of region Ri. In our experiments, S  should be in [0.68, 
0.81] range. After the skin color region detection procedure takes place, the 
homogeneous image regions can be further classified into two opposite classes: skin 
color regions and non-skin color regions.

The identified skin color regions are taken as the candidates of human faces 
because face regions should be included in the skin color regions; human faces are 
verified by a set of facial filters. Locating the skin color region that resembles a face 
region is an important first step in facial feature extraction. The rectangular box of 
each face candidate region can be determined automatically as shown in Fig.1. Since 
the aspect ratio of the human face should be distributed in a narrow range, an aspect 
ratio filter must first be performed. The aspect ratio of the corresponding region can 
be defined in Eq. 2. 

||

||
_

topdown

leftright

YY

YX
ratioAspect

−
−

= (2)

Where (Xleft, Ytop ) indicate the coordinates of the boundary pixel with the smallest 
values on both the x and y directions as shown in Fig.1(b), respectively. (Xright , Ydown)
indicate the coordinates of boundary pixel with the largest values both on x and y



840      J. Fan, X. Zhu, and L. Wu 

directions, respectively.  In our experimental procedure, the aspect ratio of the face 
candidates should be in [0.4, 0.85] range.  

As shown in Fig.1(a), the density ratio (Eq. 3) of face region to its rectangular box 
should be distributed in a special range because the face region contains several small 
white regions for eyes, nose, and mouth with special size ratios.  

||||
__

_
leftrighttopdown XXYY

pixelfactN
ratioDensity

−⋅−
= (3)

Where N_face_pixel indicates the total number of skin color pixels within the 
rectangular box of the corresponding face candidate region. In our experimental 
procedure, the density ratio of the face candidate region should be in [0.65, 0.8] range 
and also depends on the orientation of face candidate region. 
      After two ratio-based filters are used, the ellipse shape filter is performed.  We use 
the kth Hausdorff distance as a measurement for comparing the similarity between the 
shape of the corresponding face candidate and the boundary of its ellipse mode [2]. 
These detected face candidates are further verified by searching for facial features in 
the interior of the face. A set of face detection results are shown in Fig.4. 

Fig. 4. The face detection results 

2.3 Semantic Object Generation 

It is very difficult to design an universal semantic object generation technique which 
can provide variant semantic objects by using the same function. However, semantic 
object generation for content-based video database application becomes possible 
because the videos in database can be accessed through some semantic objects of 
interest to users, such as human being, cars, airplanes. This interest-based video 
database accessing approach is reasonable because users do not focus on all the 
objects in the video. Hence, the difficulties of automatic object generation for content-
based video indexing application is reduced [7]. 

Since the relationships among the adjacent homogeneous regions have been 
determined by the image segmentation procedure and represented by a minimum 
spanning tree, the semantic object generation function first tries to find the object seed 
from the obtained homogeneous image regions, and then match the region constraint 
graph (used for designing the corresponding function) with the minimum spanning 
tree (determined by the image segmentation procedure) of the detected object seed. If 
the object seed is detected and its minimum spanning tree also matches well with the 
corresponding region constraint graph, a seeded region aggregation procedure is used 
for merging the adjacent regions of the object seed as a semantic object. 
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Since the presence or absence of people usually provides important clues about the 
video content, human object extraction is especially interesting for content-based 
multimedia database applications. For this reason, a novel human being generation 
scheme is proposed and its major steps are given in Fig.5. These obtained semantic 
objects can then be tracked along the time axis for exploiting their temporal 
relationship [2].  

Fig. 5. The major steps for human object generation 

Fig. 6. Semantic object generation results: (a) original images; (b) corresponding luminance 
edges; (c) color edges; (d) objects obtained by ratio-based method; (e) refined objects. 

Fig. 7. The experimental results for “News” 
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3 Experimental Results 

For evaluating the real performance of this proposed video object generation algorithm, we
have tested many video sequences, where the segmentation results for ``Akiyo", ``News'' are
given in Fig.6 and Fig.7. One can find the performance of this proposed semantic object
generation scheme is reasonable. Since different semantic objects have different seeds, this
proposed seeded semantic object generation technique is very suitable for multiple object
extraction. These extracted semantic video objects can be used as the basic content units for
accessing video database through a set of representative visual features [8-9].

4 Conclusion 

An automatic seeded semantic video object extraction scheme is proposed in this paper. Since
different semantic objects have different seeds, this proposed seeded semantic object generation
technique might be very attractive for multiple object extraction. This proposed automatic
seeded semantic object generation technique may be attractive for current research topic on
content-based video databases.

Lide Wu was supported by NSF of China under contract 69935010.
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Abstract. Organizing video sequences from shot level to scene level is a 
challenging task, however, without the scene information, it will be very hard to 
extract the content of the video. In this paper, a visual and rule information 
integrated strategy is proposed to detect the scene information of the News 
programs. First, we extract out the video caption and anchor person (AP) shots 
in the video. Second, the rules among the scene, video caption, AP shots will be 
used to detect the scenes. Third, the visual features will also be used to analysis 
the scene information in the region which can not be covered by the rules. And 
experimental results based on this strategy are provided and analyzed on 
broadcast News videos. 

1 Introduction 

Browsing and querying video data requires to first extract and organize video information from
the visual and other features’ analysis and organization. The first is to segment the video
sequence into shots. However, shots are the physical units of the video sequence, it can not
express any semantic information of the video. A video scene consists of a sequence of
semantically correlated shots, with only the scene information, a structured video content will
be available for hierarchical browsing, video abstraction, etc. So, how to extract the scene
information beyond the shots level has becoming a new research direction of video processing.

A number of algorithms have been developed to detect scene boundaries in video sequences 
via merging similar and consecutive shots into scenes [1,2,3,4]. However, shot similarities 
defined by frames in the shot do not represent the temporal information completely, and what 
needed is a quantitative measure of semantic correlations between shots. According to this 
problem, [2] used the motion information in the shot to find out the correlation between shots, 
and [1] developed a new method to extract video scene unit via shot correlation and dominant 
color grouping and tracking, both of them use only the visual features correlations between 
shots to organize scene information. Due to the inherent insufficiency of low-level features, the 
correlations among the shots are not always can be found via visual feature similarity. [4] 
presented a News story units segmentation method, however, not all the TV signal can provide 
close caption text which is used to extract semantic information in this paper.  

A scene unit of the News programs means a semantic independent News item which can 
express a whole single semantic event in the video. Most of the other scene detection methods 
put much emphasis on color, motion and other visual information in the shot. In our algorithm, 
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we want to integrate the visual information and rule information of the video to detect the scene 
unit. After we browse and statistic tens of CCTV News and SHTV News, we found out the 
common rules among all these News programs: 

• The AP shot always act as the boundary of scenes, that means, wherever we find out 
a AP shot in the News, the shot succeed and precede always belong to different 
scenes. The AP may make some comments about the last scene, however, it will 
always present an overview information of the scene succeed. 

• In each scene of News programs, there always has at least one video caption to 
express the semantic content of the current News item. Since, comparing with sound 
and image information, the text will be more simple in presenting the overview of the 
video content, it can also be used to help the people with obstacle in hearing. 

• The shots in the same scene are not always similar in visual information, however, 
since all the shots in one scene are semantic related. These visual features will be 
helpful in determining the content and boundary of the scene. 

With all the common features of the News programs, a visual feature and rules integrated 
strategy will be used to detect the scene information of the broadcast News. 

The paper is organized as follows. Section 2 will describe our video caption detection 
method. Section 3 specifies the AP shot detection technology. Then, Section 4 will describe the 
scene detection strategy. Experimental results and conclusion are reported in Section 5, and 6 
respectively. 

2 Video Caption Detection 

According to the resolution of TV signal, only those caption information will be most valuable 
for understanding and recognition. Consideration the huge information of the video, what we 
most concern is to develop an efficient and fast video caption detection method. 

Assuming there are n shots (S
0
,S

1
,…,S

n-1
,) in current video V with shot S

i
 is composed with M

i

frames [F
i,0

,F
i,1

,…,F
i,Mi-1

]. A boolean variant Is_Caption will be used to indicate the state of 
current frame with value 1(true) means a caption emerging. Since the video caption may cross 
several shots, this indicator will also be used to indicate whether there is a video caption 
emerged in last shot which will also cross current shot. In general, there is no caption at the 
beginning of the whole video, so it will be set to zero initially.  

1. According to the location and the size of the common video caption, a rectangle area 
W for detection is defined. 

2. For any frame in current shot, the distance of the rectangle area between current 
frame and the frame with step m (m=5 in our system) will be calculated. If the 
distance is smaller than threshold T

1
, then go to step 3. If not, step 2 will be used to 

calculate next frame’s distance. 
3. If the variant Is_Caption equal to zero, that means current frame is the starting of a 

video caption, set the variant with value 1, if not, it means current frame is the ending 
of a caption, value 0 will be set to Is_Caption. And, in both of the situation, a binary 
search scheme will be used to find out the exact staring or ending frame of the current 
caption.   

4. Go to step 1 to examine all other shots or other frames in the current shot. 

3 AP Shot Detection 

An template based AP shot detection method has be proposed in [5], this method seeks the shot
with certain kind of feature in the first part of the video, then takes it as the template to find out
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other AP shots in the video. However, if there are more than one AP shots appear in the current
video, or if the AP not always appear in the first part of the video, the method will not work
well. In this section, we will present a new AP shot detection method which can overcome such
kinds of limitations.

3.1 The Common Features of AP Shots 

In common situation, AP shots have almost all the features below:
• In order to express the content of the News clearly, the AP shot will last for a rather 

long time (300 frames or more to speak about 25 words). 
• Almost all the AP shots are similar in both background and dominant color, even 

there are more than one AP appear in current video. 
• The camera motion in the AP shots are almost all still. 
• As the most important feature of the AP shots, they can be found in most parts of the 

News program. 
With the common features above, a cluster process can be used to detect those AP shots. 
However, if there are a lot of shots in the video, it will be a time consumptive operation. So, we 
use Eq. (1) to erase most of non-AP shot at first. 
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Assuming N means the number of shot in current video, S
i
 means any shot i in current video 

i∈[0,N-1] , F
i

S and F
i

E means the start and end frames of shot i respectively. Dis(F
i

S ,F
i

E) means 
the visual feature distance between these two frames. A means the total frame number of the 
current shot, and M means how many kinds of camera motion in the shot, δ is an adjust 
operator define by the system, we set it to be 3 in our system. 

With Eq. (1), only those kinds of shots which last for a rather longer time, with a still 
camera motion, and appear in almost all the video stream will result in a large value in G(S

i
),

and are reserved to take part in the cluster process below.  

3.2 Shot Cluster and Classification 

As we mentioned in section 3.1, almost all the AP shots in the same News program are similar 
in background and dominant color. So, an ISODATA cluster method based on color histogram 
and dominant color (in HSV color space) is used to merge those AP shots into one cluster.  

After the cluster processing has been finished, those clusters with only several members will
be erased at first. Then, with Eq. (2), we can find out which one is the AP shot cluster.

2
,

2
, )()()( EECSSC FSTFSTCF −+−= (2)

where F
S
 and F

E
 means the start and end frame of the whole video respectively. C means the 

Cth cluster of the shot, and ST
C,S

 means the start frame of the shot which is nearest to the 
beginning of the video in cluster C , and ST

C,E
 means the end frame of the shot which is nearest 

to the end of the video in cluster C. Since the AP shot always appear in the different part of the 
video, they should both near to the beginning and the end of the video, then, the cluster which 
consists with AP shot will be ranked with the smallest value in F(C). 

After we find out the AP shot cluster, three shots which most near to the cluster center will 
be selected as the templates. All other shots in this cluster will be taken as the AP shots. Since 
the filter operation in section 3.1 may fail in erasing some AP shot as non-AP shot, we will use 
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the templates to calculate the similarity between all the shots in the video and the templates. If 
the distance is smaller than a threshold, it will also be taken as the AP shot. 

4 Scene Detection 

Our News scene detection strategy can be described as steps below: 
• Detect all AP shots and video captions at first. 
• If there is only one video caption between each two AP shots, then, group the shots 

between these two AP shots as one scene, and, take the first AP shot as the first shot 
of this scene. Such as AP shot 3 in Fig. 1(A). 

• In very rare situation, there may have no any video caption between each two AP
shots, then, take the shots between this area as one scene. Such as AP shot 2 in Fig. 
1(A). 

• If there are more than one video captions between two AP shots, such as AP shot 1 in 
Fig. 1(A), this may be caused by several scene or one scene with several video 
captions. Visual feature will be used to detect the scene information in this region. 

Since the shots in the same scene always have some correlations in semantics and visual 
features, in order to determine whether there is any scene segmentation, any current shot will be 
compared with the shots precede and succeed (no more than 3 shots) to find out the correlation 
between them [1,2].  Because the first 3 shots after the first AP shot are always in the same 
scene, we will group them as the first scene, then start our procedure: 
Suppose Dis(S

i
,S

j
) means the distance between shot i and j.

1. From left to right, for each shot i (except the first three shots since they have been 
grouped into the first scene) such as in Fig. 1(c), it’s correlation with the shots on 
both left and right will be calculated with the equations below. 
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2. If CL
i
 is smaller than 1.25∗CR

i
, then take shot i into current scene and go ahead 

(return to step 1), otherwise, the correlation of the shot i+1 will be calculated with the 
equations below. 
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3. If CL

i+1
 is smaller than 1.25∗CR

i+1
, then we will take both shot i and i+1 into current 

scene and go ahead (return to step 1), however, if 1.25∗CR
i+1

 is still smaller than 
CL

i+1
, we will claim that there is a new scene segmentation in shot i, then, shot i and 

i+1 and i+2 will be grouped into a new scene and start a new seeking (return to step 
1). 

After all these shots have been grouped successfully, the number of scene in this region may be 
much larger than the number of video caption. However, in common situation, there is only one 
video caption in each scene. Hence, a visual feature based group correlation method will be 
used to remerge these scenes into a certain number of groups. 

Assume G
i
 means any video group i, with N

i
 means the number of shot in it and S

i,k

(k∈[1,N
i
]) means the shot k in G

i
. Given a threshold T

2
 (we set T

2
=0.3 in our system) and two 

groups G
i
 or G

j
in neighbor, for any shot in G

i
 (or G

j
), the maximal similarity between it and all 

the shots in the other group G
j
 (or G

i
), Max{1-Dis(S

i,k
,S

j,l
), l=1,..N

j
},∀k, k∈[1,N

i
], will be 

calculated at first. If this value is larger than T
2
, these two shots will be claimed as similar shots, 

if not, non-similar shots. After all shots in G
i
 and G

j
 have been processed in this way, the rate 

between average similarity of similar shots and non-similar shots and the rate between the 
number of similar shots and non-similar shots will be obtained as two factors to reflect the 
relationship between G

i
and G

j
. The groups with larger rates will have a higher probability to be 

merged into one group. A pair of threshold τ
1
, τ

2
 of the rates will be found to remerge those 
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groups into a certain number which is almost the same as the number of video caption in this 
region. 

In our system, NFL method is used to evaluate the distance between shots, since it has been
shown to yield good results in face recognition and video retrieval [6]. Assuming Ki,S, Kj,E

means the start and end frames of the shot i, for sake of simplicity, we only take the first and

end frame as the keyframs of each shot. Then,
EiSi KK ,,

means the feature line of the shot i,

),( ,, EiSi KKpdis means the distance between frame p and feature line
EiSi KK ,,

, hence,

the distance between shot i, j can be calculated with Eq. (3):
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   Fig. 1. Visual Feature and Rules Integration  Fig. 2 Scene Detection Result 

5 Experimental Results 

Three kinds of experimental results are presented in this paper, video caption detection, AP shot
detection and News scene detection. All the experiments are implemented on Pentium III
500Mhz with 4 CCTV and SHTV News programs, with P and R in tables means precision and
recall respectively. Fig. 2 also shows the system interface of the scene detection result.

Table 1 presents the results of our video caption detection and AP shot detection strategies.
Since only the motif captions are taken as correct ones. When the there are several kinds of
superimposed icons or texts in the video, the precision ratio is unsatisfactory, however, the
recall is high. The results of AP shot detection with CCTV News is better than the SHTV News,
that because there are some Tag images which have almost the same features as the AP shot in
SHTV News programs, it makes the algorithm take both of them as AP shots.

Table 2 presents the scene detection results with our visual feature and the rule information
integrated method (VRM). In order to compare with other method uses only visual feature
correlation (VCM), the visual feature correlation scheme introduced in section 4 is also used to
process all videos. It can be seen from the results that, with the rule information, our method
makes a better achievement both in precision and recall.
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Table 1. Video Caption Detection and AP Shot Detection Results. 

Video Caption Detection AP Shot DetectionVideo Type Frames AP shot
P R P R

CCTV 44638 15 89.2 96.2 94.7 100.0

SHTV1 30312 10 74.7 100.0 88.2 91.0

SHTV2 35281 12 78.0 100.0 79.0 93.5

SHTV3 24220 9 80.1 93.7 85.4 92.2

Table 2. Scene Detection Results. 

Video Type Scene
VRM

P
VRM

R
VCM

P
VCM

R

CCTV 32 59.1 83.2 32.1 43.2

SHTV1 26 66.7 81.0 22.4 52.5

SHTV2 30 71.0 78.5 35.5 47.8

SHTV3 19 67.1 80.7 41.0 53.2

6 Conclusion 

In this paper, we have presented a new method of scene detection which integrate the visual
feature and the rule information of the broadcast News. We even present the methods on how to
detect the video caption and AP shot in News Program. Since it is really hard to determine the
scene segmentation via natural eyes without any audio or text information, our method can
prove that there is a long way to go in common video scene segmentation, however, in certain
kind of video, some of the rule information can give us a great help in video analysis and
retrieval.

Lide Wu was supported by NSF of China under contract 69935010, Xiangyang Xue was
supported by NSF of China under contract 60003017.
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Abstract
A robust shape matching approach should be invariable to rotation�transition and scale. In this 
paper, a multiscale shape matching approach is presented based on discrete curve evolution. 
Given different maximum transform error, using haar transform, we can not only decompose 
2D object into polygonal curve but also induce a hierarchical structure of shape. Combining 
“Coarse level” with “fine level” in hierarchical similarity matching, the retrieval of shape 
image can be  effective for both retrieval accuracy and efficiency. 

1 Introduction

Object recognition is an important problem in computer vision and has received considerable 
attention.[1, 2] there have been many approaches to solve the problem, such as template 
matching, string matching, feature point matching, dynamic programming, graph matching and  
relax matching. Most approaches are model-based, they are limited to specific image types. 
However , the increasing amounts of image data in many application domains has generated 
additional interest for real-time management and retrieval of shape[3].  
In this paper, we present a shape matching approach based on discrete curve evolution. Using 
Haar transform and different transform errors, we can not only decompose 2D object into 
polygonal curve but also induce a hierarchical structure of polygonal shape. Combing “Coarse 
level” with “fine level” in similarity matching, the retrieval of shape image can be effective and 
efficient. 

2 Hierarchical Shape Evolution

Now, we are interested in representing the perimeter of a feature in a digital image as a 
connected series of line segments. The motivation lies in the fact that the shape of a feature can 
be compactly represented as a polygon which can be compared with a set of perimeter 
templates for shape recognition. Here, we decompose the digital curve into a series of 
orthogonal basis function., these basis functions are determined by our desire to smooth parts of 
the perimeter that are almost linear while preserving sharp changes in direction.  

To detect linear segments in the perimeter P, we use coordinate differences: 
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P={(Ax, ,AyJ=( x,-x,.~),( yn-yn.l)} ...... ...-..(1) 
Where the coordinate of nth point on the perimeter of a feature in digital image is ( xn, y,), 
We assume that these coordinates are complete and ordered, in the sense every point on the 
perimeter is represented by a coordinate pair and that adjacent points have coordinate indices n 
that differ by 1, this means Ax,  and Ay, take values from (-1, 0,  1). If we think of 
representation ( 1 )  in term of graphs as Ax, and Ay, plotted against n, then line segments in 
the perimeter have constant slopes and appear in graph as horizontal line. At joint between line 
segments, there are abrupt changes in direction that are represented by discontinuities in the 
graphs. Thus we decompose the perimeter into a connected series of straight line segments have 
appearance of square -wave. By choosing basis functions to preserve the discontinuities, then 
we naturally maintain sharp angle between line segments. 
Haar function [4] was first proposed by Haar in 1910, it forms a complete set of orthogonal 
functions. On a set of N equally spaced points, the discrete forms of the Haar functions and 
their transforms are as following: 

h0,,=1 f0rO<n<2~ 
for 2P-'j <n<2P-i (j+1/2) 

h.. = 2'/2 for2p-i(i+l/2)&<2p-i (j+l) .............................. 
lj,n (2) 

otherwise 
where N=2P, i j are integers, 0 < i<p, 0<j<2', these function represent asymmetric square 
pulse with pulse widths related by a power of two to the number by data points. The first eight 
Haar function show as Figure 1. 

Figure 1 the first eight Haar function 
Haar functions form natural groups, labeled by I, with each function within the group labeled 
by j , every group divided the group into 2' distinct regions, with each range covered by one 
and only one Haar function. 
Haar function satisfy an orthonormality condition: 

l/NChij,,h,,,,= i=kandj=l  ............................................. (3) 7 O i f k  or i + I  
I, 

Because the functions form a complete set , an arbitrary function on the interval 0 <n<N can 
be presented as a sum of Haar function. 

fn=Cai.h.. ...................................................... 
J I J . ~  (4) 

where the expansion coefficients are given by 
a,,,=l/NCf h,.  ................................................... 

n w (5) 
Each A x ,  and Ay,  are thought as fn function of n, and the expansion coefficients are 
computed by representation (5). let some coefficients be zero, therefore form an approximate 
polygon. For three equally spaced points in perimeter, their x coordinates are xa, xb, xc whose 
indices satisfy c-b=b-a. By choosing these points, make one of the Haar function hij,, start edge 
align with n=a, mid point with n=b, tail edge with n=c, which is illustrated as Figure 2. the x 
coordinate difference for Haar function is Axn= qjhij,, 
therefore: 
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aij2'/'(n-a) a d n 8  
xn= aij2'i2(2b-n-a) bQn<c ................................................ { (6) 

n<a or n 2 c  
From equation (6) , we see the x coordinate formed by Haar function locate between two line, 
one connects start point n=a with midpoint n=b, the other one connect midpoint with end 
point n=c. Therefore the Haw functions decompose a curve into two line among these points 

Figure 2 shape transform and its haar function 
Now we consider the expansion coefficients &j determined by Haar functions The sum extent 
of equation ( 5 )  is a<n<c, while hij,,=O out of the extent. Therefore 

aij=1/N C ',,Ax, hi j,n=2-P+M(C b,,aA~n- X C,bA~n)= 2~P+'i2(xb-(xa+xc)/2)--- ...(7) 

The last term in equation (7 )  is the distance between the midpoint in curve and line connected 
xa with xc, show as figure 2. So the coefficients in equation (4) is related with the error caused 
by which line segments replace with the curve along midpoint. We can explain the equation 

( 4 )  as the approximate result using finer line segment to replac curve perimeter, which every 
line segment separate front line into two line segment along the midpoint. 

Using equation (7 as filter rule, assume we have given the maximum allowed error 5 
which midpoint in line segment far from the curve, then one by one examine every expansion 
coefficient from highest order (maximum I and j) to lowest order. If the i and jth coefficient 
satisfy: 

lai p 2 ' - v + "  2 ............................................. 
/ (8) 

then keep the coefficients, otherwise the coefficient are not important, let it be zero. Such 
can be effective to remove Haar functions from the series 
By filtering the expansion coefficients, we can use expansion (4) to compute the coordinate 
difference Ax: @Ay: in curve , therefore get the value of start point and end point in 
approximate line of curve. 

Algorithm 1 : curve evolution with hierarchical polygons 

Step 1:separate the curve into N equally spaced points ( ~ = 2 ' )  ,choose one point as 
reference, represent curve using the coordinate difference. 

Step 2: the coordinate differences of curve is described by Haar functionsAx,,= qjhijVn 
where0c i<p, O<j<2' 

Step 3: given the maximal allowed error 5 from the line mid to curve, then test every Haar 
expansion coefficients from high to lower order, if laij1321-P+'/2 5 , then keep the 
expansion coefficients otherwise hij,,=O. 

Step 4:By filtering the expansion coefficients, we get the approximate polygon representation 
of curve. 
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3 Shape Similarity Measure 

After such evolution transform, any digital curve C can be interpreted as a polygonal curve 
with a possibly large number of vertices. Suppose digital curve C is a polygonal curve with 
vertices v0v2��vm,, then curve C is decomposed into digital line segment D (C) =S0��Sm, 

where Si is line which connect Vi with Vi+1. Assume length S(Vk) represents the distance from 
V0 to Vk along clock direction. When the length of curve C is rescaled to 1, then we get 
S(Vm)=1�Reference by start line segment S0 of polygon. we can get reference angle �(s) of 
line segment along reverse clock direction. 

Definition 1����turning function ����(s) is a relation function between reference angle and 
length along clock direction. 

A closed polygon shape S can be represented as turning function �(s)�A polygon and its 
turning function show as figure 3�

Figure 3 a close curve and its turning function 
Now we define the similarity measure between object and model curves. Let A and B be simple 
closed polygons. We denote by �a(s) and �b(s) their turning function uniformly scaled, the 
curve similarity measure is given by distance between two turning function �a(s) and �b(s). If 
we let reference point move distance t along curve A, t�[0�1], then turning function turns 
into �a(s+t). Find the minimal distance for all value of t, which  is just the similarity measure 
of these two curves. such as: 

D(A, B)= min t�[0�1] (�0
1|�a(s+t)��b(s)|2ds)1/2/ 2��������	

When move along curve A for �a(s)
�a(s+t),  t�[0,1]�then the break in curve A will meet 
the break in curve B. Define value t as key value when A meets B. If A have m breaks, B have 
n breaks, then there possibly have mn key values. Assume S0S1�SN be N key values, when t= 
S0, S1, �SN, compute all distances between A and B, the minimal value is the final similarity 
measure.�

��

�

Algorithm 2:similarity measure between two curves A and B 

 Step 1:  Using algorithm 1, curve A and B is evolved into two approximate polygons�
 Step 2:    make the length of curve C rescale to 1. 
 Step 3:   turn two approximate polygons into turning function 

�a(s)��b(s)�
 Step 4:  Suppose S[0],S[1]�S[n] to be key values of �a(s)�where S[0]=0 

   For j=1 to m  do 
                For i=1 to n  do  
                t= S[i] 

D (i)= (�0
1|�a(s+t)��b(s)|2ds)1/2/ 2�

               end do 
                      d(A,B)= d(A,B)+ mini D (i) 
    end do   
Step 5:  the final similarity measure Sc(A,B)= 1�d(A,B) 
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4 Hierarchical Retrieval

4.1 Hierarchical Shape Retrieval 

In general, single level shape representation is not enough. Using Haar transform, from initial 
contour, a group of hierarchical polygons with decreasing edge number is generated, they 
construct hierarchical two- dimension shape representation. The key level representation with 
prominent error is “Coarse level”; the non-key level with ordinary error is “fine level”. A 
hierarchical shape evolution process is  shown as Figure 4.  

Figure 4 hierarchical evolution of curve 

The object for shape retrieval is to find high efficiently images that users need. The accuracy 
and efficiency for retrieval are constrained by each other, in order to make high efficiency, cost 
for distance measure must be low, however accurate distance measure has high computing cost. 
Here we retrieve shape from coarse level to fine level using a series of hierarchical shape 
features. Using coarse level method, compute the distance in key level, filter not similar images 
to decrease the indexing size; then using fine level method, compute the distance in fine level. 
The cost of this method can be lower than that of thorough fine level method. 
Assume the user want to query k images, he can compute the distance using coarse level 
method, if the result number less than k then the querying process is end; Otherwise he can 
farther compute the distance using fine level. Once the last level reaches, and the result number 
still bigger that k, it shows that these images are very similar, and return the result for the user 
choice.�

4.2 Experiment Evaluation 

A robust shape matching approach should be invariable to rotation� transition and scale. we 
choose 9 kinds of different model for experiment which are illustrated as figure 5.Given 8 kinds 
of sample with different position, meanwhile the sample image was zoomed by 90%, 80%, 
70% along X and Y coordinate, each model has 8�4 kinds of sample, they form an image 
database size of 256. 
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Figure 5 Database with 9 kinds of shape 

Table 1 shows retrieval result using different matching approaches. From table 1, we find the 
string matching [5] or relational histogram [6] do not work well individually in discriminating 
shape. The two-stage string matching method [7], however, works well, being able to recognize 
all the same kind of shape perfectly, with a recall rate of 100% ( or 0% false alarm rate)�The 
hierarchical method has the same retrieval perform with the two-stage string matching method, 
but is much faster than the two-stage string matching method. The result shows that the 
retrieval of shape image using the hierarchical evolution method is effective for both accuracy 
and efficiency. 

Table 1 Result of Retrieval of the Shape in Figure 5 
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Abstract. Shape is one of the primary features in Content Based Im- 
age Retrieval (CBIR). Many shape representations and retrieval methods 
exist. However, most of those methods either do not well capture shape 
features or are difficult to do normalization (or matching). Among them, 
methods based Fourier descriptors (FDs) achieve both good representa- 
tion and easy normalization. FDs is often blamed for not being able to 
locate local shape features. Methods are proposed in attempt to overcome 
this drawback. These methods include short-time Fourier transform and 
wavelet transform. In this paper, we make a study and a comparison 
of shape retrieval using FDs and short-time Fourier descriptors (SFDs). 
Query data is given to show the retrieval performance of this two de- 
scriptors on a standard database. 
Keywords: Fourier descriptors, CBIR, shape, retrieval. 

1 Introduction 

Recently, due to the tremendous increase of multimedia information and the 
emerging multimedia applications such as Digital Library, image search engine, 
there is urgent need of image retrieval tools. Recent researches on image retrieval 
focus on content based image retrieval (CBIR). Shape is one of the primary low 
level image features of image. Varieties of shape representations and retrieval 
methods exists. However, most of those methods either do not well capture 
shape features or are difficult to do normalization (or matching). Among them, 
methods based on FDs achieve both good representation and easy normalization. 

FDs is often blamed for not efficient in capturing local shape features. Re- 
cently, several researchers have proposed methods attempting to overcome this 
drawback, they include short-time Fourier transform [l] and multi-resolution ap- 
proach using wavelet [7], [8]. Although wavelet transform has the advantage over 
Fourier transform and short-time Fourier transform in that it is multi-resolution 
in spatial space, the complicated matching scheme of wavelet representation 
makes it impractical for online shape retrieval. In this paper we make a study 
and comparison between FD and SFD using a standard shape database. 
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The rest of the paper is organized as following. In Section 2, we introduce 
FD. In Section 3 SFD is described. Section 4 gives the retrieval performance of 
the two descriptors and Section 5 concludes the paper. 

2 Fourier Descriptors 

For a given shape defined by a closed curve C. At every time t ,  there is a 
u( t ) ,  0 5 t  < T .  u( t )  is called shape signature which is any one dimensional 
function representing shape boundary. The discrete Fourier transform of u( t )  is 
given by 

I t  has been shown in [lo] that FDs derived from centroid distance function 
outperforms FDs derived from other shape signatures. The centroid distance 
function r( t )  is expressed by the distance of the boundary points from the cen- 
troid (x,, yc) of the shape 

where N-1 N-1 

and N is the number of boundary points. An example of r( t )  is given in Fig. 1. 

Fig. 1. An apple and its centroid distance function ~ ( t )  

Since shapes generated through rotation, translation and scaling of a same 
shape are similar shapes, shape descriptors should be invariant to these opera 
tions. 

The general form of the Fourier coefficients of a contour generated by trans- 
lation, rotation, scaling and change of start point from an original contour is 
given by: 

a, = exp(jnt) . exp(jq5) - s . a?) 

Now considering the following expression 
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where b, and bp) are normalized Fourier coefficients of the derived shape and 
the original shape respectively. The normalized coefficient of the derived shape 
b, and that of the original shape b t )  have only difference of exp[j(n - l)t]. If we 
ignore the phase information and only use magnitude of the coefficients, then 
1 bnl and 1bt)j are the same. In other words, Ib, 1 (denoting as {FD,, 0 < n < 
N}) is invariant to translation, rotation, scaling and change of start point. The 
similarity between the query shape Q and the target shape T is given by the 
Euclidean distance d between their FDs. Since r(t) is real, only half of the FDs 
are distinct, therefore 

3 Short-Time Fourier Descriptors 

In the short-time Fourier transform, the signal is multiplied with a window 
function (called analysis filter) that is typically nonzero only in the region in 
which we're interested, that is 

where to is the filter step size. This is effectively equivalent to projecting the sig- 
nal u(t) into new family of basis functions: g(t -nto) .exp(- j 2 ~ m t l T )  dependent 
on to and wo = 2x/T and parameterized by n and m [3]. 

The window function g(t) is usually a Gaussian function or a rectangular 
function. The Gaussian function used in this paper is given 

and the rectangular function is defined as 

1 - to12 < t < to12 
rect(t) = (9) 

0 elsewhere 

The main difference between a g(t) and rect(t) is that g(t) has infinite support 
and rect(t) has finite support. The normalization of the coefficients within each 
window is the same as that of FDs described in Section 2. After the normaliza- 
tion, a set of SFDs {SFD,,, n = 0,.  . . , N - 1; m = 0,. . . , M - 1) is generated, 
where N is the spatial resolution and M is the frequency resolution. To eliminate 
the dependency of SFDs on starting point, all the indexed shapes are normal- 
ized to the same starting point, that is, the point with the largest r(t) is select 
as the starting point. Since the SFDs are not rotation invariant, the similarity 
measurement needs shift matching between the SFDs of the query shape Q and 
those of the target shape T, that is 
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d = min {dr) and dk = (x I S F D ~ ~  - S F D ~ + ~ , , ~ ~ ) ~  (10) 
O<k<N n=O m=O 

4 Experiments 

To evaluate the retrieval performance of the FDs and SFDs described in Section 
2 and 3, we created a standard shape database and a Java retrieval framework to 
compare the retrieval results. Online information of this paper can be accessed 
by visiting the following sites using Java appletviewer: 
http://www-mugc.cc.monash.edu.au/ dengs/Contour/gabor/query.html. 

In the experiments, a database consisting of 2700 shapes is created from 
Set B and Set C of MPEG-7 contour shape database. MPEG-7 contour shape 
database consisting of set A, B and C. Set A has 420 shapes, set B has 1400 
shapes which are generated from set A through scaling, affine transform and 
arbitrary deformation. Set C has 1300 shapes, it is a database of marine fishes. 
Set B is grouped into perceptually similar shape classes. Set C is not grouped, 
most members in set C are similar. All the shapes in the database are indexed 
using FDs and SFDs separately. For FDs indexing, the first 60 FDs are used to 
generate the feature vector representing the indexed shape. For SFDs indexing, 
two window functions (Gaussian and rectangular) and two spatial resolution (8 
and 16) are tested. The frequency resolutions corresponding to the two spatial 
resolutions are 32 and 16 respectively. This creates four indexing methods for 
SFDs. 15 groups of shapes are selected as queries (Fig. 2(d)). Except KK-748, 
the ray fish (10th query shape), all the other 14 shapes have 20 similar shapes in 
the database, the ray fish has 61 similar shapes in the database. The precision 
and the recall of the retrieval are used as the evaluation of the query result. 
Precision P is defined as the ratio of the number of retrieved relevant shapes r 
to the total number of retrieved shapes n. Recall R is defined as the ration of the 
number of retrieved relevant shapes r to the total number m of relevant shapes 
in the whole database. The average recall and precision from the 15 groups of 
queries using the four set of SFDs are shown in Fig. 2(a). 

It  is found that SFDs derived using rectangular function with spatial resolu- 
tion 16 has the best retrieval performance. The retrieval performance of SFDs 
and that of FDs is shown in Fig. 2(b). Although SFDs performs better than FDs 
on some particular shapes such as the butterfly shape and the tree shape (3rd 
and 14th query shape), it is clear from Fig. 2(b), that overall FDs performs bet- 
ter than SFDs. The reason for this result is that while SFDs captures the local 
information of the shape, it fails to capture the global structure of the shape. 
For this reason, the first 30 FDs corresponds to lower frequency features of the 
shape are added to the SFDs in the purpose of capturing both global and local 
information. The performance of this new set of descriptors and that of FDs 
is shown in Fig. 2(c). Although the retrieval performance of SFDs is improved 
with the addition of low frequency FDs, SFDs still performs lower than FDs. 
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It indicates that  the local information captured by SFDs is not as effective in 
helping increasing shape discriminability as higher frequency FDs. 

5 Conclusions 

In this paper, we have made a study and comparison between Fourier descrip- 
tors (FDs) and short-time Fourier descriptors (SFDs). It has been found that  
FDs outperforms SFDs in terms of retrieval performance. Although local dis- 
tortions can affect the entire set of FDs, significant affect is mainly on the very 
higher frequency FDs. The lower frequency FDs which are usually employed as 
shape representation is robust to  local distortions (FDs' robustness has also been 
enhanced by the use of centroid distance r(t)  which is very robust to  local distor- 
tions). To capture more local features of the  shape, relatively higher frequency 
FDs can be added to  increase the  discriminability. It has been proved in this 
paper that  it is more effective to add higher frequency FDs than to  use SFDs 
for higher discriminability. The SFDs which only captures local shape features 
is subject to  noise disturbance due to its fixed spatial resolution. Furthermore, 
the  recognition performance of SFDs can also be affected by the inaccurate lo- 
cation of starting point. Wavelet is not a desirable solution due to  its high cost 
of matching. The application of boundary curvature on scale space will be a 
possible alternative. 
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Abstract. This paper describes the enhancement of SMIL 2.0 through the 
inclusion of a comprehensive set of multimedia processing effects that can be 
described through XML alike syntax. The enhancements are fully integrated 
with the time control module in SMIL 2.0 which provides the necessary object 
synchronization. Such enhancement not only results in better quality Internet 
presentation, the text based, XML alike syntax also improved the editing 
environment of the presentation. Furthermore, it improves the reuseability, and 
partial extraction of the Internet presentation. 

1. Introduction 

With the rapid development of the Internet, online document in plain form with static
objects become unattractive. A number of technologies have been proposed to
enhance both visual and audio effects for online documents. Some examples are
streaming video by RealNetwork [1] and FLASH by Macromedia [2], etc. However,
both approaches do not conform to the text based Internet presentation platform as
defined by XML [3]. Furthermore, those commercial products do not support open
source architecture, which has imposed subsequent difficulties in editing and
maintaining the Internet documents. The non-text based approach also prevents
document or objects to be reused by concatenating contents from various sources.

To enable user-friendly authoring of an immersive multimedia presentations such
as training courses on the Web, W3C has designed the Synchronized Multimedia
Integration Language (SMIL) under the XML standard [4]. The SMIL language is an
easy-to-learn HTML-like language. Thus, SMIL presentations can be written using a
simple text-editor. Following the conventional HTML concept, the components of the
presentation document can be located at various servers and linked together by
hyperlinks. The existing SMIL 1.0 standard, however, is very primitive which only
support simple manipulation of web objects. The result is far more inferior to the
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competing technologies, such as FLASH from macromedia. To enhance the quality of
SMIL based presentations, a working draft of a new SMIL 2.0 is has been released [5]

In this paper, we will describe the development and implementation of a SMIL 
2.0 based browser.  In addition, an Enhanced Multimedia Processing Effect Library 
(EMPEL) has been developed to enhance the multimedia object manipulation 
capability beyond that specified in the SMIL 2.0 working draft.  The new 
functionalities can be invoked by a new set of directives that follow the XML 
definitions and fully compatible with existing SMIL specifications.   

The EMPEL is implemented with ActiveX control on Microsoft Window 
platform.  The SMIL scene description language together with the EMPEL extensions 
are used to compose the document.  The browser will retrieve the required contents 
from various locations and compose it at client’s display.  As the servers only need to 
transmit the components and instructions to compose the final presentation at the 
client side, this approach can also reduce the transmission bandwidth required.  The 
browser also supports various audio and image processing effects on the retrieved 
objects used for the presentations. 

The enhanced effects provided by the EMPEL includes: 

1) Audio Effects: Volume control, Fading, Echo, Reverberation, Panning, 
Surround Sound, Time Stretching, Time Shrinking, etc. 

2) Image Filtering Effects: Fading, Brightness Control, Blurring, Embossing, 
Sharpening, Feathering etc.    

3) Text Animations: Curving, Free Rotation, Directional-Scrolling, Shooting, 
Flashing, Spotlighting, Blinking, Cinema-Scrolling, etc. 

4) Video Effects: Successive filtering, Stretching, Shrinking, Background color 
removal, transitions etc.  

5) Scene Object Interactivities: Overlapping, Diffusing, Synchronization etc. 

The improved presentation quality with the enhanced effect provided through the 
EMPEL will be demonstrated. 

2. Implementation 

As a result of the different nature of audio, image, video and text objects, each 
category of the multimedia objects is first processed on the client’s machine.  
Afterward, synchronization and interaction between objects are derived dynamically 
during execution.   

2.1 Audio Processing Effects 

The audio effects can be categorized into four main categories: amplitude based 
effects, time delay effects, waveform distortion effects and frequency response 
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effects.  Representative effects in all categories have been implemented.  The block 
diagram for implementing the audio effects is given in figure 1.  The ‘unprocessed 
buffer’ buffer the input samples while the output samples buffer is known as 
‘processed buffer’. The sizes of the two buffers are determined by user for 
performance optimization.  In case the output sample rate is faster than input sample 
rate, multiple unprocessed buffers can be created to acquire input through multiple 
channels. 

Fig. 1. Implementation of audio processing effects in the SMIL browser 

After acquiring the audio samples in the unprocessed buffer, the EMPEL routines will 
be invoked to generate the desired audio effect. The audio effects applied to an audio 
clip can be specified by a set of attribute that consists of audio-delay, audio-volume, 
audio-max-samples and duration.  

2.2 Image Manipulations 

In addition to the image manipulation methods allowed by SMIL and DHTML such 
as motion and resizing, the EMPEL extension provides image filtering and 
background removal features similar to that found in photo editing software. The new 
features significantly enhance the capability to combine multiple image objects into a 
single scene. The current implementation will download the document description to 
locate various images required in the presentation.  The subroutines that have been 
implemented in EMPEL will then be invoked to perform all the necessary image 
transformation and filtering required to produce the desired effect while the image are 
being downloaded from the Internet. Time synchronization modules are being 
implemented to synchronize the image with other streaming media for smooth 
presentation. 
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The special effects for images are specified together with a set of attributes for both 
filtering and orientation techniques which includes image-back-color, image-x-value, 
image-y-value, image-tilting, filtering effects and duration.  

2.3 Text Manipulations 

The enhancements in text manipulation can be classified into motion and distortion
effects. The position, orientation and alignments of the presented text object can be
precisely synchronized in time using the time-dependent synchronization module.
Font customization with respect to the geometry (height and width) and trace line
(curve, incline and spiral) can be easily described using the new scene description
language.

2.4 Video Effects 

Video effects are implemented in a similar ways as that of the audio effects.  An 
unprocessed buffer is constructed for temporary storage of the input video stream.  
Successive filtering and other video processing algorithms implemented in the 
EMPEL are applied to the video streams under the description of the new directives. 
All filters implemented for image manipulation can be applied to video.  A separate 
time control module is implemented to control the synchronization of varies effects. 
In particular, gradual transition is implemented as in-between frame transition for two 
given keyframes using one of the transition algorithm defined by EMPEL.   

3. Runtime Examples 

A screen capture of the SMIL browser with the EMPEL extension is given in figure 2.  
The current browser implementation and the EMPEL plug-in, include a presentation 
window and a source window to display the SMIL codes that composes the 
document. The source window can be minimized if desired. A large number of effects 
have been implemented through the EMPEL extension. The following sections will 
describe some of the representative algorithms in EMPEL. Audio and video effects 
will be demonstrated in the conference section 

3.1 Image Effects 

Showing in figure 3 is the result of fading by random pixel implemented in EMPEL 
when browsed through the enhanced SMIL browser.  The rate of fading can be 
synchronized with other clips (such as audio) to generate non-linear disappearance.  
This capability significantly enhances rhythmic property of a presentation.  Figure 5 is 
a snapshot of feathering. A smooth transition has been observed which is the result of 
the time-dependent synchronization of multiple objects (the two images). 
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Fig. 2. Runtime appearance of the SMIL browser with the EMPEL enhancement 

→ →

Fig. 3. Example of fading using random selection of disappearing pixels 

3.2 Text Effects 

Showing in figure 4 is an example of text effects in EMPEL, which includes curved 
trace line, rotation and fading. The freedom to provide text animation with arbitrary 
orientation and alignment can significantly enhance the dynamic annotation capability 
for online animations.  
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Fig. 4. Example of the text effect (rotation and curving)

4. Summary 

A new set of XML alike syntax is defined for document description with a 
comprehensive audio, image, video and text effects. The multimedia effects are 
grouped form an effect library known as EMPEL which can be invoked in SMIL 
enable browser that support the proposed multimedia object description language. A 
browser that support SMIL 2.0 and the proposed extension has been implemented. 
Screen captures of the SMIL 2.0 internet document with the proposed extensions are 
presented. A user-friendly GUI is proposed for authoring SMIL 2.0 document with 
the proposed extension. A example editing tool using the proposed GUI has been 
developed, where a SMIL document compiler is provided to convert the user input 
captured from the GUI into SMIL 2.0 compatible document.  
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Abstract. We explore the feasibility of using speech input to perform the task 
of indexing a large volume of digital photographs. As a natural medium for 
image communication, speech can be used to complement existing content-
based techniques thereby promoting the reliability and use-ability of image 
retrieval systems. We introduce a methodology for image indexing using 
speech annotation technique. Speech recognition tools, like Dragon 
NaturallySpeaking can be adapted to perform the main role of speech-to-text 
transcription. The use of structured speech as opposed to free form speech in a 
limited system can further boost the transcription accuracy. We also introduce 
the idea of using N-best lists from the speech recognition output to improve the 
recognition performance. The transcribed text is used to populate the metadata 
of the corresponding photograph. A photo query strategy is implemented to 
affirm the performance of proposed technique for photo indexing and retrieval. 

1 Introduction 

1.1 Motivation 

With the advent of low cost and high quality digital cameras, the pervasive use of 
digital photography is expected to cause a phenomenon increase in the quantity of 
photos stored in a typical digital collection. This drives the demand for an effective 
and efficient system for the index, storage and retrieval of a large collection of digital 
photographs. Content-based image retrieval (CBIR) systems have been developed for 
over a decade to address the indexing aspect [1,2,3]. As its name implies, in a CBIR 
system attribute properties derived from the content of image signal are used to 
describe the content essence. Some commonly used physical properties like colour, 
texture and shapes are particularly effective in providing the content information 
according to a genre of objects like sky, water, building, foliage, rock and mountain. 
Such features are also useful for implementation in a query by examples situation. 

In the last couple of years, face recognition technology has been applied to index 
human faces in photographs [4]. In such content rich environment, different modes of 
information can be harnessed together to enhance the indexing accuracy.  
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To further improve the performance of image indexing, we explore the feasibility 
of making image annotation by speech since speech is a natural medium for image 
communication. The work is primarily motivated by the following development: 
• The commercial success of speech recognition technology in domain specific 

applications like navigating mobile devices, voice activated command interfaces. 
• The introduction of new generation of digital cameras with built-in microphone for 

speech storage by many vendors such as Sony, Fujifilm and Kodak.   
Besides, making speech annotation immediately after taking a photograph is more 

effective since information about the photo is still fresh in the mind of cameraman. 
We explore here the use of a COTS speech recognition engine; namely Dragon 

NaturalSpeaking to perform the transcription. Engine customisation of user training 
and dictionary control was implemented to improve accuracy in real application. An 
N-best formalism to enhance the photo query and retrieval task is also adopted.  

In Section 2, we introduce the methodology of our speech annotation approach, the 
selection criteria for the speech recognition engine and the use of N-best lists from the 
recognition process. Results and assessment are presented in Section 3. Section 4 
concludes this paper by detailing the future work of the research. 

1.2 Related Work 

Recently, a lot of efforts have been concentrated on handling personal collections of 
still images and video by integrating speech recognition with information technology 
[5].  Show&Tell by the State University of New York at Buffalo uses speech 
annotations to index and retrieve both personal and medical images, while FotoFile at 
HP Labs extends to more general multimedia objects [6,7]. AT&T Laboratories 
Cambridge works out a tool called Shoebox to apply audio annotations to home photo 
collections for text retrieval, which is to some extent similar to our work [8].  

2 Underlying Methods 

2.1 Integration of Image Retrieval and Speech Recognition with N-Best Lists 

The mechanism of a typical speech recognition engine can be explained briefly as 
follows. The engine extracts acoustic features from the input speech signal, searches 
through a number of different lattices in the space using evidence from both acoustic 
and language models, then scores nodes and paths in the lattice and ranks a subset of 
possible word sequences. The one with the highest score is chosen as the final 
recognition output, while a list of N most likely paths is also generated as the engine’s 
next N best guesses, which is usually known as the N-best list. 

Currently, many systems that incorporate speech recognition for text retrieval only 
take the top1 results into consideration, which may lead to performance degradation 
due to uncertainties in the recognition process. A natural and practical solution is to 
make use of the additional information of probability features provided by the N-best 
lists. In our structured way of image description, since each speech annotation is short 
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in length and each word is rich in information bearing, it is even more effective to 
exploit the N-best lists for individual ‘nodes’ than for the whole ‘path'. 

2.2 Our Approach 

The speech recognition engine used in this project is Dragon NaturallySpeaking
(DNS) Preferred version 5.0 by Dragon System (now L&H, www.dragonsys.com). 
DNS is selected in comparison with other products for its following features: 
1. Good recognition accuracy. 
2. Flexibility in vocabulary editing, word training and enrollment customising. 
3. Compliance with Microsoft SAPI4 based programming. 

System training is completed in two steps. The first step is implemented by DNS 
whenever a new user is created. The user is required to read a selection of documents. 
The second one is done through a custom document designed to bias the language 
model in order to meet the syntactic requirement of our proposed annotation structure. 

Here we adopt a structured syntax for the speech input. Structured speech has been 
used extensively in speech-activated devices like mobile phones and palms. The high 
recognition accuracy of these applications is assured by restricting the dictionary of 
commands and words. In our implementation, 4 fields are defined to represent the 
speech structure, i.e., People, Place, Date and Event. Following each field is a list of 
elements or description of the field. To ensure the utterance of these field names can 
always be correctly recognized, those words are trained with the word-level training 
feature by DNS. The same can be done for the elements in the People and Date fields. 
The system can prompt the user to register names of family members and friends that 
appear frequently in the albums, using the same word-level training to enhance the 
recognition. For the Date elements, the day, month and year can also be trained in this 
manner. However, elements in Place and Event fields cannot be determined a priori
since there is no specific form to describe the content. In this case, the embedded 
dictionary of DNS is expected to contain these elements. But we must be aware that 
there will be certain situations when the elements are not found in the dictionary. For 
example the name of addresses or venues of local flavor are most likely unavailable in 

Original Speech Annotation:
PEOPLE David Tom PLACE Beijing DATE 18th April 1995 EVENT traveling around China 

Typical Transcription (Misrecognised words are underlined): 
people dated town place 18 date 18th April 1995 event traveling around China 

N-best list for misrecognised names of people and places 
 (Top-1 hypotheses in boldface): 

Fig. 1. A Simple Representation of Annotation Structure and N-best List 
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the dictionary. While one possible solution is to include names of local places in a 
secondary dictionary, it is not in the scope of present research to deal with.  

Fig.1 illustrates a typical annotation structure of our system, its transcription 
produced by DNS and the correct names of people and places appearing in the N-best 
lists at different ranks. Because 4 field names are pre-trained with particular emphasis 
and expected to always occur, the whole annotation sentence can then be divided into 
different segments according to the structure, with one segment corresponding to one 
field. Hence for simplicity we can discuss a single field as representative of others. 

Suppose that there are nk names of people pre-registered in the dictionary and nt

transcriptions from the engine for nt photos. Since one person cannot appear twice in 
one photo, term count ct,k for a keyword k in transcription t can be Boolean-valued like 
term presence it,k. Particularly, with a priori knowledge of the structure and the 
introduction of N-best list, it,k can even be set to 1 as long as it appears in the N-best 
list of a recognized word w in t. Then we apply the standard TFIDF relevance  

t
k

kktkq lidfcbtqler /)(),(ˆ ,,=  , (1)

bq,k is term count of k in query q. The inverse document frequency idfk is defined as 

)/(log ,2=
t

tktk niidf  , (2)

with t=1,…,nt, k=1,…,nk and q=1,…nq.
Furthermore, we also find that the speech engine tends to make similar mistakes. 

For example, ‘Ben’ is often recognized as ‘been’ or ‘then’. While sometime the 
correct word appears in the N-best list, sometime it doesn’t. If we assign a value Rw,t,k

for the word w when a pre-registered word k is found in its N-best list at rank rw,t,k

NrNR ktwktw /)1( ,,,, +−=  , (3)

we may re-determine the presence of k instead of w when k is not in w’s N-best list. A 
straightforward decision rule can simply be based on 

=
t

wt
t

ktwkw iRP ,,,,  , (4)

where iw,t is the word presence of w in t and Pw,k can be regarded as a measure of 
relationship between w and k. More work needs to be done to further explore this 
feature and results will be addressed elsewhere. 

3 Experiments 

3.1 Experimental Settings 

Our experimental collection database contains 200 photographs of a family taken in 
several countries spanning a few years. Speech description of each photograph using 
the structure shown in Fig.1 is recorded into a wave file in the lab environment. Each 
annotation is both manually indexed to generate the ground truth and transcribed by 
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the DNS engine. The N-best lists are generated to produce the metadata for the 
photographs. Fig.2 shows an example of the photographs with the ground truth 
description and the transcribed text from the Top-1 hypothesis result.  

We then launched 16 queries selected randomly. The keywords in the queries are 
different combinations of names of people, place, date and event. On average, the 
number of keywords per query is 3.6 and each query has 17.5 relevant photos. The 
top 10 choices of possible words and phrases are searched in N-best lists, i.e., N=10. 
Fig.3 shows the precision and recall from Top-1 hypotheses and N-best lists, together 
with those from the manual transcriptions at 5, 10, 15, 20, 25, 30, and 35 images.  

3.2 Evaluation and Discussion 

From Fig.3 we obtain an average of 50.3% and 72.1% improvement in precision and 
recall respectively, consistent with the findings at CMU [8]. Although the size of test 
collection is quite small, the use of speech annotations for retrieving home photos is 
very encouraging. The potential in further improving the overall system through the 
N-best list from the speech recognition can also be seen.  

At present our segmentation strategy is based on the high recognition accuracy of 
field names. In order to have a relaxed annotation style and more robust segmentation, 
a method for direct audio search from the angle of signal processing is being studied.  

The practicality of speech annotation technique will be evaluated next by using the 
actual speech recorded by the built-in microphone of a digital camera under different 
acoustic conditions. Speech pre-processing techniques will be applied to counter the 
problem of acoustic degradation. Further exploring the known structure of the speech 
annotations and constructing a better relevance evaluation for the free-form event 
descriptions are also under development to improve the average precision and recall. 

Our goal is to extend this speech annotation system to multiple users, integrate it 
with content-based image retrieval and face recognition technique to provide a full 
suite of functionality to implement a practical photo indexing and retrieval system. 

Speech Annotation 

PEOPLE David Mary PLACE
Goodwood Park Hotel Singapore 
DATE 23rd December 1994 EVENT
Christmas time

Transcription 

people David marrying place 
Hollywood Park Hotel Singapore 
date 23rd December 1994 event 
Christmas time

Fig. 2. A Example of the ground truth description and corresponding transcription 
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4 Conclusions 

We have introduced a method for photograph indexing using speech annotation. It has 
been shown that upon the use of structured speech together with a training strategy to 
bias the language model, improvements on the recognition and retrieval results are 
very encouraging, suggesting the speech annotation scheme can be finally applied to 
improve the performance of content- and semantic-based retrieval systems.  
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Abstract. Detecting anchor shots accurately is very important for automatically 
parsing news video and extracting news items. The paper presents a fast anchor 
shot detection algorithm, based on background chrominance and skin tone 
models. The algorithm involves only simple computation, but robust. Moreover 
it operates in MPEG compression domain, which makes the detection speed 
very fast. The algorithm was evaluated on a big test set containing more than 
480000 frames and news video from two different TV stations. More than 
98.9% accuracy and 100% recall have been obtained. The experiment results 
also show the system has an average detection speed of 77.55 E/s. The statistics 
indicates the algorithm is fast and effective. 

1. Introduction 

To index, browse and retrieve increasing audio-visual information available, parsing 
tools are required to automatically extract structure and content features of the audio- 
visual data. Then description of content is generated. Owing to the-state-of-arts of 
computer vision and audio signal analysis techniques, parsing general video 
automatically has not yet been well realised to date. In almost all research on parsing 
news video, the technique of detecting anchor shots is studied as an integral topic. 
Identification of anchor shots is crucial for extracting news items, since the items are 
ofien introduced andlor concluded by anchor shots. Merlino [I] detects some text tags 
in a broadcast's closed-caption transcript, such as '>>' (speaker change), "I'm" 
<Anchor Name>, et. al., as a textual cue. Combining with a priori model about news 
structure, anchor shots are located. Zhang et.al. [2] exploit image analysis techniques 
to identify anchor shots. For each shot generated by the shot segmentation module, 
the parser exploits histogram and pair-wise pixel metrics to find candidates of anchor 
shots, and further verifies them based on region models. Qi et.al. [3] integrate audio 
and visual cues to detect anchorperson shots. After audio segments characterized by 
different speakers and shots represented by key frames are clustered, anchorperson 
candidates are selected based on the following heuristics, that the proportion of the 
anchorperson speechfimage is higher and the distribution is more disperse. Then 
integration of audio and visual channels is imposed to identify the true ones. 

This paper presents a fast anchor shot detection algorithm, which is based on 
background chrominance and skin tone models. Compared with the forementioned 
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algorithms, the whole detection process can run online, and shot segmentation is not 
required. The speed is very fast since the algorithm operates in compression domain. 

The rest of the paper is organized as follows. In section 2, our algorithm is 
presented in detail. Section 3 gives the results of evaluation experiments, over CCTV 
and JXTV news. Section 4 concludes the paper. 

2. Anchor Shot Detection Algorithm 

In news video produced by different broadcast corporations, an anchorperson frame 
always has the similar structure, made up of anchorperson and background, as in Fig. 
1. Anchorpersons may differ, or are in different dresses on different days, but some 
region B in the background usually keeps unchanged for a long period and has 
distinct content. We assume there exists a sub-region T ,  which has consistent color 
texture, in the region B . We call it a feature region. Then the region T 's color model 
can be constructed through statistics approaches, and be exploited to locate start frame 
and end f r n m ~  n n c i t i n n c  nf anchor shots in news video 

Background 
.Anchor 

Feature Region - 
Anchor's Face Region ' 

Fig. 1. Typical anchor shots in CCTV news 

2.1 Model Construction 

Before detection, the system needs to construct models for all types of anchor shots in 
advance. It can be implemented through a semi-automatic tool. Each model is 
formalized as a 3-tuple G =<L, D,F >, where L is the feature region, D is dynamic 
distribution of DC in L ,  and F is an anchorperson's face region. D is formalized as 
a 6-tuple < rvcb, ravgCb , rsd Cb , mCr , ravgCr , rsdCr >, where wcb  is the distribution 

interval of DC values in L for the component Cb, ravgcb , rsdcb are the distribution 

intervals of average and standard variance of all the DC values in L .  w c r  , ravgcr and 

rsd" have the consistent meanings, for the component Cr. The frames in anchor 

shots can be labeled manually through a learning tool. Then the regions L and F are 
chosen visually. Let f; (i=1,2, ... M )  represent the frames in the training set, 

D,, ( j  = 1,2, ... N )  represent DC values in the region L , and wCb = [ v : ~  ,vSb I ,  then 

v:b = mjn {min D.) - r:b 3 Y : ~  = max{max D.} + z:b 
J J 

Define ravg cb = [ u v ~ ; ~ ,  mgzb 1 and rsd '" [[sd Sb , ~ d : ~  1, then 
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avgfb = min {El) - zz , avgfb = max{E,} + z:g (3) 
I I 

sdfb = min {Vi} - z,e,b , 
1 t 

sd,cb = max{K) + zzi 

Where zzb, z:= and f; are different relaxation factors. Similarly, for the component 

Cr, the intervals rvc' ,ravgw and rsd" can be calculated out based on the data in the 

training set. Experiment can help to select an appropriate model. 

2.2 Algorithm Description 

The algorithm in [4] can extract a DC image for each frame in MPEG compressed 
video with minimal decoding. A DC in each block is equal to the average of the pixels 
in that block. Through interactively choosing a feature region T (Fig.1 (b)), we can 
construct the region T 's color model through statistics. Since anchor shots generally 
last more than three seconds, the algorithm exploits two different resolution 
granularities to increase the detection speed. First, all I frames in display order are 
checked. Once frames in an anchor shot are found, the start and end frame positions 
of the anchor shot are refined in the resolution of frames. The detailed description of 
the detection algorithm is given as follows. 

@Initialization. Open a video stream file @ , obtain the sequence number 

CurFrmNum of the first I frame, and the GOP length gl of the MPEG stream. 

@For chrominance components Cb and Cr, extract DC images Xcb = {x;~) 

and Xcr = {x;} from the frame with the sequence number CurFrmNum 

@I Suppose T represents the feature region, bij is the corresponding region for 
the element whose index is (i, j) in DC image Xcb and X C ~  . Let 

~ b = { 4 ~  1 cib = g b , h j ~  n, G={c; / c; =x;,bij~ 71. Calculate a feature vector p=(tb,tb, 

mgFb,sdb,T,r,", avgY,sdc') , where r,'b = mind , r ib = max d , r," = min d , 
dd.2 d~ G b  de Ccr 

sd cr = i m  , where lc 1 represents cardinal number of a set C . 
CcrI d .  cn 
cb cb cb cb O 1f [Y, ,re 1 G[V, ,ye ] , avgCb E [avgfb ,avgzb 1 , ], [ f ,C7~[$~ ,~g7 ,  

avgcr E [avgf',avgTl , sdCr E [sd,c',sd,c'] all hold, then the frame CurFrmNum is an 

anchorperson frame, where [v,cb,v$'] , [a~&,av&~] , [ s ~ ~ , s & ~ ]  , [ v r  , vy ] , 
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[avg,c',avg,c'], [sd,c',sdr] are the dynamic ranges of different components in the 
feature vector F , which are obtained through the model construction process 
aforementioned. Besides the features in Q ,  relation features can also be found and 
utilized, to improve the detection accuracy. For example, we observed there is such 
relation feature avgCb 2 avgCr in CCTV news. 

@ To eliminate noises, the system declares an appearance event of anchor shots, if 
and only if it consistently detects existence of anchorperson frames in K consecutive 
I frames. Similarly, Only when the system cannot detect existence of anchorperson 
frames in We consecutive I frames, a disappearance event will be declared. K and 
We are system parameters. Define SAnchorFrnNum and EAnchorFrmNum as the 
start and end frame of the anchor shot in the resolution of GOP. 

@ Refine the start and end position of the anchor shot in the resolution of frames, 
by the similar computation described by step @and @I, between the frames 
SAnchorFrmNum - gl and SAnchorFrm Num , as well as between EAnchorFrmNum 

and EAnchorFrmNum + gl . 
a CurFrmNum = CurFrmNum + gl . If the end of the stream is not reached, then 

go to @; else the stream file fp is closed, and the whole detection process ends. 
Through above computation, some false anchor shots may appear in the resultant 

clip set. To filter them out, a face skin tone model is exploited to refine the results. 
Though skin tone differs among different persons, different peoples, it distributes in a 
specific region on the plane Cb-Cr. The fact has been applied by many systems [5-71. 
Our system exploits it in a more simple form to help filter the false claims. As in Fig.1 
(b), define F a anchorperson face region, and d c z  , d c z  are the DC values of the 
blocks in the region F , respectively for Cb and Cr, where in, n are position index of 
the blocks in the region F . We define a finction to examine skin tone. 

ij dc:: E [ S  min Cb, s max Cb] (5) 
Skin (m, n) = and dcz  E [ S  min Cr , s max Cr ] 

e he 

Where [sminCb,smaxCb], [srnirQsmaCi.] are the distribution ranges of face 
skin tone in the plane Cb-Cr, constructed by us through sampling 80 different faces. If 

block ( m  ,n)E regionF 

then the region F contains a face and the clip is declared as an anchor shot clip, 
where BlockNum is the number of blocks in F andy is a predefined threshold. 

3. Evaluation Experiment 

We random choose 11 days' CCTV news from video database as test data to evaluate 
the algorithm. Three of them are used to construct the background model and the face 
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skin tone model. The remaining data forms a test data set. Before testing, we label 
manually all the anchor shots as a standard reference. Tab. 1 tabulates the experiment 
results, when only background chrominance model is used in identifying anchor 

E 8 shots. The detection accuracy is derived, i.e., P = 1 -- = 1 - - = 91.7 % and the recall 
D 96 

u 0 R = 1 - - = 1 - - = 100 % . Eight false claims occur in the experiment result. Our 
S 88 

observation implies their blue tone in the feature region is very similar with that of the 
anchor shots, which confbses the system. 

Table 1. the Experiment Results only Using Background Model ( WS =We =3) 

Keeping the recall 100 %, the system filters out seven false claims and the accuracy 
increases to 98.9%, with p equal to 0.17. The statistics indicates the algorithm is 
very effective. Additional experiment is done to measure detection time to reflect the 
fastness of the algorithm. The results are tabulated in Tab. 2. Though the decoding 
engine embedded in the system has only the performance of 8 fls for the MPEG-2 
streams in the test set, Tab. 2 indicates the algorithm has a average detection speed of 
77.55 Us, faster than real time. It results from several factors. Firstly, the algorithm 
completely operates in compression domain, involving very simple computation. 
Secondly, two different resolutions is applied and a large number of P, B frames are 
skipped in the state of coarse resolution. 

Table 2. detection time for the programs in the test set 

Table 3. the experiment results for JiangXi Satellite TV news 

To evaluate the validity and robustness of the algorithm further, 4 days of JiangXi 
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Satellite TV news are chosen as another group of test data, to make sure the algorithm 
can also be applied to other TV stations' news. The corresponding experiment results 
are tabulated in Tab. 3. The accuracy and the recall are calculated out as follows. 

U 0 E O  R = 1 - - = 1 - - = 100 % , p = 1 -- = 1 -- = 100 % . The very high accuracy and 
S 34 D 34 

recall demonstrate the algorithm can be applied to news programs of different TV 
stations. High accuracy and recall are the prominent advantage of the algorithm. 

4. Conclusion 

The paper presents a fast anchor shot detection algorithm, based on the background 
feature region's color model and face skin tone models. We  evaluate it on a large data 
set of two TV stations 's news. The experiment results indicate it has an ideal 
performance, and achieve the 100 % recall and more than 98.9 % accuracy, as well as 
average detection speed of 77.55 Us. Therefore it is a fast and effective algorithm and 
can be applied to not only CCTV news, but also other TV news, if the anchorperson 
frames in news video satisfy the assumptions mentioned in section 2. What need to be 
done is to choose the background feature region and construct its color model again, 
as well as specifi the anchorperson face region. These can be finished semi- 
automatically through an interactive tool. 
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Abstract. In this paper, we propose a new method for searching and browsing 
news videos, based on multi-modal approach. In the proposed scheme, we use 
closed caption (CC) data to index the contents of TV news articles effectively. 
To achieve time alignment between the CC texts and video data, which is nec-
essary for multi-modal search and visualization, supervised speech recognition
technique is employed. In our implementations, we provide two different 
mechanisms for news video browsing. One is to use a textual query based 
search engine, and the other is  to use topic based browser which acts as an as-
sistant tool for finding the desired news articles. Compared to other systems 
mainly dependent on visual features, the proposed scheme could retrieve more 
semantically relevant articles quite well.

1   Introduction 

As more and more audiovisual information becomes available, the main concern has 
been moved from compression for efficient storage and transmission to efficient ac-
cess on the basis of content [1], [2]. 

In this aspect, we propose a method that can retrieve the desired news articles 
among large amounts of news videos as fast as possible. For the past few years, a 
number of methods have been proposed for content-based retrieval of news video [3]-
[6]. In [3], Bertini et al. exploited a shot based descriptor which comprises the words 
obtained from caption OCR and speech recognition in anchorperson’s shots to re-
trieve news videos. Although it presents semantic information, its drawback is that 
each shot detected by visual features might not be a desirable unit for news video 
browsing. Q. Huang et al. [4], [5] proposed an automated method to generate news 
content hierarchy. In this method, several levels of abstraction can be established for 
an interesting news program to satisfy diverse requirements from many users. 

In this paper, we propose a new method for news video indexing based on multi-
modal feature analysis. To retrieve news video in semantically meaningful unit, it 
should be firstly structurized. In general, video structuring methods using visual fea-
tures such as shot boundary detection might be undesirable, because they do not com-
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completely present semantic information in each unit. Therefore, we employ sub-
natural language processing (sub-NLP) technique to partition a CC document into 
semantically meaningful units. If the CC document has the information about syn-
chronization to the video, it is possible to structurize the video directly from the CC 
partitioning results. The generation of this synchronization information is one of the 
significant contributions made in our proposal. Also, we utilize the CC text for cross 
modal retrieval, not just for video structurization. 

The merits of the proposed approach are: 1) it can retrieve the semantically rele-
vant news videos because it is based on the CC analysis, 2) it operates very reliably 
because it is mainly dependent on sub-NLP of a CC document that is more stable than 
visual feature processing in performance.  

The rest of this paper is organized as follows. We will overview the proposed sys-
tem in Sect. 2, and then present the process of the database construction with multi-
modal features in Sect. 3. In the next section, an explanation will be made on how the 
relevant news materials can be retrieved. In Sect. 5, the feasibility of the proposed 
system will be verified through implementations and experiments. Finally, conclu-
sions are made in Sect. 6. 

2 System Architecture

The overall procedure of our proposal for a multi-modal database construction and 
retrieval of news video is shown in Fig. 1. Multi-modal database means that each 
record item contains audio, video, text data and also the information about the syn-
chronization among them. 
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Fig. 1. The overall process of database construction and retrieval for news videos 
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Multi-modal retrieval means that the multi-modal components in the searched items 
are retrieved and presented in synchronized ways. 

To construct a database with multi-modal features, in first, we should have the 
news videos in digital formats. In our implementation, the digital content acquisition 
module that comprises a commercial MPEG encoder and a developed CC decoder 
converts the incoming NTSC TV signal into the MPEG-1 systems streams and ASCII 
files, for audiovisual data and CC document, respectively [8].  

Generally, there is no time code in CC document itself. Therefore, it is necessary 
to align between the words in CC document and those in the audio tracks of the video 
for synchronized presentation. CC analysis module comprises three sub-modules of 
CC document structuring, term-dictionary constructor, and title-extractor. CC docu-
ment structuring is to partition a CC document into semantically meaningful units. At 
this stage, keywords are also extracted from the CC document using noun-extractor 
for the later use as elements constructing term-dictionary. The term-dictionary may be 
searched for the text queried by user. In title extractor, we select some keywords that 
well represent the article and combine them to make the title of article systematically. 
It may be used by news-explorer in the retrieval process. The detailed process will be 
explained in Sect. 3. 

3 Multi-modal Feature Analysis

3.1 Audio-CC Synchronization

The synchronization between CC text and video is achieved by supervised speech 
recognition that works on the audio track in the video signal with a roughly time-
aligned CC text stream. From an MPEG systems stream, we extract an audio stream 
by demultiplexing, and then uncompress the MPEG audio file as PCM wave file.  

As feature parameters for speech recognition 12-th order MFCC (Mel-Frequency 
Cepstral Coefficient) and signal energy were used every 10 millisecond. A context 
dependent semi-continuous HMM (Hidden Markov Model) is used for each pho-
neme-liked unit HMM [9]. 

3.2 CC Document Structuring

Since each CC document contains the whole daily news reports, the first thing to do is 
to partition it by semantically meaningful unit. It may be used as a retrieval unit in the 
retrieval process. A CC document consists of many articles on political, economic, 
social and cultural affairs, etc. Each article can be further decomposed into several 
speakers’ dialogues such as anchor, reporter, and interviewee. We partition a CC 
document into several articles and again each article into several clips on the basis of 
speaker. In the process of CC production, speaker tags are also inserted to the CC 
document, which make it very straightforward to separate between clips. Each article 
boundary can be detected by exploiting typical patterns of speaker transition and sub-
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NLP. The speaker transition patterns can be modeled by finite state automata [8]. In 
sub-NLP, some specific words that lead to next article are analyzed. Article bounda-
ries may be adjusted by means of shot boundary detection. 

3.3 Indexing 

In general, indexing means extraction of the keywords and some additional informa-
tion of document unit. In the indexing process, we use a noun extractor. It finds a 
matched word by consulting built-in dictionaries such as biographical, geographical 
dictionary, and auxiliary word’s dictionary. To search those keywords efficiently in 
the retrieval process, we make a term-dictionary that consists of the extracted key-
words and added information. In the dictionary, keywords are arranged in alphabeti-
cal order. Detailed specification of added information is represented in Fig. 2. 

Term DF DID AF AID EID TF

Fig. 2. The composition of term’s added information

DF (Document Frequency) means the number of the documents containing the term. 
DID is a numeric identifier of the document containing the term. DIDs are needed as 
many as DF. Similarly, AF (Article Frequency) and AID denote the occurrence fre-
quency of the articles containing the term and a numeric identifier of the article, re-
spectively. Likewise, AIDs are needed as many as the AF value. EID (Element ID) 
represents information on the speaker such as anchor, reporter, and interviewee.  

EID may be used to limit the search range of term-dictionary in the process of re-
trieval. TF (Term Frequency) is a measure of how many times the term occurred in an 
article. So term’s frequency is increased, as the amount of added information is in-
creased. It is used as a weighting factor for ranking the searched articles.  

3.4 Article Title Extraction 

Several approaches are possible to extract an article title. In this paper, we combine 
some keywords that are extracted in the process of indexing to make article titles.  In 
doing so, we consider keyword’s weight that is the degree of article characterization. 
The weight )( iaw of a keyword i in an article a is calculated by the parameters of TF 

and inverse DF (IDF) as shown in (1). 
,log01log (N/n)).(tf)w(a i ⋅+= (1)

where
tf   term frequency of the keyword i within the article a;
N   the total article number in the entire database; 
n   the number of articles containing the keyword i.

Compared to manual extraction, sometimes it does not represent well the article’s 
content but is very simple, reasonable approach. 
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4 Multi-modal News Retrieval

To retrieve news articles to be viewed, we approach in two ways. The first one is to 
search the term-dictionary for keyword queried by users, and the other is to utilize a 
topic-based browser called news-explorer.  

4.1 Multi-modal News Retrieval by Text Query 

The kernel of this method is a text search engine. When a user submits a keyword to 
find some relevant news articles, it searches the term-dictionary for that keyword. As 
a result, it retrieves the relevant news articles in a ranked order. In general, the article 
of the highest rank is shown on top row of the retrieval result panel. Among the list of 
retrieved news articles, a user can select one so that its multi-modal components, CC 
texts and the associated video clips, may be displayed together synchronously. 

4.2 Multi-modal News Retrieval by News-Explorer 

We also provide a news-explorer as another way of news video searching. It displays 
the titles of news articles in the database in the form of a table of contents. So hierar-
chical directory structure in a computer acts a guide to find a file, as the news-
explorer acts as a guide to find a specific news article to be viewed. In other words, 
the news-explorer is designed to have hierarchical structure of year-month-day-event 
titles. View depth and range displayed on the user interface are controllable by users. 

5 Implementation

We implemented the proposed scheme as an application with sever-client structure as

Fig. 3. The implementation of proposed method. 
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shown in Fig. 3. The data used in the experiments consist of seven daily news broad-
casts of KBS (Korean Broadcasting System) on the air during November 1999. The 
term-dictionary has about six thousand keywords. A user can submit a textual query 
to search the desired news clips. As a result a list of searched articles’ titles and date 
are shown to the user, as illustrated in Fig. 3. Also, we can find the article to be 
viewed by means of news-explorer. By selecting an article in the search list or news-
explorer, the very news clips are displayed synchronized with the corresponding CC 
texts. 

6 Conclusions 

In this paper, we proposed a new method for searching TV news articles based on 
multi-modal approach. We utilized CC text data, which are the valuable sources of 
semantic information, to index the contents of TV news articles effectively. For 
multi-modal search and visualization, time alignment between CC text and video data 
was performed using a supervised speech recognition technique. Compared to other 
systems mainly dependent on visual features, the proposed method could retrieve well 
more semantically relevant articles.  
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Abstract. We present in this paper a novel system for query by humming, our 

method differs from other ones in the followings: Firstly, we use recurrent 

neural network as the index of music database. Secondly, we present correlation 

degree to evaluate the music matching precision. We now hold a database of 

201 pieces of music with various genres. The result of our experiment reports 

that the successful rate is 63% with top one matching and 87% with top three 

matching. Future work will be on melody extraction technique from popular 

formats of music and on-line music retrieval. 

1. Introduction 

Booming digital audio information in digital library and on the internet demand 

efficient retrieval tools. Query music by humming is a content-based music retrieval 

approach. Imaging that you whistle to your PC the tone of a piece of music that you 

can not recall its title, its author or even its lyrics, your PC will play that music for 

you automatically! We will be able to find more and more applications for query by 

humming. For example, it helps CD vendor to find the CD that customer wants to 

buy, musician can find out if his work is of originality by humming the tune of his 

composition, copyright agency can determine whether an opus is really new by 

humming to its music database. 

2. Related Work 

We will review the related research about music retrieval in the following. With 

regard to the input of music retrieval system, some format, such as sound file, MIDI 

file, string representing pitch direction and hummed tune are used as queries to 
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retrieval music from music database [3][6][7][11][12]. Most music databases are in 

MIDI format only because melody information can be extracted exactly and easily 

form music in this format. Although, MPEG-7 and XML query language are used to 

describe musical resources, we will not discuss them here. As for music matching, it 

is usually converted to string matching procedure [3][11][12] for the reason that 

music is a sequence of notes, which can be converted to a string of letters when pitch 

contour [3] instead of exact pitch is used to construct the string. Some practical music 

retrieval systems are available now, such as [3][7][9][10][11]. Our work differs from 

other ones in two facets. Firstly, we use recurrent neural network as the index of 

music database, after extracting melody from MIDI format music, we train a 

respective recurrent neural network to remember this piece of music, the weight 

matrices of the network are used as the indices of music database. Secondly, we 

present correlation degree to evaluate the music similarity matching. 

3. System Sketch 

Our system is, to some extent, the same as other system [3][7] in its components, 

users hum the tune of music via microphone to the system, the pitch tracking 

component extracts pitch to generate pitch contour, the system holds a MIDI music 

database, or the music database sits on server, the string matching component 

executes matching of input with stored music to generate scored music list, the most 

similar music in database with hummed tune is listed on the top. Fig. 1 describes our 

system. You will find some unique components in it. MIDI format music usually 

arranges its melody in channel 1 of all its 16 channels [8], so we can extract the 

melody manually or automatically, we change the melody into a string of three letters 

[-1, 0, 1], this string is used as the input of a recurrent neural network, in our 

approach we call the networks that express the strings Music Nets. Our approach for 

making index on music database is to train the neural network, after the training 

terminate, the convergent weights are used as indices of the corresponding piece of 

music. Obviously, the weight space is much smaller than music data space. String 

Matching component in our system calculates the output of recurrent neural network 

and evaluate the similarity of the output string with the stored strings. The time cost 

is )(nO , n  is the number of piece of music in database. In our system, we do not 

concern fast matching ability of the system, which is necessary in some system 
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because of our unique indexing and matching method. The detailed approach will be 

explained in the following sections. 

Fig. 1. System Sketch 

4. Notes Segmentation from Acoustic Input 

Our goal is to build an interactive music retrieval system, which demands real time 

response to the inputs, we do not adopt commercial software to convert user’s 

humming into MIDI format data, instead, we segment notes from acoustic input 

directly. Users hum via microphone to the computer, the acoustic inputs are processed 

to estimate the pitch period by Rabiner’s technique [4]. We adopt this technique for 

the reason that it is well documented and studied.  

Fig. 2. Pitch Contour(Casablanca) , SSE of The Recurrent Neural Network 

Pitch contour is a string of three letters [-1, 0, 1]. It records the relative relationship 

between two adjacent notes in a piece of music instead of the exact frequency of the 
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note, 1, 0, -1 stand for that note is higher than, the same as, or lower than the previous 

one respectively [3]. Pitch contour is adopted for two reasons: one is that it is in the 

same format as the note contour which is derived from a piece of music in the 

database, we will discuss the note contour in the following section, the other is that it 

helps eliminate some error of hummed tune, such as erroneous in tone or tempo. Fig. 

2 is a pitch contour derived from the hummed tune of the song ”Casablanca”. 

5. Indexing on Music Database 

The indices of music database in our approach is the weights of the recurrent neural 

networks, the dimension of the weights is determinate regardless of the length of the 

music in database. We get note contour directly from MIDI format music in music 

database. We change the melody into a three letters string just as the one in pitch 

contour. Obviously, we do not know in advance that which part of a piece of music 

users will hum, so the system must be robust enough for users to hum any part of the 

music. Recurrent neural network is of strong ability in time series prediction [2], if a 

neural network remembers a note contour, it will be able to recall any part of the note 

contour. There is four layers in this structure: input layer, output layer, hidden layer 

and context layer, the weights between different layers stores information the network 

remembers. The neural network is trained by means of BP algorithm with adjustable 

learning rate and momentum item, the note contour is fed into the neural network one 

letter at a time, and the desired output is the next letter in it. Fig.3 describes the neural 

network training procedure.  

6. Similarity Evaluation 

It is obvious that users, mostly lay people, will not always hum the exact music 

melody, errors will also occur when they sing from their memory. These errors can be 

categorized into insertion, deletion, replacement, fragmentation, and consolidation of 

notes. Errors in a hummed tune may also include variations in tone and tempo [7]. 

Even if people is apt to these errors, they seem to be able to hum some part of a piece 

of music exactly, we present correlation degree [1] to evaluate the similarity of two 

strings, the pitch contour and the note contour:  
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satisfies the four axioms. Correlation degree is more indicative then Euclidean 

distance of two strings when only part of them is matched or they are of only different 

phase. Our matching procedure is a monophonic to monophonic one, because pitch 

contour and note contour are all monophonic, it works in this way: input the pitch 

contour to all recurrent neural networks, which are used as the indices of music 

database, then calculate the output of them. The pieces of music in database are 

ranked according to the correlation degree with hummed tune, the most similar three 

songs are displayed for users to select and play. 
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7. Experimental Results 

We test our approach on a music database of 201 songs. We found that the size of 

recurrent neural network with 1 input node, 1 output node and 5 hidden nodes is 

proper for our music database. We will test in the future if this network size is also 

enough for a larger music database. The query result is as following: 
Matching Resolution Successful Rate 

Top 1 63% 

Top 3 87% 

Future work will focus on melody extraction technique from most formats of music 

and on-line music retrieval. More attention will be paid to MPEG-7 to develop more 

practical music query approach. 
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Abstract. Color histogram is one of the most widely used visual feature repre-
sentations in content-based retrieval. When processing the image/video data in 
the JPEG/MPEG compressed domains, the DC coefficients are used commonly 
to form the color histograms without fully decompressing the image or the video 
bit stream. In this paper, we address the issues arising from the adaptation of DC 
based color histograms to the arbitrarily shaped MPEG-4 video objects. More 
specifically, we discuss the color space selection, quantization, and histogram 
computation with the consideration of the specific characteristics of the MPEG-4 
video objects. We also propose a method for reducing the chroma keying arti-
facts that may occur at the boundaries of the objects. The experimental results 
show that great retrieval performance improvements are achieved by employing 
the proposed method in the presence of such artifacts. 

1. Introduction 

Color histograms are commonly used for image and video retrieval, as they are relatively easy to
extract, not much sensitive to noise, and invariant to image scaling, translation, and rotation. 
Because digital image and video is available mostly in the compressed formats, several research-
ers suggested methods for obtaining the color histograms from the coded bit stream without
requiring full decompression and reconstruction of the visual data [1]. In most of the current
image and video coding standards, such as JPEG, MPEG-1/2/4, and H.263, each frame is di-
vided into 8x8 blocks, followed by DCT, quantization, zigzag scan, and run length coding. The
quantized DC coefficient of each 8x8 block could be easily extracted from the bit stream by only 
performing parsing of the headers and run length decoding. In the intra coded frames, with a 
simple scaling, the DC coefficient is equal to the mean value of the corresponding block. There-
fore, the DC coefficients of the Y, Cb, and Cr components can be simply employed to extract 
color features, including color histograms, as presented in the literature [1]-[3]. 

The most recent MPEG video coding standard, MPEG-4, supports the representation of arbi-
trarily shaped video by allowing the coding of the shape information of the video objects along
with their texture. In this paper, we look into selection of color space, the number of quantiza-
tion bins, and the histogram computation for the arbitrarily shaped MPEG-4 video objects, 
which generally have lower resolutions than that of frame based video and have consistent color
throughout their lifespan.  

Chroma keying is one of the most popular methods to obtain arbitrarily shaped video objects. 
If the video object shape is not accurately extracted prior the MPEG-4 encoding and/or the
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MPEG-4 encoder does not employ the LPE padding technique described in the MPEG-4 verifi-
cation model [4], the chroma key value of the background could contribute to some color arti-
facts that would eventually affect the color histogram of the video object. In this paper, we also
propose a method to detect and compensate for such artifacts in order to obtain a more accurate 
color histogram representation.  

The remainder of the paper is as follows. In the next section, we discuss the extraction of the
DC coefficients from the MPEG-4 bit stream. In Section 3, we address the issues rising from the
use of DC based color histograms to represent the MPEG-4 video objects. In Section 4, our
proposed method for reducing the chroma keying artifacts in histogram computation is pre-
sented. Experimental results and conclusion are given in Section 5 and Section 6, respectively. 

2. DC Coefficient Extraction in the MPEG-4 Bit Stream 

Intra (I) frames are commonly used to obtain color histograms from the video sequences, as they
are not predicted from any other frames. In MPEG-1/2 and H.263 I-frames, the DC coefficient 
can be obtained simply by parsing of the headers and run length decoding. On the other hand, in
the MPEG-4 intra coded Video Object Planes (IVOPs), the reconstruction of the DC coefficient 
is required as the DCT coefficients of macroblocks can be predictively coded (either from the
left or above block). After the DC coefficients are extracted from the MPEG-4 bit stream, recon-
structed, and dequantized, the mean Y, Cb, and Cr values of the corresponding blocks are ob-
tained by 
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where DCY, DCCb, and DCCr, are the DC coefficients of the luminance, chrominance b, and
chrominance r blocks, respectively. 

Parsing of the MPEG-4 bit stream in order to extract the DC information is also more com-
plex than parsing of the MPEG-1/2 and H.263 bit streams. In MPEG-4, the shape information is 
placed before the texture information in the bit stream [4]. Therefore, arithmetic decoding of the
shape is required before obtaining the DC coefficient. Nevertheless, reconstruction of the shape
is not necessary. 

3. Video Object Retrieval Using Color Histograms 

Video objects, different than frame based video sequences, generally have low resolution, less
variation in color, and their color content usually remains consistent unless there is occlusion by
a large object or the video object is entering to or exiting from the scene. Therefore, a color
histogram representation that is optimal for the frame based video is not necessarily optimal for
the object based video.  

Here, we address the problems of color space selection, quantization of colors, and histogram
computation for arbitrary shaped video objects. In order to justify our particular color space and
quantization parameter selections, we evaluate the retrieval results based on a measure used
during the MPEG-7 standardization activities: Normalized Modified Retrieval Rank (NMRR)
and Average NMRR (ANMRR). NMRR and ANMRR values are in the range of [0, 1] and the
lower values represent a better retrieval rate. The specific formulas of these measures are given
in Section 5.1.  
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3.1 Color Space and Histogram Size Selection 

Video in MPEG-4 domain is represented in YCbCr color space, as in MPEG-1/2. While YCbCr

representation is good for efficient compression, it is not a desirable representation in visual 
retrieval as it is not a perceptually uniform color space. HSV (Hue, Saturation, Value) color
space, which is adopted for the MPEG-7 color histogram descriptor, more closely resembles to
human perception, but it is also a non uniform space [5]. MTM (Mathematical Transformation
to Munsell) is a perceptually uniform color space that very closely represents the human way of
perceiving colors [5]. In the MTM space, the colors are represented by Hue (H), Value (V) and
Chroma (C) components [6].  

Table 1 presents the video object retrieval performance comparison employing three different 
color spaces. The results are obtained by querying MPEG-4 video object planes in a database of
more than a thousand VOPs. Uniform quantization is employed to reduce the number of histo-
gram bins. Employing YCbCr color representation does not require conversion to another color
space, however it gives the lowest retrieval performance. Using the MTM representation clearly
offers a superior retrieval performance. Table 2 shows the retrieval results when different num-
ber of quantization bins used to represent the color components of the MTM space. As can seen
from the table, employing a 128-bin histogram offers the best tradeoff between the retrieval 
performance and the memory requirements.  

query video  
object plane 

HSV 
H:8 S:4 V:4 

MTM 
H:8 V:4 C:4 

YCbCr

Y:5 Cb:5 Cr:5 
bream 0.0007 0.0004 0.0097 

fish 0.0876 0.0249 0.2400 

stefan 0.0116 0.0208 0.1303 

singing girl 0.2686 0.2006 0.2715 

Average NMRR 0.0912 0.0617 0.1629 

Table 1. NMRR values obtained by querying the first video object planes of the various 
video objects, employing color histograms computed in three different color spaces.  

query video  
object plane 

256 bins: 
H:16 V:4 C:4 

128 bins: 
H:8 V:4 C:4 

64 bins: 
H:4 V:4 C:4 

32 bins: 
H:4 V:2 C:2 

bream 0.0003 0.0004 0.0728 0.0202 

fish 0.0411 0.0249 0.0425 0.0194 

stefan 0.0302 0.0208 0.1841 0.1900 

singing girl 0.0666 0.2006 0.3349 0.3812 

Average NMRR 0.0346 0.0617 0.1586 0.1527 

Table 2. The retrieval performance results (in NMRR) for using different number of quanti-
zation bins for the H, V, and C components of the MTM color histograms. 

3.2 Histogram Computation for Video Objects 

We obtain the color histograms of individual VOPs by using only the color components that 
correspond to the blocks that are either completely inside (i.e., opaque) or on the boundary (i.e.,
intra) of the video object planes. This information is directly available in the MPEG-4 bit
stream. In average, only half of the pixels in a boundary block lie in a video object. Therefore, 
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when computing the color histograms for individual VOPs, we count the color components of 
the boundary blocks as half of the color components of the opaque blocks. 

After constructing the histograms for the individual VOPs, the video object histogram can be
formed by using one of the following techniques used for frame based video [7]. 
� Average histogram: It is obtained by accumulating the histogram values over a range of

frames and normalizing that by the number of frames.  
� Median histogram: The bin values of this histogram is computed by taking the median

values of each corresponding histogram bin of the individual frames. 
� Intersection histogram: This histogram contains only the colors that are common to all the

frames.  
It is presented in the literature that employing average histogram yields the best results for

frame based video retrieval [7]. Video object color generally remains consistent during its life-
span, therefore, in most cases, an average histogram represents the video object color content
accurately. Median histogram is most useful if some frames in a video sequence differ in color
significantly than the others, which is usually not the case for video objects. Also, there is an
increased computational cost associated with the median operation because of the sorting per-
formed for each bin. Intersection histogram is also not very suitable for video object color repre-
sentation: When the objects are entering to/exiting from a scene or when they are occluded, only
a small part of their color range is visible, which would be the only colors represented by an
intersection histogram. In conclusion, considering the characteristics of the arbitrarily shaped
video objects, the average histogram is clearly the most appropriate choice to represent the color
histogram of video objects. 

Average histogram can be computed using the individual histograms of all the IVOPs in an
MPEG-4 video object. A better alternative that reduces the computational requirements would 
be computing the histogram on a temporally sampled subset of IVOPs or on key VOPs that 
represent the salient content of the video object [8].  

4. Compensation for the Chroma Keying Artifacts 

Chroma keying remains one of the most popular methods to obtain semantic video objects. In
chroma keying, the foreground object is separated from the background by placing the object in
front of a color screen that has a unique chroma key value (typically blue or green) and defining
the pixels that belong to the screen as outside the video object. Ideally, the coded video object 
should not contain any pixels from the background. However, if an MPEG-4 encoder does not 
approximate the video object shape very accurately and/or it does not perform low pass extrapo-
lation (LPE) padding technique prior to DCT, which is defined in the MPEG-4 verification
model [4] but not part of the MPEG-4 standard, the boundary blocks of the video object could
contain some severe chroma keying artifacts. These artifacts could result in the chroma DC
values (DCCb and DCCr) of the boundary blocks include the chroma key color along with the
actual video object color, resulting in an inaccurate computation of the color histogram. In order 
to overcome this problem, we propose to first detect the existence of such artifacts and then
compensate for them accordingly.  

Our experiments show that, if a video object plane has any chroma artifacts, it is likely to af-
fect all the blocks on the video object boundary. Therefore, if such effects are detected in one or
several boundary blocks, it is reasonable to assume that the most of the boundary blocks of the
video object have such artifacts. We propose to detect the chroma artifacts at the decoder, as-
suming no apriori information about the encoder, by decoding the texture and the shape of the
first boundary block of the video object plane and then computing the mean chroma values (Cb

and Cr) for the pixels that are inside and outside the video object area using the shape mask for
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that particular block. If the difference between the chroma values corresponding to the inside
and outside of the video object is very small, than it could be concluded that the segmentation
was done properly and the LPE technique was employed prior to encoding. Therefore, the DC
values of the boundary blocks correctly reflect the real video object color and no further proc-
essing is required. However, if the inside and outside chroma mean values differ significantly,
then we define the chroma key values (KCb, KCr) as equal to the mean chroma values of the out-
side pixels.  

After chroma keying artifacts are detected and the chroma key values are determined, then
the scaled DC coefficients (MCb and MCr) of the boundary blocks are adjusted to reduce the
chroma artifacts. Considering that, in average, half of the pixels in a boundary belongs to the
inside the object and the other half belongs to the outside the object, the following approxima-
tions can be made to find actual mean value of the pixels inside the video object.  
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where the MCb and MCr are the scaled chrominance DC coefficients extracted from the bit 
stream, KCb and KCr are the approximated chroma key values, and VCb and VCr are the mean
chrominance values of the pixels that belong to the video object in a boundary block. Video
object color histogram is computed by using the approximated VCb and VCr values of the
chrominance components, along with the unmodified luminance component, MY.

5. Experimental Results 

Here, we demonstrate the performance of our proposed technique in the presence of chroma
keying artifacts. We present retrieval results for some individual VOPs as well as some video
objects. Our database consists of over 20 arbitrarily shaped video objects, coded in 2 to 3 differ-
ent spatial resolutions each, resulting in an MPEG-4 database of over 50 bit streams and over
1500 intra coded VOPs. We utilize the MTM color space and 128-bin uniform quantization for
the color histograms of the VOPs. Video object histograms are formed by histogram averaging
on their key VOPs. The key VOPs are found by the algorithm described in [8]. The color histo-
gram distances between two VOs or two VOPs are computed using the L1 norm, which was
demonstrated to have a superior performance for measuring the histogram distances [7][9]. 

5.1 Performance Evaluation Criteria 

We present our retrieval results by utilizing the Normalized Modified Retrieval Rank (NMRR)
measure used in the MPEG-7 standardization activity. NMRR not only indicates how much of
the correct items are retrieved, but also how highly they are ranked among the retrieved items. 
NMRR is given by 
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where NG is the number of ground truth items marked as similar to the query item, Rank(k) is 
the ranking of the ground truth items by the retrieval algorithm. K equals to min(4*NG(q), 
2*GTM), where GTM is the maximum of NG(q) for the all queries. The NMRR is in the range
of [0 1] and the smaller values represent a better retrieval performance. ANMRR is defined as
the average NMRR over a range of queries. 
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5.2 VO Retrieval Results 

Table 3 demonstrates the retrieval results for several video object (VO) queries. The first column
shows the results when there are no chroma keying artifacts. The second column gives the re-
trieval performance when the query VO and several VOs in the database are coded by simulating
chroma keying artifacts. Simulation of such artifacts are done by simply imposing a blue back-
ground to the objects and encoding the video objects with no LPE padding. As seen from the
Table 3, chroma keying artifacts results in a poor retrieval performance. After applying the pro-
posed technique to reduce these effects, the retrieval performance improves significantly.  

query video object Without artifacts With artifacts With reduced artifacts  

children 1 0. 0000 0. 6396 0. 3333 

stefan 0. 0741 0. 0410 0. 0370 

hall monitor 2 0. 0250 0. 4250 0. 1500 

Average NMRR 0. 0330 0. 3685 0. 1734 

Table 3. Video object retrieval results (in NMRR) without any chroma artifacts, with chroma
artifacts, and after compensation of the artifacts with the proposed method. 

6. Conclusions 

In this paper, we discussed the issues arising from employing the DC based color histogram
technique in the MPEG-4 compressed domain and proposed a method to compute color histo-
grams for the arbitrarily shaped MPEG-4 video objects. We also proposed a technique for reduc-
ing the chroma keying artifacts that may occur at the boundaries of these video objects. Our
experimental results show that great retrieval performance improvements are obtained by em-
ploying our method in the presence of such artifacts. 
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Abstract. This paper presents a framework to track multiple persons in real-
time. First, a method with real-time and adaptable capability is proposed to ex-
tract face-like regions based on skin, motion, and silhouette features. Then, a
two-stage face verification algorithm is proposed to quickly eliminate false
faces based on the face geometries and the Support Vector Machine(SVM). In
order to overcome the effect of lighting changes, a method of color constancy
compensation is applied. Then, a robust tracking scheme is applied to track
multiple persons based on a face-status table. With the table, the system has ex-
treme capabilities to track different persons at different statuses, which is quite
important in face-related applications. Experimental results show that the pro-
posed method is much robust and powerful than other traditional methods.

1 Introduction

With the advent of computer technologies, real-time face tracking has become an
important issue in many applications include video surveillance, teleconference, video
retrieval, virtual reality, and so on. However, it is difficult to track faces well in real-
time since faces are highly complex due to variations in illumination, races, back-
ground, hair styles, orientations and so on. In order to track a human face well, there
are two important issues: what to track and how to tack. For the first issue, Rowley et
al. [1] proposed a neural network based algorithm, where a face region is verified with
a neural network after light correction and histogram equalization. While the ap-
proach provides satisfying detection rate, its heavy computation has become a burden
for real-time applications. For the second issues, Yang et al. [2] proposed a tracking
framework to track single face in real time based on color and motion information.
The limit of this approach is to assume the initial face to be tracked is the largest mov-
ing skin region appearing in the whole video sequence. Later, Wang et al.[3] used
several cameras to track single person based on motion information and region bound-
ary. Anyway, those methods permit that only one face can be tracked in the whole
video sequence. A successful surveillance system should have enough capabilities to
detect and track multiple persons simultaneously.

In this paper, a simple but effective method is proposed to track multiple faces in
real time. Before tracking, all the face-like regions are extracted from images based
on the skin color, motion, and silhouette features. Here, silhouette feature is used to
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separate two face-like regions from one connected skin region if they connect to- 
gether. Then, a two-stage face verification algorithm is proposed to eliminate false 
faces quickly for real-time tracking. At the first stage, based on the face's shape ge- 
ometry, we can eliminate most of false face candidates. Then, only few regions are 
survived and then further verified with the SVM approach. At this stage, a color con- 
stancy compensation method is proposed to overcome the lighting changes during 
verification. When tracking, a so-called face status table is created based on skin 
region and a face history. With this table, different tracking strategies can be applied 
to handle different tracking conditions. More importantly, the next positions of the 
tracked faces can be decided without using the correlation technique, which will often 
fail when the lighting condition is poor. Compared with other methods, the proposed 
scheme is a great improvement in terms of accuracy, efficiency as well as reliability 
for tracking persons in real time. 

The paper is organized as follows. Section 2 is the details of face region extraction. 
Section 3 is the two-stage face verification procedure and Section 4 discusses the 
details of multiple face tracking. Experimental results will be discussed in Section 5. 

2 Multiple Face-Like Region Extraction 

The following is the details of interesting face region extraction as the key to track 
multiple persons based on skin color, motion, and silhouette information (see Fig. 1). 

2.1. Skin Color Model and its Adaptation 

For a given pixel (R,G,B), the chromaticity transformation is defined as: 
r = RI(R + G + B) and g=G/(R+G+B). Then, a pixel in an image is classified into 
skin-pixel and non-skin-pixel by the Gaussian model: gau(r,g)= 

exp[-(g - u, )' 120; - (r - u , ) ~  1 20; ] , where u ,  u, rr and ng are the means and 

variances of the r and g components, respectively. To overcome the lighting changes, 
an adaptive skin mode gauJsk(r,g) for each tracked face is proposed to fitting such 

conditions, where g a ~ ' . ~ ( r , ~ )  is the skin model for the kth tracked face in the jth 

frame. If previous M frames are used, the linear skin model to predict the new model 
- j , k  M-' j ,  M-1 

is: u = z W,U'-'~~ and IS = z wid-',* , where j'" and 7* is the adapted mean 
I=O I=O 

and variance of the kth tracked face at the jth frame, respectively. wl is a weight de- 
fined as follows: w, = (1 - 1 I M)(l+ I u'3k - u'-lsk I)-' R-' , where R = 

2.2 Skin Region Isolation with Motions and Silhouette 

For a real-time face tracking system, motion information is a good cue to effectively 
distinguish a human face from the background. For each segmented skin region, if 
there are more than 20% pixels classified as moving pixels, this region is labeled as a 
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possible face region. Based on the motion information, interesting regions can be
extracted from background.

On the other hand, different faces will connect together due to clothes or naked
body. Fig. 2 shows two faces connect together after skin color detection. Therefore, a
method is then proposed to separate two different face-like regions from silhouettes.
Basically, the contour of a face region looks like the symbol �. The following is a
method presented to extract such symbol. Let v(x) denote the vertical position of the
first touched pixel of the connected region R when we track all pixels along the xth
column from top to down. Then the position difference d(x) can be obtained as fol-
lows: d(x)=v(x-1)-v(x+1). If the absolute value of d(x) is larger than a threshold, then
there exists a vertical edge Ei. Let e(i) denote the edge response of Ei. If there exists a
face-like region between two edges Ei and Ej, the following rules should be satisfied:
e(i) > w and e(j) < -w, where w = 0.5* (p(j)-p(i)) and Ei and Ej are neighbors.

3. Face Verification

The following section describes a two-stage verification algorithm to efficiently elimi-
nate impossible face regions for further tracking.

3.1 Rule-based Face Verification Algorithm

At the fist stage, non-face regions are removed according to their shape geometries
and texture information. There are five decision criteria used to verify a face region
R. The first decision criterion is the compactness of the region R: 2/c A r= , where A
and r are the area and perimeter of R, respectively. The second criterion is the ratio
between the height and width of a face. The third criterion is the statistic variance of a
face. All components with a lower variance are removed since a face is not a flat
plane. The fourth criterion is the number of holes existed in the region. If the number
of holes in the region is less than two, the region will not be considered as a face since
the eyes and month will occupy three holes if the region is a face. The last criterion is
the convexity of a face. In practice, a hand region would satisfy all above four criteria
but cannot satisfy the requirement of the convexity of a face.

3.2 Color Constancy Compensation and the SVM Verification Algorithm

Before applying the SVM method, it is noticed that the image color is very sensitive to
the lighting variation. Therefore, the following is a color constancy compensation
procedure to reduce the lighting effect into the minimum. Assume X is a skin region,
where m and σ are the mean and the variance of X, respectively. Let I(i) mean the

intensity of the ith pixel in X. The intensity I(i) is compensated into ( )I i according to

the form: 1( ) 128 ( ( ) )I i I i m σ β−= + − , where β is a scale factor.

Once the region X has been compensated, the SVM approach is then applied to ver-
ify the region X. It is known that the SVM has extreme capabilities in solving two-
class classification problems [4][5]. The goal in training a SVM is to find the separat-
ing hyper-plane with the largest margin. If the radial basis function is used in training
the SVM, finding the optimal separating hyper-plane amounts to maximizing



where ai 2 0 , $(X) is a radial basis function, and yi E {-1,l) , the label of &. Such 

criterion leads to the optimal separating hyper-plane solution: 
N 

f (XI = ~ ~ ~ ( C ~ Y , K ( X , , X )  +w , 
i=l 

(1) 

where K(Xi, X) = $(X,)@(X) is a kernel hnction, cxO a coefficient and b, a con- 

stant. The kernel K used here has the form K(Xi, X) = XiX + 1 . f (x) E {-1,l) is a 

sign function to decide the binary class of the data point X,. To train the optimal SVM 
model, we begin with a face database of 2000 images to calculate the separating hy- 
per-plane. The negative examples are taken from scenes that do not contain any faces. 
Then, given a skin color region X, the likelihood of X being a face can be verified 
based on Eq. (1). Since most false-face regions have been filtered out at the first pass, 
the second pass is applied only to a small number of connected skin areas. 

4. Multiple Face Tracking 

In the past, the common approach to track faces is through the correlation technique. 
However, this technique is time-consuming and often fails when the environment 
lighting condition changes or the objects move much. Therefore, in this paper, a 
method is proposed to solve the above problems based on skin color and a face history. 

During tracking, different tracking strategies should be used to deal different track- 
ing conditions; that is, people leaving, entering, and staying. The key contribution in 
this paper is that we use a "face-status" table to track multiple peoples in real time. 
Let He) denote the ith face in the history list and So) denote the jth skin region ex- 
tracted from the current frame based on the information of skin, motion, and silhou- 
ette. Then the face status table (FST) is built as follows: 

Step 1: Set FSTeJ) to be one if there exists more 10% overlapped area between 
the face He) and the region So); otherwise, set FST(i,j) to be zero. 
Step 2: Calculate FST(i,O) = arg m v  size( S(j)  ) if FSTG, j) > 0 for all i > 0, 

J 

where size(S0)) is the area of So). Besides, FST(0, j )  = FST(~, j )  for j > 0. 
i > O  

The details of the whole tracking procedure are shown in Fig. 1. For the jth skin re- 
gion in S, if FST(0, j) is larger than zero, the skin region is labeled as an old face; that 
is, the face has been tracked in the previous frame. Its position is directly updated. 
Otherwise, the region is labeled as a new face that needs to be hrther verified with the 
proposed verification approach. In this way, without using the correlation technique, 
the next positions of most tracked faces can be found. Furthermore, for the ith face in 
the list H, if FST(i, 0) is larger than zero, the face has its corresponding face in current 
frame, i.e., S(FST6,O)). Otherwise, the ith face probably seems disappeared in the 
current frame. For the case, the correlation technique is then applied for getting its 
next position. If the correlation value is less than a threshold, label the face as "disap- 
peared". Otherwise, the tracked face is correctly tracked. Without involving much 
correlation computation, the proposed method can track all the faces in real -time. 
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4. Experimental Results

The proposed method has been tested by many people under different conditions. For
all the experiments, the average frame rate is about 20 fps with the dimension
320×240. Fig. 3 shows the example of two peoples being tracked. Due to the clothes
with skin color, some non-face skin regions still exist. However, the proposed verifi-
cation method with color constancy compensation still can eliminate them and exactly
locate and track the faces. Fig. 4 shows three persons being tracked under a complex
background and a complex lighting environment. Due to poor lighting condition, the
face regions couldn’t be well segmented even though using an adaptive skin model.
That will lead to the confusion of the tracking system to judge whether the tracked
faces have left or not. However, the proposed method still can work well to locate
them. Furthermore, for comparisons, the CMU face tracker [2] and the Harvard hy-
brid tracking system [3] are discussed. The CMU system assumed the tracked face is
the one who area is the largest one for all the moving objects with skin colors in the
sequence. For the latter system, the face is located based on the neckline extracted
from the head boundary. Such approach will fail if the head boundary cannot be well
extracted due to noises. Therefore, our method can achieve better accuracy of locat-
ing and tracking the true faces than both methods. Of course, both methods cannot
track multiple persons especially. The details of comparisons are listed in Table 1.
Compared with other methods, the proposed scheme is a great improvement in terms
of accuracy, efficiency and ability for tracking multiple-persons.

5. Conclusions

In this paper, we have presented a SVM-based approach to track multiple persons in
real time. This method provides quite flexibility and robustness in tracking different
persons at different statuses under an unconstrained environment. Before tracking, all
the interesting face-like regions are extracted based on skin, motion, and silhouette
features. Then, a two-stage verification algorithm is proposed to quickly eliminate
false faces. During tracking, a face-status table is created based on skin color and a
face history. With the table, it is easy to identify different statuses of tracked persons
so that different strategies can be used to tackle all the tracking conditions. Experi-
mental results show that the proposed method is much powerful than other methods.
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CMU System Harvard System Proposed system

Capability to track
multiple persons

No No Yes

Sensitive to Head
Orientation

Yes No No

Face detection the largest region Based on neckline Rule + SVM

Accuracy of tracking Low Low High

Image Size 192 ×144 192 ×144 320 × 240
Frame Rate 15 fps at 0.5 m

30 fps at over 2m
25 fps for 0.5 ~5m 20 fps

Table 1 Comparisons among the CMU system, the Harvard system, and the
proposed system. Only the proposed method can track multiple persons.
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���� Fig. 1 The diagram of the proposed mul-
tiple-person tracking system

Fig. 2 The face regions still
connect together even using color
and motion information.

Fig. 3 Two walking girls. (a) The result;
(b) Skin region extraction.

Fig. 4 Three girls walking under a
noisy environment. (a) Tracking re-
sult. (b) Skin region extraction under
bad lighting condition.
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Abstract. This paper presents a new approach to motion segmentation. Unlike
most other methods, the proposed approach relies on summarized local image
structure obtained by census transform, and not on absolute luminance values.
We apply census transform for two frames from the sequence which are
registered to the sub-pixel accuracy regarding to the moving target object. The
registration is carried out by estimation of affine parameters. The two sets of
resulting local image structures, in the forms of bit strings, give good and dense
correspondence on the object to segment the region. We study the effectiveness
of the sub-pixel registration compared to the pixel unit registration. We show
segmentation results for natural scenes.

1 Introduction

Multimedia Ambiance Communication Project of TAO (Telecommunications
Advancement Organization of Japan) has been researching and developing an image
space, that can be shared by people in different locations and can lend a real sense of
presence. The image space is mainly based on photo-realistic texture. We aim to
accomplish shared-space communication by an immersive environment consisting of
the image space stereoscopically projected on an arched screen. We refer to this
scheme as "ambiance communication" [1], [2]. In the ambiance communication
natural moving objects are synthesized with other natural or CG objects on large
screens. Accordingly motion segmentation with accurate contour is more important
than in applications such as object based coding (e.g., MPEG-4) and video
surveillance.

Many of conventional motion segmentation approaches are based on dense
motion. The motion is estimated by correspondence search of the luminance values or
by calculating optical flows. In either case, it is very difficult to segment the object

H.-Y. Shum, M. Liao, and S.-F. Chang (Eds.): PCM 2001, LNCS 2195, pp. 903–908, 2001.
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under such conditions as: 1)luminance values of the object and the back ground are
close, and 2) global luminance values of the object change slightly between the
frames. Even if the condition is not so critical, the dense motion model does not give
very accurate contours.

In this paper, we describe a segmentation technique based on census
transform [3]. We first register the two frames in the sequence to the sub-pixel
accuracy regarding the moving target object by affine transform. The affine
parameters are estimated through the steepest decent algorithm. The reason for the
accurate registration is studied theoretically in 2.2. Then the two frames are census
transformed. Census transform gives the summarized image structure at a pixel in the
form of a bit string. The pixel with good correspondence of bits, i.e. short Hamming
distance, is regarded as a candidate for a part of the object region. Since our approach
rely on local image structure and not on absolute luminance values, it enables
segmentation of the object whose background is close in luminance, robustness in
luminance change and accurate contours.

2 Proposed Approach

Fig. 1. Flow Diagram of the Algorithm

Fig. 1 shows the overall flow of the method. The algorithm is quite simple. The target
object is cut out from the original frames so that the object is prominent in the
windows. We call the windows Window 1 and Window 2. Window 2 is affine
transformed to register Window 1 to the sub-pixel accuracy. The affine parameters are
estimated through the steepest decent algorithm. The two frames are census
transformed. The transformed area is a 9*9 block. Then the correspondence is
estimated for each pixel, and the area dense with good matching pixels are regarded
as the object area. After noise reduction and filling holes, the segmentation mask is
obtained.

Luminance of
Interested Area
(Window 1)

Census Transform Census Transform

Evaluation of Mutual
Affine Parameters

Extraction of Matched Area

Noise Reduction, Filling Holes, etc

Result

Affine Transform to
Register Window 1

Luminance of
Interested Area
(Window 2)

Sub-pixel Registration
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2.1 Census Transform [3]

Census transform is a kind of non-parametric local transform, which summarizes
local image structure as a bit string representing the set of neighboring pixels whose
intensity value is less than the pixel considered. Fig. 2 shows an example with 3*3
block transform area. The pixel has 8 bit data of summarized image data. In case of
9*9 block the data length for each pixel is 9*9-1=80 bits.

Fig. 2. Example of census transform

Census transform is an excellent tool for stereo correspondence problems [3], [4],
[5]. However, in case that translation is not in the pixel unit and includes sub-pixel
shift, which is more general a case, some of corresponding pairs give different
summarized local image data. Accurate registration is the solution to the problem. In
the next subsection, we study the effectiveness of the accurate registration.

2.2 Sub-pixel Registration and Census Transform

In this subsection we treat images as one dimensional pixel strings for the sake of
simplicity. We assume that Frame 2 is a translated image of Frame 1 by ( )α+P
pixels, where P is an integer and α is a decimal ( 10 <<α ). And values on Frame 2
are assumed to be able to be linearly interpolated by the sample values on Frame 1.
We call an image which Frame 2 is registered to Frame 1 to the pixel accuracy
(α shift is left) α  shifted Frame 2, and one registered to the sub-pixel accuracy
registered Frame 2 (no shift is left). We compare the census transformed results of
α shifted and registered Frame 2 with the results of Frame 1. Assuming that the odd
integer m is the transformed range, m=2n+1 (n: integer), and ncn ≤≤−  (c:
integer), Frame 1 and α shifted Frame 2 can be expressed as vertical solid and dotted
lines on Fig. 3. α shifted Frame 2 is interpolated as follows.

( ) ( ) ( )1)1( ++++−=++ cxfcxfcxf ααα (1)

Then registered Frame 2 is obtained by linearly interpolating the α  shifted sample
data given by

( ) ( ) ( )αααα ++−++−+=+ cxfcxfcxf reg )1(1 (2)

Equations (1) and (2) yield

( ) ( ) ( )
( ) ( ) ( )1)()221(1)(

)1(1
222 ++−+++−+−+−=

++−++−+=+

cxfcxfcxf

cxfcxfcxfreg

αααααα

αααα (3)

66 24 82

92 75 58

46 75 100

1 1

1

0

0

1

0 0
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Fig. 3. Frame 1 and α  shifted Frame 2

This equation indicates that registered Frame 2 can be regarded as FIR filtered Frame
1 whose characteristics depend on the shift α .

We now compare the census transformed results. Let function U(a),

( )
⎩
⎨
⎧

<
≥

=
)0(1

)0(0

a

a
aU

(4)

The census transformed results for Frame 1 is

( ) ( )( )xfcxfU −+ (5)

where and hereinafter c ≠ 0. For α shifted Frame 2,

( ) ( )( )
( ) ( ) ( ) ( ) ( ) ( )( ))11( xfxfcxfcxfxfcxfU

xfcxfU

++−+−+++−+=
+−++
α
αα (6)

For registered Frame 2,

( ) ( )( )
( ) ( ) ( ) ( ) ( )

( ) ( ) ( )))121

121)((( 2

+−+−−
++++−−+−+−+=

−+

xfxfxf

cxfcxfcxfxfcxfU

xfcxfU regreg

αα
(7)

Comparing equations (5) and (6), the sufficient condition for them to give the same
results is that the first order differential values around x and x+c equal zero or the
same. And comparing equations (5) and (7), the sufficient condition for them to give
the same results is that the second order differential values at x and x+c equal zero or
the same. The latter condition is much more commonly satisfied on generic images.
Consequently registered Frame 2 gives much better correspondence than α  shifted
Frame 2 in census transformed results.

3 Experimental Results

The proposed method is applied for two frames in the sequence shown in Fig. 4. The
mountain is still, the water moves to the left, and the boat (the target object) moves to
the right.

�1��

x+c x+c+1x+c-1x-n

Census Transformed Range

f(x+c)

f(x+c+1)

f(x+c-1)

f(x-n)

�1�� �� �

f(x+n)

f(x+n+�)

f(x-n+1+�)

f(x+c+1+�)

f(x+c+�)

f(x+c-1+�)

x+n
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Fig. 4. Considered frames in the sequence

For each frame, the target object is cut out so that the object is prominent in the
windows. The windows are named Window 1 and Window 2 as mentioned earlier.
Fig. 5 shows Window 1 and Fig. 6 shows Window 2. The window size is 290*100.

Fig. 5. Window 1  Fig. 6. Window 2

Then Window 2 is affine transformed to align Window 1 regarding the boat to the
sub-pixel accuracy and bi-linearly interpolated as shown in Fig. 7.

Fig. 7. Registered Window 2

Both Window 1 and registered Window 2 are census transformed and matched bits
are counted for each pixel. Luminance values in Fig. 8 indicates the matched bit
number multiplied by 3, accordingly 240 is perfect match. The brighter the pixel, the
better the correspondence of the local image structure.After gaussian filtering and
threshold discrimination, Fig. 9 is obtained. And  choice of large areas, and filling of
holes, the segmentation mask is obtained as shown in Fig. 10. Then, Window 1 is
segmented by the mask and the segmentation result is given as shown in Figure 11.

Fig. 8. Correspondence of the local structure  Fig. 9. Regions of high correspondence in local
structure

Fig. 10. Segmentation mask Fig. 11. Segmentation result
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Subsequent results are comparisons by two existing approaches. Fig. 12 is the
corresponded areas by luminance block (9*9) matching between Window 1 and
Window 2, with the same block shift of the blocks as the boat movement. Fig. 13 is
the area with little difference of luminance values between Window 1 and registered
Window 2, which aims separation of the target (usually little difference) from the
background (usually large difference). Comparing the images with Fig.9, block
matching gives worse contour accuracy and object subtraction does not enable
segmentation.

Fig. 12. Corresponded areas by luminance block matching   Fig. 13. Corresponded areas by
object subtraction

4 Conclusion

We have developed a motion segmentation technique, which relies on summarized
local image structure given by census transform, and not on absolute luminance
values. Applying census transform for two images registered to the sub-pixel
accuracy regarding to the moving target object, resulting local image structures, in the
forms of bit strings, give good and dense correspondence on the object to segment the
region. The effectiveness of the sub-pixel registration is theoretically studied. The
method provides the capability to segment the object on the background close in
luminance, robustness in luminance change and accurate contours.
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Abstract.  In this paper, efficient algorithms for content-based video retrieval 
using motion information are proposed. We describe algorithms for a temporal 
scale invariant and spatial translation absolute retrieval using trail model and a 
temporal scale absolute and spatial translation invariant retrieval using 
trajectory model. In the retrieval using trail model, the Distance transformation 
is performed on each trail image in database. Then, from a given query trail the 
pixel values along the query trail are added in each distance image to compute 
the average distance between the trails of query image and database image. For 
the spatial translation invariant retrieval using trajectory model, a new coding 
scheme referred to as Motion Retrieval Code is proposed, which is suitable for 
representing object motions in video. Since the Motion Retrieval Code is 
designed to reflect the human visual system, it is very efficient to compute the 
similarity between two motion vectors, using a few bit operations. 

1 Introduction 

Most existing content-based video retrieval systems use the color, texture, shape, and
motion features. However, the motion information has not been widely used for the
video retrieval, since it is difficult to extract and match the feature set, and it is not 
easy to find good matching measures for motion information which properly reflect 
user’s requests. Some motion-based retrieval schemes have been proposed [1]-[8], 
where it is difficult to efficiently search database due to the enormous computation
time[1], or it often produces inaccurate results[2],[3],[6] or it is not easy to retrieve
with flexibility[4]. 

In this paper, we propose an efficient method for motion based video retrieval 
using motion trajectory. 

2 Temporal Scale Invariant Retrieval 

Temporal scale invariant retrieval is the video retrieval scheme, which does not 
consider the speed of moving objects, but only considers the path of the object’s 
motion. To retrieve video clips independent of their temporal scale, we use a trail
model which captures the path of moving objects over a sequence of frames. The

H.-Y. Shum, M. Liao, and S.-F. Chang (Eds.): PCM 2001, LNCS 2195, pp. 909–914, 2001.
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object trail is equivalent to taking the mosaic image of the object’s trajectory, and the 
temporal characteristics of the video clip are ignored. To efficiently compute the
average distance between the trails of query image and database image, we use the
Distance transformation of database images[9]. 

2.1 Distance Transformation 

The Distance transformation converts a binarized edge image into a distance image
whose pixel represents the spatial distance to the nearest edge pixel[9]. Figure 1
shows an example of Distance transformation. In figure 1(b), the intensity of each
pixel represents the distance from that pixel to the nearest edge pixel in figure 1(a).
The distance image is computed by the approximate Euclidean distance referred to as 
Chamfer 3/4 distances. 

Fig. 1. An example of Distance transformation: (a) Edge image, and (b) Distance image for (a). 

2.2 Similarity Measure 

In order to perform spatial translation absolute retrieval based on trail model, the
distance image for the trail image for each video clip is stored in database. Then, from
a given query trail the pixel values along the query trail are added in each distance
image to compute the average distance between the trails of query image and database 
image. The query can be given by an example or by a sketch. 

The query trail can be represented by the following equation: 

t
yx iqiqQ )](),([ *** = , i=1, 2, …, k, (1)

where Q* is a query trail and ))(),(( iqiq yx  represents the coordinate of a point in the

query trail Q*. The dissimilarity between two trails is computed by equation (2). 

,

))(),((

),( 1**

*

k

iqiqI

DQDist

k

i
yx

D

j

j∑
==

(2)

where Dj* is the distance image for the j-th trail in database, )( **, jDQDist denotes 

dissimilarity between Q* and Dj*, ),(
*

yxI
jD  is the intensity value of Dj* at pixel

coordinate (x, y) in Dj*, and k is the number of points in Q*.

(a)  (b)  
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3. Temporal scale Absolute Retrieval 

In order to retrieve video clips dependent of their temporal scale, we use a trajectory 
model which represents the motion vector of moving object at each frame of the
sequence. Previous works on temporal scale absolute retrieval include [1],[4]-[8]. As
a matching measure, Dagtas et. al.[1] and Chang et. al.[4] use the Euclidean distance
between two points and Panchanathan et. al.[5] and Dimitrova et. al.[6] use the
Euclidean distance between two chain codes. However, the Euclidean distance metric
often produces incorrect results from the viewpoint of human visual system, since it 
does not properly reflect motion characteristics. In the human visual system, two
motion vectors in figure 2(a) are more similar than those in figure 2(b), but the
Euclidean distance metric produces the opposite result. 

For the spatial translation invariant retrieval based on trajectory model, we
propose a new coding scheme referred to as Motion Retrieval Code, which is suitable 
for representing object motions in the human visual sense. 

Fig. 2. Problem involved in Euclidean distance metric. 

3.1 Motion Retrieval Code 

As shown in figure 3, we first quantize the object’s motion into 32 vectors by
considering moving direction and speed. In the Motion Retrieval Code proposed in 
this paper, 4 bits for 8 directions and 3 bits for 4 motion magnitude are allocated to 
represent the total 32 motion vectors. Table 1 shows the Motion Retrieval Code. It is
noted that for two motion vectors the number of bit positions with different values 
represents the difference in direction(magnitude) of those two vectors. For example, 
vector 0(0000 000) and vector 14(0111 011) are different by 3 quantized steps in 
direction and by 2 quantized steps in magnitude. 

Fig. 3. Quantized object’s motion. 

(a) (b)
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Table 1. Motion Retrieval Code. 

ID  Dir. Mag. ID Dir. Mag. ID  Dir. Mag. ID Dir. Mag. 
0 0000 000 8 0011 000 16 1111 000 24 1100 000 
1 0000 001 9 0011 001 17 1111 001 25 1100 001 
2 0000 011 10 0011 011 18 1111 011 26 1100 011 
3 0000 111 11 0011 111 19 1111 111 27 1100 111 
4 0001 000 12 0111 000 20 1110 000 28 1000 000 
5 0001 001 13 0111 001 21 1110 001 29 1000 001 
6 0001 011 14 0111 011 22 1110 011 30 1000 011 
7 0001 111 15 0111 111 23 1110 111 31 1000 111 

If the object motion is represented by the Motion Retrieval Code, the matching for 
retrieval is performed by counting the number of different bits between the Motion
Retrieval Code of the given query trajectory and the Motion Retrieval Codes for each
trajectory in database. Since the matching is done by a bit operation, the proposed
algorithm can achieve fast matching. To perform the matching more efficiently, a 
look-up table can be constructed from the Motion Retrieval Code. 

Table 1 shows the Motion Retrieval Code for 32 motions. It is noted that if more 
bits are allocated to the Motion Retrieval Code, more precise quantization can be
obtained.

3.2 Justification of Motion Retrieval Code 

Many researchers have used the small velocity change constraint for motion analysis
and correspondence search. Equation 3 is an example of matching measure which is
commonly used in correspondence search to reflect the small velocity change
constraint[10]-[11]. 

dt

dD
w

dt

dS
wE 21 += ,

(3)

where 1w , 2w  are the weights for the motion magnitude and direction, and

dtdDdtdS /,/  are the deviations of motion magnitude and direction, respectively. 

The object tracking is done by searching an object in the next frame which has the
minimum value of E. This concept can be applied similarly to the motion based video
retrieval because we search for a motion vector in database which is similar to the
motion vector for the given query. Therefore, the matching measure for the motion
based video retrieval can be written by equation (4). 

),(),(),( 21 dqdq DDDiffwSSDiffwDQDiff += , (4)

where, ),( DQDiff  is the dissimilarity between two motion vectors in the query

trajectory and the trajectory stored in database, ),( dq SSDiff  is the dissimilarity of 

magnitude, ),( dq DDDiff is the dissimilarity of direction, and 1w , 2w  are the

weights. 
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The Motion Retrieval Code is appropriate for the video retrieval, since it consists 
of the magnitude and direction of a motion, and exactly reflects the concept of 
equation (4). 

4. Performance Evaluation 

The simulations have been performed on 3 video sequences, including Che, Yard, and
Walkmen sequences which are the MPEG-7 test sequences. The trajectories stored in 
database consist of 68 moving objects with 13309 frames. To evaluate our methods, 
precision-recall metrics are computed. The performance results for the proposed
methods are presented in figure 4 through figure 7. Figure 4 shows that the precision
and recall are respectively improved by 17 % and 14 %(in maximum) over the
existing temporal scale invariant and spatial translation absolute methods, and figure 
5 shows the comparative result in terms of computational cost. Figure 6 shows that 
precision and recall are improved by 14 % and 15 %(in maximum) respectively over
the existing temporal scale absolute and spatial translation invariant methods, and
figure 7 shows the comparison of the execution time. It is noted that the computation
time is reduced considerably by using the Motion Retrieval Code instead of direct
calculation and it is further reduced by using look-up table. 

Fig. 5. Execution time for spatial translation
absolute retrieval using the trail model. 

Fig. 4. Performance evaluation of spatial
translation absolute retrieval using the trail
model. 

Fig. 7. Execution time for spatial translation
invariant retrieval using the trajectory model.

Fig. 6. Performance evaluation of spatial
translation invariant retrieval using the
trajectory model. 
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5. Conclusion 

In this paper, we proposed efficient methods for content-based video retrieval using
motion information. 

The proposed video retrieval algorithms process a temporal scale invariant retrieval
and a temporal scale absolute retrieval separately, using the trail model and trajectory
model depending on the users request. By using the Distance transformation and the
Motion Retrieval Code, the performance of the proposed algorithms are improved
over the existing methods, which has been shown by experimental results. 
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Abstract. The so-called 2nd generation image coding methods segment images
into homogenous regions of various sizes adaptively. Each region is then coded
with an appropriate method according to its perceptual characteristics. One of
our research aims is to extend 2nd generation image coding methods to meet not
only the traditional rate distortion criterion but also the new "easy content
access" criterion [6] of image coding. Towards this end, we introduce the
region and colour co-occurrence matrix (RACOM), an image content
description feature easily computable directly (without decoding) from the
compressed domain of 2nd generation image coding methods, and use it for
content-based image retrieval from large image databases. We show that
RACOM is a very effective image content descriptor and has a comparable
performance to state of the art techniques for content-based image retrieval.

1 Introduction

Image coding is the key enabling technology in the current digital media revolution.
Traditionally, rate distortion criterion was the goal of image coding. Over the past
several decades, much effort has been spent on reducing the bit rate and improving the
distortion performances. It can be argued that to a certain extent, the rate distortion
criterion has been met by many modern image-coding techniques. In the author's view,
trying to improve bit rates by a fraction of bit per pixel and distortion by a fraction of
a dB on existing image coding frameworks is not the best use of resources. With the
explosive increase in visual data (image and video), the new challenge faced by the
research community is how to make the vast collection of images and video data
easily accessible.

Content-based image indexing and retrieval is a promising technology for
managing large image/video databases [1]. Research in this direction has been actively
pursued in different disciplines for over a decade. Well-known techniques such as
colour histogram [2] and textures descriptors [3], newer methods such as color
correlogram [4] and blobworld [5], and many others variations [1] have been
developed. In terms of image retrieval accuracy and relevance, all these methods have
different strengths and weaknesses. In the present paper, we attempt to address a
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common weakness associated with traditional approaches to content-based image
indexing and retrieval.

Naïve approaches to content-based image indexing store images using standard
compression techniques and store low-level image features as explicit side information
as indices. However, these methods are unsatisfactory because extra side information
leads to data expansion; the use of pre-computed indexing features restricts the
flexibility of retrieval methods; and computing new indexing features requires either
partial or full decompression, which demands extra computation. Since image coding
is an essential component of an imaging system, what would be better, is to make the
coded bits accessible "midstream" without the need to decompress the image. Making
image data accessible in the compressed domain, or midstream, has been advocated as
an extra criterion for image coding, the so-called "4th criterion" [6].

Segmentation based image coding, also known as the second generation image
coding, was once regarded as a very promising image compression method and was
actively pursued by researchers in the 1980s [7]. However, its full potential was never
realized due to the algorithmic and computer hardware limitations of the time. We
believe this line of research will be useful in managing large image databases. In
particular it can be used to compress images to moderate bite rates and to enable fast
processing in the compressed domain for easy content access. Completely
unconnected to image coding and compressed domain content access, the blobworld
system [5] has demonstrated the advantages of segmenting images into meaningful
regions for content-based retrieval. In this paper, we present the region and color co-
occurrence matrix (RACOM) easily computable from the compressed domain of an
adaptive segmentation based image coding method [8]. Using the RACOM as image
content descriptor we have successfully applied it to content-based image retrieval
from large image databases

This paper is organized as follows. In Section 2, we briefly review a variable block
size segmentation based image compression method and describe an adaptive image
segmentation algorithm. In Section 3, we present the region and colour co-occurrence
matrix (RACOM). Section 5 presents experimental results and concluding remarks are
given in Section 6.

2 Segmentation-based Image Compression

Broadly speaking, segmentation based image methods are often classified as 2nd

generation image coding [7]. The idea behind this scheme is that if we can classified
image regions into different classes, then we can allocate different number of bits to
different regions according to the properties of the region thus achieving optimality in
rate-distortion performance. However, in unconstrained image segmentation, both the
numbers of the regions and their shape are determined solely by the image being
examined. This fact implies that a very large number of bits may be needed to
represent the shape and location information. Therefore, certain constraints have to be
imposed in segmenting the image into regions for efficient coding. Many methods
based on this principle have been developed over the years. One such technique,
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which represents one of the most promising segmentation-based approaches to image
coding was the variable block size segmentation technique developed by Vaisey and
Gersho [8]. As has been reported in [8] excellent rate distortion performance can be
achieved by such a method. For details of coding methods and achievable bit rates,
readers are referred to [8]. Of particular interest to our current project is the way in
which each variable size block is coded. In particular, the average colour of the block
is coded separately which implies it is readily available with minimal computation.
Although many other properties of each variable size block are computable also, we
shall only exploit the mean colour and study the use of other properties in the future.

Following the essential idea of [8], we have developed our own implementation of
the variable block size segmentation method, and we will not repeat the original
implementation (the complete coder) in full. Instead, our interest is to demonstrate that
image content description features can be easily computed from the compressed bit
streams (the block mean colour) of this type of image coding techniques for content-
based image retrieval. The constraints we used in this work were as follows: 1) the
shapes of the regions were restricted to be square; 2) the maximum size of the regions
must not exceed N x N; 3) within each region, the pixels must have similar colours.
Therefore an image is segmented into squared regions of sizes 1 x 1, 2 x 2, 3 x 3, 4 x
4, ..., N x N. The procedures is as follows.

Step 1. Scan the image from left to right top to bottom direction. If the current pixel p(x, y)
has been assigned a region label, then move to the next pixel. Notice we are working on colour
images and p(x, y) is a vector.

Step 2. If p(x, y) has not been assigned a region label, then do the following
2.1. Set S = 1
2.2. Calculate
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2.3. If e(x, y) < EL; where EL is a pre-set error limit value, and p(x+S, y) and p(x, y+S) have
not been assigned a region label, and S < = N, where N is a pre-set maximum region size, then
increase S by 1 and go to 2.2, otherwise go to 2.4

2.4 Label all p(x + i, y +i), i = 0, 1, ..., S-1, with the next available region label.
Step 3. If not reach the end of the image go to 1. Otherwise stop.
As an example, Fig. 1 shows an image segmented by the algorithm. Notice that we have not

implemented the full coder, because the mean colour of each block will be readily available in a
real coder [8] we shall use the mean colour of the segmented blocks directly to derive image
content description features in the next section.

3 Region and Colour Co-occurrence Matrix

For the compressed bit streams of the variable block size segmentation based colour
image coding, the average colours of the blocks are readily available [8], so are the
sizes of the blocks. It is based on the block mean colours and the block sizes we
construct the region and colour co-occurrence matrix (RACOM). The RACOM is a
two-dimensional array. Each cell, RACOM (m, n), records the probability that a
segmented region (SR) of size n x n having an average colour Cm. We know that the
number of block sizes are fixed by the coding algorithm, in order to keep the size of
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RACOM small, we have to restrict the number of possible colours. Similar to colour
correlogram [4], we use a colour table CTg = {Cg(0), Cg(1), …, Cg(M)} (used by all
images) to quantize the mean colours in each region to a small fixed set of colours.
Notice that the colour table has not been used to code the image but used only for the
construction of RACOM. Formally, the RACOM is constructed as

nmmCQnSRSizenmRACOM SR ,},)(|)(Pr{),( ∀=== (1)

where CSR is the mean colour of the region and Q is the colour quantizer with a codebook
CTg. The size of RACOM is O(M x N). Since the number of regions in a typical image will be
small and it may be possible to construct RACOM on the fly. In addition, we found that
RACOM is very sparse and can therefore be stored very efficiently.

4 RACOM for Content-based Image Retrieval

Using RACOM described in the last section as image index, we can perform content-
based image retrieval from image databases. To construct the image data database, we
can store the RACOM or compute it on-line. Content-based retrieval can be
performed by comparing the query image’s RACOM with those of the images in the
database use an appropriate distance measure. We have found that the following L1

norm distance measure worked well. Let RACOMq and RACOMd be the RACOMs of
the query and database images respectively. The similarity of the two images can be
measured as the L1 distance as follows:
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5 Experimental Results

We have tested the RACOM’s performance in content-based image retrieval using a
database of 20,000 photography color images from the Corel Photo collection. We
collected 96 pairs of similar images from various sources as query ground truth. The
query images were embedded in the database. The goal was to use one image as query
to retrieve the corresponding target image from the database. A subset of the query
images is shown in Fig. 2.

In the results presented below, EL = 15, N = 8 and M = 64 (the number of colours).
As a comparison we have also implemented the color correlogram of [4] (4 distances
and 64 colors). In total, 192 queries were performed, and for majority of the queries,
the target image was returned in the first few positions for both colour correlogram
(CC) and RACOM. This is in agreement with similar studies by other groups. The
cumulative retrieval rate, i.e., the number of retrieved target images above a certain
rank, of the CC and RACOM method is shown in table 1. As can be seen, both
methods have very similar performance. The average rank of all target images for the
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CC method was 265 and for the RACOM method was 129. The average rank was high
because a few queries returned their targets in positions greater than 1000. If we
consider a query which returned its target at a position higher than 30 as failure, then
CC had a success rate of 169/192 (88%) and RACOM had a success rate of 168/192
(87.5%). Examples of retrieved images are shown in Fig. 3.

Fig. 1. Images segmented using different values of EL.

Cumulative Retrieval Rate
Method <= 10 < = 30 <= 100

CC 163 169 174
RACOM 157 168 174

Table 1. Cumulative retrieval rate performances

6 Concluding Remarks

In this paper, we have introduced an effective image content descriptor easily
computable from the compressed domain of 2nd generation image coding methods. We
demonstrated its usefulness in content-based retrieval of colour images in large image
database. It is fair to say that 2nd generation coding methods were not favored based
on the traditional rate distortion only criterion of image coding. However, with the
new demand for easy content access, this type of image coding techniques may have
overall advantage over current MPEG and JPEG frameworks in developing image
coding and representation methods which will not only satisfy the traditional rate
distortion criterion but also the new easy content access criterion of image coding.
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Set A Set B

Fig. 2. .Query image pairs. For each image in Set A, there is a target image in Set B

(a) (b)
Fig. 3. , Examples of retrieved images. The top-left corner image is the query and subsequent

ones from left to right top to bottom are returned images ordered according to their similarity to
the query. (a) results of colour correlogram. (b) results of RACOM.
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Abstract. In this paper, we present Scene Structural Matrix (SSM) and apply it
to the retrieval of landscape images. The SSM captures the overall structural
characteristics of the scene by indexing the geometric features of the image. A
binary image tree (bintree) is used to partition the image and from which we
derive multi-resolution geometric structural descriptors of the image. It is
shown that SSM is particularly effective in retrieving images with strong
structural features, such as landscape photographs. We show that SSM is robust
against spatial and spectral distortions thus making it superior to current state of
the art techniques such as color correlogram in certain applications. We will
also show that images retrieved by the SSM are more relevant than those
returned by color correlogram and color histogram.

1 Introduction

Content-based indexing and retrieval [1] have attracted extensive research interests in
recent years. Traditional methods use global statistics of local image features, e.g.,
color histogram [2], color correlogram [3] and their variance as image indices. These
methods have been shown to be very successful in retrieving images with similar
local feature distributions. However, since these measures do not take into account the
locations of the local features, the retrieved results often do not make a lot of sense.
For example, using a landscape image with blue sky on top and green countryside at
the bottom as query example and trying to retrieve images with similar structures, i.e.,
blue sky on top and green countryside at the bottom, methods based on global
statistics of local features often give very unsatisfactory results. Another scenario is
one in which two or more images of the same scene photographed under different
imaging conditions, e.g., images of a countryside taken at dusk or dawn under a clear
or a cloudy sky. Using one of these images as a query example often fails to retrieve
other images of the same scene taken under different time or conditions. In yet
another situation maybe one in which a same scene imaged by different, uncalibrated
devices. Using one image taken by one device may fail to find the same scene taken
by other devices.
In this paper, we present a method which uses a binary image tree [8] to partition an
image recursively into hierarchical sub-images and introduce the Scene Structural
Matrix (SSM), a 2-dimensional table to summarize the geometric structures of the
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partitioned image. We use the SSM as image indices for content-based image
retrieval. Experiments have been performed on an image database consisting of over
7000 high-resolution photographic color images. It is shown that the SSM is
particularly effective in retrieving images with strong structural features such as
landscape images. It is also shown that the SSM is more robust to spatial and spectral
distortions than traditional color histogram and state of the art color correlogram
methods and therefore is advantageous in applications such as retrieving images of
the same scene imaged at different time and under different imaging conditions.
The organization of the paper is as follows. Section 2 describes the scene structural
matrix. Section 3 presents the application of SSM to content based image retrieval.
Section 4 presents experimental results and section 5 concludes the paper

2 Scene Structural Matrix

To construct the SSM, we first segment the image using a simple, easy to implement,
binary image tree (bintree) adaptive image segmentation method [8], which can be
regarded as a much simplified version of binary space partitioning tree image
segmentation method [4-6]. An image (assumed rectangular in shape) is first cut into
two equal sized sub-images by either a vertical or a horizontal straight line. Each of
the resulting two sub-images is again cut into two equal sized sub-images by either a
vertical or a horizontal straight line. The process is repeated for each of the
subsequent sub-images until a stopping criterion (e.g., when the pixel value variation
in the sub-image falls below a preset value) is reached. Figure. 1 illustrates such a
scheme.

0 0.5 1
0

0.5

1

A1
a A

2

0 0.25 0.5 1
0

0.5

1

b

c

C
1

B
2

B
1

C
2

0 0.250.375 0.5 0.75 1
0

0.5

1

fe

g

d

G
1

D
2

F
1

F
2

D
1

G
2

E
1

E
2

Fig. 1. The bintree adaptive image segmentation scheme. The original image is partitioned by
the vertical line a into two equal sized halves (left); Lines b and c partition the resulting two
halves (middle); and the resulting four sub-images are partitioned by the lines d, e, f and g
(right). The capital letters denote the characteristics of the corresponding region. They might
represent the region average color, the distribution of color or even textures.

Whether a sub-image (including the original) is cut by a horizontal or a vertical
line depends on the structure of the sub-image (hence the segmentation is adaptive),
and there are many criterion can be used. One method is to cut the sub-images based
on the predominant edge orientations. In this method, the horizontal and vertical
gradients are first calculated and the sub-image is cut based on the magnitudes of the
directional gradients. If the vertical gradient dominates, then the sub-image is cut
horizontally, otherwise vertically. Some edge detection operators [7] may be used to
calculate the directional gradients. Let Gh(i, j) and Gv(i,j), i = 0, 1, ... M-1, j = 0, 1, ...,
N-1, be the horizontal and vertical gradients respectively, of an M x N sub-image to
be partitioned. We calculate
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If Gh > Gv, the sub-image will be cut vertically otherwise horizontally. Figure 2
shows an example of the segmentation.

Fig. 2. From left to right: Original landscape image, 1st, 4th, 7th and 12th level partition. Each
sub-image is painted by its average color

Based on the bintree segmented image, we construct a table termed scene structural
matrix. The rationale for building the SSM is that because the reconstruction are
perceptually similar to the original, then the features from the reconstruction can be
used to recognize the original. The fact that we recursively cut the image with only
horizontal and vertical lines means that there are some very simple geometry
structures can be extracted. When a line partitions a sub-image, it intersects with the
two borders of the sub-image which are perpendicular to it forming a T shape
structure at different resolutions (refer to Figure 1, the dash and solid lines). It is
based on this T shape structure we build our scene structural matrix. The SSM is a
two dimensional array indexing the T shape structures of the bintree segmented
image. There are only two types of T shape structures and their conjugates. Therefore
only the +  and the - structures need to be indexed since (+ and ¦ ) and ( - and - )
will always appear in pairs. It is clear, at different level and depending on how a sub-
image is cut, the two arms of the T-shape features will have different length. The
SSMs capture this fact by indexing the T-shape features of various sizes. There are
two SSMs, SSM+  and SSM-  indexing the two unique T-shape features. Each cell in
the matrix corresponds to the T-shape with a certain arm lengths. The values of the
cells in SSM+  are the accumulated average color difference across the horizontal arm,
and the values of the cells in SSM-  are the accumulated average color differences
across the vertical arm. The formal description of the SSM is as follows: Let hi =
H/2i, vj = V/2j, where i, j = 0, 1, 2, … are two integers, H is the horizontal dimension
of the image and V is vertical dimension of the image.

Let ha and va be the lengths of horizontal arm and vertical arm of the T shape
features. We have

SSM+  (i , j) = SSM+  (ha = hi and va = vi) = ACC | Ctop - Cbottom |
SSM-  (i , j) = SSM-  (ha = hi and va = vi) = ACC | Cleft - Cright |

where ACC denotes accumulation, and Ctop is the average color of the top half and
Cbottom is the average color of the bottom half of the partition. Similarly, Cleft  is the
average color of the left half and Cright is the average color of the right half of the
partition. As an example, Table 1 shows the SSMs of the scene partitions of Figure 1.
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SSM+ SSM-

0 0 0 |A1-A2| |B1-B2| |E1-E2|
|C1-C2| 0 x 0 |F1-F2| + |G1-G2| x
|D1-D2| x x 0 x x

Table 1. The Scene Structural Matrices (SSM) of the segmentation of Figure 1. The capital
letters denote the average colour vectors of their corresponding sub-images

3 Content-Based Image Indexing and Retrieval Using SSM

We can use the SSMs as image indices for content-based indexing and retrieval in
image database application. The SSMs for each image in the database are constructed
and image retrieval can be based on comparing these SSMs with that of the query
image. It is worth noting that only a few (5 to 8) levels of partition suffice, hence the
size of SSM is very small. Let SSMq(i, j) and SSMd(i, j) be the SSMs of the query
image and the database image respectively. The similarity of the two images can be
calculated by

D (q, d) = min { D1(q, d), D2(q, d) }
D2(q, d) = Σ i Σ j  (W(i,j)(|SSM+ q(i, j)-SSM+ d(i, j)| + |SSM- q(i,j)-SSM- d(i,j)|))
D2(q, d) = Σ i Σ  j (W(i,j)(|SSM+ q(i,j)-SSM- d(i,j)| + |SSM- q(i,j) SSM+ d(i,j)|))

The min {} operator guarantees a zero difference between identical images rotated by
90°. The matrix W(i,j) allows us to use different weights to the contribution of coarse
and detail features of the image. Intuitively we would like global features to be more
dominant than detail features. A typical weight matrix is

0 1 2
0 1 ½ 1/3
1 ½ 1/3 x
2 1/3 x x

Based on the image similarity measures, images that have smaller distances are
considered more similar to the query and are returned to the user.

4 Experimental Results

We have implemented the SSM method for image indexing and retrieval using an
image database of 7400 high-resolution color photographic images, a subset of the
commercially available Corel Photo collection widely used by other research groups.
From the database, we randomly chose 50 landscape images. In the experiment, each
of these images was subjected to various spatial and spectral processing before being
used as query image. The aim was to use the distorted (processed) image as query and
retrieve the original image from the database. The processing performed include
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spectral (color) modification, spatial resolution scaling, and spatial filtering. As a
comparison, we have also implemented color histogram (CH) [2] (4096-bin) and
color correlogram (CC) [3] (4 distances, 64 colors) methods. For the results presented,
the SSMs were built based on 7 level bintree partitions. The cumulative recall rate,
i.e., the number of retrieved original images above a certain rank, of various
processed images as queries and using different query methods are shown in Table 2.

The results show that SSM method is more robust to color alteration than the other
two methods. It is also far more robust to scaling than color correlogram method and
relatively stable to spatial smoothing. Furthermore, SSM retrieved far more relevant
images than the other two methods. Figure 3 shows some examples. It is clearly seen
that CC returns completely irrelevant images while CH despite being able to retrieve
the original image the other returned images have little relevance to the query. On the
other hand, the SSM method not only successfully found the original image using the
distorted version as query, it also returned much more relevant images. These results
clearly demonstrate the superiority of SSM method as compared to the others.

5 Concluding Remarks

We have presented an image content descriptor which captures simple geometrical
structures within an image and indexes them efficiently into two relatively small
matrices. It has been shown that this method has good performance in retrieving the
original image when the same image having undergone substantial spatial and spectral
processing was used as query. Furthermore, the method has been shown to return
much more relevant images than state of the art methods when applied to landscape
image retrieval. The concept of SSM is unique in the literature. It is worth pointing
out that in the current paper only one of many possible image features was used to fill
the contents of SSM.
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Ranks
1 < =10 < = 20 < =50

Distortion C S F C S F C S F C S F
SSM 2 37 47 23 46 50 38 49 50 46 49 50

Method CC 0 0 49 0 1 50 0 2 50 0 3 50
CH 0 50 50 0 50 50 0 50 50 1 50 50

Table 2. Cumulative Recall Rate (out of 50) when the query images were subjected to various
distortions. Method codes: SSM-Scene Structural Matrix; CC-Color Correlogram; CH-Color
Histogram. Distortion codes: C-color modification (-80% of overall hue and saturation, and
+30% of overall intensity); S-spatial scaling (reduced to 1/16 in size); F-Filtering processing
(7x7-neighborhood averaging). The table should be interperated as for example: when the
query images were subjected to colour distortion (C), SSM retrieved 2 (out of 50) target images
in the 1st rank, CC and CH retrieved none in the 1st rank etc.

Original image (left) and its 1/16th scaled version (right) which is used as query

The first 10 returned images by using SSM method

The first 5 returned images by using Color Histogram method

The first 5 returned images by using Color Correlogram method

Fig. 3. The first few returned images by using three retrieval methods when the target image is
scaled down to 1/16th of its original size. The images are displayed as square for convenience
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Abstract� This paper discusses digital watermarking from the view�
point of communications with side information �SI� since SI may be
quite informative from a watermarking perspective� We survey several
watermarking methods that were developed by utilizing the SI concept�
We further classify these SI�based methods into two categories according
to where the SI is available and where it comes from� We believe that in�
corporation of multiple side information might be helpful in developing a
better watermarking scheme� i�e�� a system with capabilities of blind de�
tection� robustness �resistant to both removing and geometric attacks��
and correct recovery of multiple�bit message�

� Introduction

Digital watermarking ��� has received much attention for intellectual property
protection� Typically� a watermarking system is composed of an embedder and
a detector� At the embedder side� a watermark is concealed into the cover data
and makes the combined data become a stego data� After the transmission of
stego data� the hidden watermark is detected at the detector side� Under this
paradigm� embedder and detector in watermarking correspond to transmitter
and receiver in communication �see Fig� �	�

Conventionally� watermarking is proposed to be a spread spectrum�based
style ��� by regarding both the cover data and the hidden watermark as noises�
That is� the information about the cover data are not utilized� Furthermore�
some environmental factors that may be available during watermark embedding
are not used also� Therefore� conventional watermarking scheme is limited in its
capability of robustness and
or detection�

Recently� some researchers have begun to explore the relationship between
watermarking and communications� They tried to �nd a new way to connect
both watermarking and communications to further improve the robustness� Cox
et al� ��� were the �rst ones who explicitly proposed to view watermarking as
communications with side information� Their idea was to use cover data as SI
to enhance robustness�

In this paper� we survey state of the art watermarking methods involving
the concept of communications with side information� In particular� those wa�
termarking methods which originally do not explain their ideas from the aspects

H.-Y. Shum, M. Liao, and S.-F. Chang (Eds.): PCM 2001, LNCS 2195, pp. 927–932, 2001.
c© Springer-Verlag Berlin Heidelberg 2001
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Fig� �� A common watermarking system composed of an embedder and a detector�

of side information in communications will be re�interpreted� We will explic�
itly point out what available information could be used as prior knowledge for
watermarking� We also examine from which the prior knowledge comes�

� Communications with Side Information �SI��based
Watermarking

Some kinds of side information �SI� used in the existing watermarking methods
will be discussed�

��� SI� Available at Detector and Comes from Pilot

In order to resist against geometric attacks� calibration signal might be embed�
ded and then extracted to recovery the e�ects caused by geometric attacks� For
this situation� a reference watermark �or a key�dependent pilot� ��	 which can
be known at the detector plays the role of watermark recovery �see Fig� 
�� A
reference watermark is a synchronization pattern which can be easily generated
by a key and is able to detect a�ne transformation at the detector� Although
reference watermark is helpful to resist geometric attacks� it is easy to be de�
stroyed when geometric attacks are combined with removing attacks �such as
compression or �ltering��

��� SI� Available at Embedder and Comes from Channels

For copyright protection� robustness is a critical requirement� In order to resist
various attacks� the behaviors of attacks should be taken into consideration to
design a more robust watermark embedding technique� In �
	� we have observed
the importance of the behaviors of attacks and proposed the so�called �cocktail
watermarking� approach� In fact� we have found that the behaviors of attacks
either increase or decrease most of the transformed coe�cients �DCT or wavelet��
This prior knowledge available at the channels �attacks� are� thus� utilized at
the embedder side to design a new modulation strategy �see Fig� ��� To my
knowledge� this might be the �rst paper that takes the prior information about
attacks into consideration in watermarking�
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Fig� �� Watermarking system using a reference watermark as side information�

Fig� �� Watermarking system using channel�s behaviors as side information�

��� SI� Available at Embedder and Comes from Detector

Attackers are always smarter and one step ahead� Therefore� newly generated
attacks may defeat the current watermarking methods� For example� the �copy
attack� ��� and the �denoising and perceptual remodulation attack� ��	� are two
denoising
based attacks that will crack many watermarking methods� Basically�
the above two mentioned attacks used denoising
like technique to predict the
hidden watermarks� which were then used smartly to create the false negative or
the false positive problem� Owing to the denoising
based watermark prediction
could be used to extract the watermarks� this prior knowledge available at the
detector can also be used at the embedder �see Fig� �� to design a new modulation
strategy to resist various attacks including the two denoising
based attacks� In
�
�� we have proposed a shrinkage
based image watermarking scheme� which can
achieve both oblivious and robustness requirements� Especially� denoising
based
attacks ��� �	� can be tolerated� The major drawback of �
� is that each image
should be associated with a secret key�

��� SI� Available at Embedder and Comes from Cover Data

In ���� Cox et al� were the �rst ones who explicitly introduced the concept of view

ing watermarking as communications with side information �see Fig� ��� More
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Fig� �� Watermarking system using the detector as side information�

speci�cally� they used the cover data as the prior information which was avail�
able at the embedder such that a new watermarking scheme could be designed
�see Fig� ��� In their scheme� the embedded signal S� which is composed of an
extracted signal V and a watermark K� is perceptually similar to the extracted
signal to achieve �delity and is highly correlated with the hidden watermark K
to achieve robustness� In general� S can be obtained as a combination of V and
K by a mixing function f � i�e��

S � f�V�K�� �	�

A sub�optimal way of computing S is de�ned as

S � V 
 � � K� ���

where � is a weight� However� there is no practical method proposed by them�
Recently� we have proposed a watermarking scheme ��
 based on the concept of
��
 but with a new embedding strategy design�

Fig� �� Watermarking as communications with side information�

��� SI� Available at both Embedder and Detector and Comes from

Cover Data and Pilot

In �		
� the authors used more than one side information for watermarking �see
Fig� ��� The stochastic model was used to derive an image�dependent noise vis�
ibility function �NVF� for content adaptive watermarking� That is� cover data
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Fig� �� Watermarking with side information available at the embedder and coming

from cover data�

is used for channel state estimation at the embedder� In addition� in order to
achieve reliable watermark detection both geometric attacks and removing at�
tacks have been considered� For geometric attacks� the authors propose to allo�
cate a watermark in a periodical block in order to improve the robustness over
the autocorrelation function of the watermark itself ���� For removing attacks
such as compression� they took into account the channel that can be modeled as
generalized fading plus generalized noise� The above results implied that their
watermark was �nally determined after the a�ne estimation and the channel
estimation 	fading
noise� at detector� Such a �channel state estimation
 de�
termines the robustness capability� This approach is intrinsically better than
the ones described in the above in terms of robustness� However� it is still not
clear whether the embedded watermark could still survive under combinations
of geometric attacks and removing attacks or denoising�based attacks ��� ����

Fig� �� Watermarking system using cover data� reference watermark� and channel as

side information�
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� Conclusions

In this paper� the watermarking methods that employ the concept of side infor�
mation have been reviewed� We have identi�ed that side information �SI� could
be available at the embedder� channel� or detector� In addition� side information
can come from the cover data ��� 	
� channel ��� ��
� pilot �
� �� ��
 or detector ��
�
It has been con�rmed that side information�based watermarking methods are
better since more requirements of watermarking can be achieved�

At present� it is still not possible for a watermarking scheme to resist all
attacks because attackers are always smarter and one step ahead� In addition�
it is also challenging for a watermarking scheme to satisfy all the requirements
of watermarking� We believe that the uses of di�erent types of side information
might signi�cantly help us develop a complete watermarking scheme�

References

�� I� J� Cox et al�� �Secure Spread Spectrum Watermarking for Multimedia�� IEEE
Trans� on Image Processing � Vol� �� pp� ���	���
�� �����

�� I� J� Cox� M� L� Miller� and A� McKellips� �Watermarking as Communications with

Side Information�� Proc� of the IEEE � Vol� 
�� No� �� pp� �������
�� �����
	� M� Kutter� �Watermarking Resistant to Translation� Rotation� and Scaling�� Proc�

SPIE Int� Symp� on Voice� Video� and Data Communication� ���
�

� M� Kutter� S� Voloshynovskiy� and A� Herrigel� �The Watermark Copy Attack��

Proc� SPIE� Security and Watermarking of Multimedia Contents II � Vol� 	���� �����
�� C� S� Lu� S� K� Huang� C� J� Sze� and H� Y� Mark Liao� �Cocktail Watermarking for

Digital Image Protection�� IEEE Trans� on Multimedia� Vol� �� No� 
� pp� ������
�
�����

�� C� S� Lu and H� Y� Mark Liao� �An Oblivious and Robust Watermarking Scheme

Using Communications�with�Side�Information Mechanism�� Proc� �nd IEEE Int�
Conf� on Information Technology� Coding and Computing �special session on Mul�
timedia Security and Watermarking Techniques�� USA� pp� ��	����� �����

�� C� S� Lu� H� Y� Mark Liao� and M� Kutter� �A New Watermarking Scheme Resis�

tant to Denoising and Copy Attacks�� Proc� IEEE Workshop on Multimedia Signal
Processing� special session on Watermarking for Industrial Applications� France�
�����


� S� Pereira and T� Pun� �Robust Template Matching for A�ne Resistant Image

Watermarks�� IEEE Trans� on Image Processing � Vol� �� pp� ���	������ �����
�� F� Petitcolas� R� J� Anderson� and M� G� Kuhn� �Information Hiding� A Survey��

Proc� of the IEEE � Vol� 
�� pp� ��������
� �����
��� S� Voloshynovskiy� S� Pereira� A� Herrigel� N� Baumgartner� and T� Pun� �Gener�

alized Watermarking Attack Based on Watermark Estimation and Perceptual Re�

modulation�� Proc� SPIE� Security and Watermarking of Multimedia Contents II �
Vol� 	���� USA� �����

��� S� Voloshynovskiy� F� Deguillaume� S� Pereira� and T� Pun� �Optimal Adaptive

Diversity Watermarking with Channel State Estimation�� Proc� SPIE� Security and
Watermarking of Multimedia Contents III � Vol� 
	�
� USA� �����



H.-Y. Shum, M. Liao, and S.-F. Chang (Eds.): PCM 2001, LNCS 2195, pp. 933–939, 2001. 
© Springer-Verlag Berlin Heidelberg 2001 

Adaptive Video Watermarking Scheme 

Xiangwei Kong, Yu Liu, and Huajian Liu 

Department of Electronic Engineering, Dalian University of Technology, Dalian, 116023, China 
kongxw@dlut.edu.cn; liuyu@student.dlut.edu.cn 

Abstract. In this paper, a new adaptive watermarking scheme for uncompressed and 
compressed video is presented. The proposed method embeds the watermark in DC 
components by quantizing DC coefficients to reference values, instead of 
embedding the watermark in AC components. To increase robustness and perceptual 
invisibility, adaptive quantization control strategy (AQCS) and error compensation 
strategy (ECS) are introduced. Experimental results demonstrate the proposed 
watermarking scheme is robust and invisible, and is feasible for real time system 
implementation. 

1 Introduction 

With the rapid growth of multimedia application including digital broadcasting and digital 
versatile disk (DVD), there has been significant recent interest in copyright protection of 
digital multimedia data such as video, audio and images. As a potential and effective way, 
digital watermarking becomes a very active research area of signal and information 
processing. Watermarking embeds an invisible signal into multimedia products and 
authenticates the ownership or other available information [1][2].

Watermarking scheme for digital video should include the capability to support 
following requirements [3][4][5]: 
− Invisibility: The watermark in video data should be invisible or imperceptible. 
− Robustness: The watermark should be difficult to remove without degrading the 

perceived quality of the video so much that it is of no commercial value any more. 
− Real time processing: The watermarking scheme should guarantee the real-time 

embedding and extraction process when considering a large amount of video data. 
− Interoperability: Although most video applications call for watermarking of 

compressed video, the scheme for watermarking of compressed video should be 
compatible with the scheme for watermarking of uncompressed video. 

The purpose of this paper is to develop a digital watermarking scheme that is suitable for 
the requirements mention above. We first present a basic watermarking scheme for 
uncompressed video. Then we extend the scheme to the domain of MPEG-2 compressed 
video. To increase robustness and perceptual invisibility, an adaptive quantization control 
strategy (AQCS) based on visual masking is proposed to avoid visible artifacts and an 
error compensation strategy (ECS) is introduced to avoid drift due to motion 
compensation. Experimental results demonstrate the proposed watermarking scheme is 
robust and invisible, and is feasible for real time system implementation. 

2 Scheme for Watermarking of Uncompressed Video 

Our watermarking scheme is based on two properties. The first property is that more 
robustness can be achieved if watermarks are embedded in DC components since DC 
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components have much larger perceptual capacity than AC components. The second one 
is that when we quantize a DCT coefficient to a reference value, this pre-quantized 
coefficient can be exactly reconstructed after subsequent MPEG compression if the 
original quantized step is larger than the one used in the MPEG compression. This 
property had been used for image authentication by Lin, and the proof of the property was 
presented in literature [2]. We utilize the two properties to embed the watermark 
information. 

Fig. 1 shows the basic steps of watermark embedding of uncompressed video. To 
develop a reliable technique, we introduce adaptive quantization control strategy (AQCS) 
based on visual masking to watermark embedding and extraction process. First, original 
video sequences are divided into 8x8 blocks and each divided block is transformed to 
DCT domain. Then, each block is classified with respect to the smoothness and edge
character of the block. Although sophisticated techniques were developed for HVS-
characteristics, the calculation of the smoothness and edge character of the block is kept 
quite simple. This is due to the fact that in the following section this calculation has to be 
done in the MPEG2-stream domain and hopefully in real-time. 

The parameter smoothness is simple the number of DCT coefficients which are not 
zero after quantization with the quantization matrix Qm. The parameter edge is calculated 
as simple as smooth: edge is the sum of the absolute values of DCT coefficients 
1,2,3,4,5,6,9,12,24 after quantization. The quantization matrix and the edge mask matrix 
are shown in Fig. 2. Block classification is performed as follows: 
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experimentally determined threshold value. Our experimental threshold value T0 is 3. 
After the block classification, we embed the watermark information in DC coefficient 

of each block. To embed a watermark information bit wk (bipolar binary bit) in DC 
coefficient Ck(0,0), we have to calculate: 
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Fig. 2. (a)Quantization matrix Qm , (b) Edge mask matrix 
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Fig. 1. Scheme for watermarking of uncompressed video 



Adaptive Video Watermarking Scheme      935 

)
)0,0(

()0,0(
~

0Q

C
RoundIntegerC k

k =
                                                 )2(

 Then we embed the watermark information bits by modifying Ck(0,0) to C'

k(0,0) as 
follows:  

≠⋅−+

=⋅
=

kkk
k

k

kkk

k wCLSBifQC
Q

C
C

wCLSBifQC

C
))0,0(

~
(,))0,0(

~)0,0(
sgn()0,0(

~
(

))0,0(
~

(,)0,0(
~

)0,0(
0

0

0
'

                     )3(

where Q0 is reference quantization step of DC coefficient. For watermarking, we quantize 
DC component using a pre-determined quantization step Q0 that is larger than 8, the 
maximal quantization step of DC component that is used in MPEG compression. In our 
experiment, Q0 take value as follows: if a block is a flat block, then Q0=12; otherwise 
Q0=16. If Ck(0,0) is modified to the reference coefficient C'

k(0,0), s.t. C’

k(0,0)/Q0 ∈Z, then 
this reference coefficient could be exactly reconstructed after MPEG compression 
according to the second property. In addition, this method can also resist these attacks 
whose distortion is smaller than half of Q0.

The recovery of the embedded watermark information is easily accomplished without 
knowledge of the original video. Given the watermarked video, we first divide it into 8x8 
blocks and for each block, we perform DCT. Then we perform the block classification, 
which is the same as the method used in embedding process of Eq.(1). From the result of 
block classification, the reference quanitization step Q0 is obtained. Then the watermark 
information w'

k will be extracted as follows: 
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3 Scheme for Watermarking of Compressed Video in MPEG-2 
Bitstream Domain 

In practical video storage and distribution systems, the video sequences are stored and 
transmitted in compressed format. Therefore, it must be possible to embed the watermark 
into the bitstream directly, instead of decoding and re-encoding the bitstream for the 
purpose of watermarking it.  In the following, we present a scheme for watermarking of 
compressed video in MPEG-2 bitstream domain that is compatible with the scheme for 
watermarking of uncompressed video given in previous section. Fig. 3 shows an 
according watermarking scheme.  

The principle of MPEG-2 video compression is motion-compensated hybrid coding. I-
frames are split into blocks of 8x8 pixels that are compressed using the DCT, 
quantization, zig-zag-scan, run-level-coding and entropy coding. P- and B- frames are 
motion compensated and the residual prediction error signal frames are split into blocks of 
8x8 pixels which are compressed in the same way as blocks from I-frames. 

In I-frames, the watermark embedding method is similar to the method for 
watermarking of uncompressed video given in previous section. In Fig. 3, on the left side, 
the incoming MPEG-2 bitstream is split into DCT encoded blocks and other information. 
The DCT encoded signal blocks are represented by a sequence of Huffman codes. Each 
incoming Huffman code is decoded (VLC-1) and inversely quantized (Q-1). After inverse 
quantization, we have DCT coefficients of the current block. Then we embed the 
watermark information into the DC coefficient of the current block in the same way as 
embedding method of uncompressed video. We then quantize (Q), Huffman encode 
(VLC) the watermarked coefficients, and output the watermarked MPEG-2 bitstream. 
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Since P- and B- frames are motion compensated, only the residual prediction error 
signal frames are encoded. To embed the watermark information into P- and B- frames, 
we extract, for each encoded 8x8 residual prediction error block of P- and B- frames, the 
corresponding block from previous reference frames. We then add the two blocks in the 
DCT domain to get the DCT coefficient block of decoded P- and B- frames. In addition, 
adding a watermark in previous frame results in degradation that will propagate and 
accumulate in the following frames. To avoid this problem, we introduce error 
compensation strategy (ECS) to watermark embedding process of P- and B- frames. 
Before watermark embedding process of P- and B- frames, we add a drift compensation 
signal in P- and B- frames that compensates for watermark signal from previous frames. 
Finally, we recover the DCT coefficient blocks of decoded P- and B- frames without drift. 
Then the DCT coefficient blocks without drift are classified and the reference quantization 
step Q0 is obtained. We embed the watermark information into P- and B- frames as 
follows: 
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where Ck(0,0) is DC coefficient without drift, ( )0)0,0()0,0(
~

QCRoundIntegerC kk = , and 

Bk(0,0) is DC coefficient of prediction error block. 
There are two methods of watermark extraction, one to extract the watermark from the 

reconstructed video at the output of MPEG-2 video decoder and the other to analyze 
MPEG-2 compressed video directly. The former is the same as the watermark extraction 
method of uncompressed video given in previous section, the reconstructed video data is 
used as the input source data for the watermark extraction. Alternatively, we may also 
analyze MPEG-2 compressed video directly. Watermark detector takes the watermarked 
MPEG-2 bitstream as its input, parses the bitstream and extracts the watermark 
information in bitstream domain. 

In order to detect the extracted watermark w’, we calculate the similarity of w and w’:
)/('),'( wwwwwwsim ⋅⋅= , then compare it with a threshold T1 to decide whether the test 

video is watermarked. Our experimental threshold T1 is chosen around 0.1. The watermark 
is considered to be present if sim>T1 and absent if sim>T1.
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4 Experimental Results 

The scheme of Fig. 3 has been implemented and computer simulation is used to evaluate 
the performance of the proposed method. Video sequences used for this experiment are 
120 frames of Mobile & Calendar and Flower. Each test sequence is encoded at bitrate 
4Mbps using MPEG-2 TM5 algorithm [6]. Each frame is of size 704x480. Each GOP 
(Group of Pictures) includes 15 frames and I/P frame distance is 3.  

Fig. 4 shows the example frames for the evaluation of the subjective quality of video. 
On the left side, the MPEG-2 encoded video frames without the embedded watermark are 
displayed, and on the right side, the compressed video frames with the embedded 
watermark are displayed. As can be seen, the MPEG-2 coded frame with watermark 
appears visually identical to the MPEG-2 coded frame without watermark. And perceptual 
degradation of video quality caused by the embedded watermark is evaluated by objective 
quality measurement. Table 1 shows the average PSNR results of MPEG-2 coded video 
with/without the embedded watermark at bitrate 4Mbps. The corresponding watermark 
extraction similarity values are shown in Fig. 6, and the presence of the watermark is 
easily observed. The embedded watermark can be extracted from the watermarked video 
without knowledge of the original video and is robust against frame cropping, low-pass 
filtering, and other. Cropping stands for cutting of one or more parts of the video frames, 
and Fig. 5(a) shows the resulting frame cropped for 30%. Fig. 5(b) shows the 
watermarked frame after low-pass filtering. The embedded watermark survived all those 
attacks. 

5 Conclusions 

In this paper, we first present a basic scheme for watermarking of uncompressed video. 
Furthermore, a scheme for watermarking of MPEG-2 compressed video in the bitstream 
domain has been presented. The latter is fully compatible with the scheme for 
uncompressed video. To increase robustness and perceptual invisibility, an adaptive 
quantization control strategy (AQCS) based on visual masking is proposed to avoid 
visible artifacts and an error compensation strategy (ECS) is introduced to avoid drift due 
to motion compensation. The watermark can be extracted from the reconstructed video or 
the MPEG-2 compressed video without knowledge of the original video. 
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Table 1. The average PSNR results of
reconstructed video with/without watermark

Test
Sequence

Mobile

Mobilew

Flower

Flowerw

I Frames P Frames B Frames

28.54dB 27.15dB27.93dB

28.13dB 27.21dB 26.58dB

33.75dB 32.14dB32.79dB

33.35dB 31.66dB32.28dB

Note: Mobile and Flower are reconstructed
sequences without watermark, but Mobilew and
Flowerw are reconstructed sequences with
watermark 
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Fig. 6.  Similarity values at MPEG-2
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(a)                                                         (b)
Fig. 5. The embedded watermark survived these attacks. (a) Frame cropped for 30%, (b) low-
pass filtering 

(a)                                                              (b) 

(c)                                                              (d) 
Fig. 4.  Frames from MPEG-2 coded videos with/without watermark at 4Mbps. (a) Mobile &
Calendar without watermark, (b) Mobile & Calendar with watermark, (c) Flower without
watermark, (d) Flower with watermark 
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Abstract. Error resilience techniques have already been an important part of 
video coding in error prone environments. In this paper, an error resilience 
algorithm is proposed for compressed video sequences based on H.263++. It 
applies several techniques including data partitioning, reversible variable length 
coding (RVLC) etc. Compared with H.263++ Data Partitioned Slice Mode
(DPS Mode), our proposed coder can be fully bi-directional decodable with 
more RVLC words as well as data partitioned packets introduced in the 
bitstream. In addition, a decoding model has been presented for it. Simulations 
show that the proposed method outperforms the conventional ones (H.263++
DPS Mode and H.263) in terms of PSNR under various error conditions, which 
significantly improves the quality of the reconstructed images.

1   Introduction

Current video compression algorithms  (H.263, MPEG4…)[1][2] used in real time
communications have achieved efficient compression by using techniques of
prediction, transform coding and variable length codes etc. But in error prone
environments, variable length codes are highly susceptible to the errors introduced in
the bitstream, predicative coding algorithm makes things worse since the errors in one
frame may be propagated to the future predicted images and rapidly degrade the
reconstructed image quality.

Error resilience techniques have been employed to reduce the effect of channel
errors. The syntax and structure of compressed video stream have been modified to
get more adaptive to the error prone environments. So far, error resilience[3] includes
the following stages: error detection and localization, resynchronization, data recovery
and error concealment[4].

To lessen the effect of error propagation in variable length codes, RVLC[5] has been
proposed which can be bi-directional decoded. If an error is detected and localized
between two resynchronization markers, the decoder can decode the erroneous
bitstream backward and reduce losses of information. Corresponding to it, data
partitioning[6][7] makes full use of macroblock(MB) information and puts motion vector

H.-Y. Shum, M. Liao, and S.-F. Chang (Eds.): PCM 2001, LNCS 2195, pp. 939–944, 2001.
c© Springer-Verlag Berlin Heidelberg 2001



940 L. Qiang, C. Huijuan, and T. Kun

and DCT data together to further improve the resistance of channel errors. Position 
markers are used to localize the positions of synchronization codes of bitstream, once
an error occurs in the data partitioned packet, the decoder can simply find the corrupt
position and use a backward decoding algorithm to recover the residual information.

Though many video compression codecs have adopted data partitioning and RVLC
techniques to improve their performance in error prone environments, they have only
partly introduced or realized them. In this paper, a fully bi-directional coding algorithm
based on the two techniques mentioned above is proposed, and a comp lete decoding
process model has also been accomplished for it.

This paper is organized as following. Section 2 describes the syntax and structure
of proposed video coding algorithms based on H.263++. Section 3 shows the
decoding process model. Simulation results are given in Section 4, and conclusions are
presented in Section 5.

2 Structure of Proposed Video Coding Algorithm

In this section, we will propose a novel structure of a video coding algorithm based
on H.263++. As we know, DPS mode[7] in H.263++ demonstrates a hybrid of data
partitioning and RVLC model, which shows good performance in erroneous
environments. But it considers more P-Frame coding than I-Frame coding, only motion
vectors and some header information for each of the macroblock unit are put together.
However if an error occurs in the bitstream of I-Frame, the residual data of the total
slice will be discarded, which will result in bad visual effects or even make the decoder
failure to work properly.

Fig. 1 Structure of macroblock layer

Fig. 2 Data Partitioning in Slice

Hence we propose a new coding structure which can be bi-directional robust-
decoded both in I-Frame and P-Frame coding modes, it can be fully reversible decoded
at any position of the bitstream. Fig1 shows the original structure of macroblock layer
of H.263 and the syntax elements of our proposed method are illustrated in Fig2, where
a slice we defined here presents one group of blocks (GOB).

Compared with original syntax of H.263, our proposed coder partitions a slice into
four different packets separated by various position markers. The header, motion
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vector and coefficient packets are employed with RVLC, while the CBPY packet is 
assigned with constant length code words. Furthermore, the coefficient packet in P-
Frames can select VLC or RVLC mode so as to make a tradeoff between compression
efficiency and error resilience performance.

The header and CBPY packets contain COD, MCBPC as well as CBPY information
for all the MBs  in a slice. The DC coefficients have been united together to separate
from AC ones, since they are more important than AC coefficients.

There are four types of position markers used here. The header marker separates the
header and motion vector packets, the motion marker separates the motion vector and
CBPY packet, and the resynchronization marker presents the start code of a new slice.
In order to avoid the start code emulation, a CBPY marker is inserted in the bitstream to
distinguish the CBPY codes from the start code.

From the syntax of the bitstream, we can see in all the partitioned packets, the data
can be fully bi-directional decoded, which will facilitate the decoding process and give
a better performance of reconstructed images in the erroneous environments.

3 Decoding Process Model

The decoder comprises three phases: error detection, error localization and error
concealment phase. In the next paragraph we will show the three phases in detail.

3.1 Error Detection

Error detection is used to find errors from the received video bitstream. Because no
FEC is employed, the decoder must comply the syntactic and logic constraints of
H.263++ and our coding rules. If one of the following instances occurs, an error code
is declared:

1. A codeword whose pattern is not listed in the VLC or RVLC table;
2. Motion vectors are out of range;
3. DCT coefficients are out of range;
4. More than 64 DCT coefficients are decoded in one block;
5. Conflict with the position markers declared in the encoder
Here we declare 5 patterns of error: resynchronization marker error (RSE), position

markers error (PME), header error (HE), motion vector error (MVE) and coefficient error
(CE). Once an error is detected, error pattern analysis and corresponding decoding
strategy will be applied to it. Due to the decoder, the resynchronization marker is most
important of all since it provides the resynchronization information for a whole slice,
the slice information will be totally lost if RSE occurs. PME, HE, MVE are less
important than RSE, they imply the damage of head information within a slice. HE and
MVE can be solved through backward decoding strategy, but if PME is detected, the
rest part of a slice is considered to be corrupt and must be discarded. CE is the least
important of all, which can also be handled with reversible decoding. Though the
coefficient packet is much less important than the other three packets in a slice, it
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plays an important role in I-Frame coding. If we use common VLC words in I-Frame
coding, the occurrence of the transmission errors will cause the residual coefficients
no use any more and the decoder must pause the VLC decoding and look for the next
resynchronization marker. Therefore, the MBs between the error code and the next
resynchronization marker are lost. RVLC provides the reversible decoding path and
make the losses to minimum, which dramatically improves the decoded I-Frame quality.

3.2 Error Localization

At the first stage, various error patterns are found and the proximate error positions
are located. In fact perhaps they are not the real positions where errors occur,
sometimes error occurs far before we have detected it. In such a case, we must obtain
the true position of the corrupt MB. Based on such an assumption that natural video
signals vary little in adjacent pixels, the statistical properties of the corrupt MB and its
correct neighboring MBs are calculated to find their differences. In our decoder model,
the similarity of left and top border edge pixels of the adjacent MBs is employed as the
rule for error localization. Assuming that MBi is an error MB we have detected, MBi-1 is
its left neighboring MB. The whole process can be described in three steps:
1. If MBi is located at the top edge of the frame, calculate the absolute sum of

difference between the pixels  of left row of MBi and right row of MBi-1, in case that
the sum is less than the predetermined threshold, then MBi-1 is declared to be
corrupt. In this case, step 2 will be skipped.

2. Calculate the absolute sum of difference between the pixels of top row of MBi-1

and bottom row of its above adjacent MB. In case that the absolute sum is greater
than the predetermined threshold, then we assume MBi-1 is damaged.

3. If MBi-1 is corrupt, then go back to step 1 and replace MBi with MBi-1, otherwise
MBi is considered to be the beginning corrupt MB. Following this strategy we can
also find the final position of corrupt MB in the reverse direction.

3.3 Error concealment

After the corrupt MBs are determined by the error detection and error localization
phase, we can apply error concealment algorithms to the corrupt MBs. 

In I-Frame, the damaged MB is reconstructed by the correct top and bottom
neighboring MBs, where the gradual interpolation method is used. In P-Frame, the
decoder uses the following error concealment schemes:
1. If an error occurs in the header partitions (RSE, PME, HE, MVE), then the decoder

uses its correct neighboring MBs to recover the motion vector information.
Furthermore, temporal predictive compensation algorithm is used and the corrupt
MB can be reconstructed from the previous frame through the recovered motion
vectors.
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2. If an error occurs in the coefficient partition, the decoder simply set all the corrupt 
DCT coefficients to be zero and apply the correct motion vector information to
reconstruct the corrupt MB.

4 Simulation Results

In our simulation, we assume that the channel is a binary symmetric channel, and
the transmission error is random error. Two test sequences are used for simulation,
whose conditions are listed in Table 1:

Table1 Simulation Sequence Conditions

Sequence Size Frame Rate Bit Rate

Foreman QCIF 10fps 64kbit/s

Miss America QCIF 20fps 64kbit/s

For the sake of comparing, we introduce another two robust video coders based on
H.263 and H.263++ DPS mode. The three schemes are marked with “Proposed
Method”, ”H.263 Normal Method” and “H.263++ DSP Mode” respectively. Different
BERs are evaluated on the video sequences list in Table1. Fig3 shows the final result.
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Fig 3. Performance Comparison of Foreman Sequence

It is obvious that the proposed coding scheme has provided a graceful degradation
upon the occurrence of transmission errors in objective quality, which provides robust
error resiliency better than the original methods in most cases, especially when BER
varies from 5.00E-05 to 2.00E-3. In the error free environment, our proposed coder may
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not be as efficient as the original ones due to the use of RVLC. However, with the 
careful selection of RVLC words, we can reduce this effect to minimum. In the other
hand, once BER increases, the original coders deteriorate much faster than our
proposed one, for they can only partially obtain information within a slice, the rest
parts are discarded and must be reconstructed from their neighboring MBs. On the
contrary, with data much packed and separated with each other, our proposed decoder
can use the information from both directions within a slice, which may not be
destroyed easily when the transmission error occurs.

5   Summary

This paper has presented an error resilience algorithm based on H.263++. The codec
has employed several error resilience techniques including data partitioning, RVLC etc.
Within this scheme, the structures of the bitstream are rearranged to improve the
resistance against the channel errors. It has been shown that the proposed algorithm
outperforms the conventional ones under various error conditions. In addition, we
also have shown a decoding model for the scheme, which gives a full solution to deal
with various patterns of the errors.

In the future, we will carry out experiments on best slice segmentation method and
mode selection algorithm between RVLC and VLC. It is a challenging and meaningful
work for us, and our future work will focus on it.
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Abstract. This paper proposes a based Call Admission Control (CAC) scheme which is 
based on measurement of past traffic situation and prediction of future sources. The 
scheme is presented by introducing an algorithm for prediction of the Cell Loss 
Probability (CLP). A free buffer threshold parameter is used together with the CLP to 
carry out the CAC. Unlike other CAC schemes[1-2], the proposed scheme does not rely 
on any existing traffic modeling, instead, a variable length history of input is used to 
compute the CLP and then compares the CLP with the required Cell Loss Ratio (CLR). 
By using the free buffer threshold parameter with the CLP, a good balance between the 
QoS requirements and the system efficiency is achieved.  Simulation results are 
included in the discussion of this paper.

1. Introduction 

Asynchronous Transfer Mode (ATM) has used as a major transport technology for 
broadband internet and multimedia services [3-4]. ATM networks provide inherent 
QoS guarantee for connections and achieve high system utilization. One of the most 
significant missions of traffic control in ATM is the Connection Admission Control 
(CAC). CAC is the control mechanism at the end of call requests to determine 
whether to admit or reject the call [5].   

This paper presents a predictive, measurement-based CAC scheme that achieves 
better results in terms of efficiency and QoS compared with existing schemes.  

2. CLP Prediction  

The CLP prediction algorithm relies mainly on a period of history data. A certain 
warming up period is required. During the warming up period a connection request is 
admitted according to its peak cell rate (PCR). That is, if the PCR for this connection 
is less than the available bandwidth, the call is accepted, otherwise rejected.

A connection request can be admitted if the request can be served without 
excessive cell loss by the switch which consists of buffer and outgoing link capacity. 
Our algorithm attempts to make full use of the buffer and outgoing link capacity. 
When a call request arrives, it checks, by using the predicted CLP, if the buffer can be 
used to allocate the amount of work in the call. The following is the description of the 
CLP calculation and buffer allocation. 
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As shown in Figure 1, a connection request arrives at time tj and we want to predict 
the cell loss probability for this connection request. Our algorithm for the prediction is 
specified as follows. 
1) A certain period of time from tj backwards that may include the warming up 

period is divided into equal intervals shown in Figure 1.   
2) We calculate the amount of work arrived between  

        ti-1 and ti, where i = 2, 3, …, j as: 

                              
                              Ai  - Ai-1 - µ * T, Ai  - Ai-1  ≥ 0 

    Wi-1, i =                                                

  µ * T   -   |Ai  - Ai-1|, Ai  - Ai-1  < 0,                                     (1) 

     
where Ai   denotes the amount of work available in the buffer waiting to be served 

at ti time, µ is the service rate, and T represents the equal time interval. 

3) The predicted cell loss probability is: 

               
                     ∀ {Wi-1, i   > Bj }
CLP   =                                                                                   

      j                                                      (2) 

where 1 ≤  i  ≤  j , and Bj is the free buffer at time tj. ∀ {Wi-1, i   > Bj } represents the 
number of intervals in which amount of work arrived that is greater than the current 
free buffer size at time tj. The parameter j is an important criterion in this algorithm. 
Depending on the CLR specified by the user, j can be selected according to the 
following:  

                     1 
   j ≥                                    
              min{CLR}                   (3) 

Formula (3) is the number of intervals used as the history data to calculate the 
CLP. However, the greater the total number of intervals is, the longer the warming up 
period will be. To reduce the warming up period, in the next section, we present a free 
buffer threshold parameter. Adjusting this parameter can achieve overall 
improvement in efficiency while the QoS is remained.  

The free buffer threshold together with CLP also forms the CAC scheme. 

A1    A2       A3 …          Ai  …                     Aj

t1         t2         t3   …       ti           …          tj

Fig. 1. Available amount of work in the system
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3. The CAC Scheme 

The reasoning used to perform the CAC control is as follows. If estimated CLP > 
CLR (cell loss rate as given by the user), it will reject the call, otherwise rather than 
accept the call straight away, we introduce the free buffer threshold parameter to 
avoid some unnecessary cell loss.  

The possible situation that causes cell loss is described here. When the free buffer 
size is very low and CLP is expected to be greater than CLR, then the call requests are 
rejected. However, after a certain period of time, the free buffer size will become 
larger due to the pass through of the admitted calls. At this point of time the CLP may 
become smaller. However, if we accept a call now, we may still face unnecessary cell 
loss because of insufficient free buffer size.  

This is the reason for us to introduce the free buffer threshold to make sure that the 
free buffer size is large enough so the call request can be accepted when CLP is 
smaller than CLR. The free buffer threshold is the minimum and mandatory free 
buffer size before further  call requests can be accepted. As specified above, the 
number of intervals can be calculated by formula (3). By adjusting the free buffer size 
threshold, we can actually vary the total number of intervals, aiming at reducing the 
length of warming up period. Basically, the bigger the free buffer threshold, the 
smaller the total number of intervals. 

In summary, our CAC conditions are as follows: 

• if CLP > CLR, the call request is rejected; 
• if CLP ≤ CLR and free buffer size ≥ free buffer threshold, the call request is 

accepted.

4. Simulation Results and Performance Comparison 

The simulation model consists of three major parts: the connection request queue, 
buffer capacity and link capacity, as shown in Figure 2. 

Connection requests are generated as a Poisson process with independent 
exponentially distributed holding time for VBR sources, feeding into a service queue. 
Once a connection request is generated, the relevant parameters to the request are 
randomly created (except CLR). The parameters include QoS criteria (i.e. CLR that is 
fixed at 10-6), traffic parameters like PCR (Peak Cell Rate) and amount of work, etc..  

Upon the arrival of a new connection request, the decision process is triggered to 
see if the connection request can be accepted, based on the above algorithm. 

If the call request is accepted, the amount of work will be put into the buffer. The 
buffer departure process adopts first-in-first-out discipline (FIFO).  
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Fig. 2. Simulation System Model 

The user interface of the simulation system allows us to specify service rate, buffer 
size, and control data such as total cells to be simulated and other parameters. The 
simulation results are stored into a database which includes the source data, service 
data and statistical results. The source data mainly consist of CLR, PCR, connection 
start time, connection duration and amount of work generated. The service data are 
composed of service rate, buffer size, free bandwidth, free buffer, CLP, accepted or 
rejected status, and cell loss ratio. The statistical results include service rate, buffer 
size, interval, number of intervals, total cells to simulate, buffer utilization and cell 
loss, etc. Table 1 illustrates some of typical simulation conditions.  

Table 1. Simulation conditions 

Service rate 155 - 622  Mbps 
Cell loss Rate 10-3 - 10-9

Total cell simulated 0.5 -5 million 
Free buffer threshold 1/10 -1/3 of total buffer  
Buffer size 100-1000 
Simulation interval size 20-40 cells 
History interval 1000-10000 

The comparison with other CAC schemes is based on the efficiency or utilization. 
Figure 3 illustrates the utilization achieved by different CAC schemes using various 
buffer size in terms of cells.  

Call

…

Calls Accepted 

Calls Rejected

CAC 
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Fig. 3. Comparison of CAC schemes 

The result of the proposed scheme shown in Figure 3 has not experienced any cell 
loss. 

In the simulation, the free buffer has been adjusted. Without cell loss, by changing 
the free buffer threshold, the following buffer utilization is achieved with two 
different buffer size, as shown in Figure 4.  

From Figure 4 we can see that if better utilization is to be achieved, adjustment to 
lower free buffer threshold will help. It is obviously a trade-off between the efficiency 
and the level of cell loss. 

5. Conclusions 

In this paper, a noval CAC scheme based on the prediction of cell loss probability and 
free buffer threshold has been presented. The simulation results show better 
performance of the proposed CAC algorithm. Apart from a comparison between the 
proposed scheme and the other shemes, the simulation is also run by using different 
free buffer threshold values to illustrate how the balance between utilization and 
quality can be better achieved. 
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Abstract. In this work, we incorporate a multiresolutional coding functionality
into the SPIHT algorithm [1]. The multiresolutional coding can be considered
as a kind of the region of interest (ROI) coding with multiple regions of inter-
est. Therefore, the ROI coding proposed by authors can be extended for the
multiresolutional functionality without any cost in performance. The parent of
ROI (PROI) and the multiple lists for insignificant sets and pixels, which were
proposed for the ROI coding, are also used for the multiresolution coding.

1.   Introduction

The image coder should provide a good rate-distortion performance. In addition,
several functionalities become important when we consider various applications. One
of the most important functionalities is the capability to encode various resolution
images in a single bit stream. The functionality gives us the flexibility in using the
network resources. While users with a narrow bandwidth can reconstruct a low reso-
lution image by decoding a small fraction of the bit stream, other users with a wider
bandwidth can reconstruct a high resolution image by decoding the whole bit stream.
It would be desirable to incorporate such a feature into an image coding system
without incurring heavy cost such as increased computational complexity or reduced
rate-distortion performance. Xiong et al. proposed a multiresolutioal image decoding
method [2]. They selected necessary coefficients to reconstruct various resolution
images. It is difficult to use the multiresolution method in the low bit rate environ-
ment.

In this work, we adopt the scheme of the region of interest (ROI) coding and
slightly extend it in order to incorporate multiresolutional coding functionality into
the SPIHT algorithm. The multiresolutional coding can be considered as a kind of the
ROI coding with multiple regions of interest.

This paper is organized as follows: The following section describes the SPIHT al-
gorithm briefly. Section 3 presents the ROI coding and the proposed multiresolutional
coding. Experimental results are given in section 4. Finally, we conclude this paper in
section 5.
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2.  SPIHT

The SPIHT algorithm is one of the most efficient algorithms for still image compres-
sion. This algorithm was designed to transmit images progressively. Using wavelet
transform, images are decomposed into subband images and the SPIHT algorithm
arranges the wavelet coefficients in the magnitude order and transmits them from the
most significant bit plane.

When a threshold is given, the algorithm partitions the coefficients or the sets of
coefficients into significant ones and insignificant ones. Significant coefficients are
added to the list of significant pixels (LSP) and insignificant coefficients are to the list
of insignificant pixels (LIP) or the list of insignificant sets (LIS). While the LIP con-
tains the insignificant pixels, the LIS contains the sets that include at least four insig-
nificant pixels. An entry of the LIS, that is a set, is partitioned into several significant
pixels, insignificant pixels, and insignificant sets when it contains one or more signifi-
cant pixels. Whenever the algorithm determines whether the coefficient or the set is
significant or not, it produces one bit for the information. The resultant bits from sig-
nificant tests are generated as many as the number of entries in the LIP and the LIS,
and the sign bits are produced as many as the number of entries that are added to the
LSP. Once a pixel is added to the LIP, the pixel generates a bit in every bit plane to
show whether it is significant or not. Therefore, it is impossible to reduce the number
of bits caused by such pixels after they are added to the LIP. To reduce the bit genera-
tion, we must keep the LIS from partitioning. This property is essential in adding
functionalities to the SPIHT algorithm.

3.  Multiresolutional Coding

In the previous work [2], they decoded the whole bit stream and selected the neces-
sary coefficients to reconstruct an image they wanted. It is difficult to use this func-
tion in the narrow bandwidth environment because the whole bit stream should be
transmitted to reconstruct even a small image. If we rearrange coefficients at the en-
coder, several decoders with different bandwidths can receive enough coefficients to
reconstruct images with the corresponding resolution. This is the purpose of multire-
solutional coding.

Fig. 1. (a) After wavelet transform, an image is decomposed into several subbands. (I) ROI for
the quarter resolution image. (II) ROI for the half resolution image with (I). (III) ROI for the
full size image with (I) and (II). (b) A coding sequence of the proposed multiresolutional cod-
ing.
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If the encoder puts the bit stream for a low resolution image at the front part, a de-
coder can reconstruct the low resolution image with only the small fraction of the bit
stream. If some decoders with wider bandwidth receive more bits, they can recon-
struct a higher resolution image with them. Therefore, we can consider each part of
coefficients as ROIs for reconstructing images. In Fig. 1 (a), we can think of the part
(I) as an ROI for the quarter resolution image, and we can reconstruct the half resolu-
tion image from the coefficients of the part (I) and (II). Thus we can apply the ROI
coding scheme into the multiresolutional coding. After describing the ROI coding in
section 3.1, we present the multiresolutional coding in section 3.2.

3.1 ROI Coding

The ROI coding is a method to code images with an emphasis to regions of interest.
Usually an encoder allocates more bits to coefficients of the ROI in order to empha-
size the ROI. We proposed an algorithm that incorporated this functionality into the
SPIHT algorithm [3].

a) Modified Sorting Pass:
a.1) for each entry (i,j) in all the LIP(p) for n≤p≤nmax do:

 if (i,j) is one of the ROI coefficients, do:
a.1.1) output Sn(i,j);
a.1.2) if Sn(i,j) = 1, then move (i,j) to the LSP and output the sign of ci,j;

a.2) for each entry (i,j) in the LIS(p) for n≤p≤nmax do:
a.2.1) if the entry is of type A, then

if (i,j) is one of the PROI coefficients, do:
output Sn(D(i,j));
if Sn(D(i,j)) = 1, then
for each (k,l) ∈ O(i,j) and it belongs to the ROI, do:

output Sn(k,l)
if Sn(k,l) = 1, then add (k,l) to the LSP and output the sign of ck,l ;
if Sn(k,l) = 0, then add (k,l) to the end of the LIP(n);
if L(i,j) ≠ ∅, then move (i,j) to the end of the LIS(n) as an entry of type B, and

goto Step a.2.2); otherwise, remove entry (i,j) from the current LIS(p);
if (k,l) doesn’t belong to the ROI coefficients, do:

move (k,l) to the end of the LIP(n);
a.2.2) if the entry is of type B, then

if (i, j) is one of the PROI coefficients, do:
output Sn(L(i,j));
if Sn(L(i,j)) = 1, then

add each (k,l) ∈ O(i,j) to the end of the LIS(n) as an entry of type A;
remove (i,j) from the LIS(p);

b) Refinement Pass: for each entry (i,j) in the LSP,
       except those included in the last sorting pass (i.e., with same n),

if (i,j) belongs to the ROI coefficients, do:
- output the n-th most significant bit of | ci, j |;

c) Quantization-Step Upgrade : decrement n by 1 and go to Step a) if n ≥ R

Fig. 2. Modified procedure for the ROI

In the ROI coding algorithm, coders perform the node test only when the node is
in the ROI mask, and also perform the descendant test only if the node is in the PROI
mask [3]. Then the LIP contains three types of coefficients: significant and non-ROI
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coefficients; insignificant and non-ROI ones; insignificant and ROI ones. At the fol-
lowing bit plane, sorting pass checks only the last ones and non-ROI coefficients stay
in the LIP unrelated to thresholds.

After coding the ROI, the coder must deal with coefficients that are excluded in
the ROI coding procedure. Then, the coder performs the node test for the entries in the
LIP from the large threshold. However, the LIP contains lots of entries that are added
to the LIP with relatively small thresholds. To reduce the bit generation, we partition
the LIP into multiple LIP(n), and the LIS into LIS(n).

When we divide the LIP into several LIP(n) during the ROI coding procedure, the
LIP(n) is a list of pixels that enter the list at the threshold of 2n. After the ROI coding
procedure, coders perform the node tests only the entries in the LIP(k), where k is
greater than n. From this division, we can save lots of significant tests of the nodes in
the LIS or the LIP. The modified coding procedure of the ROI is shown in Fig. 2 and
we underlined the modified parts of the algorithm. During the procedure of the non-
ROI coefficients, the coder concatenates the divided lists into each list, i.e., LIS and
LIP. We omit the procedure for the non-ROI because it can be easily deduced.

3.2 Multiresolutional Coding

In the previous section, we reviewed the ROI coding method. We apply the concept
of the ROI coding to multi-resolutional coding. As mentioned before, the multireso-
lutional coding is an ROI coding with multiple ROIs. In addition, the degree of inter-
est is different among the regions. In Fig. 1(a), the region (I) is the most interesting
and the region (II) is the second interesting. Therefore, we first encode the region (I)
with the ROI coding method. During the ROI coding, both the region (II) and (III) are
unrelated to the ROI. After completing the coding at the user-defined bit plane (R in
Fig. 2), the region (II) becomes the second ROI. After coding of the region (II), the
region (III) becomes the final ROI. Figure 1(b) shows such coding order, and the
narrow bars in each region are the sorted coefficients.

Let us consider the bit plane where coders finish the ROI coding procedure. As the
value of R is smaller, more bits are allocated to the corresponding ROI. On the con-
trary, a higher value of R supports wider regions. If the bit budget remains after en-
coding all of the regions, it is possible to code all coefficients in the whole regions
((I), (II), and (III) in Fig. 1(a)) using the original SPIHT algorithm.

4. Experiment Results

The following results were obtained from the Lena image with monochrome and
512×512 with 8 bpp for fixed rate coding. We used the 9/7-tap biorthogonal wavelet
filters [5] to decompose the image.

Figures 3 (a) and (b) show the layered bit streams generated by the previous mul-
tiresolutional encoding [2] and the proposed multiresolutional encoding at 1 bpp and
0.1 bpp, respectively. In the figures, we can see that the first layer of the bit stream
generated by the previous multiresolutional encoding method is much longer than the
first layer of our algorithm. This result shows that the number of coefficients for low
resolution image is very small. In addition, ‘R’ indicates a user-defined threshold –
how many bit planes the coders must deal with. With a high bit rate, encoder can deal
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with many bit planes (small R) as well as various resolution images. However, a low
bit rate limits the available bit planes and resolutions of support. This is coincident
with our intuition.

Fig. 3. (a) Left - Comparison of bit streams when the image is compressed with one bpp bit
rate. (b) Right - Comparison of bit streams when the image is compressed with 0.1 bpp bit rate
and with different thresholds.

Fig. 4. Reconstructed images with the proposed multiresolutional coding method (bit rate = 1
bpp) from a single bit stream. (a) 1/8 resolution. (b) Quarter resolution. (c) Half resolution. (d)
Full resolution.

Figure 4 shows the images reconstructed at different resolutions with the proposed
multiresolutional coding method. These images are reconstructed from a single en-
coded bit stream with the bitrate being set at one bpp.

Table 1 shows the computation times for encoding and decoding processes with
the original SPIHT algorithm and the proposed algorithm. We applied the proposed
method to the Lena image with 256×256 resolution. We got the results under a Penti-
um III (550 MHz) with Windows 2000. The computation time of the proposed algo-
rithm is almost similar to that of the original algorithm. This fact shows that there is a
little overhead for the additional functionality.
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bpp SPIHT Proposed
multiresolutional
coding method

1.0 0.19/0.13 0.20/0.13
0.9 0.18/0.12 0.19/0.12
0.7 0.16/0.10 0.17/0.10
0.5 0.14/0.09 0.14/0.09
0.3 0.12/0.07 0.13/0.07
0.1 0.10/0.05 0.10/0.05

Table 1. Comparison of computation times of the original SPIHT algorithm and the proposed
algorithm for encoding/decoding. (unit: sec)

5. Conclusions

We extended the ROI coding algorithm to incorporate a multiresolutional coding
functionality, which can decode multiresolution images from a single embedded bit
stream. By moving the ROI from the highest tree level to the lowest level, we can
obtain the multiresolutional coding functionality easily. The greatest advantage of the
proposed multiresolutional coding algorithms is that we can incorporate a new func-
tion into the SPIHT algorithm without cost loss in the performance. This multiresolu-
tional coding has many applications in network communications such as scalable
multicast transmission in heterogeneous network, fast decoding, image database
browsing, telemedicine, multipoint video conferencing, and distance learning, etc.
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Abstract: A Low-complexity and Low-memory Entropy Coder (LLEC) for im-
age compression is proposed in this paper. The two key elements in LLEC are
zerotree coding and Golomb-Rice codes. Zerotree coding exploits the zerotree
structure of transformed coefficients for higher compression efficiency.
Golomb-Rice codes are used to code the remaining coefficients in a VLC/VLI
manner for low complexity and low memory. The experimental results show
that the compression efficiency of DCT- and DWT-based LLEC outperforms
baseline JPEG and EZW at the given bit rates, respectively. When compared
with SPIHT, LLEC is inferior by 0.3 dB on average for the tested images but
superior in terms of computational complexity and memory requirement. In ad-
dition, LLEC has other desirable features such as parallel processing support,
ROI (Region Of Interest) coding and as a universal entropy coder for DCT and 
DWT.

1. Introduction

Recent impressive advance in image compression is mainly attributed to two aspects:
these are transform techniques followed by entropy coding of transformed coeffi-
cients, respectively. Discrete Cosine Transform (DCT) and Discrete Wavelet Trans-
form (DWT) are still the dominant transform techniques applied to current applica-
tions although LPPRFB (Linear Phase Perfect Reconstruction FilterBanks) [1] is
sometimes used. On entropy coding, static Huffman codes have been essentially used
in most popular compression standards such as JPEG [2], MPEG-1/2 [3], [4], MPEG-
4 [5]-[7] and H261/3 [8], [9]. In the quest for higher compression efficiency, arithme-
tic coding has been app`lied to DCT and DWT. There are several representatives of
such state of the art coders, namely EZDCT (Embedded Zerotree DCT coding) [10],
[11], EZHDCT (Embedded Zerotree coding in Hierarchical DCT) [12], EZW (Em-
bedded Zerotree Wavelet coding) [13], SPIHT (Set Partition In Hierarchical Trees)
[14], ZTE (ZeroTree Entropy coding) [15], and EBCOT (Embedded Block Coding
with Optimized Truncation) [16]. These coders provide very high compression effi-
ciency in terms of Peak Signal-to-Noise Ratio (PSNR) versus required bits-per-pixel
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(bpp). The disadvantage of these coders is higher computational complexity and addi-
tional memory requirement. The higher computational complexity and additional
memory requirement of arithmetic coder over the Huffman entropy coder is an extra
burden when it has been pointed out that even static Huffman tables can be a bottle-
neck in hardware implementation [17]. It is the intention of this paper to propose the
LLEC coder that has competitive compression efficiency and yet requires lower com-
putational complexity and lower memory than most coders resulting in lower cost
implementation.

2. Detailed Description of LLEC

2.1 Zerootree Coding

ZTC is a proven technique for coding DCT/DWT coefficients because of its superior
compression performance [10]-[15]. In LLEC, the significant/insignificant decision is
made depending on whether a quantized coefficient is zero or non-zero. All zerotrees
are extracted and coded by ZTC. The coefficient scanning, tree growing and coding
are done in one pass instead of multiple passes on a bit-plane-by-bit-plane basis as
used in EZW and SPIHT.

2.2 Coding of Remaining Coefficients

2.2.1 Coefficient Bucketing: One of the most efficient techniques as used in JPEG is
to partition the quantized coefficients into different buckets resulting in JPEG
VLC/VLI [2]. Coefficient separation into two components enables higher compression
efficiency to be achieved than the straightforward coding of quantized coefficients
alone. Table I is an example of the bucketing strategy used in JPEG. In JPEG, Cate-
gory is coded using Huffman tables and it is known as JPEG-VLC. This coefficient
bucketing technique is also used in LLEC for coding the remaining coefficients. How-
ever, JPEG-VLC part is replaced by G-R codes resulting in lower complexity and
lower memory, and LLEC-VLI part is still the same as JPEG-VLI.

Table I: Coefficient buckets

C a tego r y C o e f f ic ien t  va lu e s

0
1
2
3
4
5
6

0
-1 , 1

- 3 ~ - 2 , 2 ~ 3
- 7 ~ - 4 , 4 ~ 7

- 1 5 ~ - 8 , 8 ~ 1 5
-31~-16 , 1 6 ~ 3 1
-63~-32 , 3 2 ~ 6 3

2.2.2 Category Statistical Characteristics: As stated in the previous paragraphs, the
remaining coefficients are decomposed into two separate components as Category and
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VLI. It is intended to show in here that Category has a very desirable probability dis-

tribution that is closely approximated by the probability distribution i−2 ( ni ,...,2,1= )
regardless of quantization step and transform scheme (DCT or DWT) used. 

The following two experiments attempt to show that the probability distribution of
Category is highly invariant to different quantization steps and across transform
schemes by a small standard deviation ( σ ) of its entropy ( H ). Furthermore, the
resulting probability distribution from test images approximates closely to

i−2 ( ni ,...,2,1= ). In both experiments, the test image is grayscale 512512 ×  Lena
image. The uniform+deadzone quantization is applied. The deadzone width is set to
be 40% larger than that the regular stepsize .

Experiment One (DCT): Do 88 ×  DCT on Lena; Using different quantization steps
to quantize the DCT coefficients; the bucketing strategy showed in Table I is applied
to the remaining coefficients. The probability distribution of Category is listed in
Table II(a). The resulting average entropy of Category is 1.88 and the standard devia-
tion is 057.0=σ .

Experiment Two (DWT): Do six-scale wavelet decomposition on Lena using 9-7
biorthogonal spline filters of Daubechies; Using different quantization steps to quan-
tize the DWT coefficients; the same bucketing strategy is applied to the remaining
coefficients. The probability distribution of Category is listed in Table II(b). The
resulting average entropy of Category is 1.81 and the standard deviation is 050.0=σ .
It can be seen that the entropy of Category both for DCT and DWT is only a few

percent difference to the entropy of i−2 ( ni ,...,2,1= ) when 8=n .

Table II: Probability distrubution of category

(a) DCT with uniform+deadzone quantization (b) DWT with uniform+deadzone quantization
Quantization stepDCT

Category 10 15 20 30 50

0
1
2
3
4
5
6
7

49%
28%
13%
6%
3%
1%

0.6%
0.01%

47%
30%
13%
6%
3%
1%

0.4%
0

47%
28%
15%
6%
3%
1%

0.3%
0

47%
28%
15%
6%
3%
1%

0.1%
0

49%
29%
14%
5%
2%

0.3%
0
0

Entropy 1.91 1.91 1.92 1.91 1.77

G-R_FS
Code Length

1.93 1.94 1.95 1.94 1.81

Quantization stepDWT
Category 10 20 30 40 50

0
1
2
3
4
5
6
7

52%
27%
13%
5%
2%
1%

0.3%
0.2%

49%
28%
15%
5%
2%
1%

0.4%
0.1%

50%
29%
14%
5%
2%
1%

0.3%
0.1%

50%
29%
14%
5%
1%

0.7%
0.2%
0.1%

51%
29%
13%
4%
1%

0.7%
0.2%
0.1%

Entropy 1.82 1.87 1.85 1.78 1.73

G-R_FS
Code Length

1.85 1.90 1.89 1.81 1.75

2.2.3 G-R Codes: The two major components of G-R codes are the fundamental se-
quence (FS) and sample splitting [18], [19]. FS is a comma code with the property that
a value m has a corresponding codeword that is made up of m zeros followed by a
“1”. FS is optimal for coding source with the probability distribution of

i2− ( ni ,...,2,1= ).
From the statistical characteristics of Category in Experiment One and Two, it can

be easily found that G-R_FS can be applied to code Category efficiently without the
need to further use sample splitting or parameter estimation.
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2.3 Algorithmic Description of LLEC

Before performing LLEC, a simple DPCM scheme (Relative DC = Current DC - Pre-
vious DC) is applied to decorrelate the neighboring DC coefficients or LL subband.
The detailed algorithmic description of LLEC encoder operating on a transformed
block is given in Fig. 1.

(1)  Initialization: k = relative DC;
(2)  G-R_FS(k);
(3) ZeroTree_Coding(k) {

if all k’s descendants are zeros, then
             Output 0 in 1 bit;

else {
             Output 1 in 1 bit;

for every k’s son:s,G-R_FS(s);
if k’s indirect descendants are zeros,

then Output 0 in 1 bit;
else {

                 Output 1 in 1 bit;
for every k’s son:s,ZeroTree_Coding(s);

             }
         }
     };
(4)  End.

G-R_FS(k){
caculating its category C(k) and P(k);
Output 1 in C(k)+1 bits;
                  //Golomb-Rice codes FS output;
if (C(k) != 0) then Output P(k) in C(k) bits;
                  //output VLI;

}

Fig. 1.  Algorithmic description of LLEC

2.4 Computational Complexity and Memory Requirement

In terms of computational complexity, LLEC is similar to JPEG entropy coding and
lower than EZW and SPIHT. In LLEC, ZTC’ s computational complexity is compara-
ble to JPEG run length coding. For the remaining coefficients, LLEC performs
straightforward coding by G-R_FS/VLI while as JPEG needs to concatenate continu-
ous zeros with a subsequent nonzero coefficient and then perform Huffman table
lookup. When comparing with EZW and SPIHT, LLEC has lower computational
complexity. This is because that the coefficient scanning, tree growing and coding in
LLEC are done in one pass instead of multiple passes on a bit-plane-by-bit-plane basis
as used in EZW and SPIHT and some of their versions involved in extra arithmetic
coding.

When comparing memory requirement, we know that in JPEG or MPEG-1/2, there
are at least two 16×11 Huffman tables (for luminance and chrominance, respectively)
with the longest codeword length of 16-bit. This longest codeword length has been
reduced to 12-bit in MPEG-4 and H.263+. For EZW and SPIHT, even without arith-
metic coding and coding a grayscale image, memory requirement doubling the image
size is necessary for saving  significant/insignificant lists. If arithmetic coding or color
image coding is needed, extra memory will be necessary. However, LLEC does not
require any Huffman table, significant/insignificant list or arithmetic coding both for
grayscale image and color image compression. So its memory requirement is mini-
mized.

In terms of uniformity in processing logic, LLEC deals with relative DCs and ACs
in a uniform manner. Furthermore, this uniform manner is maintained for coding
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chrominance components. In comparison, JPEG deals with relative DCs and Acs in
different passes. The number of passes is further compounded for coding color im-
ages.

3. Experimental Results

LLEC has been tested on standard grayscale 512×512 Lena and 512×512 Barbara
images with DCT and DWT. The size of DCT block is set to 8×8. In DWT, 7/9
Daubechies filters with six-scale decomposition are utilized resulting in reorganized
DWT coefficient block size of 64×64. The uniform+deadzone quantization is applied
to both DCT and DWT. The deadzone width is set to be 40% larger than that the
regular stepsize. 

3.1 LLEC with DCT

The PSNR results of DCT-based LLEC at different bit rates for Lena and Barbara
images are given in Table III. For comparison purpose, LLEC versus baseline JPEG
(using default Huffman table) and JPEG-O (using adaptive Huffman coding) are also
tabulated. JPEG and JPEG-O are taken from http://www.ijg.org/.

In Table III, it can be seen that DCT-based LLEC consistently outperforms JPEG
and JPEG-O. It is superior to JPEG by 1.0 dB on Lena image and 2.2 dB on Barbara
image on average. Comparing to JPEG-O, LLEC gains an average of 0.6 dB on Lena
image and 1.7 dB on Barbara image. 

3.2 LLEC with DWT

The coding performance of DWT-based LLEC at different bit rates for both Lena and
Barbara is listed in Table IV. In Table IV, LLEC is compared with EZW (with arith-
metic coding) and SPIHT (six-scale decomposition with binary output). 

Table IV shows that LLEC exceeds EZW by an average of 0.2 dB for Lena and 0.1
dB for Barbara, respectively. When compared with SPIHT, LLEC is inferior by 0.3
dB on average for both Lena and Barbara images.

Table III: DCT-based LLEC performance comparision (PSNR)

(a) LENA                                       (b) BARBARA
bpp LLEC JPEG JPEG-O

0.25
0.50
0.75
1.00

31.80
35.39
37.40
38.76

30.40
34.63
36.52
37.81

31.60
34.90
36.60
37.90

bpp LLEC JPEG JPEG-O

0.25
0.50
0.75
1.00

26.10
30.17
33.02
35.24

24.26
27.81
30.72
33.04

25.20
28.30
31.00
33.10
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Table IV: DWT- based LLEC performance comparision (PSNR)

(a) LENA                                     (b) BARBARA
bpp LLEC EZW SPIHT

0.0625
0.125
0.25
0.50
1.00

27.83
30.51
33.43
36.44
39.42

27.54
30.23
33.17
36.28
39.55

28.00
30.71
33.70
36.73
39.91

bpp LLEC EZW SPIHT

0.0625
0.125
0.25
0.50
1.00

22.98
24.44
26.92
30.60
35.18

23.10
24.03
26.77
30.53
35.14

23.12
24.47
27.22
31.00
35.94
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Abstract: The secret sharing is an important issue in confirming the se-
curity of confidential information. This paper proposes a generalized
sharing and recovery scheme suitable for secret images. The scheme
coalesces vector quantization (VQ) compression technique and conven-
tional generalized secret sharing scheme to produce pseudo codebooks
out of the secret codebook used for compressing the secret image. Every
pseudo codebook is held by a participant of the generalized access
structure for secret sharing. On the other hand, the secret image can be
only recovered by all participants, who belong to the same qualified
subgroup of the generalized access structure, to work together with their
possessed pseudo codebooks

1 Introduction

Till now, through Internet people easily reach to quickly exchange multimedia data
between each other. However, Internet is a highly open environment. How to carry
out secret communication becomes overemphasized. In general, cryptosystems can
provide encryption and decryption procedures to protect secret information. When the
sender wants to transmit the secret information, the secret information (plaintext) is
first converted to be encrypted information (ciphertext) by encryption procedure and
secret key, and then the ciphertext is transmitted on Internet. The receiver recovers
the original secret information by employing the corresponded decryption procedure
and secret key to the received ciphertext.

The security of cryptosystems mainly bases on the secret key. Even the encryption
and decryption procedures are opened, the security of cryptosystems is still safe.
However, consider the situation that only one participant possesses the secret key.
Once the participant holds secret key has been missing, the secret may not be recov-
ered. A more proper scheme is secret sharing which can distribute the access control
of security among several participants. The secret sharing scheme provides increased
control of the secret and decreased risk of its security.
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The secret sharing schemes proposed by Blakely [2] and Shamir [6], respectively,
are (t, n)-threshold scheme. In a (t, n)-threshold scheme, the secret holder (called
dealer) shares a secret among n participants of a group such that each participant holds
a partial secret (called shadows), respectively. To recover the secret, only t or at least t
participants have to hand out their owned shadows and reconstruct the secret, how-
ever, any t-1 or less participants can not reveal any knowledge of the secret.

In a threshold secret sharing scheme, each participant has equal priority to each
other. In 1987, Ito et al. [3] introduced a more generalized approach for secret shar-
ing. In a generalized secret sharing scheme, it specifies which subgroups of partici-
pants can share a secret and which should not. The family of the subgroups of partici-
pants who can recover the secret forms an access structure, and the subgroup in the
access structure is called the qualified (or authorized) subgroup. The number of par-
ticipants in each subgroup need not be equal. Therefore, a secret can be shared among
participants without being limited to a fixed threshold. Moreover, every participant
could hold different number of shadows in such a way the different participant can
own different access privilege and the secret can be shared according to any access
structure. This generalized concept is more flexible and practice. This paper proposes
a generalized secret sharing scheme which fits secret images.

The proposed generalized secret sharing scheme coalesces the techniques of VQ
[4] image compression and conventional generalized secret sharing scheme. To share
the secret image to participants in a group, the dealer first applies VQ compression
technique to compress the secret image into a sequence of indices by using a pre-
selected codebook. For the codebook used during the compression process, the utili-
zation of conventional generalized secret sharing scheme produces corresponded
pseudo codebook for each participant. On the other hand, the conventional general-
ized secret sharing scheme is also applied to the secret key, used to encrypt the pro-
duced indices, to generate key shadow for each participant. With the technique of the
proposed scheme, the pseudo codebook and key shadows held by the participants of a
qualified subgroup can reconstruct the secret image cooperatively.

2 The Proposed Scheme

The proposed generalized secret sharing scheme, a combination of VQ image com-
pression technique and the concept of conventional generalized secret sharing scheme,
has its pride of secret control of a secret image to be effectively distributed to many
participants in a group. Let the gray-scale secret image X with M×N pixels be defined
in Equation (1). Assume X will be shared among participants corresponding to the
access structure A, where A={G1, G2, …, Gg} such that each participant may appear in
several subgroups Gk’s. First of all, dealer has to select a codebook C, which can be
generated by LBG algorithm [4] and is defined in Equation (2), as the specified code-
book. The proposed scheme, in the following subsections, constructed by secret shar-
ing phase and secret recovery phase, can product a Pseudo Codebook PCBt for each
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participant t and reconstruct X through those pseudo codebooks held by the partici-
pants in a qualified subgroup Gk.

X={Xij| 0≤Xij≤255, 1≤i≤M and 1≤j≤N}. (1)
C={Cr|Cr=(Vr,1, Vr,2, …, Vr,u), 0≤Vr,q≤255, r=1,2,…,n and q=1,2, …, u},
where Cr is the r-th codevector. (2)

2.1 Secret Sharing Phase

According to the selected codebook C, and through VQ compression encoding
method, X is compressed into a sequence of indices. Let the produced index sequence
be I. By the following processes, I will be encrypted and C will be used to generate
the corresponding pseudo codebooks, respectively.

About using VQ technique, under only having knowledge of the produced index
sequence I but in the absence of C, a participant who belongs to a qualified subgroup
can recover extremely lossy version of X alone and can try to guess the content of X.
One possible way is that the participant may randomly assign a different block (or
codevector) to each index in I, individually, and then can obtain a reconstructed image
with significant distortion. Through human eyes still can tell some degrees of informa-
tion from the reconstructed image and the secret image may be revealed. Thus, to
enhance the security, the index sequence I will not be distributed to each participant
directly. The proposed scheme first chooses a secret key K1 to be the seed of Pseudo
Random Number Generator (PRNG). Next, PRNG(K1) is performed to produce a
sequence of distinct random numbers such that each random number as the permuted
position of the corresponding index in I , respectively. Let I′ be the permuted index
sequence. At this moment, dealer can choose another secret key K2 to encrypt I′ by
utilizing DES-like encryption procedure. Let the encrypted index sequence be EI.

Let K=K1||K2, where || represents the concatenation symbol. Through a conven-
tional generalized secret sharing scheme, such as Benalon and Leichter’s method [1],
K is shared by the participants and a key shadow KSt,k is generated for each participant
t in the qualified subgroup Gk .

The secret image can not be decompressed without having codebook C. Therefore,
each component Vr,q of the codevector Cr is considered to be secret and is shared by
participants in each subgroup Gk. Through a conventional generalized secret sharing
scheme, a corresponding shadow ),(

,
qr

ktSV could be generated for each participant t in

Gk such that 0≤ ),(
,

qr
ktSV ≤255. However, in such a way, participant t can try to determine

the shadows held by other participants in Gk by exhaustively guessing the values be-
tween 0 and 255- ),(

,
qr

ktSV . In order to eliminate this dependency of shadows, Vr,q and its

corresponding ),(
,

qr
ktSV ’s must follow Equation (3). Let all ),(

,
qr

ktSV ’s compose a code-

book shadow CSt,k.
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The proposed scheme will then create a pseudo codebook for each participant.
Here, the concept of solving simple Knapsack problem is utilized to generate a pseudo
codebook PCBt for each participant t to reach to the purpose of sharing of C. Without
loss of generality, we assume that participant t holds codebook shadows CSt,1,

CSt,2, …, CSt,w and each CSt,i is composed by ),(
,

qr
itSV ’ s.

Knapsack problem [5], defined as follows, has been proven to be an NP-
complete problem. However, this problem can be solved if some specific sequence
exists in it. The Super-increasing sequence [5] is a famous one. When Super-
increasing sequence is involved, 0/1 Knapsack problem, as defined in the following,
can be easily solved.

Definition 1. [Knapsack problem]
Given a natural number sequence B=(b1,b2,…,bn) and a number S, does there exist

a subsequence B′⊆B , where B′=(b1′,b2′,…,bm′) such that
=

m

i
ib

1
′=S ?

Definition 2. [Super-increasing sequence]

A Super-increasing sequence B=(b1,b2,…,bn) satisfies that bj>
−

=

1

1

j

i
ib , ∀j>1.

Definition 3. [0/1 Knapsack problem]
Given a Super-increasing B=(b1,b2,…,bn) and S, there exists a vector

X=(x1,x2,…,xn), xi∈{0,1}, i=1,2,…,n such that S= i

n

i
i xb

=1
.
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It is easily to observe that ),...,,( )()()(

21

ttt

w
βββ is a Super-increasing sequence.

In the recovery phase, participant t can reconstruct each ),(
,

qr
itSV with )(

,
t
qrP ’s and

)(
1

tβ , )(
2

tβ , …, )(t
wβ and then recovers the codebook shadows CSt,i’s.

Finally dealer distributes EI publicly while transmits a key shadow KSt,k, all )(t
iβ ’s

and a pseudo codebook PCBt surreptitiously through secret channel to each participant
t like conventional generalized secret sharing scheme.
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2.2 Secret Recovery Phase

If all participants U1, U2,…,Uy in a qualified subgroup Gk, expect a cooperation to
recover the secret shared image, every one of them must first compute his own code-
book shadows CSt,k by the codebook shadow reconstruction process now presented.
When y codebook shadows go through the secret shared image reconstruction phase,
the secret shared image can be therefore recovered.

When participant t expects to cooperate with the others in the qualified subgroup
Gk to recover the secret image, he/she must obtain the corresponded codebook shadow
CSt,k from PCBt. Here, the principle that a Super-increasing sequence can solve the

simple Knapsack problem is used. With )(
,
t
qrP ’s in PCBt and )(

1
tβ , )(

2
tβ , …, )(t

wβ , the

participant t can obtain each ),(
,

qr
itSV , i=1,2,…,w and then recovers the codebook

shadows CSt,i’s. The following algorithm shows the computing procedure.

Algorithm [Computing ),(
,

qr
itSV ]

For r=1 to n do
For q=1 to u do
Begin

),(
,

qr
wtSV = INT( )()(

, / t
w

t
qrP β )

L = )(
,
t
qrP - )(),(

,
t

w
qr

wtSV β×

For i = w-1 downto 1 do
Begin

),(
,

qr
itSV = INT(L/ )(t

iβ )

L=L- ),(
,

qr
itSV × )(t

iβ
End

End.

Since ),...,,( )()()(
21

ttt
w

βββ is a Super-increasing sequence and )(t
iβ ’s are linear in-

dependent, we can find the unique solution of ),(
,

qr
itSV ’s for the equation
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After every participant t in a qualified subgroup Gk has handed in his/her own cor-
responding codebook shadow CSt,k, the original codebook C can then be recovered.

Each component Vr,q in the codevector Cr can be compute by Equation (5).

Vr,q= 256mod
1

),(
,=

y

z

qr
kzSV . (5)

On the other hand, the recovery method of conventional generalized secret scheme
can be manipulated y corresponding key shadows to recover the secret key K. In the
mean time, K1 and K2 can thus be obtained (i.e. K=K1||K2). Next, DES-like decryption
procedure with K2 is applied to decrypt EI to recover the permuted index sequence I′.
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PRNG(K1) is then performed to re-shuffle I′ to obtain the original index sequence I.
Finally, the proposed scheme utilizes the decoding method of VQ with the recovered
C and I to reconstruct the secret image X′. Although inevitable result is little distor-
tion, fortunately, human eyes will not detect any tiny difference between X′ and X.
This is the property of VQ.

3 Conclusions

To prevent the secret images from being either lost or destroyed, this paper presents
an effective generalized secret sharing scheme. The proposed scheme coalesces VQ
image compression technique and conventional generalized secret sharing scheme.
Using VQ compression technique can extract the important secret information from
the huge secret image and reduce the transmission amount of data. Using conventional
generalized secret sharing scheme produces key shadows of the secret key, utilized to
encrypt the generated compression index sequence, and codebook shadows of the
codebook used for VQ encoding and decoding phases. What this does is that it dis-
tributes the access control privilege of the secret image to all participants. Finally, the
principle of solving simple Knapsack problem is applied to generate a pseudo code-
book for each qualified participant.
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Abstract. In this paper we propose a semi-fragile watermarking scheme, which 
can be used for image authentication. Let the original image be performed by 
the l-level discrete wavelet transformation. Then the approximate wavelet 
coefficient matrix of the original image and the real-value chaotic sequences are 
used to generate the content-based and secure watermark. The watermark is 
embedded into original image by using the technique of HVS. The tamper 
detection can identify the tampered region of the received watermarked image 
which may be undergone tamper attacked. Experimental results are excellent. 

1. Introduction 

Digital watermarking technique is one of the most effective methods for copyright 
protection and integrity authentication and is widely studied and used practically in 
recent years. Two primary types of digital watermarking have been studied: robust 
watermarking and fragile watermarking. 

Robust digital watermarks[1] are designed for copyright protection and content 
tracking. But the robust watermarking can’t answer the question whether the 
watermarked image is changed. Unlike robust watermarks, fragile watermarks[2] are 
designed for integrity authentication. In the past, many fragile watermark methods 
have been introduced. They can be classified into two primary categories: fragile 
watermarks and semi-fragile watermarks. Fragile watermarks are designed to detect 
every possible change in pixel values. They can provide a very high provability of 
tamper detection. At the same time, it means that any manipulations upon the fragile 
watermarked image including lossy compression are not allowed. Semi-fragile 
watermarks[3~5] combine the properties of fragile and robust watermarks. A semi-
fragile watermark can tolerate some degree of changes to the watermarked image and 
also can localize regions of the image that have been tampered  

Image authentication techniques can be classified into three categories: complete 
authentication, robust authentication and content authentication. Complete 
authentication refers to techniques that deal with the whole piece of image and any 
manipulation upon watermarked image is not allowed. The fragile watermarks 
techniques may be used for this authentication. Robust authentication techniques can 
tolerate some degrees manipulation upon watermarked image. Content authentication 
are designed to authenticate image content in a semantic level. So the semi-fragile 
may be used for robust authentication and content authentication. 
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In this paper we propose a content-based semi-fragile digital watermarking. Let the 
original image be performed by the l-level discrete wavelet transformation. Then the 
approximate wavelet coefficient matrix of the original image and the chaotic 
sequences are used to generate the content-based and secure watermark. Finally the 
watermark is embedded into the original image in DWT domain by utilizing the 
technique of HVS. The tamper detector generates a new content-based watermark W’

for the received watermarked image using the real-value chaotic sequences. The 
original watermark, denoted as W*, is extracted too. The place where the value of W*

is not equal to the value of W’, is tampered. So we can identify the tampered region. 

2 New Semi-fragile Watermarking 

2.1 HVS Model 

Assume the original image is IMxN, M and N represent the height and width of the 
image respectively. Let the original be performed by l-level DWT. We can get  3*l+1 
different sub-band wavelet matrices. 

So we choose to set the HVS threshold function θ
lT  as[9]: 

),,(),,(),(),( jiljilljiTl ΞΛ= θλθ (1)

where the first term 
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gives a measure of the activity of texture in the neighborhood of the pixel. In 
particular, this term is composed by two contributions: the first one is the local mean 
square value of the DWT coefficients in all detail sub-bands at the coarser levels, 
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while the second is the local variance of the low-pass sub-band, both contributions are 
computed in a small 2x2 related corresponding to the location (i, j) of pixel. 

2.2 Generation of Content-Based Watermark 

We generate our watermark, W, using the following steps. Assume the original image 
is IMxN, M and N represent the height and width of the image respectively: 

First, let the original image be performed by l-step DWT. This generates the DWT 
coefficient matrices of the level-l approximation and horizontal, vertical and diagonal 
details. For any image, the approximation coefficient matrix contains almost all 
energy of image. So we can get the content-based tag matrix (WT) by using formula: 

<
≥

=
lji

lji

ji Tll

Tll
wt

,

,
, 0

1 (5)

Where jiwt , ∈WT, jill , ∈LLL, i=0,1,2, …, M/2l –1, j=0,1,2, …,N/2l – 1, Tl is 

threshold value.  
Second, the masking matrix M must be generated in order to assure security of 

watermark.The chaotic sequences have many advantages. So, we choose chaotic 
sequences to modulate the WT in order to satisfy the secret requirements. We choose 
following two ways to generate the real-value sequences and binary sequences[1]: 

1) Real-Value sequences, it is generated using the formula: 

)1(1 xxk xxx −=+ µ (6)

2) Binary sequences, it is generated using above chaotic real-value sequences: 

≤≤
<≤

=Γ
15.01

5.000
)(

x

x
x

(7)

In this paper, we generate the real-value sequences xk (k=0,1,2,…) using the 
formula (6). Then select (M/2l)*(N/2l) elements from the sequences xk and use 
formula (7) to generate the masking matrix M. So the M only contains 0 and 1, but it 
has the same advantages as chaotic sequences.  

Lastly, modulate the tag matrix WT. Assume W represent the modulated 

watermark. For any jiw , :

jijiji mwtw ,,, ⊕= (8)

Where, jiw , ∈W, jiwt , ∈WT, jim , ∈M, I=0,1,2,…, M/2L – 1, j=0,1,2, …, N/2L – 1, ⊕
represents the exclusive-or operation. 
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2.3 Watermark Embedding and Retrieval 

Figure 1 is the scheme of watermark embedding and retrieval.  
We use the following step to construct the watermarked image: 
1) Let the original image be performed by l-level discrete wavelet decomposition. 

Then generate the content-based tag matrix WT using formula (5). 
2) Generate the masking matrix M. Then we can get the watermark W according to 

the formula (8). 

3) Compute the values of HVS, θ
lT (l=2, =LH,HL). 

4) Embed the watermark into the LH2 and HL2 sub-band, for any Ww ji ∈, ,

if jiw ,  = 1, then let jijiil hllhdef 2,22,2 −= ,

 if jidef , < jitl 2,2 , then let  

2/)(

2/)(

,2,22,22,2

,2,22,22,2

jijijiji

jijijiji

deftlhlhl

deftllhlh

−−=

−+= (9)

if jiw ,  = 0, then let jijili lhhldef 2,22,2 −= ,

if jidef , < jith 2,2 , then let  

2/)(

2/)(

,2,22,22,2

,2,22,22,2

jijijiji

jijijiji

deftlhlhl

deftllhlh

−+=

−−= (10)

Where, 
jilh 2,2
∈LH2, jihl 2,2

∈HL2, jitl 2,2
∈ LHT2

,
jith 2,2
∈ HLT2

, I=0,1,2,…,M/23 – 1, 

j=0,1,2, …,N/23 – 1. LHT2
 and HLT2

 are the threshold matrix  (see section 2.1). 

5) Perform inverse DWT, we can get the watermarked image. 
Also, we can retrieve the watermark information from the watermarked image: 
Let the watermarked image be performed by the l-level decomposition.  

For LH2 and HL2 sub-bands, 

If Thllh jiji ≥− 2,22,2
, then 1*

, =jiw ,

If Thllh jiji −≤− 2,22,2
, then 0*

, =jiw ,

If ThllhT jiji <−<− 2,22,2
, then 1*

, −=jiw
It means the region has been tampered. 

Where, jilh 2,2 ∈LH2, jihl 2,2 ∈HL2, i=0,1,2,…,M/23 – 1, j=0,1,2, …,N/23 – 1, *
, jiw  is 

the retrieval watermark sequences, T is threshold value 
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Fig. 1. The scheme of watermark embedding and identify authentication 

3 Experimental Results and Analysis for Tamper 

We have implemented the above system (l = 3) and tested it with standard test images 
for tamper detection. The original image is lena (256x256x8). The formula (2) is used 
to generate the initial chaotic sequences (the initial value of the iteration is the secret 
key, K=0.60773, and the parameter, µ , is 3.995) 

Watermarked image may undergo two types tamper. One is unintentional, such as  
lossy compression. The other is intentional, such as cut-and-replacement operation. 
How can we identify the tampered region and distinguish this two types tamper. 

The tamper detector scheme operates on the received watermarked image, denoted 
as I* which may have been distorted and tampered. From I* the original watermark, 
W*, is extracted. A new content-based tag matrix, WT*, is created from received 
watermarked image and then the new watermark, W’, is generated by modulating the 
tag matrix WT*. The tamper matrix, TA, is generated using following formula: 

−
=

1

0
, jita

else

wwif jiji
'
,

*
, = (11)

Where ''
,

**
,, ,, WwWwTAta jijiji ∈∈∈ ,I=0,1,2,…,M/23 – 1, j=0,1,2,…,N/23 – 1. 

The region where the jita ,  is equal to –1 means it may have been tampered. 
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3.1 Unintentional Tamper Detection 

These tests include common signal processing procedures such as additions of noise, 
linear and nonlinear filtering, mosaic transformation(2x2), motion blur (2x2), gauss 
blur, sharpness, edge enhance, lossy JPEG compression and cut. Our system is able to 
locate the tampered region after attacks of above operation.  

For these tampers, the tampered regions are distributed the evenly or randomly. Let 
the tamper matrix, TA, be performed by medium filtering, these tampered regions 
may be deleted, denoted as TAm. So the watermarked image may undergo the 
unintentional tamper if the amount of tampered region is less than T for TAm. T is 
threshold value. 

3.2 Intentional Tamper Detection 

The cut-and-replacement operation is the main method for intentional tamper. The 
tamper detector will find a continuous tampered region if the watermarked image 
undergo the cut or cut-and–replacement operation, because the watermark is based on 
content of image.  

We have tested these operations: including cut, cut-and-replacement or cut, cut-
and-replacement and then let intention image undergoes some signal processing 
operation such as addition of noise, JPEG compressing. For these tamper attack, our 
detector can accurately identify the tampered region. 

4 Conclusion and Future Work 

In this paper, We focus our discussion on how to generate the content-based watermark and 
embed the watermark into the original image by using the technique of the HVS. In order to 
increase the security of the system, the real-value chaotic sequences are used to modulate the 
watermark. Experimental results are excellent. Future works should include: increasing the 
robustness of the semi-fragile watermarking, applying our system for other kinds of media 
including video and audio. 
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Abstract 

Previous studes on video storage servers focused on improving the dsk 
throughput and reducing the server buffer size. In this paper, we propose a novel 
clustered NAS architecture to store the video files so as to improve the users 
supported and reduce the reponse time that clients have to wait. One performance 
model is presented to give the relationship among the factors that will affect the 
system performance. Through the model we can get the method to determine the 
size of data block that video file stripe to and allocate the requests arrived. 

1. Introduction 
Recently, the video-ondemand(VOD)system has been widely applied to entertainment 

and education. The most important issue of a video storage server design is to provide 
enough uthition of the storage bandwidth to accommodate more usres. Disk m y  system 
which stripes video on several had disks is a common approach to increase the space and 
bandwidth capacities and to support a large number of usres accessing a huge amount of 
video content from the video storage server. Two basic data striping techques, fine-grain 
and coarse-grain, have been employed on a disk array. For fine-grain striping a video file is 
&vided into access blocks,and each block is M a  striped into a number of had 
disks.Here,an access block is defined as the total amount of data retrieved one time by the 
storage server for particular read request.Therefore,the hard h k  can serve a single read 
request parallel to their bandwidths.On the other hand, for coarse-grain striping,each access 
block is completely stored on a hard h k  in order to inmase the number of concurrent 
users served by the storage server.In genera1,coatxegrain striping has a hgher concurrency 
but a poorer parallelism than fine-- striping. 

Research on data striping techniques for VOD applications concluded that coarse-- 
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striping is more suitable for the VOD system than fine-grain striping due to its low buffer 
requirement and high disk throughput[l]. Slrnilar to the Dsk Amy system we propose a 
novel architecture based on the clustered NAS. NAS, Network Atteched Storage, is one 
kind of the network storage. There are two ttue network standards for accessing remote 
data that have been broadly implemented by virtually all UNIX and Windows NT system 
vendors[3]. Developed and put into the public domain by Sun Mimystem, Network H e  
System(NFS) is the defacto standard for all flavors of the Windows operating system. As a 
result of these broadly accepted standards for network data access, storage devices that 
serve data directly over a network are far easier to connect and manage than other devices. 

NAS devices support true file sharing between NFS and CIFS computer. The architecture 
of clustered NAS can make good effect on the scalability, and storage performance. 
2. System amhitecture 

Our video server system is based on the clustered NAS architecture. Each NAS can 
have dlsk array system In f i p l ,  arbitrating server is used to do the arbitrating work Any 
request to video server must be submitted to arbitrating server first, then ahitrating server 
will declde which NAS sever will provide video stream for clients. The NAS clusters and 
the arbitrating server is connected to a switch. The switch provide private comunication 
channel for the clusters[4]. The arbitrating server will mimr the video file on sevexal video 
server when one film is very popular. And the index mformation of the video files stored on 
the NAS servers can be found on the arbitrating server. When the request arrived at the 
~ t r a t i n g  server, arbitrating server wdl make emtication first, and then the location of the 
video file will be indexed on the arbihating server. When the location is found, then the 
arbitrating server will let the NAS server communicate to the clients directly. When too 
many users like to enjoy the same film, arbitrating server will mirror the video file on other 
NAS servers to make the load on the NAS semen balanced. 

Video Server 
System switch 

I 

Figurel. video server architecture based 
on NAS clusters 
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3.Working scheme of video server 

3.luser-level-pmaUefim 
In this way, one video file wdl be integratedly stored on one NAS server. But the 

popularity of each video file will be m o w  on the arbitrating server. The arbitrating server 
will mirror the video film which is often on demand on several NAS servers. Through this 
way the bottleneck problem when many users want to enjoy one parhcular film can be 
solved The work of the mirroring video file will go through the switch, the private channel 
for the NAS clusters. This will keep enough bandwidth for the mirroring work. 

3.2reqwst commincation 
When clients submit to the video server, the request will be send to the arbitrating server 

first. Then the arbitrating server will check the ceaification of the client. If the certification 

can be passed, the conditions of the film will be indexed in the arbitrating server. The 
conditons include the location of the film and the populanty of the video film, and next the 
NAS server that include the video file will comminicate with the client M y .  

3.3minvringpmce~ 
The popularity of the video files is Merent one from another. When some video files 

are often visited, the bottleneck of one NAS server comes into being. In oder to solve this 
problem, rnirmring policy is executed. The popularity of every video file will be recorded 
on the arbitrating server. When the populanty is hlgh than Wp, the video file will be 
mirrored on another NAS server. When the populanry of one video file is n*Wp, the total 
number of NAS server that include the video file will be: X(n, Wp,Nm,q) ,  q is the 
additional parameter that is determined by the bandwidth of ne tmk.  

4Performance analysis 
In this paper we focus on the performance analysis to the bandwidth of the video server. 

The number of NAS serven and the size of data block of each NAS server can greatly 
aEect the performance of the video server. 

The queue mcdel is used to describe the relationship between the request and the video 
server[5]. Through the model, we get the result to analyze. 

4.lQuew modeling 
Queue model is used to describe the relationship between the server and requester. 

Acconhg to queue theory[6],we treat each NAS system as MAW1 model. We take the 
system reponse time as the performance indicator. For one NAS server, the whole system 
can be treated as a MAW1 queue to the client. 
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reauest 
arrived 

waiting 
service queue 
I 

fugure2. M/M/1 queue figure 

we ass- that quests arrive with a negative exponential interanival time distribution 
with rate A .Furthm, the job time service requkrnents are also negative exponentially 
distributed with mean T s e r v e ~ l / ~  .Queueing model M M 1  theory gives the following 
formula for mean response time, provided that the system is in stable state: 

The mean number of users in the system ,EN can give us the conditions of users of the 
whole systernThough the maxim number of users surppofted is certain, which will be 
introduced later, we can get the conclustion about the number of users according the two 
kinds of conditions. 

In the clustered NAS architecture, each NAS server can be treated as a queue model 
W 1 .  The arbitrating server will allocate the requests arrived to the NAS servers. The 
simplest way is to keep the load in every NAS server equal. That m s  the rate of request 
arrived is: 
A,= A h ,  id.. .n, A is the rate of total request arrived. Mirroring the video file will change 

the rate of the requests arriving at each NAS server. 

42 The system response t h e  
From the fonnula above, we get the relationship between the size of request arrived and 

the mean system response time. The result can be found in figurel. To the certain request 

arriaval rate, the mean system q n s e  time will increase with the increase of the ques t  
size, and to the certain request size, the mean system reponse time will accelerate with the 
acceleration of the quest  arrival mte. 
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fugure3. the relationship between request 
size and system response time 

So if we wants to reduce the mean sytem response time,two ways can be 

request arrival rate 
figure 4.the relationship between 

request arrivalrate and response time 

is to reduce the request arrival rate,the other is to reduce the size of the q u e s t  arrived. 
Reducing the rate of the request arrived will involve declination of the system performance. 
The more ideal way is to reduce the request size. That means we must try to reduce the 
buffer size of video file. The maxim number of users to the NAS video server is certain. 
4.3Mitlciwn number of useis swppoited 

If the hardware of a NAS video server is celtain,the maxium number of users 
surpported by the video server system will be certain. 

Assume that Trans is data block transferring time, Td is the time for data to get out from 
the disk. From the theory of waterflow, the maxim number of users of the whole system 
is: 
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Assume that Ta is the mean disk access time, and Rc is the speed of the continous 
&a flow playback Then the maxium number of users of the system is: 

In the formula above, R is the factual bandwidth of the YOchanne1: 

In order to estimate the &tionship between the maxium number of users and the length of 
data block L, we had an experiment In this experiment, 
Ta=O.41ll~,Rc=1.5IvIbps, R=33.3MB/s(DMA mode). Then we can get the  lat ti on ship 
below now. 

-I 
a, 0 200 400 600 800 1000 1200 
C * 

request size (KB) 
figure 5. the relationship between 

request size and the number of users 

From the figure above, we can see that the number of users suqpxted by the system will 

incmse with the inaease of the size of ques t  arrived. But the tendency of inaease is 
obvious when the size of request is between O K B  and 256KB.When &e size of request 
arrived continues to increase, the tendency of the acceleration of the number of users 
surpported is not obvious. 
44 FMle  size of data block 

The size of data block can affect the number of users. From the f i p  we can see that 
the mean number of users increases with the increase of the size of ques t  arrived. The 
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fugure6.the relationship between 
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number of users surpported by the video server sytem may be between the maxium number 
and the mean number of users. 

In figure 6, the area surrounded by the curve of maxium number of users and mean 
number of users is the work area of our video server. When the size of data block is less 
than KO, the performance of system can not be shown. When the size of data block is 
between KO and K1, the clients will wait for a long time, where the performance of system 
can be shown. When the size of data block is between K1 and K2, the performance of 
whole system wdl be the best, where the number of users can be enough, and cknt can get 
satisfied with the waiting time. When the size is more than K2, the performance of the 
system will decline instantly. 

The maxim number of users is determined by the hardware of the video servers, and 
the mean number of users is determined by the queue model W l .  The model we used 

assumes that thm is only one service window. We can add some service window in the 
system to increase the number of users by software designing, but the number of users after 
software improving will not be more than the maxium number of users before software 
improving. This will help us ananlyze the performance of one video server sytem 

S.Conclusions 
In this paper, we proposed one video server architecture based on NAS architecture. The 

NAS architecture has excerlent scabality and data sharing capability. The characteristic will 

help the NAS system provide good performance of the video server. Then we dicussed two 
factors that wiU affect the performance of thevideo server, the system response time and the 
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numbers of usrers surpported by the video server. There are two ways to improve the 
performance of video servers: 
1. Reducing the arrival rate of NAS video server. It can be done by providing the 

clustering of NAS servers. When many video quests arrived, the aditrating server 
will locate whlch video server the client will communicate to according to the load 
concbtions of the NAS video m e n .  The improvment can be seen through the mults 
of the simulation. 

2. Change the data block of video frle to fitable size. Increasing the size of the data block 
will increase the number of users surpported; Decreaseing the size of the data block 
will decrease the system reponse time, due to the dlsiration of video server to decide 
which strategy to stand by. 

The number of users in the system will be between the maxim number of users and 
the mean number of users. This fact will help us analyze the performance of video server 
system. 
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Abstract. Based on the temporal logic language XYZ, this paper pro-
poses a specification model of Video-on-Demand (VoD) system. By this
model, we specify the behaviors of VoD system and discusses the features
of VoD system. The advantages of this method are formal, and easy to
transform the specification into implementable code.

1 Introduction

A VoD service [1,2] allows remote users to play back any one of a large collection
of videos at any time. Typically, these video files are stored in a set of central
video servers, and distributed through high-speed communication networks to
geographically-dispersed clients. In general, the VoD service can be characterized
as follows: long-lived session, real-time service response, high storage-I/O and
network bandwidth requirements, support for VCR-like interactivity, and QoS
sensitive service. Thus, the VoD system is very complex in the resource and user
management. In order to understand the architecture and features of the VoD
system, it is necessary to use formal description technique to specify the system.
A few works have been done in this aspect. For example, automata are used to
specify DAVIC standard [2]. But these works are limited to description without
analysis. This paper focuses on the specification model of the VoD system, and
discusses the important properties of VoD system.

XYZ System designed by Zhisong Tang is a temporal logic based CASE en-
vironment [8]. Its kernel is a temporal logic language XYZ/E. XYZ System has
the following functions: abstraction specification, concurrency specification, fas-
trapid prototyping, specification and verification for stepwise refinement design,
etc.. Some attempts [3,4,5,6,9] of applying it for specifying multimedia systems
have been successful. This paper proposes a specification model of VoD system
based on temporal logic language XYZ. This model can be used as the basis
of the further property verification, and provides the guide for the design and
implementation of VoD system.
� The work reported in this paper is partly supported by the NNSF of China under
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2 The Architecture of VoD system

Considering the universality, we analyze a typical DAVIC-based VoD system
which consists of the following components: Video Sever (VS) composed of huge
storage, high-performance CPU and high I/O bandwidth; Management System
responsible for connecting the user and the server by two levels of gateway, i.e.,
L1GW and L2GW; Backbone Network supporting high speed video transmission;
Access Network connecting the user device and the backbone network; Set-Top
Box (STB) located at the user-end. For specifying the architecture of VoD system
formally, we simplify the system as the structure shown in Fig. 1.

VSSTB

L2GWL1GW

Fig. 1. The structure of VoD system
The user request is served as follows: (1). The user sends a request to L1GW;

(2). L1GW sends back the user a welcome page and all services it can provide; (3).
The user selects a service, such as playing a movie; (4). L1GW parses the user’s
selection, and transfers it to L2GW and returns a program menu to the user; (5).
The user hits the title he/she likes to watch; (6). L1GW analyzes the required
resource for this service, and creates the connection for it. L2GW transfers the
user’s request to VS which offers the program for the user; (7). Once the session
between the user and VS is set up, the playing begins. When the user wants
to change the program she/he is watching, L1GW needs to change/recreate the
session according to the resource requirements; (8). After the service is finished,
the session is disconnected, and the occupied resource is released.

3 Specification Model of VoD System

3.1 Temporal Logic and XYZ System

Based on the theory of linear temporal logic created by Manna and Pnueli [7],
Zhisong Tang designed XYZ System [8], which supports various ways of pro-
gramming. In other words, XYZ System is a family of programming languages
extended by XYZ/E. In XYZ/E, the statement is called condition element (c.e.).
The form of c.e. is defined as follows:

LB = Si ∧ P => $O(v1, ..., vk) = (e1, ..., ek) ∧ $OLB = Sj

or LB = Si ∧ P => @(Q ∧ LB = Sj)
where @ is “O”,“<>” or “[]”. P and Q represent the part of condition and the
part of actions, respectively.

The message passed from one process to another is implemented by using
channel operations. In XYZ/E, channel can be dynamically determined. There
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are two channel operation commands: output command Ch!y and input com-
mand Ch?x, where Ch is the name of channel from the input process to the
output process, y is an output expression of the output process, x is an input
variable of the input process.

XYZ/RE is a sub-language for specifying real-time system. The condition
element in XYZ/RE is as follows:

LB = y ∧ R => @{l, u}(Q ∧ LB = z)
where temporal operator @{l,u} indicates the low time delay l and the upper
time delay u of a state transition.

3.2 Specification Model of VoD System

There are two types of concurrent behaviors in a VoD system: (1) the concurrent
behaviors of different users; (2) the concurrent behaviors of different entities.
The former behaviors have no direct dependency except for competing sharable
system resources. The concurrency between the functional entities has strong
temporal relation. A behavior of the entity usually triggers the behavior of other
entity, and at that time the messages are exchanged. By a sequence of such
behaviors, the system provides the service to the user. Thus, we first consider
the concurrency between entities to specify the system (in single user mode).

Definition 1. Q is a set of system entities, Q={STB, L1GW, L2GW, VS}.
Definition 2. P is a set of channels, P={ch-s-l1, ch-l1-s, ch-s-l2, ch-l2-s,

ch-l1-l2, ch-l2-l1, ch-v-l2, ch-l2-v, ch-v-s}, where ch-s-l1 is the channel between
STB and L1GW, and ch-v-l2 is the channel between VS and L2GW, etc..

Definition 3. E is a set of events, E={Apply, Order, Quit, AssignResource,
ReleaseResource, SendProgram}. The first three events are triggered by the user
and the last three events are triggered by the system.

Definition 4. M is a set of messages between entities. M = {ClientConfigReq,
ClientConfigConfirm, ClientSessSetupReq, ClientSessSetupConfirm, ServerSess-
SetupInd, ServerSessSetupAck, ServerAddResReq, ServerAddResConfirm, Pro-
gramOver, ClientReleaseReq, ProgramName}.

Definition 5. S is a set of state transitions, S ⊂ Σ × T × E × Σ, where Σ
is a set of process states, Σ={Idle, Connect, Order, Watch, Disconnect}; T is a
set of transition time, T = R+; E is a set of events.

Idle

Connect

Order Watch

Disconnect

t1

t2

t5

t6

t7

Apply

AssignResource

SendProgram

ReleaseResource

Quit

Order t3

t4

Quit

Fig. 2. State transitions
In Fig. 2, an ellipse represents a process state, and an event is the precondition

of a state transition. A state transition is triggered by event, and a message
is for an event. For the convenience, we assume that the system will set the
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corresponding boolean variable apply, order, quit to true when Apply, Order
or Quit occurs. The state transitions are specified as the condition elements in
XYZ/E, e.g., the transition from Idle to Connect can be specified as:

LB = Idle ∧ apply => $OLB = Connect
Considering the time factor, we have
LB = Idle ∧ apply => $O(DELAY (t1) ∧ LB = Connect)
Definition 6. A VoD system can be modeled as a five tuple, TLDM-VOD

=< Q, P, E, M, S >.
In the above model, Q and P specify the entities of VoD system which rep-

resent its static features; E, S and M specify the relations between the entities
and the behaviors which shows its dynamic feature. By combining the events
between the functional entities, we can specify both the specific behaviors and
the transition relations of the system. As a case study, we will discuss their coop-
eration relations for a user service, including establishing connection, watching
program, quitting and etc.. We define the predication ACTION as an exter-
nal event, e.g., ACTION(AssignResource) denotes the event “system assigns
resources for establishing connection”.

%SERVING Order==[
PSTB: [] [LB=START-stb=>$OLB=Waiting;
LB=Waitingˆapply=>$Oapply=FALSEˆ$OLB=SendReq;
LB=SendReq=>$Och-s-l1!ClientConfigReqˆ$OLB=Wait1;
......
LB=Wait4ˆj=ClientSessSetupConfirm=>$OLB=Order;
LB=Orderˆorder=>$Oorder=FALSEˆ$Och-s-l2!ProgmNameˆ$OLB=Watch;
......
LB=Warch1ˆk=ProgramOver=>$OLB=Order;
LB=Orderˆquit=>$Oquit=FALSEˆ$Och-s-l1!ClientReleaseReqˆ$OLB=Stop]

PL1GW: [] [LB=START-l1gw=>$OLB=L1;
LB=L1ˆ˜ch-s-l1?=>$OLB=L1;
LB=L1ˆch-s-l1? =>$O(ch-s-l1?lˆLB=L2);
LB=L2ˆl=ClientConfigReq=>$O(ch-l1-s!ClientConfigConfirmˆLB=L3);
LB=L3ˆ˜ch-s-l1? =>$OLB=L3;
LB=L3ˆch-s-l1? =>$O(ch-s-l1?mˆLB=L4);
LB=L4ˆm=ClientSessSetupReq=>$O(ch-l1-l2!ServerSessSetupIndˆLB=L5);
LB=L5ˆ˜ch-l2-l1? =>$OLB=L5;
LB=L5ˆch-l2-l1? =>$O(ch-l2-l1?nˆLB=L6);
LB=L6ˆn=SeverAddResReq=>$O(ACTION(AssignResourse)

ˆch-l1-l2!ServerAddResConfirmˆLB=L7);
LB=L7ˆ˜ch-l2-l1?=>$OLB=L7;
LB=L7ˆch-l2-l1? =>$Och-l2-l1?oˆLB=L8;
LB=L8ˆo=ServerSessSetupAck=>

$O(ch-l1-s!ClientSessSetupConfirmˆLB=L9);
......
LB=L10ˆch-s-l1=>$O(ch-s-l1?pˆLB=L10);
LB=L11ˆp=ClientReleaseReq=>$OACTION(ReleaseRes)ˆLB=Stop)]
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PL2GW: [] [LB=START_l2gw=>$OLB=B0;
......
LB=B2ˆq=SeverSessSetupInd=>$O(ch-l2-l1!ServerAddResReqˆLB=B3);
......
LB=B4ˆr=ServerAddResConfirm=>$O(ACTION(BuildConnection)

ˆch-l2-l1!ServerSessSetupAckˆLB=B5);
LB=B5ˆch-s-l2? =>$O(ch-s-l2?sˆLB=B6);
LB=B6ˆs=ProgramName=>$O(ACTION(SendProgram)ˆLB=STOP)]

PSTB, PL1GW and PL2GW represent STB, L1GW and L2GW in the system,
respectively. An entity receives the input and then activates corresponding events
as a response and outputs the messages. All entities exist concurrently, and
cooperate to offer the service. For simplicity, we ignore VS when specifying the
system. We also omit the interactions between L2GW and VS.

4 The Analysis of VoD System Features

In order to evaluate the features of VoD system, we extend the above model
to specify the case of multi-users. Assume U be a set of user processes U= {
U1, U2, U3, ...}, the extended model is a six tuple < Q, P, E, M, S, U >.

(1) Safety and Liveness The liveness of VoD system means that the system
should reach Order state finally after a user submits a request, except the user
aborts his request. i.e.

LB = Idle ∧ apply =><> LB = Order
The safety of VoD system means that the system should provide the service

and should not deprive the resources occupied by the user in Order state or
Watch state. The safety is specified as follows:

�¬((LB = Order ∧ ACTION(ReleaseResourse))
∨(LB = Watch ∧ ACTION(ReleaseResourse)))

(2) Real-time We can consider the real-time requirements in the specifica-
tion of VoD system, for example, if the shortest expectation time from submitting
request to watching program is T1, the longest delay the user can endure is T2.
Then we can specify the procedure as follows:

LB = Idle ∧ apply =><> {T1, T2}(LB = Watch)
Similarly, we can assign the time restriction to the specific steps, such as:
LB = Idle ∧ apply =><> {T3, T4}(LB = Order)
LB = Order ∧ order =><> {T5, T6}(LB = Watch)

where T3, T5 < T1 and T4, T6 < T2.
XYZ/RE supports the above step-wise refinement design. The time of every

transition can be assigned eventually, e.g., we can specify the transition from
Order state to Watch state as follows:

LB = Order ∧ Order => $O(Delay(t4) ∧ LB = Watch)
If T5 ≤ t4 ≤ T6, the system meets the requirements. If t4 > T6, the system

needs to be improved or the time restriction needs to be assigned again.
(3) Fairness Due to limited resources, if the VoD system can not offer

services for many users at the same time, some users have to wait, but the
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scheduling mechanism must guarantee that no user will wait forever and could
not get the service. Fairness means that no user service will be postponed forever
because of waiting for the resource. The fairness is specified in temporal logic:

init → �
∨

i(at(Li) ∧ ��yi > 0 → �¬at(Li))
It means that whenever the user process i reaches label Li for requesting

resource, then it has infinite chances to get the resource (��yi > 0), and it
could finally get the resource (�¬at(Li)).

(4) Mutex In a VoD system, some resources can be shared by many pro-
cesses. The processes impropriate the resource in turn, such as the I/O band-
width and buffer. VoD system divides the available bandwidth into many chan-
nels and assign a logic channel for each user request. Any channel can be used
by only one user at the same time. In other words, the channel is used in mutex.
This property can be specified as follows:

�¬(A(s) ∧ B(s))
where A(s) and B(s) means the user A and B use the channel s, respectively.

5 Conclusion

The VoD system is a complex multimedia system, so formally modeling this
system is meaningful for its design, implementation and analysis. This paper
proposes a specification model of VoD system based on temporal logic language
XYZ. The formal specification based on XYZ supports stepwise refinement de-
sign, and easy to transform the specification to executable code. Furthermore,
we will study the verification of features for VoD system.
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Abstract. Much research on image analysis and processing has been 
carried out for the last few decades. However, it is still challenging to 
represent the image contents effectively and satisfactorily. In this paper, 
a segmentation-free tree-structure image representation is presented. In 
order to learn the structure representation, a back-propagation through 
structure (BPTS) algorithm is adopted. Experiments on plant image 
classification and retrieval refining using only six visual features were 
conducted on a plant image database and a natural scene image database, 
respectively. Encouraging results have been achieved. 

1 Introduction 

Demands on content-based image retrieval have been increasing rapidly in the 
areas such as trademarks, digital library and geographic information system- 
s(G1S) due to the great explosion of image generating sources and the disadvan- 
tages of capturing the image contents using textual annotations. On the other 
hand, content-based image retrieval allows a user to search the wanted images 
in terms of its true contents, which has become a promising and active research 
area. Some retrieval prototypes such as QBIC [I] and PhotoBook [2] were devel- 
oped and performed well in certain way. Most of them represented the images 
only using the low level visual features such as color, texture, shape and spatial 
layout either globally or locally. However, global visual features cannot represent 
the image contents accurately and are not efficient for image retrieval, where- 
as, local visual features sometimes depend on the image segmentation result, 
and are lack of global information. Consequently, the retrieval performance of 
these systems may produce the results which are very different from those of 
human perception. In human sense, the image contents include the objects itself 
and their attributes, unfortunately, it is very difficult to segment the image well 
into object by object or region by region. Moreover, it is very difficult to  inte- 
grate different domain visual features reasonably. In this paper, we propose a 
segmentation-free method to represent an image with tree-structure to charac- 
terize image contents at different levels, which is suitable for image classification 
in terms of their true contents. Recently Goller [3] and Sperduti [4] proposed to 
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process data structure with neural networks. The BPTS algorithm can be adopt- 
ed to learn the tree-structure representation. Relevance feedback is adopted in 
text information retrieval as well as content-based image retrieval [5] efficiently. 
We can also apply BPTS algorithm together with tree-structure representation 
to image retrieval refining, since the retrieval result can be labelled as a class 
either relevance or irrelevance according to user's feedback information. 

2 Tree-structure Image Representation 

Most of the images are stored in pixel map format, however, the pixel value 
has insignificant meaning to the users. Generally, the image consists of different 
objects with spatial relationship between them and the objects can be described 
in certain order. Unfortunately, it is very difficult to segment the image into 
individual object or homogeneous region ideally although lots of research was 
investigated on image segmentation using color, texture or both. The segmen- 
tation can be avoided by decomposing the image block by block. This idea has 
been used for color-mosaic based image retrieval. Its disadvantages are that the 
image is represented with only one resolution and it is not easy to select the 
block size properly. Therefore, we intend to decompose the subblocks further. 
This representation can characterize the global image features at  the top level as 
well as local features at  the bottom level. As Figure 1 shown, the image is repre- 
sented with a quad-tree structure. The attributes of the root node are the global 
features of the original image, and the attributes of the leaf nodes characterize 
the local features of the image. We also observe that the layout information is 
encoded in the tree-structure if the node number is labelled orderly. 

Fig. 1. A quad-tree representation of an image 

It is well known that visual features, color, texture and shape are very impor- 
tant to characterize the image contents. Each node of the tree can be considered 
as an image and visual features will be extracted from it. So far, there are many 
approaches to extract these visual features in the literatures. In our experiments, 
only four color attributes and two texture attributes are extracted to character- 
ize the block contents. The color attributes are the number of color as well as the 
percentages of the most three dominant colors in RGB color space. The average 
pixel value and the standard variance of the block pixels are used to characterize 
the block texture simply. 
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Fig. 2. An illustration of a tree-structure encoding network with a single hidden layer. 

3 Adaptive Processing of Data Structure 

Connectionlist models have been successfully employed to solve learning tasks 
characterized by relatively poor representations in data structure such as stat- 
ic pattern or sequence. Most structured information presented in real world, 
however, can hardly be represented by simple sequences. Although many ear- 
ly approaches based on syntactic pattern recognition were developed to learn 
structured information, devising a proper grammar is often a very difficult task 
because domain knowledge is incomplete or insufficient. On the contrary, the 
graph representation varies in the size of input units. Its encoding process shown 
in Figure 2 is independent on the classification task and it is not necessary to pay 
attention specifically to their nodes. Recently, neural networks for processing da- 
t a  structures have been proposed by Sperduti [4]. It  has been shown that they can 
be used to process data structures using an algorithm namely back-propagation 
through structure(BPTS). The algorithm extends the time unfolding carried out 
by back-propagation through time(BPTT) in the case of sequences. A general 
framework of adaptive processing of data structures was introduced by Tsoi [6].  
Considering a generalized formulation of graph encoding shown in Figure 2, we 
have 

x = F , ( A ~ - ~  + BU) (1) 

y = F,(Cx + Du)  (2) 

where x, u and y are respectively the n dimensional output vector of the n hidden 
layer neurons, the m dimensional inputs to the neurons, and the p dimensional 
outputs of the neurons. q-I is merely a notation to indicate that the input to 
the node is taken from its children. The A matrix is defined as follows: 

where c is the maximal out degree of the graph. Ai, i = 1,2, ..., c is an n x p 
matrix, and is formed from the vector a:, j = 1,2,  ..., n. A is a c x (n x p) matrix. 
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And B,  C ,  and D are respectively matrices of dimensions n x rn, p x n and p x m. 
Fn(.) is an n dimensional vector given as follows: 

where f (.) is the nonlinear function such as a sigmoidal function. 
Note that we have assumed only one hidden layer in the formulation, because 

a single hidden layer with sufficient number of neurons is a universal approxi- 
mator [7]. 

The training process is to estimate the parameters A, B, C and D from a 
set of input/output samples by minimizing the cost criterion: 

where y denotes the output of the root of the current sample, d denotes the 
desired output of the current sample. 

The derivation of the training algorithm minimizing the cost criterion ( 5 
) will follow a fashion similar to gradient learning by computing the partial 
derivation of the cost J with respect to A, B, C and D. 

4 Experiments and Discussions 

Fig. 3. Ten plant images used in our experiments. 

We conducted several experiments including classifying images of ten dif- 
ferent plants and content-based image retrieval with relevance feedback on 200 
natural scene images. The tree-structure of each image is built with quad-tree 
decomposition and the six visual features mentioned in Section 2 are extracted 
as attributes for each node. The network of each node is a single hidden layer 
neural network. Note that, the hidden layer is with 10 neurons in our experi- 
ments. 

In the experiments for the plant image classification, a training set and a test 
set for each plant image were generated by masking the image contents with the 
random size region in black color or clipping the subimage from the original 
image. 

In Experiment 1, we simulated the information losing by masking the original 
image with random size block in black color and the training set and the test set 
of the same number of samples are generated. The size of the random block did 

992 Z. Wang et al.



not exceed 114 of the image size. In order to reduce the correlation among the 
images in both training and test set, the overlap between the samples was not 
more than 75%. If a block had at least 112 area in black color, no more decom- 
position was carried out in that block. That is, some of the nodes in the original 
tree would disappear. For example, in Figure 1, if region 6 was in black(missing 
information), nodes 6 and 11 to 13 would disappear. As a result, the generated 
trees had various sizes. They might have different number of nodes which were 
connected differently. The maximum depth of the tree in this experiment is 3. 
In Experiment 2, the masking block size grew up to  112 of the original image, 
which is the only difference from Experiment 1. 

In Experiment 3 and 4, the training set and the test set were generated by 
clipping the subimage from the original image. The size of subimage was not 
less than 112 of the original image, and the overlap between them was not more 
than 90%. The only difference between Experiment 3 and 4 was the depth of the 
tree-structure. The depth of the tree-structure used in Experiment 3 and 4 was 
set at  3 and 4 respectively. The latter leaded to more tree nodes. 

As Table 1 shows, very high classification accuracy even 100% can be achieved 
with our representation and BPTS neural network learning. In both Experiment 
1 and 2, the classification accuracy is loo%, such that, the original image can 
be learned with sufficient training samples provided although the information 
in each training sample was partly incomplete. Experiment 3 and 4 indicate 
that main information of the image can be learned from its subimage set. Too 
many nodes are not certainly useful to improve the classification performance 
but increase the computational demand greatly. 

Table 1. Classification Performance. 

- 
Fig. 4. The top ten retrieval images for the top-left query image without refining. 

Experiment 1 
Exveriment 2 
Experiment 3 
Experiment 4 

Classification Accuracy (%) 
Training Samples 

2000 
741 

win ing  set 
100.00 
100.00 

1430 
1427 

Test Samples 

2000 
741 

T~~~ set 
100.00 
100.00 

1430 
1427 

99.58 
99.58 

99.58 
98.88 



Fig. 5. The top ten retrieval images for the topleft query image after one iteration 
refining. 

The representation scheme and BPTS learning algorithm were also applied to 
relevance feedback image retrieval on an image database with 200 natural scene 
images. At first, some images are returned in terms of distance between the 
feature vectors of the query image and the database image. In the second step, 
user will select the similar images relevant to the query image among the returned 
results. Therefore, there are two classes images, relevant and irrelevant images 
in user's subjective opinion. The system will learn these two classes images by 
adjusting the network parameters A, B, C and D in a similar way introduced 
in Section 3. Some images are retrieved in terms of distance between the graph 
output vector of the query image and the database image. Note that the second 
step can be performed repeatedly. A retrieval example for a query image with 
blue sky and green grass is presented in Figure 4 and Figure 5. Comparing 
between Figure 4 and Figure 5, we observe that the retrieval performance 
is improved greatly only after one iteration refining. Furthermore, the retrieval 
results presented the similar layout of the query image contents although there 
was no layout information to be extracted. 

5 Conclusion and Future Work 

A segmentation-free tree-structure image representation and the combination 
with adaptive processing of data structure are presented in this paper. The tree- 
structure can present the image features both globally and locally with nodes 
at different levels. It is also flexible and shows certain tolerance to the missing 
information. Adaptive processing of data structure with the BPTS algorithm is 
used to learn the image representation. Good classification accuracy is achieved 
when experiments are conducted on the images of ten different plants, and en- 
couraging experimental results are also obtained in relevance feedback image 
retrieval. Moreover, we need only a small number of features in the experiments 
by using our proposed method. 
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Abstract. Digital watermarking is the technique, which embeds an invisible 
signal including owner identification and copy control information into 
multimedia data such as audio, video, images for copyright protection. A new 
watermark embedding algorithm is introduced in this paper. In this algorithm, 
complex 8×8 DCT blocks are selected by calculating the AC coefficients of the 
DCT blocks, and watermark information is embedded into the selected complex 
blocks using quantization and modulus calculation. This algorithm uses a blind 
watermark retrieval technique, which detects the embedded watermark without 
using the original image. The experimental results show that the proposed 
watermark technique is robust to JPEG compression with 90% of compression 
ratio and has an excellent PSNR. With the fast watermark extraction property, 
this algorithm is suitable for real-time watermark extraction applications such 
as compressed video watermark. 

1 Introduction 

With the rapid spread of computer networks and the further progress of multimedia 
technologies, security and legal issues of copyright protection have become important. 
Digital watermark is one promising technique for effectively protecting the copyright 
of digital contents[1]-[6]. The important properties of the embedded watermark are 
the quality of the contents having embedded watermark data, the robustness of the 
watermark against modification of the contents, resistance to intentional removal of or 
tampering with the watermark, and the reliability of extracted watermark data.  

The watermarking techniques can be classified into two classes depending on the 
domain of watermark embedding, i.e. the spatial domain and frequency domain. 
Among the spatial domain watermark embedding methods, Schyndel et al. proposed a 
watermark embedding technique by changing the least significant bit of some pixels 
in an image [2]. Bender et al. described a watermarking approach by modifying a 
statistical property of an image called ‘patchwork’ [3]. The spatial domain 
watermarking techniques, however, are not robust to attacks such as compression, 
clipping, cropping, etc. On the other hand, there are many algorithms for watermark 
embedding in frequency domain. Cox et al. described a method where the watermark 



Blind Watermarking Algorithm Using Complex Block Selection Method      997  

is embedded into the large discrete cosine transform (DCT) coefficients using ideas 
borrowed from spread spectrum in communications [4]. Xia et al. proposed a 
frequency domain method of embedding the watermark at all the subbands except LL 
subband, using discrete wavelet transform (DWT)[5].  

 In this paper, we introduced new watermark embedding/retrieving algorithm using 
complex block selection method. An image is divided into 8×8 blocks and the discrete 
cosine transform (DCT) is performed at each block. A block with largest AC 
coefficients is defined as a ‘complex block.’ The watermark is embedded only into 
the selected complex blocks using quantization and modulus calculation. The 
watermark information, which is pseudorandom binary sequence (‘0’ or ‘1’), is 
embedded only into the greatest AC component of the complex block. After 
embedding watermark, the PSNR is calculated to give the index of the image quality, 
and attacked the watermarked image using JPEG compression to verify the robustness 
of the algorithm. The watermark retrieving procedure of the embedded watermark 
doesn’t require any prior information such as original image or key, and finds 
watermark embedded complex blocks to retrieve the hidden watermark information. 
Such a blind watermark retrieval technique is important for applications in huge 
image databases. To give an example, for archived movie films, art libraries and 
Internet image distributors, it may not be convenient to search the original image from 
a huge database for watermark detection [1]. The results show that the watermarked 
image has at least 40 dB in PSNR, and the extraction ratio of the watermark more 
than 100% even if we compress the watermarked image with 90% of compression 
ratio. 

2 Proposed Watermarking Method 

Inoue, et. al. proposed quantization based watermarking technique using discrete 
wavelet transform (DWT) for video [6], but with the complex calculation within 
DWT, this method is not suitable for the real-time watermark extraction. For the real-
time processing in video such as MPEG, an efficient and less complex algorithm is 
required. The algorithm developed in this paper is based on the DCT, which is used in 
MPEG video decoding, and can reduce computation time. Embedding watermark into 
all area of an image degrades the picture quality and resulted in lower PSNR. To 
improve PSNR, special DCT block selection algorithm is needed. In the proposed 
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Fig. 1. Watermark embedding procedure 
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watermarking algorithm, the watermark embedding DCT blocks are selected based on 
the complexity of the image. A block with large AC coefficients is defined as a 
‘complex block.’ The watermark is embedded only into those complex blocks to 
enhance the picture quality and reduce the calculation complexity. To embed the 
watermark information into an image, a quantization and modulus method is used. 
When extracting embedded watermark, the same complex block selection, 
quantization, and modulus calculation are processed and no prior information, such as 
original image, is required. This blind watermark extraction feature becomes more 
important because of the difficulties in keeping the huge amount of original images. 

2.1 Watermark Embedding Algorithm 

The watermark embedding procedure is as follows (See Fig. 1): 
Step 1: Break up an image into 8×8 blocks and computes the DCT coefficients of 

each block. 
Step 2: Select the complex blocks by comparing the magnitudes of the AC 

coefficients. The watermark information is embedded only into those 
complex blocks. Fig 2 shows the complex blocks. In this figure, the number 
of the complex blocks (k) is 128. 

Max(ACi)  i=1,2, … , n

 where n is block number 
Step 3: Select an AC component (AC) with the greatest magnitude in the selected 

complex block. The watermark will be embedded into this component. 
Step 4: Generate the pseudorandom k binary sequence ('0' or '1'), which is used as 

watermark. 
wk={rk}, rk ∈{0,1}

where k is the number of the complex blocks. 

              

(a) original image               (b) selected complex blocks (k=128) 

Fig. 2. Original image and selected complex blocks 
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Step 5: Quantize that AC value using the following equation. 
H=round [max (AC) / Q]

where Q denotes the quantization step-size, which decides the embedding intensity. 
Step 6: Calculate qk according to the following condition. 

If (wk = = mod (H,2)) 
qk = H+2;

else 
qk = H+1

Step 7: From the calculated value qk , compute new AC value (AC’) using the 
following equation. 

AC'= qk × Q
And replace the AC coefficient with the AC’.

Step 8: Watermarked image is constructed using inverse discrete cosine transform 
(IDCT). 

2.2 Watermark Extracting Algorithm 

The embedded watermark information, wk, can be extracted using the following 
simple steps (see Fig. 3): 
Step 1: Break up an image into 8×8 blocks and computes the DCT coefficients of 

each block. 
Step 2: Find complex blocks and select the AC component with greatest magnitude 

(AC’)
Step 3: Compute H'=round [max (AC') / Q],
Step 4: The embedded watermark, wk, is extracted using the following equation. 
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Fig. 3. Watermark extraction procedure 

            

(a) Original image Lena           (b) Logo(size 8×16) 

Fig. 4. Test original image and logo 
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wk=H' mod 2

The extracting procedure is quite simple and has great efficient in extraction speed. 
This extraction algorithm also does not require any prior information such as original 
image.

 2.3 Correlation Quality 

The correlation between the original watermark and the extracted watermark is 
calculated to detect the existence of the watermark. 

The Correlation Quality function (CQ) is defined as follows : 

⋅
⋅

=
kk

k

ww

ww
CQ

 where wk is the original watermark data and w is the extracted watermark data.  

3 Experimental Results 

We utilized an 8 bit gray level, 256×256 size, Lena image as an experimental image 
and use an 8×8 block DCT to decompose the image into 64 sub-pixels. Fig 4 (a) 
shows the original Lena image, and (b) shows the logo image, which is used as 
watermark. The size of the logo image is relatively small because of the number of 
the selected complex is small. Fig.5 shows the relationship between the embedding 
quantization step-size Q and the peak signal-to-noise ratio (PSNR). We can see that 
the PSNR of the watermarked image is decreasing with increasing Q value, but in any 
case the PSNR is above 40dB. This shows that the embedded watermark doesn’t 
degrade the original image quality. Selecting less than 30 as a Q factor, the 
watermarked image has a good PSNR. Fig.6 show the relationship between the 
embedded quantization step-size Q and the JPEG compression ratio. The 100% 
extraction area in the graph means that the correlation quality (CQ) is 1, which is the 

Fig. 5. The relationship between Q   Fig. 5. The relationship between 
and PSNR   Q and JPEG compression ratio 
    for 100% logo extraction 
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perfect extraction of the embedded watermark data. This graph shows that selecting 
large number as Q factor resulted in better robustness to the higher compression ratio. 
However, the larger Q value also degrades the PSNR, and we have to select Q number 
properly. If we want a watermark robust to higher compression up to 93%, the Q
factor should be larger than 30, but in this case the PSNR of the watermarked image is 
less than 42dB. 

4 Conclusions 

In this paper, we proposed a new blind digital watermarking algorithm, in which the 
watermark information is embedded only into the selected complex blocks of a still 
image using quantizationa and modulus calculation. Experimental results demonstrate 
that the proposed watermarking method is robust to JPEG compression attack with 
higher watermarked image quality. Because of the simple and fast watermark 
extraction procedure, this algorithm is suited for real-time watermark applications 
such as MPEG video watermark. 
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Abstract. Multimedia production is generally considered to be an expensive 
task. This is true when dealing with complex graphics, animation, artistic ef- 
fects, music and high quality video editing, but didactic applications do not re- 
quire such advanced features. A conventional lesson can be effectively repro- 
duced in a multimedia environment using a small set of multimedia features and 
a simple, regular structure. However, didactic application often consists of a 
huge amount of multimedia material and logical interconnections. The 
MTEACH approach is based on a methodology supported by a language and a 
compiler, and allows the author of a didactic multimedia production to work at 
a higher level than conventional authoring tools. The "running code" of the 
multimedia application is generated in standard formats starting from a formal 
description of the lessons, providing a consistent and easy-to-navigate hyper- 
media structure. 

1 Introduction 

Didactic represents a natural application field for multimedia systems and authoring tech- 
niques. Traditional live lessons are basically "multimedia": the teacher talks, while ex- 
plaining slides and pictures, showing objects and so on. With some improvements and 
adaptations, live lessons can be placed on an interactive CD-ROM or a Web site, as a 
support in media-based training and distance learning courses. Unfortunately, a well- 
known effect is that even few hours of teaching generate a huge amount of material (texts, 
audio, video, pictures, etc.). Thus, managing and handling large files and ramified data 
structures become a difficult task for both users and producers. 

Common authoring tools, like ToolBook [ l ]  and Macromedia Director [2], offer pow- 
erful functions for animation controls, programming and graphics. Authors that are not 
highly skilled at dealing with multimedia production are able to obtain a simple result with 
a limited effort. Advanced functions exceed the requirements of basic end users, which are 
often disoriented by an enormous choice of commands and low-level instructions. 

Moreover, a considerable amount of manual work is necessary to collect the various 
features, especially because these tools are designed for the largest number of authors, 
including those for which the artistic aspect is the main part of the product. However this 
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fact could not be a constraint in professional multimedia publishing, where authors are 
experienced programmers and work often in concurrent engineering teams, it often repre- 
sents an unpleasant overload in case of simpler approaches for less skilled users. Another 
consequence is that multimedia production costs are often a big problem for high level 
didactic, such as for university or professional courses that cannot count on the profits of 
massive sells. 

Further, reusability of parts of the final product is limited and additional manual work 
is necessary to restore all the links, in order to preserve the consistency of the multimedia 
data structure. This limitation descends from the strict embedding of the original data 
sources (audio, video and image files) inside the code generated by the authoring tool. 

Cross-portability between different production environments, for example merging 
ToolBook and Director files, is nearly impossible, since each tool uses an internal coding 
system for the project description and generates archives with different formats. Working 
at a higher level would instead require a tool that describes the structure of the hyperme- 
dia, instead of directly implementing it. 

Web-oriented authoring tools, like Microsoft Frontpage, provide some functions to 
preserve link consistence when the Web content is modified, or when a part of it is moved 
in a different context. However, considerable work is still required to create links, to fill 
template pages with the available material, and to check the logical correctness and consis- 
tence of the links in the final product. 

Nevertheless, the total freedom left to the author when creating the outline and assem- 
bling the collected material can lead to a hypermedia not homogeneous in its parts. This 
makes navigation difficult and integration between different products almost impossible. 
Many authors do not recognize these aspects as disadvantages, being more interested in 
the artistic aspects of the work. Anyhow, this is not generally true for didactic productions, 
where lucidity and uniformity of style are key factors to gain the end user's comprehen- 
sion. 

2 Main Requirements 

When handling multimedia-teaching material, reusability of modules is one of the most 
important features. For example, advanced courses can recall parts of basic courses, or 
smaller courses can be rearranged out from more extended ones, regarding the same sub- 
jects but modifying their order and/or the details of the treatment. 

Most lessons are modularly organized in chapters and arguments, which are accompa- 
nied with a store of scheduled pictures, schemes and practical examples that enrich the 
explanation. We think that the teacher's approach to multimedia production would be 
easier, if the methodology for the hypermedia description offered a set of rules as coherent 
as possible with the structural elements of a common lesson. 

Facing the design of a didactic-oriented authoring framework, software developers 
should identify the correct guidelines for the final success of the project. These are strictly 
dependent from the target of the authoring tool; both author's and end user's needs have 
thus to be satisfied, starting from an investigation on their practical requirements. 

From the author's point of view, low production cost and skill, easiness of usage and a 
short hypermedia production time are key factors for a successful didactic multimedia 
production environment. A recognizable modularity is further essential to obtain a faster 
reusability of the parts of a final product. 
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On the other side, end users are commonly accustomed to the learning method imposed 
by the traditional didactic approach, i.e., live lessons which are normally accompanied by 
papers, books and personal notes. This fact imposes still didactic multimedia products to 
strictly respect the logical organization that characterizes traditional courses and lessons. It 
is likely that in a few years this constraint will not be present anymore. The increasing 
diffusion of personal and mobile computing devices, such as e-books, palmtops etc., will 
allow computer-based training sessions to reach a larger application field. As conse- 
quence, this will radically transform the way of teaching and, thus, the concept of learn- 
ing. 

3 A New Approach To Didactic Multimedia Design 

Graphic environments are the most common user interface for authoring tools. This allows 
authors to develop their projects in a friendly workspace, and often simplifies the identifi- 
cation of a large variety of toolkit features. Models and templates enhance the visibility of 
the available instruments; on-line preview areas on the workspace can also present the 
direct effects of certain modifications on the final product. 

A language-based approach could not offer the same helpful features. Although for less 
experienced authors the difficulty of learning a structured language could seem larger than 
discovering the instructions of a graphical tool, the value of a language-based hypermedia 
description is evicted when recursive procedures have to be applied on large hypermedia 
products. Reproducibility of operations is easier when dealing with a plain text source: 
text editors have a set of macros and automation features that are more powerful than 
repeating sequences of visual commands on a GUI. 

This fact represents a common issue of most graphic-based applications: system admin- 
istrators, for example, encounter some difficulties in automating procedures, when related 
commands are sequences of actions on graphical elements that are neither mapped on nor 
manageable at a lower level of abstraction. 

Further, the regularity of the hypermedia data structure and the reusability of the teach- 
ing material are ofien issues which are difficult to be solved, if artistic features are com- 
plex and variously mixed in a high-level graphical authoring tool. 

A language that makes the hypermedia project very similar to the index of a book will 
achieve this target; nevertheless, it allows keeping the project development at a higher 
level, not depending from toolkit's internal representation schemes. A simplified tool also 
requires an automated creation of links between data sources and the output, and their 
dynamic adaptation if some changes are made in the given description: both activities 
should be transparent to the author, in order to minimize the manual work and restrict the 
focus on the main activity. 

On the other hand, such requirements imply a set of technical issues regarding both 
data sources and hypermedia description format. In order to obtain the full modularity at 
each layer, starting from data up to the project schema, the original multimedia sources 
should preserve their own identity in the output data structure. 

Open data formats should be preferred for both sources and generated output. This as- 
sumption achieves the full cross-platform compatibility and allows to collect, modify and 
reuse the teaching material at any time and with the lowest conversion cost. It gets also 
through the disadvantages of most proprietary file formats, which require their own run- 
time libraries and are often platform-dependent. 
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Nevertheless, the hypermedia project structure should be based on a plain, portable, ed- 
itable, source file (ASCII): such an open format would represent a common base for the 
interoperability between different production environments and could also stimulate fur- 
ther implementations of enhanced authoring tools. 

4 MTEACH 

The MTEACH authoring framework is based on automated code generation, starting from 
a structured language which describes the content of each lesson in terms of "primitive" 
multimedia elements: audio, video graphics, text, etc. These primitive elements are not 
related to any particular authoring system and are thus reusable in different contexts. 

The lesson description also contains the logical connections between its various parts in 
terms of keywords (flat links) and hierarchical structure. In respect of commonly used 
authoring tools, this approach produces a more rigid, and therefore more regular, multi- 
media structure. Navigation becomes easier this way for both authors and end users. 

MTEACH provides an effective methodology to build very large didactic multimedia 
products following as close as possible the normal activity of a teacher. The MTEACH 
language allows the teacher to describe the hierarchical structure of the lesson in the same 
way the index of a book is written; the keywords list associated to each element represents 
the logical interconnections of the arguments that will become glossary entries and hyper 
textual links. 

From the technical point of view, the system can be easily extended to several different 
platforms and operating system environments, only by adding new interface modules to 
the code generator of the compiler. In particular, if an authoring tool provides application 
interfaces to external hi-level programs, it can be controlled by MTEACH to reduce or 
eliminate the need for manual work. 

5 The MTEACH Methodology 

One of the main purposes of MTEACH is to reduce the hypermedia production time. To 
achieve this goal, the first step consists in defining a methodology that preserves most of 
the normal preparation and teaching activity of the author and that leads to a straight se- 
quence of tasks. 

Firstly, the teacher prepares slides, pictures and animations to be used during the les- 
son; most of the didactic material should be ready before the lesson starts. Anyhow, the 
teacher can hand-draw pictures during the class, if exercises or detailed clarifications are 
needed. 

The structure of the lesson is then described in the MTEACH language. This step pro- 
vides a guide for the following production phases and guarantees that the audio and video 
recordings will match the logical flow defined by the lesson's schedule. Late modification 
of the structure of a didactic multimedia product often requires re-recordings of the 
teacher's speech to fit the new order of the arguments. 

After that, the lesson is audiolvideo recorded, possibly live with students, in order to 
make the recording as natural as possible. If studio recording is preferred, the arguments 
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can be individually recorded, possibly following the same order they will appear in the 
final product. 

Audiolvideo recording is further digitized and edited, so that live recordings are splitted 
into the elementary modules (clips) defined by the structure of the lesson. Slides, pictures 
and animations are modified, if necessary, according to the actually recorded talk; for 
example, new slides can be prepared to reproduce additional drawings, which could have 
been added on the fly during live lessons. 

At this point, all the elements needed for the code generation are ready. The structure 
described in the MTEACH language contains all the information necessary to build the 
links of the hypermedia structure. Compiler's template files will be used as definition of 
the graphical aspect of the output, as explained in the following section. 

6 The MTEACH Language 

MTEACH provides a very simple language to describe the structure of the hypermedia. 
The formal description of the MTEACH language, regarding the detailed explanation of 
syntax, lexical conventions and data types, would go beyond the purpose of this presenta- 
tion paper. Nevertheless, current implementation is under development, application fields 
are getting larger, and new elements are to be added, according to the experimental results. 
Thus, a formal scheme would not still offer a complete and stable rule set for every kind 
of hypermedia description. 

As said before, the description resembles the hierarchical index of a book. Traditional 
chapters become "lessons" and the sections within each chapter are called "arguments". 
The analogy with the book simplifies the description of the logical schema, which can be 
written with little effort directly from the teacher, not necessarily from a multimedia- 
authoring expert. 

Each argument is a module that groups a collection of different types of documents to- 
gether. "Clips", the most important type, are made of audiolvideo tracks and several syn- 
chronized images, or "slides". Synchronization is not obtained during the audiolvideo 
editing sessions; instead, it is featured by the automatic code generation. The way syn- 
chronization is achieved depends on the target operating environment; in current imple- 
mentation, for example, the Real Media [3] synchronization capability is used. 

The kernel of the MTEACH language definition. 

keyword-list 

lesson 

arguments 

argument 

contents 

. .- . - -  <identifier> 
[ , <keyword-list> I 

. .- . .- LESSON <identifier> 
( [ ckeyword list> I 1 
{ arguments 7 

. .- . .- argument [ arguments I 

: :=  ARGUMENT <identifier> 
( [ <keyword-list> I ) 
{ contents } 

: : = clip [ clip 1 
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clip 

slides 

slide 

. . .- CLIP <identifier> 
<filename> 

( [ <keyword-list> I 
{ slides ) 

: :=  slide [ slide I 

. .- . SLIDE <identifier> 
<f ilename> 

( [ <keyword-list> ] ) 
AT <time> 

The MTEACH language requires that timing information is associated to each slide re- 
lated to the starting point of the audiolvideo track. A textual description of timing infor- 
mation could appear more complex and less effective than a graphical interface, but plain 
ASCII format still allow easy editing and manipulation when the description regards a 
large tree structure. Interactive graphical interfaces do not scale equally well, even though 
an additional program (with its own graphical interface) could be used to compute and 
insert timestamps into the source file. 

An example of the MTEACH language. 

lesson tlUlnar nerve exposure at the elbow" 
( "Ulnar" , "Exposureu1 ) 

{ 
argument "Sites of entrapment" 

( "EntrapmentI1, llElbowlu) 
{ clip "Sites of entrapment" "sites. rm" ( 1  

{ slide View of the elbowvu "elbowl .gif  
(ulAnatomyN, "Elbow") at 01 

slide "Inside the elbow" "elbow2.gifM 
(uuAnatomyu8, at 10 

1 
1 
argument "Surgical stepsu 

( "Operating techniques" ) 
( clip "Skin incision" "incision. rmM ( )  

{ slide "Starting the incisiont1, 
nskin-incision.gif" 
("Skin incision", "Elbow") at 01 . . . 

The lesson could be enriched by other documents, such as texts, animations and images 
not linked to any audioivideo track. The language is currently being extended to include 
more data types. 

A key feature of MTEACH is the automated generation of the several links, which are 
needed to logically interconnect topics. A list of keywords (such as "Ulnar", "Exposure", 
etc. in the example) is associated to each element in the description: this additional infor- 
mation will be used to build a multi-linked glossary during the code generation-Each key- 
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word (it can be a word or a phrase) in the glossary will show the lists of related topics in 
the hierarchical index, i.e., the whole set of arguments in which the keyword is recalled. 

Another set of automatically generated links provides a sequential visit of clips of the 
multimedia lessons. 

7 The MTEACH Compiler 

Automatic link generation makes MTEACH different from the conventional authoring 
tools and provides reusability of the multimedia material after it is organized in the lesson 
structure. Moving a part of a lesson description (clips, slides, timing, keywords, etc.) to 
another project does not lose the structural information. All the links are rebuilt when the 
new code is generated: this is a nice feature, since even very short lessons may contain 
hundredths of links. 

Fig. 1. Shot of a microneurosurgery application. 

The MTEACH compiler has been developed using lex and yacc [4]. A data structure is 
built to internally describe the hypermedia structure and is visited during the code genera- 
tion phase. 

During the code generation phase, the compiler reads a set of template files and inserts 
into them the actual information described by the internal data structure. This approach 
allows the use of conventional editing and authoring tools to build and test the templates. 
Of course, this is possible only if the internal structure of the file of the chosen authoring 
system is known, or at least some APls (Application Programming Interfaces) are accessi- 
ble to control the editing feature of the authoring tool. Fig. 1 shows a shot of the final 
product in a microneurosurgery teaching application. 
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Code generation in the current prototype is targeted for HTML files with JavaScript 
procedures and RealMedia [S] audiolvideo encoding and synchronization. Animations use 
the animated GIF format [6] with timing information. 

8 Summary 

A simple and regular structure is suitable for most didactic applications of the multimedia 
technologies. Their value resides in contents and in richness of links to better describe the 
relationship between the topics, rather then in artistic and graphical effects. 

MTEACH is limited to didactic or didactic-like productions based on a regular struc- 
ture. The language is still being extended and some new features are being added, but a 
running prototype is already available and it is being used to understand the needs for 
hture extensions. 

To test the easiness of usage by users without specific knowledge in computer science, 
MTEACH is currently being used to produce some lessons in the field of microneurosur- 
gery, whose examples appear in the pictures of this paper. 

Another direction of development regards the creation of interfaces to other authoring 
tools, including ToolBook, Macromedia Director and Shockwave. 

9 Acknowledgements 

Authors wish to thank dr. Alberto Alexandre from EUNI (Treviso, Italy) and from the 
Microneurosurgery Service of Policlinico S. Giorgio, Pordenone, Italy, for his interest in 
this project and for his collaboration in the making of the didactic microneurosurgery 
application. 

References 

1. Asymetrix Learning Systems Asymetrix ToolBook web page: 
http://www.click2leam.com~pmducts/ 

2. Macromedia Director Technotes web page: http://www.macromedia.com~support/directorl 
3. Real Networks Real Media File Format web page: 

http:Nwww.real.com/devzone/documentation 
4. Schreiner, A.T., Friedman, H.G. Jr.: Introduction to Compiler Construction with UNIX. 

Prentice Hall, Upper Saddle River, New Jersey (1985) 
5. Real Networks Synchronized Multimedia web page: http://service.real.comfhelp/library 
6. Compuserve Graphics Interchange Format, Version 89a. 

ftp://ftp.ncsa.uiuc.edu/misc/file.fonnats/graphics.fonnats/ 

A Language-Based Framework for Didactic Multimedia Production 1009



Protocol and Buffer Design 
for Multimedia-on-Demand System 

Siu-Ping CHAN, and Chi- Wah KOK 

Department of Electrical and Electronic Engineering, Hong Kong University 
of Science and Technology, Clear Water Bay, Kowloon, HONG KONG 

Abstract. A multimedia-on-demand system provides real-time playback of multimedia data 
transferred over UDP on IP is presented. Data buffer is allocated to overcome multimedia 
dropout problem. A flow control system is presented which constantly maintains the buffers at 
or near maximum capacity. Rate adaptation is employed which results in an overall 
improvement of the quality of the multimedia playback. Analytic analysis of the buffer design 
problem is presented to minimize startup delay and media quality fluctuation. Other system 
maintenance protocol is incorporated to minimize the effect of packet lost and nonuniform 
arrival. Simulation results are presented to demonstrate the efficiency of the developed system. 

1. Introduction 

A multimedia-on-demand system provides real-time playback of multimedia data transferred 
via an IP network is considered in this paper. At the request of a client (subscriber), a server 
transmits the compressed multimedia data over the network. The client receives and 
decompresses the transmitted data for playback. Real-time playback can be achieved by 
compressing the multimedia data to a rate lower than the channel rate. Otherwise multimedia 
dropout will be observed which is a phenomena wherein the multimedia playback terminates 
for some noticeable time period and resumes after this delay. 

The internet is an unreliable network in that it has a high rate of packet loss and nonuniform 
packet arrival. To overcome these network difficulties, data buffers of reasonable size should 
be allocated with the client's system in order to avoid deleterious effect on network 
performance. If the multimedia data is transmitted and received within the data buffer at too 
fast a rate, the buffers would overflow causing loss of significant portions of data and 
multimedia dropout. On the other hand, if data was transmitted too slowly, the buffers would 
empty out and again resulting in significant dropout. As a result, a second system which run 
concurrently with the multimedia-on-demand system will monitor and regulate the flow of data. 
The main difference between the proposed flow control system and the current known systems 
is that now the client is responsible for the decision of bitstream quality adaption. The client 
can desire and achieve the best quality for his network environment. Simulation results showed 
that the designed adaptive buffer can efficiently store sufficient playtime than that of traditional 
buffer with the same buffer size. Sufficient buffer storage is to ensure a continuous multimedia 
playback for the client. This flow regulation system constantly maintains the buffer at or near 
maximum capacity so that, in the event of network delay, the client system continues to play 
the multimedia data stored in the buffers until new multimedia data begins to arrive again. 
Further quality improvement can be achieved by using variable rate data stream. Rate 
adaptation adds another dimension to the flow regulation system that maintains the highest 
quality bitstream in the buffer. Thought analyzing the experimental results, an optimal initial 
buffer design algorithm is presented to minimize the startup delay and fluctuation the media 
quality during playback. 
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1.1 System Model 

Sequence 
Number 

A request from the client will initiate a connection using TCP/IP flow regulation in the 
multimedia-on-demand system. The server responses by transmitting a packet using TCPIIP 
that inform the client on the availability of the requested multimedia stream and the available 
bit rates, frame-sizes and other information required to decompress and playback the bitstream. 
The server starts streaming the data using UDPIIP right after the initial information packet. 
Showing in Figure 1 is a typical data packet of the streamed media. The sequence number 
indicates the sequential order of the packet being sent out. The bitrate shows the multimedia 
bitstream bitrate in the current period. The frame size is the size of each packet. The size of the 
UDP packet is pre-assigned for each stream. Specifying the packet size in advance of 
transmission allows the file to be encoded in accordance with a suitable frame size that 
overcome the error propagation effect due to packet loss. Such that loosing a packet will not 
affect the playback of neighboring packets. Buffer will be allocated to temporary store the 
received UDP packet which will then playback in according to the sequence number. 
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Fig. 1 UDPllP Data Packet Format 
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2. Protocol 
2.1 Flow Control 

UDP is a 'Connectionless' protocol. Unlike TCP and HTTP, when a UDP packet drops out, the 
server keeps sending information, causing only a brief glitch instead of a huge gap of silence 
for real-time playback of the media stream. To regulate the flow of the UDP packets, sequence 
numbers DSeq (Data Sequence number) are assigned to each data packet. The client maintains 
a PSeq (Play sequence number) counter, such that out-of-sequence data packet arrival is 
allowed onlyif the PSeq of the packet has been decompressed and played is smaller than the 
received DSeq. Otherwise, out-of-sequence arrival data packet will be discarded. Figure 2 
details the flow control using these 2 counters plus two time dependent variable over UDPIIP. 
The stored bitstream will be played when buffered packet has a play time (P(t)) greater than a 
given start time (S). The playback will be continued until the client receives NACK or End Of 
Media where the communication session will be closed. 

2.2 Buffer Control 

When the bitrate, B, of the compressed media stream is lower than that of the network, the flow 
control will send a control sequence to request the server to suspend from streaming the data 
when the buffer is 'full', i.e. P(t)>MAX. The streaming will be resumed when the buffer 
content falls below a pre-assigned threshold R, i.e. P(t)<R. Due to the high packet loss rate of 
the internet, the effective bitrate of the network is substantially lower. Which in turn 
constrained the bitrate of the streaming media to be much lower than the channel capacity. In 
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much of the time, the channel bandwidth is wasted. The situation is worsen when the server 
cease data streaming due to client buffer overflow. Bitrate adaptation is therefore proposed. 

23 Bitrate Adaptation 

As normal quality data packets are transmitted at rate, B, faster than real time, the buffer 
begins to fill up and approach maximum capacity, MAX. Once the buffer has remained at 
maximum capacity for a predetermined amount of time, y, the client's flow control system will 
request the server to transmit data with higher quality, e.g. B+B+A. High quality data takes 
more time to transmit since more data is required to be transmitted at the same baud rate. 
Furthermore, high qualiey data has a high consumption rate. Once the buffer falls beneath a 
minimum capacity, MIN, for the predetermined amount of time, y, a low quality data packet 
request will be issued, e.g. B+B-A. The process is repeated such that high quality data will be 
combined with normal quality data resulting an overall improvement of the playback quality. 

Because more than one blocks will typically be present on the IP network at a time. Once a 
"rate adaptation" request issued, the data packets still on the network will be received and 
stored in the buffer before the rate adapted packets. Such that the buffer overflow or underflow 
condition will remain for certain time, until previously received packets are consumed. Having 
a bitrate adaptation time threshold y minimizes unnecessary rate changes request. Furthermore, 
CSeq (Control sequence number) is assigned to each control packet, and a counter SSeq 
( Server received control sequence number) is maintained in the server to store the largest CSeq 
number received so far. The server will ignore any received control packets with CSeq<SSeq. 

The bitrate adaptation flow control in Fig.4 is effective only after a buffer overflow or 
underflow condition has occurred. A preventive bitrate adaptation flow control is proposed in 
Fig.5 with two timers Tc and Ts that measures the time between the reception of two data 
packet in the client and acknowledgement, ACK, in the server. The bitrate is lowered when Tc 
or Ts is greater than a preassigned threshold, TIMEOUT. Because streaming low bit rate 
packet helps to recover from prolonged network congestion. Tc and Ts is reset to 0 whenever 
the client receive a valid data packet or the server receive an acknowledgement from the client. 
The acknowledgement is sent to the server when the number of packet received by the client is 
greater than a pre-assigned threshold, 6, such as to minimize the amount of communications. 

2.4 Loss Packet Recovery 

A timer Td is maintained in the client system such that loss packet resent request is made 
periodically whenever Td > Tr (the resent timeout). Due to network delay, it is possible to have 
the resent packet arrived later than the current play time C(t). In that case, the received resent 
packet will waste bandwidth. The return path delay of the network can be measured as Tx. To 
account for further network congestion, only those lost packets with play time greater than 1.5 
Tx should request resent. Changing the overhead from 50% Tx to a higher value will conserve 
the bandwidth, but will also increase the packet lost rate, hence glitch and dropout in playback. 
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A list Plist that stores the received packet numbers and a counter RSeq that stores the largest 
received packet number are used to identify the lost packet number. Another list, Rlist, will 
store the packet numbers in the resent request. In order to avoid wasting bandwidth due to 
multiple resent request in congested network, lost packet number in the previous resent request 
will not be considered in the current resent request. 

2.5 Nonuniform Packet Arrival 

The out-of-sequence packet anival problem can be resolved by playing the buffered packets in 
the order of their sequence number. Such scheme will introduce glitch and dropouts in play 
back. To minimize the dropout rate, a count "Dropout" is maintained in the client to measure 
the dropout rate in the unit of packets. Bit rate adaptation should be performed when Dropout > 
h, a predetermined dropout threshold. Fig.7. details the proposed protocol. 

3. Buffer Design 
3.1 Initial Buffer 
The success of the presented flow control algorithm heavily depends on S, the initial buffer 
size. When S is too large, unnecessary startup delay will be resulted. If S is too small, the 
system will be subjected to a high dropout rate. Although the flow control system will 
minimize the dropout rate by adapting the bitrate of the streamed data, it also cause fluctuation 
in the quality of the playback. Since fluctuation in the quality of the playback is annoying and 
should be avoided. Experiments have been performed to determine a method to design the 
initial buffer size. The experimental results in Fig. 8 showed that the packet receive rate against 
time is exponentially asymptotic to a steady rate, C. Assume the play back time for each 
received packet is F, the buffered play time at time P(t) is given by 

P( t )  = FI  (1 - 8' )dt * 

Fig. 8 Packel receive rate 

where h is the packet anival rate. The start time S should be large enough, such that the initial 
buffer will buffer data with P(t) larger than that can be received in one TIMEOUT period, T. 
Such that the buffer will start to fill up after the media data starts to playback, 
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Since there does not exist an analytical solution for S of the above equation for a given T and A, 
a numerical solution can be obtained. A 50% safe margin is usually added to S to avoid 
unnecessary fluctuation of media quality. 

3.2 Adaptive Buffer 

The MAX and MIN parameters should be adjusted every time a bit rate adaptation request is 
issued such as to minimize unnecessary fluctuation of the quality of the streamed data. One 
basic criteria in adapting the MAX and MIN size of the buffer is to maintain the playtime 
between MAX and MIN to be a constant, i.e. MAX - MIN = constant, such as to minimize the 
dropout rate after adapting the margin of the buffer. Secondly, MAX should be increased to 
MAX + b(t), where b(t) is the playtime difference for the data packets before and after bitrate 
adaptation with higher bit rate bitstream request. 

Similarly, MIN should be decreased to MIN - b(t) when a low bitrate request is issued. 
Concerning about the initial MAX buffer size, it can be set to the play time generated by the 
number of packet received within the time period (TIMEOUT+2*Tx) under the initial bitrate B. 
Similarly, the initial MIN buffer size is set to the play time generated by the number of packet 
received within the time period (2*Tx), such that there are enough time for the client to request 
bitrate adaptation. As a result, the initial buffer size can be determined with a given TIMEOUT 
which is determined by the tolerance of the user. 

4. Results 
Simulation results of the playtime stored in the proposed buffer had shown the effectiveness of 
the proposed flow control. The first experiment focused on exponential anival of the 
multimedia packets. The initial bitrate is set to 132kbps. The targeted bitrate equals to the 
channel bandwidth which is set to 300kbps. The simulated network condition includes packet 
loss, network congestion and nonuniform packet anival, and impulsive network noise at 150s, 
200s, 225s. 250s, 300s and 700s. The impulsive network noise will stress the recovery ability of 
the flow control system. The Timwut constant is set to 20s and the round-trip delay Tx at 10s. 
Fig.10 shows the playtime stored in the buffer and the changes in playtime under the proposed 
flow control. The average stored playtime and the maximum buffer time are also shown. 

Fig.10 Playtime inside buffer with flow control Fig.10 Playtime inside buffer without flow eontroi 

with average playtime=4352s, average changes=O.(n6s with average playtime=40.f , average changd.WB 

Another simulation that use traditional flow control is also performed. The same network 
environment, multimedia bitstream and noise factors as that in the previous experiment is 
applied in the simulation. Fig.11 shows the playtime stored in the buffer and the changes in 
playtime of traditional flow control. The average playtime stored inside the buffer and the 

1014 S.-P. Chan and C.-W. Kok



maximum buffer time are also shown. The simulation results showed that the proposed flow 
control with adaptive buffer can achieve longer stored average playtime in the buffer and 
higher average bitrate of the multimedia bitstream than that of system without flow control 
mechanisms. This result implies that more efficient utilization of the allocated buffer memory 
can be achieved with the proposed flow control algorithm. Furthermore, better streaming 
quality, as reflected by the higher average multimedia bitrate of the playback media can be 
achieved. Less changes in playtime stored in the adaptive buffer also demonstrate the proposed 
algorithm is more stable to various network condition than traditional methods. 

5. Summary 
The design of a multimedia-on-demand system over UDP on IP that provides real-time 
playback of multimedia data has been discussed. Data buffer is allocated to overcome 
multimedia dropout problem and minimize the startup delay. A flow control system is 
presented which maintains the buffers at near maximum capacity. Furthermore, bit rate 
adaptation system is discussed for media playback quality improvement. Other system 
maintenance protocol that minimizes the effect of packet loss and nonuniform arrival was also 
presented. An optimal buffer design method has been presented. The system's infrastructure 
has been implemented. Other experimental results on the packet size vs packet loss rate, and 
the packet receive rate vs time have been reported that helps to confirm our buffer design 
algorithm. The results show that the adaptive buffet design can store longer playtime than that 
of traditional buffer with the same buffer size. Besides, the proposed system can achieve a 
higher quality playback than that of traditional buffer with simple flow control mechanisms. 
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Abstract

In this paper, a Fine Granularity Scalability (FGS) streaming framework together with 
a Quality Weighted Bit Allocation scheme for enhancement-layer is first proposed to 
achieve smooth video quality even under channel conditions with a wide range of 
bandwidth variation. PSNR is used as a quality metric and a theoretical analysis on 
how to maintain a smooth quality is given. We will show, however, taking advantage 
of the priori information of the PSNR value of the base-layer reconstructed frames 
will help in providing a consistent video quality. Simulations show that variance of 
the PSNR of decode frames decreased a lot with the average PSNR increased.  

Keywords: Fine Granularity Scalability (FGS), video streaming, Quality Weighted 
Bit Allocation, smooth quality 

1. Introduction 

Transmission of video signal over Internet has enabled a wide range of multimedia applica-
tions. In recent years, streaming stored video has become a popular Internet application where
stored video is streamed from the server to a client on-demand. And how to achieve a smoother
playback quality with constraints on resources such as network bandwidth and delay makes
video delivery a challenging task.

Typically the control schemes of streaming stored video could be broadly classified into re-
ceiver-driven, transcoder-driven, and sender-driven according to different protocol model.
Receiver-driven scheme (also named pull-model) controls the flow of the stream at the client
side by sending request to the sender [1] or joining different multicast group [2]. Transcoder-
driven scheme addresses the problem inside the network by assigning transcoder [3] or priority
based dropping technique [4] at routers in case of congestion, at the same time introduces some
additional complexity at core routers. Sender-driven scheme (also named push-model) requires
the sender to adjust its transmission schedule according to fluctuations of network bandwidth,
and prefetching technique which sends video data ahead of schedule (with respect to its play-
back time) is often used to smooth the short time variance of bandwidth. Sender-driven scheme
has achieved more attention [5][6][7][8] for its relative simplicity, stability and manageability
without much impact on the current network structure.

Generally these traditional sender-driven control schemes of streaming stored video are all
based on video coding standard such as MPEG-1 [6], MPEG-2 or Motion-JPEG [5]. These
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standards are for storage, broadcasting, or editing, not for streaming application, especially
streaming over unreliable channel conditions. And this constraint has made the streaming
schemes more complex, less efficient and limited applicability. Scalable coding is also pro-
posed to provide finer and flexible control on video quality [7][8]. It is assumed that the frame
size is equal and every layer are coded with CBR and in the same bit-rate in [7] which is un-
practical for existent video coding standard, and [8] assumed that the client buffer is unlimited
and an optimal allocation of bandwidth between base and enhancement layer is studied. Both
[7] and [8] have to deal with each layer as a whole with limited flexibility on providing a
smooth quality, and the complexity also arises with the number of layers.

Alternatively, Fine Granularity Scalability (FGS) has been recently developed [9] as a new
MPEG-4 version to fulfill the fundamental requirements for video streaming which could
provide the bit level bit-rate regulating stream with fine bandwidth-scalability and also some
resilience to packet-loss. Usually the base layer is coded in CBR to minimally acceptable qual-
ity and the base-layer bit-rate BLR must be chosen to be less than the minimal available band-

width at all times ( minRRBL ≤ ). The enhancement-layer is over-coded using a bit-rate

( BLRR −max ), maxR and minR can be determined off-line. Generally based on the network

feedback, we can estimate the available bandwidth )(tRES , and then the server transmits the

enhancement-layer using a bit-rate as [10] describes:

))(),(min()( max BLESBLEL RtRtRRtR −−= . (1)

Because of the fine granular characteristic of the enhancement-layer, an efficient usage of the
bandwidth can be achieved by simple control in the server. And the more FGS enhancement-
layer bits are received, the better the reconstructed video quality is [9].

However definitely, it is generally agreed that it is visually more acceptable to watch a video
with consistent quality, though lower, than one with higher varying quality. Because the base-
layer is coded in CBR and the quality of base-layer decoded frames maybe varied widely from
scene to scene due to the VBR nature of compressed video, a simple control like (1) couldn’t
provide a smoother transmission quality under neither CBR nor VBR channels. Fig.1 shows the
quality variation of the decoded frames using (1) as the bit allocation scheme under a variable
channel (with scene changes).
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Fig. 1. Quality Variation without optimal bit allocation 

So an optimal bit allocation on the enhancement-layer bits should be investigated to get a gen-
erally consistent playback quality.
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Considering the characteristic of the stored video, we can take advantage of some priori infor-
mation to allocate different amount of bits to different enhancement layer. And prefetching
technique [7] which send video data ahead of schedule is also used to smooth the short time
variance of bandwidth. In this paper, Peak Signal Noise Ratio (PSNR) is used as the quality
metrics. And a Quality Weighted Bit Allocation (QWBA) scheme is described in the next
section and a theoretical analysis will be given.

The organization of this paper is as follows: in section 2 we give an FGS video 
transmission framework together with a QWBA scheme; section 3 presents some 
simulation results; the conclusion is provided in section 4. 

2. Streaming of Stored FGS Video  

Fig.2 shows the overall framework of the FGS video streaming system with two separate parts:
encoder and server. Original video sequence is coded by the base-layer encoder with a constant
bit rate minRRBL ≤ in the encoder side and the PSNR value of each decoded base-layer frame

are stored as side information. Then the FGS encoder codes the residues of DCT coefficients by
bit-plane coding. In our experiment, FGS encoder is lossless coded with bit rate maxR .

When transmitting the stored FGS video, a simple prefetching scheme is used in our system
because our focus is on the optimal allocation of enhancement-layer bits. The time is consid-
ered to be divided into intervals of T seconds and it is supposed that at the beginning of each
interval the server reads TRBL ∗ base-layer bits, TR ∗max enhancement-layer bits together

with the side information in this T seconds to the server application buffer. Then in our FGS
streaming system, a QWBA scheme is performed based on smooth quality criteria. After that in
each T second interval, the base-layer bits is first written to the network from the application
buffer for its relative importance, and then followed by the enhancement-layer bits after QWBA.
At the end of the interval, the buffer is flushed and the processing for next interval continues.

Simulations show that our streaming system could achieve smoother playback quality at the
client side.
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Fig. 2. Framework of stored FGS video streaming system 
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2.1 Quality Weighted Bit Allocation (QWBA) 

2.2 Problem Formulation 

The aim of the QWBA scheme is to minimize the variance of the quality of the decoded video
sequence, subject to a bit rate constraint on the enhancement-layer. Then first we should define
a metric to measure the smoothness of a decoded video sequence. It can be imagined that if all
the PSNR values of the decoded frames are the same, the quality should be the most smooth-
ness, and the smaller the scope of the variance, the smoother the quality is. So we choose
PSNR as the quality metric, then the optimal bit allocation can be formulated as the following
constrained optimization problem:

NiRandRRts

DPSNRVar

Ei

N

i
EEi ,...,1,0,,..

),(min

1

=≥=
=

(2)

Where DPSNR denotes the PSNR value of the decoded frames, and ()Var is to calculate the

variance of this stochastic variable. Let N denotes the number of frames in the prefetching

interval T , EiR denote the bits allocated for the enhancement-layer in the frame and ER is

the given total number of bits used for enhancement-layer in the prefetching interval T . In real
system, ER can be estimated by using a weighted exponential moving average (WEMA) of the

past and current bandwidth observations as [8] described. For simplicity, we assume a consid-
erable precise estimation of ER in our simulations.

By doing unbiased estimation, we could change (2) to (3):
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Where iDPSNR is the corresponding PSNR value of decoded i th frame, which is the sample

sequence of DPSNR ,
=

=
N

i
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1
. Because N could be taken as a con-

stant value, the optimization problem is equally formulated as:
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2.3 Result and Complexity 

In order to solve this problem, two assumptions are made to simplify the bit allocation prob-
lem:

♦ iBPSNR , PSNR value of i th frame decoded only by base-layer bits, can be achieved as

priori information.

♦ EiR is in proportion to iPSNR∆ (the increase of PSNR value) of the i th frame after

enhancement-layer is decoded, formulated: Eiiii RBSPNRDPSNRPSNR *α=−=∆ .

For the first assumption, iBPSNR is able to be obtained by the base-layer encoder, the compu-

tation load is very low and the storage space for iBPSNR is also negligible compare with the

video streams, so this assumption is tenable in this case.

The second assumption is reasonable in FGS coding if only SNR scalability is considered as
this paper do, because the enhancement-layer are all coded corresponding to the base layer of
the same frame and from residues of the original frame and the reconstructed current frame. To
be convinced, our experiments also validate an approximately linear relationship between EiR

and iPSNR∆ , as Fig.3 shows.

Fig. 3. Relationship between EiR  and iPSNR∆

With these two assumptions, we can convert formulation (4) into the following problems:
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where ERPSNR *α=∆ ,
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In order to solve this non-linear programming problem, an iterative algorithm should be used
and the computation load is increased with larger N .
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For simplicity, we use a sub-optimal result after only once iteration like this:

0=EiR if 0<ip

)(
'

1
PR

N
p Ei −+= if 0≥ip (6)

where ][* iavg
E

i BPSNRBPSNR
N

R
p −+= β ,

α
β 1= , P is the sum of those ip with the

constraint 0≥ip , and 'N is the number of frames with 0≥ip , so NN ≤' . It should be

noted that (6) couldn’t ensure 0≥EiR , we will set 0=EiR in the case when 0<EiR and

allocate the bits according to (6) until all ER bits are allocated. Our simulations show that this

sub-optimal allocation scheme is both simple and effective in real application.

And it should be indicated that the performance of the proposed QWBA algorithm 
is related to the proportion of the base-layer bits and enhancement-layer bits, the 
more enhancement bits could be used, the better smoother quality could be achieved. 

3. Simulation Results 

In this paper, five CIF MPEG-4 video clips (Mother-Daughter, Hall-man, Akiyo, Container-
Ship, News) of 300 frames, 30f/s each are cascaded to form a single test sequence. And our
encoder is based on a TMN H.263 encoder which produces the base-layer stream with a con-
stant bit rate at 64kb/s by TMN8 rate control, and DCT residues of each frame is coded by the
bit-plane coding proposed in [11] to achieve a fine grained enhancement-layer. A Markov
chain is used to model the channel bandwidth variation, and the mean bandwidth is 300kb/s in
our experiments. The resulting bandwidth in our experiments is shown in Fig.4.
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Fig.5 shows the performance of our QWBA scheme ( 700=β is used) when the prefetching

time T is set to the length of the whole sequence, where No-QWBA scheme means the bit
allocation scheme without any optimization as (1) described. It can be seen clearly that QWBA
scheme has a very good performance in achieving more smooth quality at the client side, espe-
cially during scene changes. The variance of decoded frame’s PSNR has been decreased from
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6.54dB to 3.72dB, and the average PSNR is increased about 0.1dB, in some cases such as
scene changes the PSNR value increased up to 4 dB.

It can be imagine that the longer the prefetching time T is, the better the performance of the
playback quality is achieved, but at the same time the more buffer is needed and the longer
delay is. While in real system, constraints on client buffer and delay should be taken into ac-
count. Definitely for streaming of stored video, several seconds of delay is often sustainable in
real application. So we can set the prefetching time sT 4= without much delay and demands
on the buffer, and the quality within this interval will keep smooth by prefetching the enhance-
ment-layer stream after QWBA. Fig.6 shows the result of a window when 120=N ( sT 4= ),
the quality in each window with a length N keeps smooth. By moving the sliding window
along the sequence, a rather smooth quality can be achieved.
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Conclusion

In this paper, a complete video streaming system is presented based on an FGS encoder and a 
quality weighted bit allocation scheme in the server side. By taking advantage of the priori 
information of the PSNR values from the base-layer encoder, the Quality Weighted Bit Alloca-
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tion scheme can keep more visually smooth video quality based on solid theoretical analysis; it 
is also simple and practical enough in the real system. There are also some simplifying assump-
tions made in this preliminary work such as no packet loss by precise bandwidth estimation, no 
rigid constraints on buffer, and only SNR scalability is considered. For future work, the trade-
off between retransmission of lost packets and prefetching of new streams should be investi-
gated, temporal scalability and rigid buffer control should also be taken into account. 
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Abstract. Content management of multimedia information is an important 
foundational technology for information society. Content-based multimedia da-
tabase engine: MIR is a prototype that can be embedded into object-relational 
DBMS. In this paper, we present the architecture of MIR that integrates infor-
mation retrieval with data retrieval into database query, supporting content-
based populating, manipulating and maintenances for multimedia database sys-
tem. Then the data model describing visual features, content clues and spatio-
temporal characteristics of multimedia data types is introduced, which provides 
an interval content-compression for multimedia data in database system. Fi-
nally, some content-based query schemes implemented in MIR are given. 

1 Introduction 

The researches on multimedia data management have been carried on more then ten 
years[1], for instance, from early extended-relational model to object-relational model 
and object-oriented model. In addition, hypermedia model is a navigation model of 
multimedia data organization. 

At present, with great evolution in object-relational model, object-oriented model 
and associated database products, the researches of multimedia information manage-
ment have been put emphasis on structural content management for multimedia data. 
Although a lot of researches have been done in content-based multimedia information 
retrieval [2],[3],[4], fewer works has been taken in integrating content-based methods 
into database system to manage multimedia data by content. “Multimedia Information 
Retrieval MIR” is prototype system designed and implemented as a multimedia data-
base engine. This MIR project explored new architecture for multimedia database 
system with a content-based database engine, which integrating information retrieval 
with data retrieval in traditional database system, efficiently support populating, 
query, browsing and maintenance for multimedia database based on content. A data 
model describing visual features, the content clue and spatio-temporal characteristics 
for multimedia data was designed to support content-level data management, includ-
ing content-based query and browsing. 

In this paper, we will describe unique MIR architecture and its data model of con-
tent description from systematic perspectives. Some of the user query schemes de-
signed and implemented as interfaces in MIR are given. 
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This paper is organized as follows. In Section 2 we present MIR architecture and 
its components. In Section 3 we then describe MIR’s content model. Some query 
schemes are given in Section 4, and finally we summarize our works and make a 
conclusion. 

2 MIR’s Architecture 

In order to manage multimedia data effectively according to multimedia content char-
acteristics, integration of data query with content-based information retrieval in a 
database management system are mandated, which forms a new architecture of mul-
timedia database. MIR database engine is composed of the following five modules, or 
components. As illustrated in Figure 1, the shaded parts of the figure are the compo-
nents of MIR engine. 

• Media Preprocessing 
• Content-based Search Engine 
• User Manipulation Interface 
• High-dimensional Index 
• Media Database 

Fig. 1. The architecture of MIR engine 

The preprocessing for media, such as structuring and feature extraction, was im-
plemented in automatic or semi-automatic style. With this preprocessing component, 
visual physical features are extracted, logical relations are built, and objective attrib-
utes are assigned with regard to images, image objects, video representative frames, 

User manipulating interface 
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camera operations, and motion objects. As for audio, the script, aural features and 
audio segmentations are extracted via sound recognition and audio signal analysis [5]. 

The search process is similarity matching between feature vectors measured with a 
set of distance functions, which imitating human perceiving behavior to get ranking of 
returned query results according to similarity. There is a set of corresponding algo-
rithms of similarity measuring in the search engine with respect to various media. 

The visual query form such as QBE is used to provide query interface for a user. A 
delivered query can be based on an entire image, an image area, a video shot, and 
combination of various features. Browsing is a kind of new manipulation for database 
system, which especially useful for time-based media, such as video and audio. The 
interactions with query results are used to form relevance feedback for refining query 
results. MIR provides extended-SQL query interface to support data query and con-
tent-based query in one query delivery. 

The search engine achieves fast searching through the database with index mecha-
nism, thereby it can be used to large scale of multimedia database. MIR uses a cluster-
ing method on the media collections to form n clusters dividing the feature vector 
space, saving a lot of search time. 

The features, logical-unit structures and their relations that were extracted in pre-
processing components are inserted in meta database associated with raw media data. 
The media database established is composed of raw media database and meta data-
base. The raw media databases contain multimedia data, such as image, video and 
audio etc.; while the meta databases contain objective attributes assigned by user, 
content features extracted automatically, logical-unit structure and their relations. 

3 Content Description Model 

Multimedia data should be modeled on the structural description of the content. Com-
pared with conventional structural data such as character, integer, etc., raw multime-
dia data is non-structural data. Therefore, the conventional data modeling used in 
RDBMS can’t meet the requirements of multimedia data modeling, and we need to 
derive new data model. The data modeling has to consider about audiovisual charac-
teristics, spatio-temporal structure, logical object structure, semantics, and relation-
ship between those characteristics and objects. 

Fig. 2. HCM content model in MIR. (a) Content for multimedia; (b) Audiovisual content model 

Content 

Audiovisual attribute General attribute 

 Semantics 

Features 

 Media 

Relations 

(a) (b) 
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In MIR, we use attributes to describe content characteristic for multimedia data, 
which keep consistent with the scheme used in database system. Multimedia content 
is divided into general attributes and audiovisual attributes from a perspective of full 
content. The audiovisual attributes are the important information clues for content-
based query. Further, the audiovisual attributes can be described with three layers: 
semantics, audiovisual characteristic and media data. The general model describing 
multimedia content is shown as figure 2. This is a pyramidal Hierarchical Content 
Model, called HCM. 

A formal description of the HCM model is given in equations (1), (2) and (3), 
where Ag and Aav denote general content and audiovisual content of multimedia data 
respectively. SL , FL and ML denote semantics layer, feature layer and media layer re-
spectively, while ← denotes “abstracted from”. The Φ is media description model, 
where M, F and D respectively denote media (and its objects), feature and description 
of feature (feature and its value), ∝ means “by multiple”. ℜ denotes the relations 
among media attributes, where Rst, Rs, Rav denote spatio-temporal relation, semantics 
relation and audiovisual relation respectively. 

},|)(,{ ℜΦ←←Λ= LLLavg MFSAAHCM (1)

)( DFM ∝∝Φ (2)

),,( avsst RRRℜ (3)

Content model in figure 2 indicates that multimedia content not only contain 
audiovisual content, but also contain general attribution from the common meaning. 
However, audiovisual content is primarily and special characteristics with respect to 
multimedia.  

4 Query Schemes 

Multimedia query should be a combination of various query schemes, such as query 
by example, SQL, keywords query, and browsing. The query result is a multimedia 
presentation to user, not only a simple display of database tables. Mainly query 
schemes in MIR as follows. 

4.1 Query by Example 

The example used to form audiovisual query can be an image, a video representative 
frame, or an audio segment. Figure 3 shows the query interface of MIR engine run-
ning on the Internet browser, on which returned images by query are ranked in turn 
according to similarity, by the example of the first image to form query with layout 
feature of the image. The user also can use a mouse to draw an area as example [6].  
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Fig. 3. One of query interface running on browser (based on layout features)

4.2 Query by Color Specified by User 

MIR designs an algorithm making a Gaussian-distribution analog to extension of 
dominant-color [7], with which user can delivery a query based on visual subjective 
impression on color. User can set and adjust color fuzzy range to extend hue in the 
query. The query scheme implemented in MIR can use one dominant color or multi-
ple dominant colors to form a query in color panel. Figure 4 shows the interface of 
multiple-dominant colors selection and fuzzy adjustment. 

Fig. 4. Query by multiple dominant colors 

Query
results Dominant colors 

selection and fuzzy 
adjustment.  
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4.3 Structural Browsing for Video 

MIR browses video in three levels [8]: The video-level Vi is video records in video 
database, such as a film; the scene-level Si represents story units under the video-
level, which is composed of many shot groups. The shot-level Ri is the smallest 
browsing element. User can browse each element through the tree-like hierarchy.  

In addition, MIR system provides the ability of classification and query based on 
the subjects of image and video. Audio signal associated with video is identified by 
voice recognition technique into script text, which used to describe corresponding 
scenes and shots. Therefore user can use conceptual keywords to query video seg-
ments.  

MIR embeds the above query functions into extended-SQL, enabling database sys-
tem to integrally process data query and content-based information query. 

5. Summary 

The MIR explored an engine-embedded approach that integrates content-based infor-
mation retrieval with data query in the DBMS. Now we embed MIR engine into 
popular DBMS to manage multimedia data, such as image database managing scen-
ery, stamp, fashionable dress, and flower photos, and video database managing film, 
MTV, news, documentary, and advertisement video. We will investigate more effec-
tive multiple-dimensional index mechanism integrated with DBMS to improve query 
effectiveness, and further explore query integration of batch, interactive, browsing 
and QBE with SQL into DBMS to implement a full information access interface. 
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Abstract. Most of the work on multimedia medical images security until
now has focused on cryptographic approaches. While valuable, cry p-
tography is not enough to control access to images. Therefore addi-
tional protection approaches should be applied at a higher level. Role-
based access control (RBAC) is a good candidate to provide access
control in a multimedia medical image DBMS. However, in a multimedia
medical image DBMS, specifications of image access rights are often
based on the semantic content of the images, the attributes of the user
accessing the image, the relationship between the user and the patient
whose images are to be accessed and the time. Unfortunately, RBAC
cannot be used to handle the above requirements. In this paper we de-
scribe an extended RBAC model by using constraints in the specific a-
tion of the Role-Permission relationship. The proposed access control
model preserves the advantages of scaleable security administration
that RBAC-style models offer and yet offers the flexibility to specify
very fine-grained, flexible, content, context and time-based access con-
trol policies.

1   Introduction

Most of the work on multimedia medical images security until now has focused on
cryptographic approaches [1]. While valuable, cryptography is not enough to control
access to medical images [2]. Therefore additional approaches should be applied at a
higher level. Role-based access control (RBAC) is a good candidate to provide access
control, since roles accurately describe which types of people need access to certain
types of objects.

The notion of roles is an important factor in authorization rules, but in a multimedia
medical image database system context in order to be effective it has to be used in
conjunction with the following information:
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− Content of the images: image access is naturally described in terms of its semantic
contents, for example, all images presenting a cancer of the lung must not be made
available to physicians who are accessing information from no trust domain.

− Domain: what domain of the health system a particular caregiver works for. For
example, medical images belong to certain departments and are not accessible by
certain physicians, or a physician may be permitted to access only medical images
of his/her subordinates and their subordinates, recursively.

− Location: where the user is accessing information services from. Location informa-
tion is used in several types of authorization rules. One type uses location to iden-
tify the trust domain where the user is accessing information services from. A rea-
sonable policy would deny access to any sensitive information to anyone access-
ing it from such areas. Location can also be used to derive the emergency  level of
access. A policy can allow read access to all images of all patients for any user as-
signed to the role physician and accessing the information from an emergency
room.

− Time: time constraints specify the validity periods for a policy.
− Relationship: what is the relationship between the user and the patient whose im-

ages are to be accessed (e.g. patient’s primary care provider, part of the patient care
team; healthcare staff explicitly assigned to take care of the patient, ..).

Unfortunately, RBAC cannot be used to handle the above requirements [3]. In order to
overcome this problem, in this paper we propose an extended RBAC by using con-
straints in the specification of the Role-Permission relationship. The use of constraints
allows RBAC to be tailored to specify very fine-grained, flexible, content and context-
based access control policies. The proposed access control model preserves the ad-
vantages of scaleable security administration that RBAC-style models offer and yet
offers the flexibility to specify complex access restrictions based on the semantic con-
tent of the images, the attributes of the user accessing the image, the relationship
between the user and the patient whose images are to be accessed and the time. In the
development of content-based constraints a simplified medical image model for de-
scribing the semantic content of a medical image is used.

The rest of this paper is structured as follows. Section 2 introduces related work
and contrasts it with our work. The proposed RBAC and the detailed specification of
its components are described in section 3. Section 4 introduces the medical image data
model. Section 5 presents the access control mechanisms and the algorithm proposed
in this paper. Section 6 introduces the access control architecture and section 7 con-
cludes the paper.

2   Related Work

As mentioned above, one of the problems of applying RBAC to multimedia medical
image DBMS is the specification and enforcement of fine-grained access control at the
level of individual users and specific images [3]. For example, just because the doctor’s
role enables a set of accesses to medical images does not mean that the doctor’s role
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should provide access to all medical images. A doctor can only access the medical
images for those patient currently assigned to this doctor. There have been several
approaches for creating an instance level policy for roles by using the notion of team-
based access control (TMAC) [3] or by introducing parameterized roles to RBAC
models [4], [5].
An alternative approach to specify and enforce fine-grained access control at the level
of individual users and specific images is proposed in this paper by using constraints
in the specification of the Role-Permission relationship. Constraints have also been
addressed in [5]. In [5] content-based access control is enforced by simply specifying
some constraints against attribute values of data objects. In contrast, due to the na-
ture of images, content-dependent access control for a medical image DBMS must be
based on the semantics of the medical images, rather than on the attributes character-
izing them. Medical image attributes often only deal with physical characteristics of
the medical images (for example, acquisition device, direction, format,…) and therefore
are not significant for access control. In the development of content-based constraints
specification a simplified medical image model for describing the semantic content of a
medical image is described in the next section.

3   The Underlying Medical Image Data Model

For content-based access control, medical image databases must have capabilities to
recognize and quantitate image content and merge the quantitated image data with
textual patient data into a common data model [6]. Established algorithms can be read-
ily integrated into a multimedia medical DBMS for image segmentation, texture analy-
sis, content extraction and image registration. We use in the development of our con-
tent-based access control model a simplified medical image model introduced in [7]. In
[7] a medical image usually is considered as an organic structure, where pathological
signals can be detected in special places. Therefore, the semantic content of a medical
image can be described in terms of iso-semantic regions and signals. In our proposed
access control model, the content-based constraints we are concerned with deal with
the presence or absence (and eventually with the characteristics) of a referenced ob-
ject in a particular location of the image.

4   An Extended Role-Based Access Control Model for Multimedia
Medical Image Databases

The basic components of a simplified RBAC model are Users, Roles, Permissions,
User-Role (U-R) relationship and Role-Permission (R-P) relationship [8]. Membership
to roles is granted to users based on their obligation and responsibility in the organi-
zation. The operation of a user can be carried out based on the user’s role. Role is a set
of functional responsibilities within the organization. The system defines roles and
assigns them to users. A User-Role (U-R) relationship represents collection of a user
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and a role. A permission is the way for the role to access to more than one objects in
the system.  A Role-Permission (R-P) relationship describes which role is assigned to
perform what kind of permission in the organization.

In this paper, an extended RBAC model for multimedia medical image database sys-
tems is presented. Two major extensions to the model are introduced. The first exten-
sion introduces the notion of user attributes (e.g. user name, his domain in the man-
agement hierarchy and his location). As mentioned above, there is a need to use user
attributes for providing access control. The second extension concerns the Role-
Permission relationship. In this case, each Role-Permission relationship is a decision
rule, which specifies, besides the access modes the holder s of the permission is
authorized for on object(s) o, also the constraints to be satisfied in order for s to exe r-
cise the access modes. In a multimedia medical database context, the general form of a
Role-Permission relationship is 5-tuple

<identifier, s, r, {action}, t: target, constraints(s, t)>, where

− identifier: it is used to identify uniquely the permission,
− s: subject to which the permissions apply,
− r: role which can process this permission. Subject s  is authorized for role “r”,
− action: it is the operation, which is to be processed by role,
− t: object on which actions are to be performed,
− target: it is the object type,
− constraints(s, t): limit the applicability of the permission. Constraints must be satis-

fied by s and t.

A subset of Object Constraint Language (OCL) [9] is used for specifying constraints
which limit the applicability of the permission, for example to a particular time interval
or according to the state of the system. The following are some examples of constraint
expressions:
− “left ventricle” ∈ regions(x) ∧  “tumor” ∈ signals(x, “left ventricle”) ∧  height(x, “left

ventricle”, “tumor”) ≥ 1cm.
This expression denotes all images (x) that present a tumor with a height of more than
1 cm on the left ventricle.
− time.between("1600", "1800")
This expression limits the policy to apply between 4:00pm and 6:00pm.

Application example: In the following example we consider a health-care organization
security policy. In this example we have a health-care organization composed of sev-
eral hospitals, and each hospital is structured into some divisions. A primary physi-
cian is assigned to a division and he/she can only access medical images for those
patients currently assigned in that division and to this doctor. In order to achieve such
policy, we define the following role-permission relationship:

{dp1, s: Primary_Physician, {view}, t: Image,
domain_user(s) = domain(t) ∧  s ∈ carrying_physicians(t)}
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5   Access Control

The main goal of the access control mechanism is to verify whether user u, trying to
access image i, using a privilege p, under a certain role r, is authorized to do so, ac-
cording to access control restrictions enforced by that role. The access control algo-
rithm is specified in Figure 1.

ALGORITHM 1. Access control Algorithm
INPUT: [1] An access request (u, r, i, p), [2] The User-Role relationship set, [3] The
Role-Permission relationship set, [4] The user attributes set
OUTPUT: [1] ACCEPT, [2] REJECT otherwise
METHOD:

If (Is_role_members(u, r) ∧ Is_role_operations(p, r)) then
If (evaluation_constraints(u, i, p, r, cn)) then Return (ACCEPT)

      Else Return (REJECT)
Else Return (REJECT)

The function Is_role_members(u, r)  returns TRUE if user u is authorized for role r, else
return FALSE. The function Is_role_operations(p, r) returns TRUE if operation p is
associated with role r, else return FALSE. The function evaluation_constraints(u, i, p,
r, cn)) returns TRUE if image i and user u satisfies the constraints cn that are associ-
ated to the role r, else return FALSE

Fig. 1. Access control algorithm

6 System Architecture

The complete system architecture is depicted in Figure 2. Through the authorization
manager, the security administrator can add, modify, or delete User-Role relationships,
Role-Permission relationships and User attributes. The access control manager im-
plements the access control algorithm in section 5. The image data manager is re-
sponsible for handling of images. Each time a new image is acquired by the medical
image database system, it is first processed by the image postprocessing manager,
which extracts the semantic content from this image. Information on the semantic con-
tent are then stored and used to perform content-based access control restrictions.
We used a RDBMS to implement our image model as described in section 3 and to
store all necessary data.
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7   Conclusions

In this paper, we have presented an extension of a generic RBAC model where role-
based access decisions includes other factors beyond roles (e.g. the semantic content
of the images, ..). The above factors are expressed using constraints in the specifica-
tion of the Role-Permission relationship. Constraints offer the ability to specify com-
plex access restrictions. From our development and implementation experience we are
convinced that the proposed model provides significant capabilities to model and
implement access control restrictions in a flexible manner, so as to meet the needs of
healthcare multimedia medical image DBMS.

Fig. 2. System architecture for a secure multimedia medical image DBMS
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Abstract. In this work we present a joint source/channel coding scheme 
TCQITTCM. Compared with its codebook-optimized variations, the 
scheme can achieve satisfying performance without the modifications of 
source codebooks. Simulation results show the new scheme can achieve 
the performance promised by trellis-coded scalar quantization at SNR 
slightly above the Shannon channel capacity bound. 

1 Introduction 

Exploiting the duality between modulation for digital communications and source 
coding, Trellis-coded quantization (TCQ) of memoryless sources is developed 
for transrnmision over the additive white Gaussian noise (AWGN) channel [I]. 
Fischer and Marcellin further introduce the idea of combining TCQ with trellis- 
coded modulation (TCM) [2] for joint source/channel coding [3]. The trellis 
structures for TCQ and TCM are identical and the source encoded output can 
be mapped directly to the channel encoder output symbol. As a consequence, 
the Euclidean distance in the channel is commensurate with the quantization 
noise of the source encoder so that the transmission errors of small Euclidean 
distance tend to cause small addition quantization noise of the source. At higher 
channel signal-to-noise ratio (SNR), usually above 3dB of the channel capacity 
for Guassian source, the system achieves the performance promised by trellis 
coded scalar quantization asymptotically [3]. 

To achieve a better performance when channel SNR is lower, many ap- 
proaches have been investigated. Most of the improvements focus on the op- 
timization of the TCQ codebook [4][5]. In general the search of optimal code- 
book is not essentially global optimum and usually the solution is difficult to be 
expressed in closed form. And furthermore, better performance is achieved by 
allowing the change of the TCQ alphabet to vary with the channel SNR. That 
is, we have to redesign a codebook whenever the channel condition is changed. 

However in many circumstances the channel quality is not available in the 
encoder side, or the codebook can not be easily changed as we wish. Motivated by 
this, in this work we try to improve the performance of joint TCQ/TCM without 
redesign the source codebook. Instead, we propose a joint TCQ/TTCM system 
which applies turbo trellis-coded modulation (TTCM) [6] to replace the TCM 
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scheme. TTCM is a combination of TCM and turbo codes [7], which retains 
the important advantages of both schemes. Simulation results on memoryless 
Gaussian source show that at a moderate channel signal-to-noise ratio (SNR), 
the overall system performance can be significantly improved: the gap reported 
in [3] can be reduced to about 1.5dB. 

This paper is organized as follows. In section 2 we first discuss the turbo 
TCM, which is proposed as a natural extension of turbo codes to achieve better 
bandwidth efficiency; then introduce the joint TCQ/TTCM scheme. The system 
performance is discussed in section 3 and section 4 gives the conclusion. 

2 Joint TCQ/TTCM Scheme 

2.1 Turbo TCM 
Turbo codes are originally proposed for power-limited channels and apply binary 
modulation (BPSK) [7]. Since the constituent codes that make up turbo codes 
are always convolutional codes, a natural extension of these codes is to combine 
them with Trellis-Coded Modulation schemes. which is so-called TTCM. 

Many extensions exist [6] [8] 191; here we consider the scheme proposed in [6], 
which can be easily utilized in higher multi-dimensionlhigher constellation cases 
with minor modifications [8]. The 2-D TTCM scheme is depicted in Fig. 1. 
Please refer to [6][7] for detail description on turbo codes and turbo TCM. 

point 

selector 

Fig. 1. 2-D Turbo TCM 

TTCM retains the advantages of both turbo codes and TCM systems. It 
can achieve high bandwidth efficiency and the bit-error-rate (BER) performance 
is close to turbo codes. The gap is within the 1dB of the Shannon capacity 
limit. With this TTCM channel coding scheme, we will be able to get better 
source/channel system performance by integrating the TTCM into our joint 
TCQ/TCM coding scheme. 
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2.2 Joint TCQ/TTCM Scheme 

As in usual joint TCQ/TCM system, our TCQ and TTCM scheme share the 
same symbol rate. The structure of TCQ/TTCM scheme is shown in Fig. 2. 
The TCQ source sampling rate is assumed equal to the TTCM symbol rate, i.e., 
the encoding is at a rate of R bitslsample and transmission is at source rate R 
bits/symbol. For this purpose, Ungerboeck codes [2] are employed as building 
blocks in the modulation part in a similar way as binary codes are used in [7]: the 
two TCM encoders are linked by the interleaver. 2D square constellation (QAM) 
is used for TTCM coding. To achieve the desired modulation performance, the 
puncturing of the parity information is carried out symbol-by-symbol, which is 
not quite straightforward as in the binary turbo codes case. 

Compared with TCQ/TCM, an important difference in TCQ/TTCM is the 
utilization of the convolutional codes. In TCQ/TCM classical non systematic 
codes are used. To accommodate the natural requirement of turbo codes, rate 
112 Recursive Systematic Codes (RSC) [7] are used in both TCQ and TTCM. 

The trellis structures in TCQ and TTCM may be identical, as in TCQ/TCM. 
If they do share the same trellis, the upper part of the TTCM encoder in Fig. 
2 can be merged into TCQ module except the signal constellation mapping 
(modulation). 

Viterbi algorithm is used in TCQ encoder to determine the minimum distor- 
tion path through TCQ trellis [3]. In the decoder, modified Bahl-Jelinek algo- 
rithm is used to decode TTCM sequences [6], which is also a symbol-by-symbol 
maximum a posteriori probability (MAP) decoding algorithm. Of course it can 
be replaced by some faster algorithms with minor performance degradation, such 
as iterative soft-output Viterbi algorithm (SOVA) proposed in [lo]. 

Fig. 2. Proposed joint TCQITTCM system, RSC is used in both TCQ and TTCM 
encoder 

2.3 Performance Bound 
The signal-to-quantization noise ratio (SQNR) performance bound of the joint 
TCQ/TTCM system can be determined as follows. For a memoryless zero-mean 
Gaussian source N(0, a:), 
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where R is desired coding rate. The capacity for a memoryless, discrete-valued 
input and continuous-valued output AWGN channel is 

in bits/symbol [2]. N is the number of discrete input signals {ao, ..., ~ j v - ~ ) ,  
Q(lc) is the a prior probability of the input a k ;  P(zlak) is the conditional pdf 
of received channel output. The value is difficult to calculate directly, usually it 
can be evaluated by Monte Carlo averaging. 

Thus the SQNR performance bound can be evaluated through these two 
equations by setting R = C. The bound here is tighter than the one proposed 
in [3]. 

The performance of this joint TCQ/TTCM scheme is discussed in the next 
section. Our numerical simulation shows significant performance improvement 
compared with the conventional joint TCQ/TTCM even with a fixed source 
codebook. 

3 Simulation Results 

BER performance of TTCM scheme discussed in section 2.1 with R = 3 is shown 
in Fig. 3. The RSC we used here is the one with G(D) = [I, (1 + 0 2  + 0 3  + 
D4)/(1+ D + D4)]. The size of the "average" interleaver is N = 2048. 

Fig. 3. BER for 2D-TTCM at 3 information bits/symbol 

For comparison, TCM case with the same trellis structure is also diagrammed. 
The simulations show that there always exists a precipitous drop on the BER 
curve in a SNR region just about 1 dB higher than the channel capacity bound. 

Fig. 4 and 5 summarize the performance of the joint TCQ/TTCM system 
for memoryless Gaussian source with R = 3 and 1, respectively. The TCQ recon- 
struction alphabet is doubled and optimized [3]. Also shown in those figures are 
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the performance bounds and TCM cases with the same trellis. Please note that 
the performance bounds plotted here are determined by equation (1) and (2); 
they don't coincide with those in [I], where the channel capacity is determined 
by C = 3 log,(l + s) for 1-D modulation. The.encoder memories for TCQ and 
TTCM are both 4. 

* .................. d............A..... ... 
u s w m la6 11 vn n o rar 

O*.**Rhdl 

Fig. 4. System performance for a memoryless Gaussian source, R=3 

Fig. 5. System performance for a memoryless Gaussian source, R=l 

As one might expect, the SQNR increases steeply in a SNR region slightly 
higher than the channel capacity bound. Compared to TCM case, the improve- 
ment is significant when SNR is above the capacity bound. About 3dB gap was 
reported in [I] for 1D channel. While in this scheme, the gap can be reduced to 
about 1.5dB for 2D channel when R = 1. 
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4 Summary 

In this work we present a joint source/channel coding scheme TCQITTCM. 
Compared with the conventional TCQ/TCM and its codebook-optimized vari- 
ations, TCQ/TTCM can achieve satisfying performance without the modifica- 
tions of source codebooks. The overall system performance (SQNR) of this joint 
TCQ/TTCM is significantly improved at SNR slightly above the Shannon chan- 
nel capacity bound. 
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Abstract. In this paper, we present a sender-driven adaptive optimal 
multimedia network transmission control scheme, which takes into ac- 
count the buffer occupancy and network delay to  maximize the utiliza- 
tion of network resources. For this purpose, adaptive network resource 
optimization with quadratic costs is used in the proposed scheme to pro- 
vide the minimal allocation of the bandwidth and achieve the maximal 
utilization of the client buffer. Simulation results show that the trans- 
mission rate can be dynamically adjusted at the server according to the 
changing network delays and buffer packet sizes at the client to avoid the 
loss of packets, and at the same time to achieve the minimal bandwidth 
allocation at maximal utilization of the client buffer. 

1 Introduction 

The development and use of distributed multimedia applications are growing 
rapidly. Some applications are videtxonferencing, video-on-demand, and digital 
library. To provide cost-effective multimedia services and satisfy the quality-of- 
service (QoS) of different applications, a c i e n t  utilization of network resources is 
essential. Some dominating parameters for QoS are reliability, bandwidth, packet 
loss, and jitter [2][5][10]. In general, multimedia applications have highly time- 
varying bandwidth requirements. These are the requirements that the special 
characteristics of multimedia applications place on the network. 

There are several approaches to address the requirements of multimedia 
transmission. One approach is the static resource reservation [3][6] schemes 
based on fixed resource allocation at the connection stage. With large varia- 
tions in bandwidth requirements, static allocation usually results in considerable 
wastage of network resources. Another approach is rate adaptation that adjusts 
the bandwidth used by a transmission connection according to  the existing net- 
work conditions [ll]. Compared with resource reservation, the adaptive approach 
can better utilize the available network resource that changes with time. There 
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are several types of adaptive control schemes, namely sender-driven, receiver- 
driven and transcoder-based. Sender-driven schemes require the server to adjust 
the transmission rate according to  changes of the network resources. The most 
commonly used sender-driven schemes are buffer-based adaptation schemes and 
loss-based adaptation schemes [8]. Receiver-driven schemes require the receiver 
to select the transmission according to the network condition [9]. Transcoder- 
based mechanism requires a gateway at suitable locations to perform different 
types of transmission [I]. Though much work has been done in the area of a d a p  
tive rate control mechanisms [7], the provision of adaptive transmission scheme 
from the point of view of providing optimal network resource utilization is still 
a challenge. 

In this paper, a sender-driven adaptive optimal multimedia network transmis- 
sion control scheme is designed. The server can dynamically change the trans- 
mission rate according to  the occupancy of the buffer along the transmission 
path. Here we only consider the buffer at the client. At the same time, the band- 
width allocation can be minimized and the utilization of client buffer can be 
maximized. 

The organization of this paper is as follows. Section 2 describes the pro- 
posed adaptive network framework. Simulation results are given in Section 3. 
Conclusions are presented in Section 4. 

2 The Proposed Transmission Control Scheme 

Fig. 1 gives the proposed adaptive network framework. Let k be the time in- 
terval, Q(k) be the packet size in buffer at time interval k, R(k) be the packets 
transmitted from the server at time interval k, P(k) be the packets arriving at 
the client buffer at time interval k, L(k) be the packets used for playback at 
time interval k, and Q, be the allocated client buffer size at the setup of the 
connection. Because of the network delay, it is obvious that P(k) is not equal to 
R (k). 

transmission 
controller n u  

Fig. 1. The proposed adaptive network framework 
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In order to maximize buffer utilization, Q(k) should be close to Q,. For sim- 
plification, R(k) is referred to as the transmission rate and L(k) as the playback 
rate at interval k. The optimiiation goals for the proposed framework are to 
minimize Q,-Q(k) and the bandwidth requirements (i.e., to minimize the trans- 
mission rate R(l)). 

Our approach is to design a transmission controller that provides high net- 
work resource utilization and good QoS. In this paper, packet loss and delay 
parameters for QoS are considered. Transmission rates can be changed auto- 
matically according to the existing network conditions such as the occupancy of 
client buffers and network delays, to maximize the buffer utilization and min- 
imize the bandwidth allocation. Because the network delay is irregular due to 
the unpredictable network traffic, it is not possible to describe it with an exact 
mathematical model. Therefore, the modeling of network delays is considered as 
a stochastic process, and adaptive control for quadratic costs is used to design 
the transmission controller to obtain the optimal transmission rate. 

2.1 Optimal Control for Quadratic Costs 

For stochastic adaptive control, an ARMAX (autoregressivemoving average 
with exogenous input) process [4] that models the stochastic input-output feed- 
back control system in discrete time is mainly considered. We can describe its 
multidimensional version as follows. 

Let Al, Az, . . ., Ap, Cl, C2, . . ., Cr be m by m matrices and B1, B2, . . ., B, be 
m by 1 matrices. We denote by yk the mdimensional output, uk the Gdimensional 
control (input), and wk the m-dimensional driven noise. The ARMAX system is 
in fact a stochastic difference equation: 

where p > 0, r > 0, and d > 1. The above equation can also be written in a 
compact form as follows. 

where A(z) = I + Alz + . . . + A@, B(z) = B1 + Bas + . . . + B,zq-l, C(z) = 
I+Clz+. . .+C,zr, and z denotes the shift-back operator such that zyn = yn-1. 

Consider the following quadratic loss function 

where Q1 2 0 and Q2 > 0 are the weighting matrices and {y:) is a bounded 
deterministic reference signal. The control {ui) is designed to minimize J(u). 
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2.2 Adaptive Optimal Transmission Controller 

Consider the relationships among Q(k), R(k), P(k) and L(k) (defined earlier). 
Let Q(k+l) denote the buffer packet a t  the time interval k+l. We have the 
following buffer equation 

P(k) can be represented as a function of the transmission rate R(k-i) of the 
source. 

P(k) =' Bl R(k) + BzR(k - 1) + . . . + BdR(k - d + 1) (5 )  

where 0 5 Bi 5 1. The value of Bi depends on the percentage of those packets 
arriving at the kth interval to  the packets transmitted at k-t time interval. The 
value for d can be determined by the timeout limit set by the transmission 
protocol. In order to  catch the unknown network delay, the following model is 
introduced. With the knowledge of the incoming packets, the parameters of the 
model are updated a t  each time interval. That is, the vector B = [BlBz.. . Bd] 
is updated. So we have 

In order to maximize the utilization of client buffer and minimize the allocated 
bandwidth, the function J is set as the optimization index function. 

1 
J(u) = limsup - x [ ( ~ ( i )  - Q,)~  + ~ ( i ) ' ]  

n-+W n i=l 

where n is the total number of time intervals. In addition, the proposed trans- 
mission controller runs a t  a discrete time interval of T, which means the feedback 
information is sent back to  the server every T seconds. 

3 Simulation Results 

In order to  evaluate the effectiveness of the proposed framework, different play- 
back rates are generated randomly between O.1MB per second (MBps) and 
lMBps to  simulate the actual playback scenario. Fig. 2 shows the changes of 
the transmission rates, packet sizes in the client buffer, playback rates, and 
network delays. Assume the allocated client buffer size is 2MB and it is run 
within the interval [I, 1001 with the increment of one interval. Since there is 
no accurate function to  describe the network delays, a function of the vector 
B = [Bl B2 . . . Bi . . .] is selected to  roughly indicate the network delays. Bi is 
generated randomly to  simulate the changing network delay. When Bi is increas- 
ing, more packets are arriving, which indicates the network delay at that time is 
decreasing. On the other hand, when Bi is decreasing, fewer packets are arriving 
indicating the network delay is increasing. The network delay displayed in Fig. 2 
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Fig. 2. Various transmission rates with different packet sizes in client buffer, playback 
rates, and network delays. The network delay is displayed as a weight value in the 
range of (0,1]. 

is a weight value in the range of (0,1], and a large value indicates large network 
delay. 

The transmission rate for the next time interval is calculated based on the 
buffer packet, playback rate, and network delay information at the current time 
interval. In Fig. 2, the transmission rate displayed at a certain time interval is 
calculated at the end of this t i e  interval and is actually the rate for the next 
time interval. The buffer packet displayed is the value when the current time 
interval is over. 

As can be seen from this figure, the transmission rate is adjusted according 
to  the buffer occupancy. When the buffer begins to  fill up, the transmission rate 
is reduced. When the buffer turns to  empty, the transmission rate is increased. 
Moreover, the transmission rate also changes with the network delay. For exam- 
ple, at the time interval 40, the playback rate is relatively high, buffer packet 
is medium, and the network delay is small, the transmission rate for the next 
interval (i-e., at time interval 41) is relatively low. The reason is that it takes a 
relatively short time for the packets to  arrive at the client buffer to  satisfy the 
playback requirement and not to  over+low the buffer due t o  the small network 
delay. At the time interval 90, playback rate is low, buffer packet is low, and 
network delay is large. Therefore the transmission rate for the next time interval 
is high so that the packets can still arrive a t  the client buffer in time after a 
large network delay to  satisfy the playback requirement. 

The advantage of the proposed transmission control scheme is that the trans- 
mission rate of the server is dynamically adjusted according to  the unpredictable 
network delay. The client buffer can be fully utilized under limited bandwidth 
requirement to  provide jitter free playback. In our approach, the packet size in 
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the buffer will never exceed the allocated buffer size, thus avoiding the overflow 
in client buffer and the loss of packets. In addition, the proposed transmission 
control scheme is easy t o  implement. 

4 Conclusions 

In this paper, a senderdriven adaptive optimal multimedia network transmis- 
sion control scheme is presented. Under the proposed scheme, the server can 
dynamically adjust the transmission rate according t o  the buffer occupancy and 
network delay. An adaptive network framework is introduced to capture the 
changing network delays and adaptive optimal control with quadratic costs is 
used t o  achieve the maximal utilization of client buffer and the minimal alloca- 
tion of bandwidth. Instead of giving a fixed transmission rate, the transmission 
rate can be determined dynamically to  achieve the optimal utilization of network 
resources. The simulation results show that  the proposed transmission control 
scheme can maintain high buffer utilization and minimum bandwidth allocation, 
and at the same time avoid buffer overflow. 
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Abstract. This paper describes a tree-based model of prosodic phrasing for 
Chinese text-to-speech (TTS) systems. The model uses classification and re- 
gression trees (CART) techniques to generate the decision tree automatically. 
We collected 559 sentences from CCTV news program and built a correspond- 
ing speech corpus uttered by a professional male announcer. The prosodic 
boundaries were manually marked on the recorded speech, and word identifica- 
tion, part-of-speech tagging and syntactic analysis were also done on the text. A 
decision tree was then trained on 371 sentences (of approximately 50 min 
length), and tested on 188 sentences (of approximately 28 min length). Features 
for modeling prosody are proposed, and their effectiveness is measured by in- 
terpreting the resulting tree. We achieved a success rate of about 93%. 

1 Introduction 

Assigning appropriate phrasing in TTS systems is very important both for naturalness 
and for intelligibility, particularly in longer sentences. Generally speaking, fluent 
spoken language is not produced in a smooth, unvarying stream. People tend to group 
words into phrases and place short pauses between them. Furthermore, variation in 
phrasing can change the meaning hearers assign to the utterances of a given sentence. 
Researchers have shown that the relative size and location of prosodic phrase bounda- 
ries provides an important cue for resolving syntactic ambiguity [I]. 

Traditional research on the location of phrase boundaries has focused primarily on 
the relationship between prosodic structure and syntactic structure, and uses some sort 
of syntactic information to predict prosodic boundaries (often in the form of heuristic 
rules) [2-31. However, such hand-crafted rules systems are notoriously difficult to 
write, maintain and adapt to new domains and languages. To avoid these problems, 
recently efforts have been concentrated on acquiring phrasing rules automatically by 
training self-organizing procedures on large prosodically labeled corpora. For these 
data-driven methods, the prediction of boundary location is seen as a classification 
problem, and the main differences between them lie in two aspects: the learning model 
and the feature set. The primary learning techniques currently used include hidden 
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markov models [4], neural networks [S], classification and regression trees (CART) 
[6-81 and transformational rule-based learning (TRBL) [9]. And although a good fea- 
ture set can help to improve the performance, finding suitable features is work inten- 
sive and language dependent. There are three types of features commonly used: part- 
of-speech (POS) sequences, temporal information, and syntactic information. 

For Chinese, we know that precise syntactic analysis of the sentence structure is 
difficult and large amount of computation required. So most of the previous TTS 
systems just identify the words in the input texts and no more prosodic information is 
extracted for fkther processing [lo]. In this paper, we describe a tree-based model of 
prosodic phrasing for Chinese TTS systems. CART techniques are used to construct 
the decision trees automatically from sets of continuous and discrete feature variables. 
Compared with others, the greatest advantage of CART is thought to be its high com- 
prehensibility in the prediction process. The aim of this paper is twofold. First, we 
construct a large speech corpus and annotate the transcribed text for modeling Chinese 
prosody. Especially we annotate not only part-of-speech information, but also syntac- 
tic information. Second, we propose linguistic features which seem to affect Chinese 
prosody, and evaluate them by interpreting the resulting tree. We believe that these 
evaluation will help us better understand the relationship between syntax and prosody. 

2 CART Techniques 

In recent years CART techniques [ l l ]  have gained in popularity due to their straight- 
forward interpretation of the resulting trees. By exploring the questions used in the 
nonterminal nodes, we can evaluate the effectiveness of the features, and get some 
insight into a given problem. The basic principle of CART is summarized as follows: 

The training set is defined as L = {(x,, y,), n = 1, 2, . . ., w, where x,, is the feature 
vector of a data point, y, is the class label, and N is the total amount of the data. Note 
that the component xi of a feature vector x can be M-valued categorical or real-valued. 
And the construction of a CART decision tree depends on four fundamental elements: 

A set of binary questions. For a real-valued feature variable xi, questions take on 
the form "Is x i s  c?"; For a M-valued categorical variable xi, and if it takes values 
in a set Q, questions take on the form "Is xi E S T ,  where S is a subset of Q. This set 
of questions generates a set of splits for each node t. Those sample cases in t an- 
swering "yes" go to the left descendant node and those answering "no" to the right. 
A splitting rule for finding an optimal split at any node. An impurity function is 
defined which describes the class probability distribution of the node, and the op- 
timal split is the one that maximizes the reduction in the node impurity over all the 
possible binary splits. 
A stop-splitting rule. The simplest rule is to set a threshold P > 0, and declares a 
node t terminal if the optimal split results in a decrease in impurity less than P. 
A prediction rule for assigning every terminal node to a class. The rule simply 
chooses the class that occurs most frequently among the sample cases in the node. 

The initial stopping rule is simple and unsatisfactory, generally some more sophisti- 
cated techniques are used, such as V-fold cross-validation. And then the typical proce- 
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dure of constructing a tree can be divided into four steps: First, an overly large tree 
T,, is grown on the entire training data L by using a greedy algorithm that associates 
subsets of L with each node in the tree and successively partitions the data into finer 
and finer subsets with corresponding optimal splits. Second, a sequence of subtrees is 
formed from T- using the cost-complexity pruning method, To = T-, TI, . . ., Tb . . ., 
TK={tl}, ranging fiom the full tree to just the root node. Third, V auxiliary trees are 
grown on different portions (90%, if V = 10) of the data, and they are also pruned and 
tested on the remaining portions (10%). Last, two methods are proposed to select the 
final subtree. Under the OSE (0 standard error) rule, the subtree with the minimum 
cross-validation error estimate RCV(Tk) is selected, while under the 1 SE rule, the pref- 
erable one is the minimum-size tree whose estimate is less than ReV(Tk) + SE(RCV(Tk)). 

3 Experiments and Results 

3.1 Corpus 

For a data-driven method, the scale and quality of the corpus is important. Since there 
is no suitable corpus available for modeling Chinese prosody, we collected 559 sen- 
tences (of approximately 78 min length) from C C W  news program and built a corre- 
sponding speech corpus uttered by a famous male announcer. We found that the tran- 
scription of punctuation did not seem to exactly match the original written text, and 
the punctuation information is also used in some models [7][8], so we collected the 
original script of each piece of news from newspapers and other sources. And then, 
the annotation of this data for analysis was conducted in the following steps: 

First, although a Chinese word is composed of one to several characters, a Chinese 
sentence is in fact a string of characters without blanks to mark the word boundaries. 
Therefore the first step is to identifl the words in the text corpus. This task was ac- 
complished by using a simple segmentation algorithm and the errors were corrected. 

Second, we obtained the part-of-speech information of each word via Bai's POS 
tagger [12], whose output had been modified to adapt to the characteristic of prosody. 
We elaborately designed 72 POS's which belong to 20 word classes, 

Third, the syntactic analysis was done manually. To describe the structure of a sen- 
tence, we propose a simplified Chinese grammar. The grammatical hc t ions  we con- 
sidered include subject, predicate, object, modifier and complement. The syntactic 
phrasal units include noun phrases, prepositional phrases, adjectival phrases, etc. 

Lastly, we labeled the speech prosodically by hand, noting location and type of 
boundaries and accents. We labeled two levels of boundary, major and minor; in the 
analysis presented below, however, these are collapsed to a single category. 

3.2 Prosodic Phrasing Using CART Techniques 

We define the problem of prosodic phrasing as follows [4]: the input sentence consists 
of a sequence of words and between each pair of adjacent words is a word juncture 
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<wi, wi+p-, where wi represents the word to the left of the juncture and wi+l represents 
the word to the right. There are a number of juncture types and the task of a phrasing 
model is to assign the most appropriate type to each juncture. The experiments in this 
paper use two types of juncture, boundary and non-boundary. 

We selected 17 features which seem to affect Chinese prosody, most of them are 
from [6]  [7]. 

Pos{l-4): A part-of-speech window of four around the juncture, <wi-1, wi, wi+l, 
wi++. Note that we have 72 POS's, and the number of possible splits for such a 
variable is 271-1, thus, examining all the splits becomes computationally prohibi- 
tive. Our simple solution is that only the POS's belonging to the same word class 
are allowed to combine together. Another method is proposed latter in this paper; 
Sbs: The smallest syntactic constituent dominating both wi and wi+~; 
S11: The largest syntactic constituent dominating wi, but not wi+,; 
Srl: The largest syntactic constituent dominating wi+l, but not wi; 
Ltw, Ltc: Total words and characters in the sentence; 
Lsw, Lsc: Distance from start to wi, in words and characters; 
Lew, Lec: Distance fiom wi+l to end, in words and characters; 
Lllw, Lllc: The size of S11, in words and characters; 
Lrlw, Lrlc: The size of Srl, in words and characters. 

3.3 Improvements 

We try to improve the performance of our method in two aspects. 
First, we added five more features. (1) Acc{O-1): whether wi or wi+, bear an accent 

or not. (2) Gbipos: the probability of a boundary occurring within a POS bigram. Our 
previous experiments had confirmed its effectiveness in predicting the location of 
prosodic boundaries [13]. (3) L m ,  Lrrc: the size of Sbs minus the size of SIE. 

Second, we propose a simple and straightforward method to solve the problem of 
handling the categorical variable with a large number of categories (72, in our case). 
This algorithm can find the optimal split in polynomial time. 

Suppose the POS's of the sample cases at a node t consist of PI, P2, ..., Pm, and 
their corresponding cases are in C1, Cz, . .., C,. 
Calculate the probability of a boundary occurring among Ci (i = 1, 2,. . ., m), sort 
these probabilities in ascending order and rearrange the order of Pi (i = 1,2,. . . , m), 

then we get a new POS sequence fj' , P; , . . ., PA. 
Select an optimal split from { A' ), { A', f$ ), . . ., { A', f$ , . . ., PA-I ). 

We trained the trees on 371 sentences (8170 word junctures) and tested on 188 (4084 
junctures). The experimental results under the 1SE rules are summarized in Table 1. 
The results reported in [6-81 are also presented for comparison. In the table, N is the 
total amount of the training data, I Fk 1 is the number of terminal nodes in Tk, Rw (Tk) is 
the cross-validation misclassification estimate and Rts (Tk) is the error rate on the test 
data. 
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Table 1. Performance of CART-based model of prosodic phrasing 

N lFk;kl R ~ ~ ( T ~ ) ( % )  R ~ ~ ( T ~ ) ( % )  

Basic CART 8170 28 10.7 11.1 
Improvements 8 170 22 6.9 7.2 
wang 3677 6 10 
Hirschberg 19473 14 5.8 
Lee 2286 8 13.9 15.2 

Table 1 shows that the new measures improved the performance remarkably, and 
the result of our experiment, 93.1% cross-validated accuracy and 92.8% accuracy on 
the test data, is competitive with that for Spanish prosodic phrasing where the average 
cross-validated accuracy is 94.2% [7]. Furthermore, our experiment did not include 
the boundaries between sentences because virtually there is always a boundary at the 
end of a sentence. If these boundaries were also excluded in [7], the baseline accuracy, 
i.e. the accuracy using the initial rule that assigns "non-boundary" to each word junc- 
ture, would be 92.7%, which is much higher than ours (77.6%). 

Part of the decision tree by 1SE rule is illustrated in Fig. 1. The notion u / v by 
nodes denotes that v is the total amount of data arriving at the node and u is the 
amount of data corresponding to the label (YES or NO) of the node. The arcs linking 
nodes are labeled with the questions selected for splitting. 

Gbipos 5 0.41 Gbipos > 0 41 

Accl = 0 

471214804 

Fig. 1. Decision tree for prosodic phrasing under the 1SE rule 

Taking a look at the decision nodes (nonterminal nodes) of the tree, we irnmedi- 
ately note that five features are principally used: Gbipos, Lllc, Accl, Lec and Lrrc. 
Especially Gbipos is the single best predictor of phrase boundaries, the word junctures 
with a Gbipos less than 0.13 tend overwhelmingly (471214804) to be correctly pre- 
dicted as not containing boundaries. At the nodes that use Lllc and Lrrc, the bounda- 
ries occur more fiequently when the value is large. This phenomenon is consistent 
with our intuition that people tend to pause for a short interval before and after a long 
syntactic constituent is encountered. At the node that use Lec, it is less likely that 
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boundary will occur if the value is small enough. Furthermore, we find that accent 
location is also used in phrase boundary prediction, which is different fi-om the result 
reported in [9], but we think this may be due to the difference in the language. 

4 Conclusion 

We have described a tree-based model of prosodic phrasing for Chinese TTS systems. 
The model uses CART techniques to generate the decision trees automatically. we 
collected 559 sentences and built the speech corpus. The prosodic boundaries were 
manually labeled, and word identification, POS tagging and syntactic analysis were 
also done on the text. Then we proposed 22 features and measured their effectiveness 
by interpreting the resulting tree. We found that the probability of a boundary occur- 
ring within a POS bigram, the size of syntactic constituents and the accent location are 
more effective than others. For ongoing research to fbrther improve the performance 
in modeling prosody, we are experimenting to investigate the effectiveness of other 
learning techniques such as TRBL and SVM (Support Vector Machine). 

References 

1. Ostendorf, M., Wightman, C.W.: Parse Scoring with Prosodic Information: an Analy- 
sis1Synthesis Approach. Computer Speech and Language, 7 (1 993) 193-21 0 

2. Bachenko, J., Fitzpatrick, E.: A Computational Grammar of Discourse-Neutral Prosodic 
Phrasing in English. Computational Linguistics, 16 (1990) 155-170 

3. Willemse, R., Boves, L.: Context Free Wild Card Parsing in a Text-to-Speech System. In: 
ICASSP, (1991) 757-760 

4. Taylor, P., Black, A.W.: Assigning Phrase Breaks from Part-of-Speech Sequences. Computer 
Speech and Language, 12 (1 998) 99-1 17 

5. Muller, A.F., Zimmermann, H.G., Neuneia, R.: Robust Generation of Symbolic Prosody by 
a Neural Classifier Based on Autoassociators. In: ICASSP, (1996) 1285-1288 

6. Wang, M.Q., Hirschberg, J.: Automatic Classification of Intonational Phrase Boundaries. 
Computer Speech and Language, 6 (1992) 175-196 

7. Hirschberg, J., Prieto, P.: Training Intonational Phrasing Rules Automatically for English 
and Spanish Text-to-Speech. Speech Communication, 18 (1996) 281-290 

8. Lee, S., Oh, Y.H. Tree-Based Modeling of Prosodic Phrasing and Segmental Duration for 
Korean TTS Systems. Speech Communication, 28 (1999) 283-300 

9. Fordyce, C.S., Ostendorf, M.: Prosody Prediction for Speech Synthesis Using Transforma- 
tional Rule-Based Learning. In: ICSLP, (1998) 682-685 

10. Chou, F.C., Tseng, C.Y., Chen, K.J.: A Chinese Text-to-Speech System Based on Part-Of- 
Speech Analysis, Prosodic Modeling and Non-uniform Units. In: ICASSP, (1997) 923-926 

11. Breiman, L., Friedman, J., Olshen, R., Stone, C.: Classification and Regression Trees. 
Belmont, CA: Wadsworth (1984) 

12. Bai, S.H.: The Study and Realization of Statistics Based Approach to Tagging Chinese 
Corpus. Master thesis, Tsinghua University, (1992) (In Chinese) 

13. Chen, W.J., Lin, F.Z., Li, J.M., Zhang, B.: Prosodic Phrase Analysis Based on Probability 
and Statistics. Computer Engineering and Applications, 37 (200 1) 10-12 (In Chinese) 

A Tree-Based Model of Prosodic Phrasing 1059



Detecting Facial Features on Image Sequences Using 
Cross-Verification Mechanism 

Peng zhenyunl, Hong ~ e i ' ,  Liang ~ u h o n ~ ' , ~ u  ~ u a n ~ ~ o u l  and Zhang ~ongjian' 
' Dept. of Computer Science & Technology, Tsinghua University, Beijing, 100084, China 

{xgy-dcs@mail.tsinghua.edu.cn) 
' Microsoft Research, China, 5F, Beijing Sigma Center, No.49, Zhichun Road, Haidian 

District, Beijing, 100080, China 

Abstract: An approach is presented to detect facial features on image sequences. 
Face regions are first detected across the sequence, then a PCA-based feature 
detector for still images is used to detect facial features on each single frame 
until the resulted features of three adjacent frames don't change significantly. 
Given a frame with correct features, the features of its neighbor frames are first 
detected by the still-image feature detector, then verified and corrected by using 
the smoothness constraint and the planar surface motion constraint. Experiments 
have been performed on image sequences taken under different environments, 
and prove the presented method to be quite robust and efficient over variable 
poses, ages and illumination conditions. 

1 Introduction 

Most of the existing facial feature detection methods[l][2][3] are performed on 
single frame images. Because one single frame cannot provide enough information on 
changes of poses, lightning conditions, background and expressions, these feature 
detectors likely lose features or extract false features. The key problem is that once 
the features are detected, no enough evidence can be got fiom the one single image to 
verifl the results. 

The presented approach targets to detect two irises, two nares and two mouth 
corners on video segments using the cross-verification mechanism over frames. Faces 
are first detected by using template matching and artificial neural network (ANN). On 
the resulted face regions, a PCA-based feature detector for still images is then used to 
detect facial features on each single frame until the resulted features of three adjacent 
frames don't change significantly. These three frames are defined as base frames 
whose features are considered to be correct. Given a base frame, the features of its 
neighbor frames are first estimated according to the known features, then detected by 
the still-image feature detector, finally verified and corrected by using the smoothness 
constraint and the planar surface motion constraint. 
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2 Facial Feature Detection on Still Images 

2.1 Face Detection 

As presented in [4], the face detection algorithm consists of two parts (Fig.1): 
template matching and ANN. Two types of templates - eye-pair and face itself, are 
used one by one in searching for face candidates. To verify the resulted faces, two 
three-layer perceptrons (MLPs) are used independently so as to exclude most of the 
false alarms. 

MLP classifier 1 

MLP classifier 2 

- 

Fig.1. Flow chart of the face detector 

2.2 Representation of Eyes in Eigen-eye Space 

As stated in [5 ] ,  eyes in the training set and the target image are first calibrated 
using the homogenous transform so that all eye regions under consideration have the 
same position and size. Then a total of 1 eigen vectors (u, , u, , . . . , u l )  are calculated 

from training set {i, , i, , . . . , i, } based on the Singular Vector Decomposition 
theorem. 

Let p E Rn be the normalized input eye pair of size w x  h . It can be projected 

onto the eigen-eye space as: 

Because U is orthogonal, we have, 

1 

Therefore, P is mapped to the eigen-eye space as p'=zciui  . The 
i=l 

representation error is measured by the correlation between P and P' : 
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2.3 Eyes Detection 

By using the Hough transform-based eyes detection algorithm we presented in [6 ] ,  
k candidate irises C, , C,  , - ., Ck can be first found. Let C,, C,  , . - -, Ck be the 
nodes of a complete graph G. A benefit function BF( i ,  j )  for the edge 
between Ci and Cj is defined as following: 

The iris pair (Cl, C,) is accepted as the correct eye pair if the following 
condition holds. 

BF ( l , r )  = Max BF (i, j )  2 6, . 
i, j=1,2,  ... k 

(5) 

2.4 Moth and Nose Detection 

First, the mouth region can be roughly bound from the eye positions according to 
the anthropometrical measurements. Then the integral projection method is used for 
locating both the mouth corners and nares. 

3 Facial Feature Detection in Image Sequences 

3.1 Overview of the Cross-verification Mechanism 

The process of feature detection in an image sequence is carried out as following: 
1. Find three adjacent frames such that the features detected using the above 

method don't change significantly over these 3 frames. The features of these 
frames are considered as correct. A frame is defined as a base frame if its 
features have been correctly detected. 

2. Given a base frame, features of its neighbor frame are detected in the following 
way: 
(1) Detection is only performed within the regions estimated according to the 

known features; 
(2) The resulted features are verified using the motion smoothness constraint; 

and, 
(3) If the resulting features don't comply with the smoothness constraint, new 

features are estimated using the planar surface motion constraint. 

3.2 Motion Smoothness Constraint 

Because the motion of the head is very smooth in the vedio segments, distances 
among features in two adjacent frames are constrained in a small range. The distances 
among features we used are shown in Fig. 2. 
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Fig.2. Distance between features Fig.3. An example of the estimated features 

3.3 Planar Surface Motion Constraint 

If the resulting features don't follow the smoothness constraint, new features have 
to be estimated using the planar surface motion constraint. Even if the resulting 
features can follow the smoothness constraint, these features might not be acurately. 
We use planar surface motion constraint to locate the features accurately. 

The six features - 2 irises, 2 nares and 2 mouth corners can be considered as on a 
planar surface. Under perspective projection, these feature points satisfy a parametic 
2-D motion model. Suppose x = (x , ,~ , )  be a feature point of the base fiame, 

xo = (xol, xVo2 ) to a feature point of the target frame, and X I =  (x', , x', ) be the 
estimated corespondent feature point of the target frame. Then, we have: 

Where, a,, ..., a, are pure parameters. They can be estimated by the following 
equation: 

To solve this equation, there must be at least 4 correspondent points. In the face 
feature case, there are 6 correspondent points between the base frame and the target 
frame. To select 4 correspondent points from 6 correspondent points, we have 
C: = 15 different combinations of 4 correspondent points. In order to obtain the most 
optimized combination, A is calculated under each combination of 4 correspondent 
points. The 15 different A are A1 .. . .A15. 

Using each A, all the 6 feature point x' can be estimated from base frame using 
(6) and (7). The optimized pure parameters Aopt can be obtained by the following 
rule. 
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A,, = {Ai I Min(Err( A, )} , i = 1 - 15 . (10) 

Where Err(Ai) is the error of this estimation that can be obtained by the follow 
formula. 

Ew(Ai )  = Max(1 x1 ' (A i ) -x i  I), j = l - 6  . (11) 

After obtaining Aopt, we can estimate the more accurate feature points by the 
parametic 2-D motion model. Fig. 3 shows an example. In this example, the nares are 
initially located at the positions of red cross, then which are corrected to the more 
accurate locations (indicated by diamonds) by using planar surface motion constraint. 

4 Experimental Results and Conclusion 

30 image sequences are tested for evaluating the performance of the presented 
algorithm. Each sequence contains of 50 frames. The training set includes 80 sample 
images. By using the PCA method, 55 eigen eye pairs are remained as the base of the 
eigen-eye space. All tested images are not included in the training set. The 
experimental results are concluded in table 1. The average computation time is 5 
sec./frame. Fig. 4 shows part of the experimental results of two image sequences. 

In our early work with still images [5][6], there are two kinds of errors: (1) eyes 
cannot be found because of false segmentation; and (2) mouth or nose are detected 
wrongly even if the eyes position is correct. By introducing the cross-verification 
mechanism, 80% of these kinds of errors are corrected. 

The above study shows that cross-verification based on multiple threads is crucial 
to feature detection tasks in computer vision. One single thread, such as gray 
distribution or frequency spectrum, can only provide identical evidences, which 
cannot be used to verify the results. In our further research, we will try to use the 
cross-verification in each step of the whole detection process. 

Fig.4. Part of the experimental results of an image sequence 

Correct Correct Overall Correct Correct ciz,"t Overall 
No. Ratio Ratio of Mou& Coayoct No. Ratio 

of Irises of Nares Ratio ofMouth 
Comers of Irises of Nares Comers 

1 97.62% 100.00% 100.00% 97.62% 16 100.00% 96.55% 100.00% 96.55% 

2 94.74% 100.00% 100.00% 94.74% 17 93.10% 100.00% 96.55% 93.10% 
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93.33% 

96.97% 

97.37% 

92.00% 

96.00% 

95.35% 

100.00% 

100.00% 

95.35% 

100.00% 

100.00% 

100.00% 

100.00% 

Average 

Table 1. Detection results of 30 image sequences 
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Abstract. Rapid object tracking algorithm is proposed in this paper. The 
algorithm operates on the DC sequence and motion vectors. Full-frame 
decompression is not necessary to extract the DC sequence and motion vectors 
from compressed video sequence, which speeds up the tracking process 
remarkably. More than one moving objects can be tracked in a video sequence 
simultaneously. Global motion compensation based on compressed streams is 
applied to track moving objects whenever there is global motion. Experimental 
results show that the proposed algorithm is effective in real-time object tracking 
on MPEG-2 video sequence. 

1 Introduction

Object tracking means tracing the progress of objects (or object features) as they 
move about in a visual scene [1]. There is an urgent need of object tracking on video 
sequence for monitoring, video retrieval and scene analysis. Real-time operation is a 
major requirement in many object tracking applications. For compressed video, 
processing typically starts with decompression which is time consuming. 

In this paper, a rapid object tracking algorithm which operates on compressed
video sequence is proposed. Thresholded difference images of neighboring DC
images [7] are obtained before tracking. Based on these difference images and block
motion vectors which can be extracted conveniently from MPEG-2 compressed video
sequence without full-frame decompression, moving objects are segmented and
tracked through region growth and merging. Global motion compensation based on
compressed video is processed to track moving objects in videos from mobile camera.

The paper is structured as follows. Section II introduces previous works on object
tracking. Section III describes the DC sequence extracted from MPEG-2 compressed
video sequence. The object segmentation algorithm is presented in section IV, while
the tracking algorithm is described in section V. The experimental results are shown
in Section VI. Finally, section VII draws the conclusions.

2 Review

There have been considerable work reported on object tracking [2-6, 8]. Soon and 
Kwang [3] present a method of tracking multiple objects of known geometry using 
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multiple cameras. In their paper, multiple cameras are used to improve the accuracy 
of the estimated posture parameters. Philippe and Andre [2] propose a method to track 
a rigid object whose geometry is known.  

Fabrice and Frederic [4] use spatio-temporal segmentation technique to get
moving objects in the scene. In [5], absolute differencing and thresholding detect
motion regions in the image. By tracking individual objects through the segmented
data, a symbolic representation of the video is generated in the form of a directed
graph describing the objects and their movement. Jakub and Sarma [6] describe a
system for real-time tracking of people in video sequences, where the input is video
data acquired by a stationary camera.

Our approach is most closely related to the work of Yeo and Liu [7], but their
main concern is detecting scene changes on compressed video. Lorenzo and
Alessandro [8] describe a tool for object tracking, notes insertion, and information
retrieval, applicable to MPEG-2 sequences. In such a system, the images areas
corresponding to the tracked objects should be identified manually by the information
creator (called marker).

3 DC Sequence from MPEG-2 Coded Sequence

Images of MPEG-2 are divided into blocks of 8×8 pixels. DC image[8] is a spatially
reduced image in which intensity of pixel (i, j) is the average intensity of the (i, j)
block of the original image. Sequence formed in such manner is called DC sequence.
For a block, the DC coefficient of its 2-D Discrete Cosine Transform (DCT) is related
to the average intensity. I-frames and P-frames should be considered respectively to
get the DC coefficients.

I-frames are intra-frame DCT encoded. From the definition of DCT, we have the
relation[10]:
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That is, intensity of pixel (i,j) of DC image from I-frame is one eighth of the DC
coefficient DCT(0,0) of the (i,j) block of the I-frame.

P-frames allow motion-compensated forward predictive coding with reference to a
previous I- or P-frame. Fig,1 illustrates the block matching between neighboring P-
frames. Thus, DC-image of current P-frame can be estimated from that of reference
frame. The relation between DC coefficient of current block curP and those of 41,..., PP

can be approximated as [7]
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Fig. 1. The sketch map of the reference block and current block
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where ih and iw are the height and width of the overlap of refP with iP .

Experimental results show that the approximation is reasonable.

4 Object Segmentation 

Moving objects should be segmented firstly from the background to track them. In the
case that the camera is stationary, the background does not change. The regions
belongs to moving objects can be signed by thresholding the difference of
neighboring DC images. Then, moving objects can be detected through regions
merging technique. However, camera motions exist in many cases. Then, global
motion compensation is necessary to detect the regions belongs to moving objects.

4.1 Object Segmentation in a Stationary Camera

The object segmentation algorithm in this paper includes three steps. Firstly, the 
difference images of temporally neighboring DC images are thresholded and a series 
of binary images are obtained throughout the video stream. The fact that value of 
pixel (i,j) in current binary image equals to 1 means that block (i,j) of current frame is 
a probable part of a moving object. The second step is region growing in the binary
images. The growing starts at pixels with the value of 1. The value of pixel (i,j) is set
as 1 if one of its spatially neighboring pixels has been set as 1. The neighboring here
is defined as left, right in row and top, bottom in column. The result of region
growing is a series of interconnected regions in the DDC image. Then, a series of
rectangles are used to locate these regions. A rectangle of an interconnected region is
defined as the minimal rectangle which can hold the interconnected region. The third
step of region segmentation is region merging. A moving object may be divided into
several moving regions in one frame because of noise and similarity between the
background and moving objects. It is necessary to merge these regions into one region
to track the moving object. In our work, regions with similar motion vectors and
spatially close regions are merged.

4.2 Object Segmentation in a Movable Camera

Camera motion causes global motion in the frames which will lead to illusive moving
objects (Fig.4(b)). Thus, global motion compensation is performed before the
difference image of two neighboring DC images is gotten. A lot of wok has been done
in global motion parameters estimation. Our work adopts the four parameters camera
motion estimation model presented by [9]. Camera motion is modeled as
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where ),( YX is the locate of a pixel in the previous frame and ),( YX VV is the

associated motion vector caused by the global motion over one frame period and the
parameters 4321 aanda,a,a are related to the camera motion zoom, roll, tilt and

pan. Parameter 1a can be estimated from block motion vectors extracted from

MPEG-2 compressed video by
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Threshold T is an experiential parameter which can be set as
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where Ω is the set of block centers and K is the number of blocks. 2a can be

estimated on the same way. From (3), 3a and 4a can be obtained.

5 Object Tracking 

The result of object segmentation is a serial of moving objects located by respective
rectangles. It is necessary to analysis the trajectories of segmented moving objects to
track them. In our work, directed graph [6] is adopted to describe the trajectories. In
Fig,2, an undirected line is related with a frame, a node represents a moving object in
the frame and a directed edge describes the motion information. In creating the
directed graph, a directed edge is created between two nodes if two objects
represented by the two nodes in neighboring frames hold similar numbers of pixels
and centers of them have similar positions in the same reference frame. In the directed
graph, then, several directed path representing the trajectories of moving objects can
be obtained.

Fig.2. Directed graph 
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6 Experimental Results 

A one minute MPEG-2 compressed sequence from stationary camera is used in object
segmentation experiment fistly. Object segmentation is performed with the algorithm
mentioned on section IV-A not only on compressed video but also on decompressed
video. The experimental results are listed on Table.1, which shows that performing of
object segmentation on compressed video is much faster than on decompressed video.
Fig,3. displays several frames in which moving objects are noted with rectangles.

Table.1 Object segmentation on compressed video and decompressed video

Video length (frame) Speed (frame/s)

Compressed Video 1514 42.8

Decompressed Video 1514 12.5

(a) frame 110 (b) frame 186 (c) frame 778

In global motion compensation experiments a one minute MPEG-2 compressed
sequences are used. The camera pans from right to left and one people moves from
right to left. Experimental results of compensation obtained by the method showed in
section IV-B are displayed in Fig.3. Global motion compensation is performed in
Fig.4(c) but not in Fig.4(b). The results indicate that illusive moving objects can be
reduced greatly by global motion compensation.

(a) (b) (c)

Fig,5. Trajectories of moving objects 

Fig,4. Global motion compensation 

Fig.3. Moving objects tracking in a stationary camera 



Rapid Object Tracking on Compressed Video 1071

We perform the object tracking on a one minute MPEG compressed sequence.
Fig.5. shows the tracking results. The trajectories are presented on the top-right corner
of the interface, where trajectories with different colors are related to different moving
objects. What lie on the bottom-left corner are stations of moving objected. Three
moving objects are tracked on this sequence.

7 Conclusion 

We have shown in this paper how moving objects can be segmented and tracked on
MPEG-2 compressed video sequence. Only DC coefficients and block motion vectors
of compressed video are used in the segmentation and tracking. The processing is
real-time because of the small data size and no necessary of full-frame
decompression. Moving objects can be tracked not only in case that the camera is
stationary but also in case that there is global motion. Multi-objects can be tracked
simultaneously since object segmentation is performed by regions merging and
directed graph is adopted in tracking the trajectories of moving objects.Many
thresholds used in this paper are obtained manually by experiments. In future work,
adaptive methods should be developed to setup these thresholds for unsupervised
object tracking. Further more, morphological image processing methods could be
introduced before region growing in section IV-A to reduce the effect of noise.
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Abstract. We have designed and implemented Multimedia Cluster System based 
on VIA(VMCS). VMCS is 2-layered architecture consisting of a control server 
and storage servers. The control server manages the multimedia data, processes 
user requests and controls VIA. Storage servers store and manage the multimedia 
data. In particular, it is based on the novel VIA(Virtua1 Interface Architecture) 
protocol to reduce the message transmission overhead that is the general 
drawback in the cluster systems. 

1. Introduction 

As the distributed computing has developed with high performance hardware and 
network, operating system has been added the functions for distributed computing. 
For this trend, cluster system has also developed. Cluster system can distribute and 
process user's request but has the drawback of message processing overhead between 
the cluster nodes [I]. Existing network protocols such as TCP/IP have very heavy 
software protocol stack because they have the flow control, error recovery, and other 
several functions to contact to computers which connected to various network types in 
LAN or WAN. The overhead of this heavy protocol stack results in the long transfer 
latency between cluster nodes. Actually, TCP/IP protocol stack has latency more than 
lOOysec while network hardware for the high-speed networks such as ATM 
(Asynchronous Transfer Mode), Myrinet, Gigabit Ethernet and Compaq Servemet has 
latency less than lOysec [2] .  And, the TCPIIP protocol is not proper for the cluster 
system that is based on the high-performance network such as SAN (System Area 
Network) guaranteeing the low error rate[6]. 

2. Related works 

Cluster system requires fast message passing protocol to enhance its performance. 
Commonly used message and data transfening methods are message passing , 
distributed shared memory, U-Net , VIA and so on[3]. 
This work was supported by Pusan National University Research Grant. 
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MPI (Message Passing Interface) and PVM (Parallel Virtual Machine) 
Since existing high-performance servers had their own message passing libraries, 
there was not enough portability between the heterogeneous systems. To deal with 
this problem, PVM and MPI have been developed[4]. 

U-Net 
U-Net was developed by Cornell University. To remove the operation of kernel, 
protocol processing had performed in kernel and end-point storing the message are 
positioned in user-level. It provides Virtual view for network adapter to directly 
access network adapter fiom the user-level[5]. 

.VIA 
VIA is a new protocol for SAN. It reduces overhead of context switching occurred in 
heavy software protocol stack such as TCPJIP and data copy overhead fi-om user-level 
to kernel-level. TCPAP performs data copy fiom user area to kernel area to protect 
system and to share resources for reliable data transmission. In this case, context 
switching and data copy fi-om user-level buffer to kernel-level system buffer cause 
large overhead. As a result, transmission latency occurred by the heavy protocol stack 
which can be reduced and the high-performance communication is possible [ 6 ] .  But, 
VIA has some drawbacks. Because VIA provides a few simple transmission functions 
to reduce the message passing overhead caused in heavy software protocol stack, 
application programmer should add the control modules such as the flow control and 
the error checking modules that is contained in TCPAP protocol stack for the stable 
network[6] [7]. 

Consumer 

VI User Agent 

Kernel Mod 

yV- 

VI 
Provider 

- I VI Network Adaptor 

Fig. 1. VI architecture model 

3. VIA based Multimedia Cluster System(VMCS) 

3.1 VMCS Architecture 

VMCS is 2-tired architecture consisting of a control server and storage servers. The 
control server manages the multimedia data, processes user requests and controls 
VIA. Storage servers store and manage the multimedia data. 
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3.1.1 Control Server Architecture 
The Control server consists of Request Manage Group that process user requests and 
VI Manage Group that controls the messages and data transfer. Request Manager 
Group reads user requests through the Request reader and then inserts them to the 
Request List. Request List is similar to general queue and based on the FCFS (First 
Come First Served policy. Request Manager reads user requests from the Request List 
and then gets the reference information about the user request from the Meta data 
table. 

Request Manage Group gets requiring buffer space from the Buffer Scheduler 
and sends the information about the user requests to VI Manager. VI Manager creates 
VIs of the storage servers sending messages and then requests connections to each 
storage server. VI Manager registers the allocated buffer on VI kernel agent, makes 
descriptor and then transmits the control messages to each storage server. 
When VI Manager creates VIs, a VI can not communicate with multiple storage 
servers, because a VI is created with the address of a destination control server to 
communicate. Therefore, if VI Manager is to communicate with N storage servers, VI 
Manager should create N VIs. 

3.1.2 Storage Server Architecture 
Storage server architecture is similar to that of control server. Storage server consists 
of a VI Manager and Request Processing Group. After Control Server receives 
message through the VI Manager, VI Manager sends information about the buffer and 
message to the Request reader. The Request Reader inserts received information in 
the Job List. A job Scheduler reads a job from the Job List and processes that job 
from job information. If Storage server is to transmit data to client, the Job scheduler 
inserts data request in Data List and informs Transmission Scheduler. Request 
Reader, Job Scheduler and Transmission scheduler work simultaneously by thread. 

3.2 Message and Data Transmission Policy 

VIA-based data transmission policy is different from TCP/IP-based transmission. 
VIA-based transmission policy records the transmission information in a descriptor 
and the descriptor is inserted in the send or receive queue of VI. We refer to the 
procedure of inserting descriptor in the send or receive queue of VI as posting. AAer 
posting has completed, VI User Agent notifies VI NIC that the descriptor posing has 
completed with doorbell mechanism. Then, data sending or receiving starts. After 
sending or receiving has completed, VI Kernel Agent records a send or receive 
completed mark on the control segment in the descriptor and sends the address and 
the handle of descriptor to the process which posted the descriptor. And then message 
or data transmission is completed. 

3.2.1 Message Transmission including Data 
Transmission of messages including data is different from the message without data 
transmission in two aspects. First, to access the user memory space storing the data, 

1074 S.-Y. Park, S.-H. Park, and K.-D. Chung



data segment should be set. Second, to store the data received fiom sender, memory 
space should be pre-allocated. 

To set up data segment in the descriptor, we should notice the maximum 
numbers of data segments, maximum memory space and maximum transfer data size. 
In particular, our VMCS can transfer large size data, because it is designed and 
implemented for the multimedia data. In VMCS, VI Kernel Agent provides the data 
structure, VIP-NIC-ATTRIBUTES containing the information such as maximum 
numbers of data segments, maximum memory space and maximum transfer data size. 

To transfer a message with including data, we should check the data size. If it is 
acceptable maximum, then the data can be transferred by one transmission with one 
descriptor. On the other hand, if it exceeds the maximum transfer able size, several 
transmission are required. After estimating the number of descriptors, sender should 
transfer a control message to a receiver. If the sender does not transfer the control 
message, the receiver could not know the number of data will be transferred fiom the 
sender, the number of receive descriptors and the required buffer size. Therefore 
receiver requires control message before receiving the data. After the receiver 
received the control message, receiver posts the required descriptors in receive queue 
and reserves memory space for data. Then the receiver sends an ACK message to 
sender and sender posts send descriptors in send queue of sender's VI . 

VMCS has multiple storage servers. VMCS stripes multimedia data and stores 
them on disks of multiple storage servers. To stripe and store multimedia data on 
multiple storage servers, the equal numbers of VIs with the storage servers are 
required. And, to store every block on its respective storage server, we have to decide 
how many descriptors should post on each VI which associated with its respective 
storage server. The method to get the numbers of descriptors for each VI is following. 

N = Total - Trans - Size l Max - Trans - Size 

N : Total number of blocks included in a descriptor 

Send De! 
Posting 

Sender Receiver 

Fig. 2. Data Transmission flow 

: Descriptor 

We calculate the number of total blocks to transfer and the number of descriptors for 
each VI by dividing the number of total blocks by the number of VIs. Each of 
remaining blocks are then stored its respective VI by ascending in term of the block 
number. 
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where, 

V - num, : the number of descriptors for ith VI 

M : the number of VIs to attend for transmission 

4. Performance Evaluations and Analysis 

We experimented by varying the size of transmission data to prove whether VIA is an 
appropriate protocol to serve multimedia data or not. We compared VIA with TCPIIP. 
In the case of multimedia data transmission based on VIA, the main issues are the 
optimal size of buffer and the optimal number of posting of descriptors. Therefore, we 
evaluated the system performance for the fixed size transmission data by varying the 
size of the buffer and the number of posting of descriptors. 

Table 1. Experiment Wnvironment 

I MainMemory I 32Mbyte I 
CPU Intel Pentium 166MHZ I 

4.1 Comparison of VIA with TCPIIP 

Operating system 

VIA 

VIA vs TCP(srnall size) 

120 , I 

Linux Kernel 2.2.15 

M-VIA 1.0 

4 40 

20 +VIA based +TCP based 

VIA vs TCP based(Large Size) 1 

Fig. 3. Performance comparison according to the transmission data size 

We experimented in two cases with the small size data of 100bytes-1Kbytes and the 
large size data of 1Mbytes-lOMbytes, because generally, multimedia server system 
transfers small size control messages and the large size multimedia data. As a result, 
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in case of transferring the small size messages, transfer latency of VIA is similar to 
that of TCP/IP. In this case, if the additional functions for supporting the stable 
network are added to VIA, TCPIIP may have better performance than VIA. On the 
other hand, when transferring the large size multimedia data, transfer latency of VIA 
is smaller than that of TCPJIP. As show in Figure 9, VIA is three times better than 
TCP/IP in terms of transfer latency. 

5. Conclusions and Future works 

In this paper, we designed and implemented a multimedia cluster system, VMCS. In 
particular, it is based on the novel protocol VIA (Virtual Interface Architecture) to 
reduce the message transmission overhead that is the general drawback of the cluster 
systems. 

Experimental results show that VMCS performs better than the TCP/IP-based 
system for transferring the large data. Therefore, it is clear that the VMCS is proper 
for the multimedia data services. 

VMCS is a multimedia system to serve the multimedia data to the clients and the 
two-layered distributed cluster architecture. It is based on VIA that can reduce the 
message passing overhead between the cluster nodes. VIA outperforms significantly 
to traditional protocol like TCP/IP in terms of latency. And it is advantages that VIA 
can be supported in both hardware and software. 

While the current VMCS is a specialized system for multimedia data service, it 
can also be used for traditional text and image data in the future. To do this, the 
studies for additional control mechanisms such as flow control for the small size data 
are required in order to modify the VMCS to perform well for the small size data 
transmission. Moreover, the studies about the various real-time scheduling policies 
are needed for the multimedia data services. 
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Abstract. A fuzzy inference system is presented in this paper for simplifying 
surfaces with color. We first propose a fuzzy surface position uncertainty, a 
fuzzy surface curvature uncertainty and a fuzzy surface color uncertainty to re-
spectively measure the variations of surface position, surface curvature and sur-
face color while simplifying surfaces. We then utilize the TSK fuzzy inference 
system integrating the proposed fuzzy uncertainties to determine the cost as the 
criteria of removing a portion of surface models. Experimental results show 
that our approach does produce high quality approximations of surfaces. 

1   Introduction

Many computer graphics applications require complex models with fine details to 
construct realistic environments. Consequently, these complex models becomes very 
expensive to render, store and transmit since the rendering cost, the memory require-
ment and transmit through network are directly proportional to the number of poly-
gons in a model. However, the complex models with high details are not always re-
quired and it is enough to use simpler versions of original models to achieve the real-
ism in many situations. Surface simplification technique provides a solution to gener-
ate simpler versions of a model.

There has been much research in recent years in surface simplification 
[1,2,3,4,6,7,8,9,10]. The key to producing good approximations is to produce an 
approximation that will cause the smallest variation to the model. Hoppe et al. [6,7] 
proposed an approach to minimize an energy function that measures the competing 
desires of conciseness of representation and fidelity to the data. Klein et al. [9] used 
the Hausdorff distance between the original and the approximation as the geometri-
cally error. This approach can reduce the number of triangles of a mesh without ex-
ceeding a user-specified Hausdorff distance between the original and the approxima-
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tion. The approach can reduce the number of vertices in a dense mesh of triangles. 
Ronfard and Rossignac [10] proposed a method to iteratively collapse edges based on 
a measure of the geometric deviation from the initial shape. When edges are merged 
in the right order, this strategy produces a continuum of valid approximations of the 
original models. Garland and Heckbert [3,4] developed quadric error metrics for 
surface simplification to maintain surface error approximations and used iterative 
contractions of vertex pairs to simplify models. Ciampalini et al. [1] presented a sur-
face simplification approach based on the mesh decimation method, has been de-
signed to provide both increased approximation precision, based on global error man-
agement, and multiresolution output. Kase et al. [8] proposed an interactive quality 
evaluation of reduction polygon model to improve drawing speed without degrading 
image quality in computer graphics. 

Since the visual quality of a model is subjective and uncertainty abounds in simpli-
fication process, it is hard to provide the complete solutions to measure the variation 
of a model when simplifying surfaces. In this paper, we propose a fuzzy inference 
system for simplifying surfaces with color since fuzzy set theory [5,11,12,13] can 
model non-statistical imprecision and the fuzzy inference system can integrate the 
concepts of fuzzy sets, fuzzy if-then rules and fuzzy reasoning. We first present a 
fuzzy surface position uncertainty, a fuzzy surface curvature uncertainty and a fuzzy 
surface color uncertainty to respectively measure the variations of surface position, 
surface curvature and surface color [2] while simplifying surfaces. We then utilize the 
TSK fuzzy inference system integrating the proposed fuzzy uncertainties to determine 
the cost as the criteria of removing a portion of surface models.  

The rest of this paper is organized as follows. In Section 2, we simply describe the 
basic concept of fuzzy sets [5,13] and the TSK fuzzy inference system [11,12]. In 
Section 3, we present the fuzzy inference system for simplifying surfaces with color. 
The implementation and results are given in Section 4. Finally, conclusions are pre-
sented in Section 5. 

2   Fuzzy Inference System 

Let X be the universal set. In classical set theory, given a subset A of X, each element 
x ∈  X satisfies either x belong to A, or x does not belong to A. However, in fuzzy set 
theory [5,13], an element may belong partially to a set. A fuzzy set A is usually de-
fined as 

[0,1]:)( →XxAµ                                                                                                        (1) 

where 
Aµ  is the membership function indicating the membership grade of an element 

x in the universal set X.  

The TSK fuzzy inference sytem [11,12], as proposed by Takagi, Sugeno and Kang 
(TSK), uses a typical fuzzy if-then rule as the following form:
Rule: if x is A and y is B then z = f(x,y) 
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where x and y are input variables, A and B are fuzzy sets in the antecedent part and z 
is the output which is a function of the input variables in the consequent part. Gener-
ally, f(x,y) is a polynomial function of input variables x and y. If multiple fuzzy if-
then rules are considered, then the final output is taken as the weighted average of 
each rule's output. The weight of each fuzzy if-then rule is computed by the minimum 
of the membership grades of input variables in the antecedent part.

3   The Proposed Approach

Without loss of generality, we assume the surfaces consist of triangles only. Basi-
cally, our approach is based on a cluster collapse algorithm simplifying models by 
repeated use of the simple cluster collapse operation, depicted in Figure 1. A cluster 
C(u) is a vertex tree of a root vertex u consisting of a set of vertices and edges of a 
model along with u itself. Two clusters are adjacent if there exists an edge connecting 
the two clusters. In the cluster collapse operation, two adjacent clusters C(u) and C(v) 
are selected and all vertices in C(u) and C(v) are collapsed onto v. At each step, our 
approach first evaluates the cost of every adjacent clusters for collapsing and then 
selects the adjacent clusters with the minimal cost to collapse. 

Fig. 1. Cluster collapse 

We first define a fuzzy surface position uncertainty, a fuzzy surface curvature un-
certainty and a fuzzy surface color uncertainty to respectively measure the variations 
of surface position, surface curvature and surface color [2] of the cluster collapse 
operation. Then, we utilize the TSK fuzzy inference system integrating the proposed 
three fuzzy uncertainties to determine the cost as the criteria of collapsing the clus-
ters.

For the fuzzy surface position uncertainty, we measure the variation of surface po-
sition by calculating the maximal value among the distances of vertices in C(u) and 
vertex v. The fuzzy surface position uncertainty of C(u) to C(v) is defined as

{ }..max))(),((
)(

positionpositioni
uCx

pos vxvCuC
i

−=
∈

µ                                                 (2) 

The fuzzy position uncertainty is normalized into [0,1] for the cluster collapse algo-
rithm at each step. Let LARGE and SMALL be two fuzzy sets on [0,1] used to de-
scribe the fuzzy surface position uncertainty. 

For the fuzzy surface curvature uncertainty, we measure the variation of surface 
curvature by computing the minimal value among dot products of normals of a trian-
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gle in T(C(u)) and a triangle in T(C(u),C(v)), where T(C(u)) is a set of triangles adja-
cent to C(u) and T(C(u),C(v)) is a set of triangles adjacent to both C(u) and C(v). The 
fuzzy surface curvature uncertainty of  C(u) to C(v)is defined as

{ }normaljnormali
vCuCTfuCTf

cur ffvCuC
ji

..min))(),((
))(),(()),((

⋅=
∈∈

µ                                       (3) 

The fuzzy surface curvature uncertainty is normalized into [0,1] for the cluster col-
lapse algorithm at each step. Let ROUGH and SMOOTH be two fuzzy sets on [0,1] 
used to describe the fuzzy surface curvature uncertainty. 

For the fuzzy surface color uncertainty, we measure the variation of surface color 
by calculating the maximal value among the differences of colors of vertices in C(u) 
and vertex v. The fuzzy surface color uncertainty of C(u) to C(v) is defined as

{ }..max))(),((
)(

colorcolori
uCx

col vxvCuC
i

−=
∈

µ                                                       (4) 

The fuzzy surface color uncertainty is normalized into [0,1] for the cluster collapse 
algorithm at each step. Let DIFFERENT and SIMILAR be two fuzzy sets on [0,1] 
used to describe the fuzzy surface color uncertainty. 

For the purpose of the TSK fuzzy inference system for simplifying surfaces with 
color, the fuzzy if-then rules are defined as follows:
Rule 1: if x is LARGE and y is ROUGH and z is DIFFERENT then o1 is 111 rqp zyx

Rule 2: if x is LARGE and y is ROUGH and z is SIMILAR then o2 is 222 rqp zyx

Rule 3: if x is LARGE and y is SMOOTH and z is DIFFERENT then o3 is 333 rqp zyx

Rule 4: if x is SMALL and y is ROUGH and z is DIFFERENT then o4 is 444 rqp zyx

Rule 5: if x is LARGE and y is SMOOTH and z is SIMILAR then o5 is 555 rqp zyx

Rule 6: if x is SMALL and y is ROUGH and z is SIMILAR then o6 is 666 rqp zyx

Rule 7: if x is SMALL and y is SMOOTH and z is DIFFERENT then o7 is 777 rqp zyx

Rule 8: if x is SMALL and y is SMOOTH and z is SIMILAR then o8 is 888 rqp zyx
where x is the fuzzy surface position uncertainty, y is the fuzzy surface curvature 
uncertainty and z is the fuzzy surface color uncertainty. The functions o1, o2, …, o8 are 
outputs of the fuzzy if-then rules, respectively, as costs for collapsing clusters.  

4   Implementation and Results

Our experimental platform is a PC with an Intel® Pentium® III 733MHz CPU and 256 
Mbytes of memory running Microsoft® Windows 2000 Professional OS. 

The S-function [5] is a valuable tool in defining a fuzzy set which encodes words 
like tall and large. We apply the S-function to define the fuzzy sets LARGE, SMALL, 
ROUGH, SMOOTH, DIFFERENT and SIMILAR. The membership functions of 
LARGE, ROUGH, DIFFERENT are defined as S(x;0,1) and the membership func-
tions of SMALL, SMOOTH, SIMILAR are defined as 1 - S(x;0,1), respectively. 
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For efficiency, we make a discretization of the membership functions of LARGE, 
SMALL, ROUGH, SMOOTH, DIFFERENT and SIMILAR. We first take 101 samples 
(100 intervals) uniformly over the domain [0,1] and then the corresponding values of 
selected samples are pre-calculated and stored in a lookup table. The parameters p1, q1 

and r1 are, respectively, assigned 0.2, 0.2 and 0.2 indicating that the cost of the clus-
ters to collapse is very high. The parameters p2, q2 and r2 are, respectively, assigned 
0.5, 0.5 and 0.5 indicating that the cost of the clusters to collapse is high. The parame-
ters p3, q3 and r3 are, respectively, assigned 0.5, 0.5 and 0.5 indicating that the cost of 
the clusters to collapse is high. The parameters p4, q4 and r4 are, respectively, assigned 
0.5, 0.5 and 0.5 indicating that the cost of the clusters to collapse is high. The parame-
ters p5, q5 and r5 are, respectively, assigned 2, 2 and 2 indicating that the cost of the 
clusters to collapse is low. The parameters p6, q6 and r6 are, respectively, assigned 2, 2 
and 2 indicating that the cost of the clusters to collapse is low. The parameters p7, q7 

and r7 are, respectively, assigned 2, 2 and 2 indicating that the cost of the clusters to 
collapse is low. The parameters p8, q8 and r8 are, respectively, assigned 5, 5 and 5 
indicating that the cost of the clusters to collapse is very low. 

We test our approach to a teapot model. Figure 2 shows the results of a sequence 
of approximations produced by our method on the teapot model. Figure 2(a) shows 
the original model has 16256 polygons and Figures 2(b)-2(d) show the approxima-
tions have 3008, 1435, and 449 polygons, respectively. The entire sequence of teapots 
was calculated in about 10 seconds. Features such as geometry and color are well 
preserved through many simplifications and they begin to disappear only at very low 
levels of detail. 

 

Fig. 2. A sequence of approximations produced by our method on the teapot model

5   Conclusions

A fuzzy inference system for simplifying surfaces with color was studied in this 
work. We have proposed the fuzzy surface position uncertainty, the fuzzy surface 
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curvature uncertainty and fuzzy surface color uncertainty to respectively estimate the 
variations of surface position, surface curvature and surface color while simplifying 
surface models. Then, we have utilized the TSK fuzzy inference system integrating 
the proposed fuzzy uncertainties to determine the cost as the criteria of removing a 
portion of surface models. With the proposed approach, we can iteratively simplify 
surface models and generate high quality approximations.
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Demosaic: Color Filter Array Interpolation for 
Digital Cameras 
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Abstract. Classical linear signal processing techniques when applied to 
color demosaic tends to over smooth the color signal, resulting in notice- 
able artifacts along edges and color features. We proposed in this paper 
to let the color channels support the edges and the edge support the 
interpolation of missing color, and thus achieve demosaic full-color im- 
age with better perceptual quality. The computational complexity of the 
proposed algorithm is compatible with other fast demosaic algorithms. 

1 Introduction 

Digital camera uses an array of light sensor to collect image scene information. 
The information provided by each sensor forms the pixels of the image scene. Due 
to the trichromatic nature of human visual system, a fill-color image requires 
more than light intensity information. To obtain full-color images, each pixel 
has to carry at  least three pieces of information, such that intensity of three 
independent colors (i.e. red, green and blue) can be deduced. To reduce the cost 
of the digital cameras, color filter arrays (CFA) are typically used. Such that 
each light sensor is covered by one filter. As a result, each pixel will sample 
the intensity of one of the trichromatic color. Although the resulting image is 
not full-color, the CFA can be arranged in such a way that the missing color 
information can be inferred with a reasonable degree of accuracy. Such inference, 
commonly known as color interpolation or demosaic, is not perfect, but neither 
is the human visual system to see small discrepancies. 

Obviously, the demosaic algorithm depends on the CFA arrangement. In this 
paper, we'll concentrate on the Bayer pattern [I], which uses the three additive 
primary colors, red, green and blue (RGB), for the filter elements as shown 
in Figure l(a). The presented algorithm can be easily extended to other CFA 
patterns. A benchmark rose image together with its Bayer pattern sampled image 
are shown in Figure 3(a) and (b) respectively. 

2 A Simple Color Model 

A simple model for color images is the Lambertian non-flat surface patches [35]. 
The color signal received by the sensor is the reflected signal of the surface patch 
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Fig. 1. (a) Bayer color filter array pattern. (b) The and colors of the 124th horizonal 
scan line of rose image from pixel number 160-214 in Figure 3a. 

from a light source at direction C. Assume the reflective surface is homogeneous. 
The received signal at spatial location (x, y) can be written as 

where N(x, y) is the surface normal. ci(x, y) (i stands for R,  G, B )  is the albedo 
capturing the characteristics of the reflective materials. Since the surface is as- 
sumed to be homogeneous, therefore, ci(x, y) = ci. 

That is, the color ratio in a localized area is constant. This is an oversimplified 
assumption for color image analysis. It has shown to be consistent with natural 
scenes. Showing in Figure l(b) is the color intensity plot of a typical scan line of 
the rose image (the 124th horizontal scan line from pixel number 160 to 214). 

3 Proposed Demosaic Algorithm 

A novel color demosaic algorithm is proposed which let the color channels sup- 
port the edges and the edge support the interpolation of missing color. From 
eq.(4), Gi can be interpolated from Ri by 

where G and R are the average green color and red color in a localized region. 
A localized region of minimum size is formed by neighboring pixels of the same 
color. Showing in Figure 2(a) is the windows used to compute eq.(5). Similarly, 
Gi can be estimated from Bi and B as in eq.(5) by replacing R, and R with Bi 
and B. The corresponding windows is shown in Figure 2(b). 

The window is designed to maximize the overlap of neighbouring windows. 
The windows used to interpolate Ri and Bi are formed similarly as shown in 
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Figure 2, where Figure 2(a) shows the interpolation of G12 from the green color 
window formed by G7,G11,G13 and GI7 and the red color window formed by 
Rz, R4, R12, and R14 were used in the estimation. Figure 2(b) shows the inter- 
polation of Gg from the green and blue color windows. Figure 2(c) shows the 
interpolation of & and R1l (the red circles in the figures indicates the pixels 
consideration) from the green and red color windows. Figure 2(d) shows the in- 
terpolation of R6 from the green and red color windows. The interpolation of Bi 
and the formation of windows are done similarly. 

Figure 2(b) also shows the possible boundary problem of the demosaic prob- 
lem. In such case, the color window may extended beyond pixel boundary, e.g. 
as in Figure 2(b). Symmetric extension is adopted to preserve the linearity of 
the color signal. The symmetric extension is modified such that the extended 
image follows the Bayer CFA pattern as shown in Figure 2(e). 

Figure 2 exhausted all the possible local window formation for interpolating 
the missing color. The localized window is formed by the nearest neighbor pixels 
of the pixel under consideration. In case there are multiple windows that have 
the same overlap, the one at the upper top right corner of the pixel under consid- 
eration will be used in the estimation. Noted that eq.(5) actually computes the 
weighted average ratio of the color intensities for different color channels of the 
overlapped windows. While the average color intensities will results in smoothing 
artifact, the average ratio will be supported by the difference in intensity if there 
is an edge within the window under consideration. F'urthermore, the average ra- 
tio will be weighted by the color value of a different color channel at the pixel 
under consideration. Which will further provide the necessary edge support in 
the estimation of missing color when the pixel under consideration contributes 
to an edge. As a result, compatible demosaic results in the reconstruction of 
full-color image with color edges are observed in the proposed algorithm when 
compared to other algorithms reviewed in this paper. The last but not the least, 
it can be shown that eq.(5) has limited variation. As a result, the hue transition 
from pixel to pixel will be limited, thus results in visually natural color in the 
same way as smooth hue transition interpolation algorithm [3,6]. 

4 Simulation Results 

We tested the proposed method on benchmark images (rose, lily and BMW) 
that were sampled with Bayer CFA pattern. Since there exist no known image 
quality measure that incorporates the characteristics of human visual system, 
the presented results are compared by subjective quality with visual observation 
alone. Noted that the simulation results are full-color images. As a result, for 
better color view, we refer to http://home.ust.hk/~eelshaa/result.html. 

With reference to the images presented in the above website, all the reviewed 
demosaic algorithms as cited in our references and the proposed demosaic alge 
rithm are capable of producing full-color image with reasonable quality. However, 
careful observation revealed that the full-color image produced by nearest neigh- 
bor algorithm [2-51 has the worst resolution and has roughness object edges. The 
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bilinear interpolation algorithm [3-101 tends to over smooth the color image, re- 
sulting in an artifact similar to out-of-focus image. The smooth hue algorithm 13, 
11,121, smooth log hue algorithm [3,11,13], edge sensing interpolation algorithm 
[4,5,15], and log edge sensing interpolation algorithm [17] perform badly in fine 
details of the color image. This is especially true in the zoomed "lily" image from 
(d) to (g) in the provided wedsite, where dark dots are observed in small feature 
areas of the lily image. Such results indicate that the algorithms tend to over 
estimate the color value in fine detail areas. The variable number gradient in- 
terpolation algorithm 1211 produces visually pleasing results but imposes a huge 
computation penalty. The pattern recognition interpolation algorithm [3,10,16, 
341 is capable to produce good quality full-color image. However the resulting 
full-color image has diffused color, which results in lost of color contrast. The 
full-color image resulted from the proposed algorithm is shown to have good 
color contrast, and able to retain small features, including color edges. Visually 
pleasing results are observed which is comparable or even better than that of 
variable number gradients algorithm. However, the computational complexity of 
the proposed algorithm is much lower when compared to that of variable num- 
ber gradients algorithm, and is considered to be comparable to that of bilinear 
interpolation algorithm. 

5 Conclusions 

In this paper, we have proposed a novel color demosaic algorithm which was 
shown to produce full-color image from Bayer CFA pattern encoded image. Var- 
ious color demosaic algorithms are reviewed and their results are reproduced in 
this paper, which is compared with that obtained by the proposed algorithm. 
Based on a simple color model, the proposed demosaic algorithm was derived 
to let the color channels to be supported by the color edges of the image, and 
the edge will support the interpolation of the missing color. Visually pleasing 
results are observed in simulation which are shown to outperform other color 
demosaic algorithms. At the same time, the proposed algorithm has very low 
computational complexity, which is comparable to that required by bilinear in- 
terpolation. All the simulation results are available to be viewed in the website 
http://home.ust.hk/~eelshaa/result.html. 

References 

1. B.E.Bayer, "Color imaging array", U.S. Patent 3971065, 1976. 
2. N.Ozawa, "Chrominance signal interpolation device for a color cameran, U.S. 

Patent 4716455. 
3. J.E.Adams, "Interactions between color plane interpolation and other image pro- 

cessing functions in electronic photography," Proc. of SPIE, vol. 2416, pp.144-151. 
4. T.Sakarnoto, et.al., "Software pixel interpolation for digital still cameras suitable 

for a 32-bit MCU", IEEE Trans. Consumer Electronics, pp.1342-1352, Nov. 1998. 
5. Z.Hidemori, et.al., "A New digital signal processor for progressive scan CCD", 

IEEE Trans. Consumer Electronics, pp.289-295, May 1998. 

Demosaic: Color Filter Array Interpolation for Digital Cameras 1087



6. D.R.Cok, "Single-Chip electronic color camera with color-dependent birefringent 
optical spatial frequency filter and red and blue signal interpolating circuit", U.S. 
Patent 4605956. 

7. K.A.Parulski, "Color Filters and Processing Alternatives for one-chip cameras", 
IEEE 1Fans. Electron Devices, Aug. 1985. 

8. W.H.Chan et.al, "A Mega-Pixel resolution PC Digital Still Cameran, Proc. SPIE, 
~01.2654, pp.164-171. 

9. Y.T.Tsai, "Optimized Image Processing Algorithms for a Single Sensor Camera", 
1997 IEEE Pacific Rim Conf. Communications, Computers and Signal Processing, 
v01.2, pp.1010-1013, 1997. 

10. X.L.Wu, et.al., "Color Restoration Gom Digital Camera Data by Pattern Match- 
ing", Proc. SPIE, vo1.3018, pp.12-17. 

11. D.R.Cok, "Signal processing method and apparatus for producing interpolated 
chrominance values in a sampled color image signal", U.S. Patent, 4642678. 

12. K.A.Parulski, et.al., "A High-Performance Digital Color Video Camera", Proc. 
SPIE, ~01.1448, pp.45-48. 

13. J.A.Weldy, "Optimized design for a single-sensor color electronic camera system," 
Proc. SPIE ~01.1071, pp.300-307. 

14. R.H.Hibbard, "Apparatus and method for adaptively interpolating a full-color im- 
age utilizing luminance gradients," U.S. Patent 5382976. 

15. J.E.Adams, "Color processing in digital cameras," Eastman Kodak Company. 
16. D.R.Cok, "Signal processing method and apparatus for sampled image signals," 

US. Patent 4630307. 
17. C.A.Laroche, "Apparatus and method for adaptively interpolating a full color im- 

age utilizing chrominance gradients," U.S. Patent 5373322. 
18. Hamilton Jr. et.al., "Adaptive color plane interpolation in single sensor color elec- 

tronic camera," U.S. Patent, 5629734. 
19. J.E.Adams et.al., "Adaptive color plane interpolation in single color electronic 

camera," U.S. Patent 5506619, 1996. 
20. J.E.Adams et.al., "Design of practical color filter array interpolation algorithms 

for digital cameras," Proc. SPIE, vo1.3028, pp.117-125, 1997. 
21. E.Chang, et.al., "Color filter array recovery using a threshold-based variable num- 

ber of gradients," to be published in Proc. SPIE, Jan 1999. 
22. R.G.Keys, et.al., "Cubic convolution interpolation for digital image processing", 

IEEE Bans on ASSP, pp.1153-1160, 1981. 
23. K.W.Simons, "Digital image reconstruction and resampling for geometric manip- 

ulation," Proc. IEEE Symp. Machine Processing of Remotely Sense Data, p.3A1- 
3Al1, 1975. 

24. D.P.Mitchel1, et.al., "Reconstruction filters in computer graphics," Computer 
Graphics, (Proc. SIGGRAPH188), vo1.22-no.4, pp.221-228, Aug. 1988. 

25. W.F.Schreiber, et.al., "Transformation between continuous and discrete represen- 
tations of image: A perceptual appraoch," IEEE %ns. PAMI, pp.178-186, Mar. 
1985. 

26. H.S.Hou, "Cubic splines for image interpolation and digital filtering," IEEE %ns. 
ASSP, pp.508-517, 1987. 

27. W.T.Freeman, "Method and apparatus for reconstructing missing color samples," 
US. Patent 4663655. 

28. W.T.Fkeeman, "Median filter for reconstructing missing color samples," U.S. 
Patent 4724395, 1988. 

29. M.A.Wober, "Method and apparatus for recovering image data through the use of 
a color test pattern," U.S. Patent 5475769. 

1088 S.-H. Lam and C.-W. Kok



Fig. 2. (a) Red and green window location for the estimation of G12. (b) Blue and 
green window location for the estimation of G5. (c) Red and green window location for 
the estimation of R11. (d) Red and blue window location for the estimation of R5. (e) 
Bayer CFA constrained Symmetric extension for boundary pixels. 
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Fig. 3. (a)Original rose image, (b) Sampled with Bayer color filter array pattern, (c) 
Demosaic image with proposed algorithm. 
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Abstract. This paper presents an efficient algorithm of classifying mixed-mode
images into “objects” of rectangular shape and with parent-children relation-
ship. We consider four different classes of “objects”: background, text, graph,
and photograph. The classification algorithm has the hierarchical nature, i.e., it
tries to (1) classify background regions and non-background regions, (2) clas-
sify bi-level objects and multi-level objects (in non-background regions), and
(3) classify graph and photograph (in multi-level objects). During the classifica-
tion, a merging-and-splitting refinement is used for boundaries and small frag-
ments. Excellent classification results have been observed in all experimental
tests.

1 Introduction

With the increase of bandwidth and computing power, multimedia applications are
becoming more and more popular. Applications such as color fax, scanned documents,
educational videos, and WebPages may not only contain continuous-tone images, but
also contain texts and graphs. We call this kind of images as mixed-mode images.
However, all current image compression standards, such as JPEG and JBIG, are tai-
lored for certain type of images only, and therefore cannot work at all (such as JBIG)
or cannot achieve acceptable quality (such as JPEG) for mixed-mode images. On the
other hand, for transmission over a noisy channel, different error protections are typi-
cally required for different types of images. For such reasons, the classification of
mixed-mode images becomes an important part of image processing systems for stor-
age and transmission.

There have been a number of works trying to deal with this classification problem,
and some of them have already achieved good quality while using different methods.
These methods include using thresholds [1] to distinguish text and non-text, applying
the Bayes VQ algorithm [2], and using wavelet coefficient distributions [3], etc.

In this paper, a new algorithm is developed for classifying mixed-mode images
into four classes of “objects”: background, text, graph, and photograph. Background
refers to smooth and blank regions. Text is limited to bi-level texts. Graph includes
artificial or computer generated graphs. Photograph refers to continuous-tone images.

This work has been supported by a grant from the Research Grants Council of the Hong Kong
Special Administrative Region, China.
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This new classification is done based on a principle that all classified objects are
of rectangular shape and with parent-children relationship. Constraining each classi-
fied object being of rectangular shape would be rather beneficial to subsequent coding
(compression) that could follow in many applications. Meanwhile, defining the parent-
children relationship among classified objects makes the classification to be a hierar-
chical process (i.e., the classification is done through a layered structure).

We also develop a merging-and-splitting technique for boundary refinement during
the classification. This refining process is controlled by several parameters. Selection
of these parameters determines the number of fragments in the final classified image
as well as the classification accuracy.

The rest of the paper is organized as follows. The next section introduces the “ob-
ject” concept and the overall system. Section 3 presents the algorithm for classifying
non-background objects from background region. Section 4 presents the algorithm of
classifying bi-level objects and multi-level objects in a non-background parent object.
The method of boundary refinement is introduced in Section 5. In Section 6, we pre-
sent some experimental results. Finally, some conclusions are drawn in Section 7.

2 Object Concept and Overall System

It has been observed that an image can be thought of as a combination of “objects”
with parent-children relationship. Here, we define an “object” as follows: (1) the
shape of an object is always rectangular; (2) each object can contain background, text,
graph, photograph, and other objects; and (3) a parent object can be further decom-
posed into children objects if it either contains more than one type of contents or con-
tains only one type of content but with different properties.

According to these definitions, we can then denote each rectangular “object” as
)},(),,{( 2211 yxyxO , where ),( 11 yx and ),( 22 yx are the coordinates of its top-left

and bottom-right corners, respectively. In this paper, we use ),( yxp to denote the
gray-value of the pixel at location ),( yx , and assume that the horizontal axis in-
creases from left to right and the vertical axis increases from top to bottom.

Figure 1 gives an example to demonstrate that an image can be divided into a
number of objects. For instance, “Object A” represents the whole image; whereas
“Object B” is one of the children decomposed from “Object A”.

B a c k g ro u n d

T e x t
G ra p h
P h o to g ra p h

O b je c t
A

O b je c t
B

Fig. 1 An example of “Object”

Figure 2 shows the overall system. In the beginning, each whole image, treated as
an initial object, is inputted to the system. Then, the system needs to determine
whether or not to decompose the input object further. If the input object can be de-
composed further, the system goes into the decomposition stage until no further de-
composition can be done; otherwise, the system goes into the classification stage.
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I n it ia l o b j e c t
( t h e w h o le im a g e ) C a n

d e c o m p o s e
f u r th e r ?

D e te r m in e
b a c k g r o u n d

C la s s if y n o n -
b a c k g r o u n dY

B a c k g r o u n d

N

C la s s if y b i- l e v e l
B o u n d a r y

r e f in e m e n t

o b j e c t s

T e x t , G r a p h ,
P h o t o g r a p h

C la s s i f y f u r th e r

Fig. 2 Overall system

In fact, the decomposition process also does a classification, with an objective to
classify the whole non-background region into two classes: bi-level and multi-level.
After this, it would become easier to do further classifications within the bi-level class
or the multi-level class.

The decomposition stage is composed of several steps. In the first step, the system
needs to determine the background of a parent object. In this paper, we propose to
calculate the histogram of the parent object and then select the value at the histogram
peak as its background. After finding the background, the system needs to classify all
non-background pixels into children objects in the second step. Since these children
objects involve bi-level or multi-level contents, it is necessary to classify bi-level
objects by using some robust and precise algorithm. In the last step, boundary refine-
ment is carried out.

Normally, further classifying of bi-level objects does not help for any subsequent
coding. On the contrary, it is highly necessary to classify between graphs and photo-
graphs for the subsequent coding. It has been shown that use the distribution of wave-
let coefficients in high frequency band can successfully classify the graph and photo-
graph [3], this method is used in our system for the further classification.

3 Classifying Non-background Objects

After knowing the background of an object, the system needs to continue classification
on non-background objects. In principle, this can be done by locating a single non-
background pixel first, and then letting this single pixel to grow until reaching its
bounding size. The details are summarized in the following algorithm.

Non-background object growing algorithm
Step 1) Find the background value of the input parent object

pO and denote this value
as

pb ; select one pixel from all non-background pixels that do not belong to any
of

pO 's child objects and set this pixel as
nbO .

Step 2)
nbO grows as follows:

( ) )},1(),,1{(,if1 211111 yxyxOyxxx −−∈∃−←
( ) ( ) ( ) pp byxpyxpbyxp =+−=−−≠ 1,11,1and,s.t. 2111

Repeat the same processing for
221 ,, yxy . Continue this step if any of

2121 ,,, yyxx changes.
Step 3) Go to Step 1) if there still exists any non-background pixel in

pO that has not
been classified.

The outputs of this classifying process contain many bi-level and multi-level ob-
jects. However, many of these objects (especially those with a small size) will be
merged after the processing presented in the next two sections.
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4 Classifying Bi-level Objects

Since texts may be mixed with multi-level parts and different texts may use different
bi-level values, a robust algorithm of bi-level object classification is thus extremely
important. Below is a robust and efficient algorithm that is adopted by this system.

Bi-level object growing algorithm
Step 1) Take a bi-level object biO from the classifying results of section 3, determine

its background and foreground according to the histogram, and denote these two
values as b and f , respectively; and also denote the background value of biO ’s
parent object as

pb , which has already been found in section 3.
Step 2) biO grows as follows:

( ) )},1(),,1{(,if1 211111 yxyxOyxxx −−∈∀−← ( ) ( ) fyxpbyxp == ,or,s.t.
Repeat the same processing for

221 ,, yxy . Continue this step if any of

2121 ,,, yyxx changes.
Step 3) Edges are refined as follows (only when

pbb = ):

pbyxpyxyxOyxxx =∈∀+← ),(s.t.)},(),,{(),(if1 211111
. Repeat the same process-

ing for
221 ,, yxy . Continue this step if any of

2121 ,,, yyxx changes.
Step 4) Go to Step 2) if any of ,,, 121 yxx and

2y changes after Steps 2) and 3).
Step 5) Merge all objects overlapped by biO .
Step 6) Go to Step 1) if there exists any bi-level object that has not been processed.

In Step 2), an object’s edge increases according to its boundary testing results.
However, this increasing strategy, though quite simple and effective, may become
non-optimal, as it would end up with some unsatisfactory results when it encounters a
“reef” in a particular direction. Then, Steps 3) and 4) will try to get across that “reef”
by shrinking edge first and increasing it again. Meanwhile, Step 3) also makes the
edge of biO as efficient as possible if both biO and its parent object have the same
background, because it has thrown away all redundancy information.

5 Boundary Refinement

After the previous two classifications, we have found out all bi-level and multi-level
objects. However, the results are far from optimal since there are too many neighbor-
ing objects and fragments remaining. In order to improve the goodness of classifica-
tion, the following method is proposed to refine the boundary.

This boundary refinement process tries to do two jobs: (1) to merge some frag-
ments with the same constant level and (2) to merge some neighboring multi-level
objects. In some very special cases, several fragments with the same constant level
(that is not equal to the background value of their parent object) will co-exist. Al-
though all pixels in these fragments have the same value, it is often very inefficient to
treat them as individual objects because they are too small in size. A much more effi-
cient way to handle them is to merge them together. To this end, let us assume that
each such fragment is bi-level (defining the second level as the background value of
its parent object), and then we can just use the bi-level object growing algorithm to
find new objects.
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n

re fin em en t d irec tion o b jec t b efo re refin em en t
o b jec t a fte r re fin em en t
n e igh b o ring o bjec ts

ref in em en t

m l
O

ov
O

new
O

q

search w in d ow

Fig. 3 An example of boundary refinement

On the other hand, it is more complicated to merge neighboring multi-level ob-
jects. For each multi-level object mlO , we totally define four search windows for the
upper, lower, left, and right directions, respectively. A search window’s location is
determined by both the object mlO and parameter n : e.g., mlO ’s upper search window
is )},(),,{( 1211 yxnyxSu − (Fig. 3). We then scan all other multi-level objects within the
same parent object and try to find an object (denoted as ovO ) that overlaps with the
search window. Finally, we will decide whether to combine these two objects ( mlO and

ovO ) to form a new (and larger) object newO which fully covers mlO and ovO with a
minimal size. Since we use a larger object newO to replace mlO and ovO , we may
introduce some extra pixels that do not belong to any of the existing non-background
objects. Thus, overall classification accuracy decreases. In order to control this accu-
racy, we use the following formula to determine whether to merge them or not:

M
n

qn
M

qMf
)

1
1(

),(
0 β−−+

=

where M is the number of extra pixels; q is the distance between mlO and ovO . The
pre-defined parameters 0M , n , and β , are all very important for the classification
and also for the possible subsequent coding. 0M determines how strict the merging
algorithm is; n is the width of the search window, large n means that we consider
more candidate objects for merging; and the non-negative parameter β determines the
merging strictness related to the distance q .

If 1),( ≥qMf , we use newO to replace mlO , ovO and (possibly) other objects
covered by newO ; and we do not merge them otherwise.

6 Results

Two mixed-mode images downloaded from Internets are used in testing of our pro-
posed algorithm, and both of them achieved excellent results. In order to give a clear
explanation about how this algorithm works, we provide two kinds of results, that is,
the classification results after decomposing the initial object and the final classifica-
tion results. The parameters n , 0M and β used here are 8, 64, and 0.1 respectively.

Two examples are shown in Fig. 4: one in English with size 640x431 and the other
in Chinese with size 775x410. From the partial classifying results, we can see that
each initial object has already been decomposed into bi-level and multi-level classes.
However, this decomposition is not complete yet, and both of them can be decom-
posed further. After completing the decomposition stage and classification stage, we
finally get some very excellent results, as shown in Parts (e) and (f) of Fig. 4.
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(a) (b)

(c) (d)bi-level non-bi-level bi-level non-bi-level

(e)TextG raph Photograph (f)TextGraph Photograph

Fig. 4 Results: (a) and (b) show the original images; (c) and (d) show the partial classification
results after the initial decomposition; and (e) and (f) show the final classification results.

7 Conclusions and Future Work

We developed a new classification system for classifying mixed-mode images into
four classes of objects: background, text, graph, and photograph, where the classified
objects are always of rectangular shape and with parent-children relationship. Excel-
lent classification results have been observed in all of our testing experiments.

We believe that our developed algorithm can be improved further by defining a
goodness measurement (for classification) based on three numbers: (1) number of
objects, (2) number of misclassification pixels, and (3) number of total pixels in non-
background objects; and perform optimization based on this measurement.
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Abstract: A face-unlock screen saver prototype system is presented by using 
face verification technique based on identity-specific subspace. Instead of using 
password to unlock the screen saver, the proposed system can only accept the 
current legal user by his face as easily as just looking at the USB camera for a 
second, meanwhile refusing any other faces. The core techniques of the system 
are the proposed novel face verification algorithm based on identity-specific 
subspace and the maximum likelihood (ML) rule. Choosing these techniques is 
based on the fact that, for a task as screen saver, sufficient training facial im-
ages can be easily acquired. To achieve real-time verification, robust real-time 
facial feature localization and face normalization is presented, based on which 
an automatic samples collection tool is implemented. Practical experiments 
have shown the effectiveness of our proposed approaches.   

1. Introduction 

Traditional screen savers are based on passwords to prevent illegal users from access-
ing the personal computer locked by the current user. It is inconvenient for the legal 
user to unlock the screen saver, and there exists the risks that illegal users crack or 
steal the password to access the computer illegally. Faces are exclusive character for 
specific subjects, which provide a convenient and reliable way to prevent illegal ac-
cess. In this paper, we present such a prototype by designing a face-unlock screen 
saver based on face verification techniques. The core technique in the system is face 
recognition. Face recognition is an important task in Human Computer Interface 
(HCI) and has significant applications for building more intelligent and intuitive HCI. 
Furthermore, tremendous potential applications in commerce and law enforcement 
have attracted more and more attention in the area.  

While automatic face identification remains a great challenge, it does have a long 
history going as far back as the work in the 1960s [1]. It is believed that the most 
promising techniques should be the perfect combination of all kinds of information 
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including shape, local appearance features and holistic appearance feature etc. In 
recent years, Eigenface [2], Elastic Bunch Graph Matching (EBGM) technologies [3], 
flexible models [4], and Fisherface [5]/LDA [6] based approaches have attracted 
much attention. FERET evaluation provided extensive comparisons of these algo-
rithms [7]. More recently, SVM have been successfully applied to face recognition 
[8]. For detailed survey of FRT, [1] should be referred to. 

Among the current state-of-the-art techniques, ”eigenface” methods originated by 
Turk and Pentland’s [2] are the most distinguished. In this paper, we extend Eigen-
face in an essentially different way by representing each face by using one face sub-
space private to the corresponding subject. Based on the identity-specific subspaces 
and maximum likelihood rules, a face verification technique is derived and applied to 
a practical face-unlock screen saver system with corresponding facial feature localiza-
tion and face normalization techniques.  

2. Identity-Specific Subspaces 

”Eigenface” method [2] is PCA or KLT essentially, belonging to a kind of linear 
projection transform. The face subspace captures the common information of human 
faces, while the ”noise” subspace contains three kinds of information: between-
person variance, interpersonal variance and stochastic noise, among which between-
person difference is essential for distinguishing different individuals. Unfortunately, 
the between-person difference crucial for recognition is blended inseparably with the 
within-person difference and noise information in the ”noise” subspace. So we argue 
that ”eigenface” technique might be more appropriate for face detection rather than 
distinguishing different faces. Based on the notion, we proposed the concept of iden-
tity-specific subspace. 

Facial images, with the same specific identity, have similar appearance, for which 
they can be regarded as a stochastic observed signal. So one private signal subspace 
can be used to model them, by which the invariant facial feature belonging to the 
same person is mostly remained as the expected signal, while most of the within-class 
variance useless for classification is thrown away in the ”noise” subspace. 

For any specific person with an identity K denoted by 
kΩ  as a class, it can be ana-

lyzed by using eigenvalue decomposition as:
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They are K-identity-specific subspace and K-identity specific noise subspace respec-
tively. Then any face image Γ can be projected to the K-identity-specific subspace 

)(k
faceS by a matrix transform )()()( kTk

face
k UW Φ= , in which )()( kk Ψ−Γ=Φ  is the differ-

ence image and )(kΨ  is the mean image obtained from the training images of the K-
identity. And the input image can be reconstructed by )()()( kk

face
k

r WU=Φ .
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Then the distance between any input face image and the K-identity-specific sub-
space can be calculated as follows: )()()( k

r
kk Φ−Φ=ε . We denote the distance by 

DFISS to measure the similarity between the input image and the K-identity.  

3. Face Verification Based on ISS and Maximum Likelihood Rules

As a two-class problem, face verification can be resolved by using the Bayesian 
method based on the maximum a posteriori (MAP) 
rule: )|()|(if xPxPx kkk Ω>ΩΩ∈ , where
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, with kΩ  the class containing the non-k-identity 

faces, which can be learned by using similar analysis as 
kΩ .

For general face verification problem, equal probability 2/1)()( =Ω=Ω kk PP  is 

satisfied, so we only need to estimate class conditional probability density )|( kxP Ω ,

by which the rules converted to the maximum likelihood rule. While it is not an easy 
work to estimate )|( kxP Ω since face images are hi-dimensional data with much vari-

ance due to the 2D appearance deformation caused by 3D facial pose and lighting 
changes. Fortunately, ISS we proposed provides a simple and convenient method to 
estimate the density. Since a Gaussian model can be used to approximately model a 
specific identity’s distribution, the class conditional probability density corresponding 

to the K-identity is: 
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Where:
k

k
i Ni ,...,2,1,)( =λ  are the eigenvalues calculated from training data of k-

identity and ordered non-increasingly. M is the truncated dimension of eigenvalues. 
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Using the similar algorithm )|(ˆ kxP Ω can be estimated. So we get the following 

for k-identity face verification rule: )|(ˆ)|(ˆif kkk xPxPx Ω>ΩΩ∈ .
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4. Face-Unlock Screen Saver Based on Face Verification 

4.1 Localization of the Facial Features, Face Normalizations and Masking 

In our system, based on the results of our face detection system [9] and the observa-
tions that the two irises are the most salient features, the two irises are localized first. 
Then other organs are localized by integral projection. Please refer to [10] for details.  

To eliminate the effect of the hair and the background, normalization is necessary 
in order to achieve robust identification. In our system all faces are normalized as 
those in Fig.3, by face warping, affine transformation, luminance and scale normali-
zation, and masking. After normalization, the eyes are positioned at fixed locations to 
achieve a certain extent of shape-free appearance. The normalized faces are 32x32 
pixels in size. Some normalized faces are shown in Fig.2. In our system, no less than 
25 samples for a specific user are needed. 

Fig. 2. Normalized Facial Images 

4.2 Automatic Training Samples Collecting Tool 

To learn a new face automatically and conveniently, an automatic training sample 
collecting tool is designed, which can automatically capture enough samples (normal-
ized facial images) needed to train the ISS for the specific identity by just requiring 
the user to sit before the USB camera and move his head for about tens of seconds. 
”Bad” samples, derived from occasional errors of features localization, are automati-
cally deleted based on the quality of the sample as a normalized face. And the admin-
istrator is allowed to further check all the samples by deleting visually bad samples. 

4.3 ISS Training 

After collecting enough samples of the specific user, ISS of the specific face is trained 
by the eigen-analysis algorithm. In our system, )|( kxP Ω  is trained by an independ-

ent face set containing 1000 faces. Then the two class conditional probability density 
functions are estimated, where the dimension of the principal subspace is set to 25 as 
an experiential choice. And eigenfaces specific for the first author of the paper (so 
called eigen-SGSHAN-faces) are illustrated in Fig.3, from which the main character-
istics of the first author’s face can be seen.  
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Fig. 3. Top Eigen-SGSHAN-faces

4.4 System Setup and Experiments 

The overall architecture of the face-unlock screen saver system is illustrated in Fig.4. 
Please note that, to reduce the occurrence of the occasional false acceptance, a strat-
egy is designed to accept one user only when he passes the verification more than one 
time in a given time slot.  

Get
current
user

Load ISS for
current user

ISS for
current user

Detect
faces

Localize
facial
features

Normalize
and mask
face

P(x| i)
P(x| i)

P(x| i)>P(x| i)

No

Unlock

System

Init

USB
camera Yes

Fig. 4. Architecture of the Face-Unlock Screen Saver

Using ordinary USB camera, under 320x240 image size, our system can verify a 
face (including the whole process from face detection, feature localization, normaliza-
tion and verification finally) in less than 200 milliseconds, that it, about frames can be 
verified in one second.  Practical experiments are conducted on legal user’s unlocking 
and imposter’s attempts to login. The legal user can always unlock the saver success-
fully during the experiments, with average time needed to unlock the saver less than 
two seconds under relatively uniform illumination and less than four seconds under 
poor lighting conditions. The system refused all the imposters among all the 50 at-
tempts.  

5. Conclusion and Future Works 

Unlocking screen saver by the user’s face is an interesting application of face 
recognition technology. Based on the fact that, for such kind of tasks, sufficient facial 
images can be easily obtained, the proposed algorithm can model the distribution of 
every person based on the identity-specific subspaces. And the verification is com-
pleted by the maximum likelihood rule based on the estimation of the distribution of 
the corresponding ISS private for the person. Related techniques to localize facial 
features and normalize facial images are proposed, which could work well in real-
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time. Practical experiments have shown effectiveness and excellent performance of 
our screen saver system. 

Though we have failed to unlock the system by photos of the legal user, no tech-
niques are adopted now to prevent this kind of cheats. Future work includes the dis-
crimination between a live face and a photo of the legal user. 
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Abstract.  In this paper, we propose a simple and efficient method to estimate 
the camera operations using MVs(Motion Vectors), which is extracted directly 
from MPEG-2 video stream without complete decoding. In the method, MVs in 
the compressed video stream are converted into approximated OF(Optical 
Flow). And the approximated OF is used to estimate the camera operations 
including pan, tilt and zoom based on the generalized Hough transform 
technique. The method provided better results than the conventional least 
square method for video streams of basketball and soccer games including 
captions. And these camera operations can be used in constructing a key frame 
as a mosaics image or making features for content-based video retrievals.  

1   Introduction 

For content-based video services, it is inevitable to analyze huge video stream and 
make index for the analyzed video. The automatic analysis of video data can be done 
in the uncompressed domain or compressed domain. But it is not difficult to expect all 
the video data in the future will have compressed format such as MPEG2 or MPEG4 
and the analysis process in the compressed domain is more efficient. Therefore, there 
are a lot of efforts of analysis in the frame-based video streams [1]~[5]. MPEG4 is 
very nice features for content-based video services, because video stream itself 
contains a lot of information without additional efforts of video analysis. But, it is not 
completely available because the object segmentation is still problem in natural video. 
Therefore, MPEG2 will be used for a while in many applications like digital TV. That 
is why we take MPEG2 domain rather than MPEG4. 

This paper proposes a method of the analysis of camera operations using the MVs 
without complete decoding of MPEG2 video stream. Because MVs involved in 
MPEG2 video stream is to enhance the efficiency of compression and the sequence of 
frames is not the same order as display, they cannot be used directly as sequential OF. 
Especially in the low-textured or uniform areas, there may be the noisy MVs because 
MPEG2 uses area-correlation method to extract the MVs. Therefore proper 
interpretation of MVs contained in different types of frames is needed and should be 
converted them to approximated OF according to the interpretation. As it is pointed 
out, the estimated OF may be noisy especially in the low textured area. We use the 
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spatiotemporal vector median filter to remove the noisy. Once the OF is 
reconstructed, the parameters of camera operation is estimated by the generalized 
Hough transform in this paper. Least square method is usually used to extract the 
camera parameters. However, it has a problem, which is sensitive to noise due to the 
caption flow in the news video or motion of objects in video source because they 
could be considered as outliers. Since the generalized Hough transform technique is 
mode(maximum value) estimator, it can produce robust estimation results. Generally 
it works better in terms of robust estimation than least square method [6].  

The proposed method performed the overall successful interpretation of camera 
operation with the accuracy of 93.75% at soccer and basketball sequences compressed 
in MPEG2 format. The estimated parameter was sufficiently exacted to construct 
mosaic images to represent key frames for content-based video retrievals. [7]. 

2. Construction of Approximated OF 

2.1   Approximate OF from MVs  

The MV in MPEG video cannot be treated as the OF, because they are not arranged in 
sequential order and they have a different magnitude scale from frame to frame 
according to the distance of each reference frame. Also, it is impossible to get 
sequential motion flow directly between compressed B frames (see Fig. 1)[8]~[11]. 

Fig. 1. Necessity of Scale Adjustment 

In these reasons, we have to convert MVs with the same magnitude scale and to 
arrange them in sequential order [12]. 

Fig. 2. OF Estimation between Frames 

For the calculation of OF, Fig.2 shows the method to estimate the OF in each case.  

N frame N+1 frame

N+2 frame 
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Flow ? 
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Note that the OF cannot be defined form the MVs in the case of (e) in Fig. 2. In the 
case of (f) in Fig.2, OF is taken by the half of average vector of two MVs, backward 
one and the reverse of forward one. Also, in the case of OF estimation with opposite 
direction of MV, the OF of nearby MB(MacroBlock) pointed by forward MV is taken 
as the reverse of the MV. 

2.2 Spatiotemporal Filtering of OF 

As MVs in MPEG are estimated by area-correlation method in order to enhance the 
compression efficiency, OF that we have estimated before is a lot different from an 
ideal OF. So, filtering is needed. In this paper, reconstructed OF is filtered in the 
spatial and temporal domain using vector median filter. This filter has a window of 
size 3*3*3 for the (x,y,t) domain. Vector median filter is nonlinear filter that choose a 
median vector of MVs that are participated in the filtering process. This filter works 
not only conserving the discontinuity of vectors but also removing the noisy vectors. 
That is, the goal of this filtering in the spatiotemporal domain is to remove the noisy 
vectors and to preserve the meaningful real motion. 

3. Estimation of Camera Operation  
Using the Generalized Hough Transform Technique  

The camera model is a transform projecting 3D space to 2D image. But conversely 
the 3D parameter extraction by inverse-projection from 2D image plane cannot be 
obtained only with the MPEG2 video stream. Consequently, this paper does assume 
the approximated pan-tilt-zoom model induced from consecutive image coordinates. 

The camera operation affects the OF through all the areas of a frame, and the 
object motion influences only a part that the object occupies. In other words, 
calculated OF includes not only the camera motion, but also a moving caption or an 
object motion. The parameters of pan-tilt-zoom model are tx(the amount of pan), ty(the 
amount of tilt) and s(the amount of zoom). tx and ty are equal to ∆x0 and ∆y0 in the OF, 
respectively. s can be indirectly identified by the rate of increase or decrease in 
magnitudes of OFs as the distance from zoom center is increasing. In this paper, the 
amount of increase or decrease is defined as α. Fig. 3 shows the definitions of ∆x0,
∆y0, α with their signs and shows the ideal distributions of the parameters according 
to their frequencies. 

Fig. 3. An assumption & ideal distribution of parameters 
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The method used for estimation of the amount of pan-tilt using ∆x and ∆y can be 
treated as a generalized Hough transform. That is, in the parameter space consisted of 
∆x and ∆y, and the parameters that has the largest population are taken as the amount 
of pan and tilt. Even if distance-magnitude space is not a parameter space exactly, the 
slope(magnitude/distance) can be regarded as 1D parameter space. Because the 
parameter space (∆x,∆y) can be separated two 1D accumulators using projections, the 
required memory space in this general Hough transform is not necessarily huge, and 
the amount of calculation is comparable to the least square method. 

In order to estimate the α, it is needed to predict the zoom center, because α is 
calculated by the distance from the zoom center point and the magnitude of OF. In 
this paper, zoom center is calculated by the following manner. In each row(column), 
the consecutive MBs whose signs of MVs are changing in both sides or changing in a 
side with some thread number and which do not have MV are counted. And we take 
the inverses of the counts as the weights assigned to the consecutive MBs. The 
weights are summed in the column(row)-wise direction and treat the MB position 
having the maximum value as column(row) of the zoom center. For example, Fig.4 
shows distribution of OF and method of finding center in the case of zoom-in. 

Fig. 4. Calculation of the zoom center 

4. Experimental Results 

We compared the result of proposed method with the result of least square method. In 
the case that only camera operation occurred in a frame(no object motion), both 
methods showed the similar results. However, the proposed Hough transform method 
provided the robust estimation when the camera operation occurred with a caption or 
partial motion of objects in frame as Fig.5. As a result, the estimation by the proposed 
method provides the similar results to the conventional least square without outliers 
such as moving captions and objects. 

To annotate the camera operations using estimated parameters, we calculated ∆x0,
∆y0, and α of about 1000 frames as in Fig. 6 (704*480 size of basketball game 
compressed by MPEG2). In the Fig 6, section a represents zoom-in because α is 
positive, section b represents the pan-tilt operation that the camera is moving in to up 
and left directions with positive ∆x0 and ∆y0. Also, section c represents the pan 
operation that the camera is moving in to left direction with positive ∆x0.
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x : LS with caption
y : LS without caption
z : Hough with caption

z

x

y

(a) pan right with the caption (b) compare of parameters

Fig. 5. Compare of experimental results 

Fig. 6. ∆x0, ∆y0, α of experimental data 

Table 1. Experimental results of several video streams. (B: Basketball , S: Soccer) 

 B1 B2 B3 B4 S1 S2 S3 S4 
Total 1121 1208 885 1691 1829 946 2379 1470 

Original 618 318 485 995 938 250 762 493 
Correct 575 289 447 948 856 217 682 429 

Miss 61 36 54 73 103 43 106 92 
False Alarm 18 7 16 26 21 10 26 29 

% 92.95 96.44 92.09 94.15 93.22 94.40 94.45 91.70 
Table 1 represents the experimental results of other basketball and soccer video 

streams. In Table 1, “%” represents (total frames –False Alarm – Miss)/ total frames 
*100(%) as a rate of the right extracted frames to the total frames. 93.75% among the 
total 11,529 frames in this experiment were rightly recognized as shown in Table 1. 

For evaluate the accuracy of the estimated parameters by the proposed method, we 
have constructed mosaic images. Seamless mosaic depends on the accuracy of the 
estimated parameters of camera operation [13]. Fig. 7 shows the mosaic images that 
are achieved by the parameters extracted from the baseball sequence with the pan 
right for 130 frames and the sports new sequence with the pan right and caption. 

Fig. 7. Mosaic of baseball and sports news sequence 
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5. Conclusion 

This paper proposes a method for finding the sequential OF using only the MVs in the 
compressed domain as MPEG1 or MPEG2. Also, the generalized Hough transform 
technique for the estimation of parameters for camera operation is suggested. This 
method is based on the facts that the camera motion occurs globally through the 
whole frame, and the local object motions can be treated as outliers. The camera 
motion assumed in this paper is pan-tilt-zoom model, and corresponding parameters 
are ∆x0, ∆y0, and α. The proposed Hough transform method is robust to the error-
prone object motions compared to the conventional least square method. By this 
reason, preprocessing step removing error-prone blocks for overcoming the error can 
be omitted. As a result, 93.75% accuracy of interpretation was obtained for some 
video streams in spite of using only compressed information. The accuracy of the 
estimated parameters is good as one can construct mosaic images based on them. 
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Abstract. In this paper, some clustering and machine learning methods 
are combined together to learn the correspondence between speech 
acoustic and MPEG-4 based face animation parameters. The features of 
audio and image sequences can be extracted from the large recorded 
audio-visual database. The face animation parameter (FAP) sequences 
can be computed and then clustered to FAP patterns. An artificial neu-
ral network (ANN) was trained to map the linear predictive coefficients 
(LPC) and some prosodic features of an individual’s natural speech to 
FAP patterns. The performance of our system shows that the proposed 
learning algorithm is suitable, which can greatly improve the realism of 
real time face animation during speech.

1   Introduction 

As the realistic-looking scenes and facial can be generated by some images with ren-
dering or other techniques, people are beginning to expect realistic-looking behavior. 
More challenge task in human’s behavior simulation is to synthesize virtual human’s 
lip motion facial animation during speech.  Hani Yehia [1] presents the method to 
estimate face motion from speech acoustic by training nonlinear estimators whose 
inputs are LSP coefficients and whose output are face marker positions. Massaro and 
Beskow [2] presents an implementation that synthesized visual speech directly from 
the acoustic waveform based on artificial neural network. Based on a set of rules [3], 
they define the properties of the synthesis parameters for each speech segment. 
Though they can obtain a good result, to assign each training segments of audio some 
control parameters via defined rules is a hard work and less precise. Matthew brand 
[4] introduce and apply the HMM to voice puppetry, the voice puppet learns a facial 
control model from computer vision of real facial behavior, automatically incorporat-
ing vocal and facial dynamics such as co-articulation. But this method cannot be real 
time and the problem of error beyond retrieve in HMM viterbi decoding is inherent.  

In this paper, some clustering and machine learning methods are combined to-
gether for generating new facial animation sequences during speech more precisely 
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that can be incorporated into existing face synthesis system to improve the natural-
ness and intelligibility. The rest part of this paper is organized as follows: Section 2 
overviews our speech driven system. Section 3 presents the data preprocessing meth-
ods. The clustering algorithm and ANN are introduced in section 4. The experiments 
are presented in section 5. And then we conclude a summary in section 6. 

2   System Overview 

The face animation controlled by speech is very complex research work. There are 
two ways for implementing the animated talking head with original speech: via 
speech recognition [5] or not via speech recognition. A potential limitation of the fore 
approach is that automatic speech recognition is not accurate enough to provide a 
reliable transcription of the utterance. In this paper, we try to map the acoustics di-
rectly to face animation parameter (FAP) patterns including upper facial expressions. 
The FAP patterns are not clustered regard to hypothesized categories of speech per-
ception, but classified from large recorded image sequence only. We assume that 
adjusting these basic FAP patterns can simulate the facial behavior.  

Figure 1 Schematically outlines the main phases of our learning framework. The 
feature points according to face defined parameter (FDP) and FAP defined by 
MPEG4 are auto-tracked and extracted from the image sequences. 

Video

Audio

Image processing

Speech Analysis

FAP Sequences Clustering FAP Pattern Sequences

LPC, Prosody Vector Input Vector

Synchronization Neural Network

Fig. 1. The main phases of learning framework 

The FAP sequences can be clustered. In the mean time, the acoustic speech is ana-
lyzed to LPC cestrum coefficients and some prosodic features such as formant fre-
quencies and the energy. An artificial neural network was trained to map the cepstral 
coefficients including forward and backward of an individual’s natural speech to FAP 
pattern in frame level. 

3   Data Preprocess 

3.1   Audio Signal Analysis 

All the audio features are designed for phonemic analysis and always successfully 
used in speech recognition, however it’s not necessarily good at indicating the facial 
behavior. The relationship between facial and speech may be more complex but in-
compact than phoneme and speech. To obtain a useful vocal representation, we calcu-
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late LPC and some prosody parameters such as the formant frequencies and the en-
ergy to represent the audio features.  

3.2   Video Signal Analysis 

To obtain facial articulation data and the FAP defined by MPEG4, we put some color 
marks on the face of actor. A computer image processing system was developed to 
obtain the exact coordinate of each feature points in the image sequences (Fig.2).  

Fig.2. Tracking result and the reference coordinate

Thought we asked subjects to reduce head motion, there inevitably existing noise 
in our tracking data. To make the data more accurate, a filter according to some facial 
defining points is constructed. (Figure 2 shows part of them [6]). 

If the coordinate of the reference feature points including 11.2,11.3, 11.1 and one 
added point on nose are (x0,y0),(x1,y1),(x2,y2) and (x3,y3), then the origin of new coor-
dinate P(xnew,ynew) and the angle θ  according to the original coordinate can be gained. 
Thus any feature point (x,y) will be recalculated as following: 

)P(x)sin(x-)cos(xx new
' +××= θθ (1)

)P(y)cos(y-)(siny new
' +××= θθy (2)

To avoid the effect of different scale, the relative coordinate should be obtained by 
calculating relative location of each point.  After filtering, the relative coordinate can 
be calculated to the FAP according to face animation parameter unit (FAPU)[6].

4   Clustering and Learning 

4.1   Clustering 

Due to the number of basic units for facial is not known at all, the unsupervised clus-
ter method was applied in this work. The ISODATA [7](Iterative Self-organizing 
Data) algorithm is chosen for our clustering. After clustering, there are 16 FAP pat-
terns are classified (Figure 3 shows them). 
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Fig. 3. FAP patterns

4.2   Artificial Neural Network 

We can view the mapping from acoustic speech to FAP patterns as a pattern recogni-
tion task. There are many learning machines can be choose for this task, such as 
HMM, SVM and Neural Network. Since neural network have been shown to be effi-
cient and robust learning machine, which solve an input-output mapping. We train the 
network against many recorded sentences. The feed-forward artificial neural network 
(ANN) with three layers, as shown in Figure 4, was constructed.  

Fig. 4. The model architecture of our ANN 

The acoustic input is streamed at 60 frames a second. At every frame, 16 LPC and 
2 prosody parameters serve as the input to 18 input units. All of the 18 input parame-
ters were taken at 6 consecutive time frames (3 frames back and two frames forward) 
yielding a total of 108 input nodes. There are 16 FAP patterns, thus the output of 
neural network consists of 4 units, which can code these 16 classes. Network with 80 
hidden units were trained using the back-propagation algorithm with learning rate of 
0.001 and the network sum-squared error rate is 0.001. 
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5   Experiment 

To cover most pronunciation of one people in small dataset, the text information of 
Chinese speech synthesis database called CoSS-1 was selected for the pronounce 
material. We Record Audio-Visual database, about 200 sentences, different from 
other record the phoneme. Face motion was measured via color marks and tracked at 
25 frames/s. The tracking result can be calculated and clustered to FAP pattern. The 
speech waveform was sampled at 8040Hz, and analyzed using frame length of 256 
samples and a frame shift of 65 samples. A Hamming window was applied and LPC 
analysis of order P=16 was carried out for each frame. One ANN is trained for map-
ping from acoustic vector to FAP pattern.  

Two approaches for evaluation tests have been proposed in our work: quantitative 
evaluation test and qualitative evaluation test.  In our quantitative evaluation, we 
compare computed values with real values. Figure 5 shows the example of values of 
the lip height parameter (2.2 in Figure 2) of the synthetic face compared with the 
same values obtained from the analysis of real motion capture data.  

Ground truth Clustering+ANN

Fig. 5. Compare of lip height parameter value (77 frames)

The compare of other FAP value was taken. The table below shows mean errors of 
training data and non-training data for testing with our proposed framework.

Test data Error squared
Training data 2.859213
Test data 4.097657

In our qualitative evaluation test, we ask several people to evaluate the intelligibil-
ity, naturalness, pleasantness and acceptability of face animation between our speech
driven systems and our text driven system [8] that based on 6 visemes. The result
sounds good, All the people give speech driven system higher evaluation since it not
only can address the actual dynamics of the face especially in upper face. Figure 6
shows the frames from a speech driven face animation, note the changes in upper
facial expression.

Fig. 6. Some frames from our speech driven face animation
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6   Conclusions and Future Work 

In this paper, Some Clustering and Machine Learning methods are combined together
to learn the correspondence between speech acoustic and MPEG-4 based face anima-
tion parameters. Our learning technical is useful because it is a good compromise
between the two opposing extremes: rule based method and performance based
method. And this MPEG-4 based model are suitable for driving many different kinds
of animation ranging from video-realistic image wraps to 3D cartoon characters. Ex-
periment shows that the proposed learning algorithm is good, which greatly improves
the realism of face animation during speech. The future work includes making the
system more robust to variations between speakers and recording conditions, and
more powerful clustering and learning algorithm.
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Abstract. A novel 3D mesh model simplification algorithm that makes 
use of vertex cluster contraction is proposed. The proposed algorithm 
computes a distortion metrics that satisfy the volume preservation and 
shape preservation criterion. The simplification results are shown to have 
better visual quality than other algorithms in literature. Furthermore, 
the proposed algorithm can generate progressive mesh models. 

1 Introduction 

3D models constructed by free-form modelling using triangular meshes have 
found applications in computer graphics and visualizations. In order to accom- 
modate the growing complexity of 3D models, streamability, scalability, and 
compression of 3D meshes are essential. This can be archived by multiresoIution 
mesh representation which represents the 3D model by a low resolution model 
and a series of corrections at  increasing level-of-details (LODs). The idea was 
first demonstrated by rossignac [6] for geometric models and later extended by 
chen [7] to include vertex attributes, such as color and texture. To support mul- 
tiresolution mesh representation, an efficient algorithm that generates a series 
of approximating meshes known as mesh simplification is required. Most of the 
existing simplification algorithms are heuristic in nature, therefore, the visual 
appearance of the simplified mesh depends heavily on the order of the visited 
vertices. A geometric error metric was proposed by Garland [I] to measure the 
geometric error induced by edge contraction, as a result, better visual quality 
simplification results can be obtained. A novel simplification algorithm is pro- 
posed based on vertex cluster contraction. Both the geometric model and the 
associated attribute are jointly simplified and can be used to  generate multires- 
olution mesh models with different level of details. 

Notation A vertex V defined by coordinate {x, y, z )  is denoted by the vector 
[x y z 1IT. A triangle T is defined by a collection of three vertices, {VI, V2, 1/31. 
Ti : (61 ,  Vz2,63) is a neighbor of To : {I&, I&, VO3) iff there exist j, k E [ l ,  31 
such that K j  = VOk A normalized plane p defined by ax + by + cz + d = 0 with 
a2 + b2 + c2 = 1 is denoted by the vector [a b c dT.  
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2 Vertex Cluster Contraction 

The proposed algorithm reduces the number of vertices and faces by contracting 
a collection of connected vertices that form a face to a single vertex. To simplify 
our discussion, we concentrated on triangular vertex cluster contraction. Figure 1 
illustrates the triangle contraction process where the triangle To : {Vl, V2, V3) is 
contracted to Vo. The presented algorithm can be applied to other forms of vertex 
clusters that form a coplanar surface. A geometric error metric that consists of 
distance metric, angle metric, and attribute metric, is defined to quantify the 
simplification error induced by vertex cluster contraction. 

2.1 Distance Metric 

The volume preservation criteria discussed by Kalvin [lo] and the distance metric 
defined by Garland [I] are shown to be equivalent by Kim 181. As a result, we 
concentrated on the distance metric, as it is easy to formulate. Assume S is the 
set of planes that contains all neighbors of TO. The distance metric D(V0, TO) for 
contracting To to Vo is given by 

where pi is the normalized plane containing Ti, the i-th neighbors of To, and 
llp'voll is the normal distance between the plane pi and Vo. Since eq.(2) is 
quadratic, the optimal contraction point can be obtained by equating the deriva- 
tive of D(Vo, To) to zero. 

The above system of equation can be written in vector matrix form as 

where qij is the ( i ,  j)-th component of Q. There may be cases when the matrix in 
eq.(4) is singular, such as (i) when To and it's neighbors lies on the same plane, 
or (ii) when TO and it's neighbors lies on two connect planes, or (iii) when To are 
regular, i.e. equilateral. In that case, seven vertices are selected as candidates 
for the optimal vertex: (i) centroid (ii) the midpoints on each edge and and (iii) 
three vertices of TO. The candidate with the smallest D(V0,To) will be selected 
as the optimal contraction vertex. 
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The distance metric in eq.(2) is similar t o  that defined by Garland [I], 
and with the following two improvements. First, eq.(2) is generalized for ar- 
bitrary coplanar vertex cluster contraction, compared to edge contraction in [I]. 
Freeform model with topological configurations other than triangluar, such as 
quadrilateral, or hexagonal meshes etc., have been used in various applications 
because of the file size required to store the face description in mesh model with 
large number of vertex topological configuration is lower than triangular mesh. 
Since the algorithm in [I] requires a triangulation step (no matter implicit or 
explicit) thus increases the storage size. Secondly, the distance metric in eq.(l) 
only consider the sum of normal distance between the contraction vertex Vo to 
neighbors of To, i.e. the summation term in eq.(l). While eq.(l) also considered 
the normal distance between Vo to TO. As a result, the simplified mesh from 
[I] when compared to that generated from the proposed algorithm may be too 
sharp or too blunt when visually compared to the original mesh. 

2.2 Angle Metric 

Eq.(4) does not consider the spatial location of Vo. As a result, the "global" 
direction of the simplified mesh may be very different from that of the original 
model. The angle metric computes the difference between the global directions 
of To and that of Vo formed by it's neigboring triangles can be computed as 

where N(pi) is the unit normal to the plane pi, and L(.) is the angle operator. 
S is the set of planes containing triangle Tk that are neighbors of TO. U is the 
set of planes containing triangle T, which has Vo as one of it's vertex after 
contraction. The arrows showing in Figure 1 is a normal vector N(pi) for the i- 
th triangle. The angle metric is similar to a measure of "curvature" in a localized 
area associated with the vertex cluster to be contracted. 

Fig. 1. The contraction and expansion of triangle TO formed by V13, V22 and 
1/33 to contraction vertex Vo. Notice the To is contacted and it's neighbour, 
{1/32, &3,V33), (K3, V22, &2}, and (V33, V22, &3), are eliminated in the contraction 
process. Their connection are required to be stored for expansion. 
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2.3 Attribute Metrics 

After vertex cluster contraction, the surface attribute is re-mapped to the new 
triangles after contraction. The re-mapped attribute can be computed as the 
mean attribute value, which can be texture coordinates, vertex color etc. 

where C(K) is the attribute of vertex K,  the vertices of To. Other vertices' 
surface attribute is not required to be re-mapped. As a result, an attribute 
metrics G(To) that quantify the texture similarity is given by 

where 11 - 1) is the norm for texture, which is defined as Lz norm in our simulation. 
Such that To with smallest G(To) should be contracted in order to minimize the 
visual artifacts due to texture re-mapping. 

2.4 Memory Simplification 

The proposed simplification computes the contraction vertex Vo, and the asso- 
ciated metrics, D(Vo, To), A(Vo, To), G(To), for every triangles To in the mesh. 
The simplification error for contracting a particular triangle To to Vo is given by 

where a + p 5 1 and a, ,8 > 0. The simplification algorithm iteratively con- 
tract triangles in the mesh. Unlike edge collapse [I] or vertex decimation [7,12], 
the topological configuration of the mesh model is preserved in vertex cluster 
contraction until there are less triangles available to maintain the original topo- 
logical configuration. As a result, no re-triangulations are required to maintain 
the mesh topology. The simplification error E(Vo, To) is computed after each con- 
traction which imposes a huge computational complexity. However, it is found 
that only the simplification errors of the neighbors of To and their associated 
neighbors are required to be updated without losing any performance [5]. By 
maintaining a sorted list of E(&, To), and the associated Vo, an efficient local 
update algorithm is developed. Such that only E(Vo, To) and that of neighbors 
of To and their associated neighbors are updated in the sorted list. 

3 Simulation Results 

Showing in Figure 2, and 3 are the simplification results of various mesh models 
which shown that the proposed algorithm can preserve distinct features, such 
as the horn, breast and tail of the cow model even under severe simplification 
( 89%). While such features are subjected to smoothing effect and vanished in 
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similar simplification ratio for algorithms in [I, 4-7,10-12,151. The symmetrical 
shape of the toup model in Figure 3 is well preserved in the simplified meshes 
generated by the proposed algorithm, while distorted in simplified mesh by other 
algorithms. This is because of the lack of shape preservation in the geometric 
error metrics in other algorithms. The importance of the angle metric in preserv- 
ing the symmetric shape of the toup mesh model is clearly shown in Figure 3 
with cr = 0. Figure 3 also showed that other distinct features, such as the sharp 
pointer in the toup model are smoothed in the simplification results generated 
by other algorithms. With an effective local update computation, memoryless 
simplification can achieve 98% simplification for most objects (e.g. cow model 
from (2904,5804) t o  (54,104) vertices and faces respectively) in less than 1 mins 
and 30 secs on a P-II300MHz PC which is comparable t o  that obtained by other 
algorithms. 

4 Conclusions 

We have presented a novel vertex cluster contraction has been presented which 
support on-the-fly generation of multiresolution meshes at  high accuracy with 
different level of details. Simulation results have shown that the proposed sim- 
plification algorithm can produce simplified mesh with better visual quality. 
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Fig. 2. From upper left to lower right : Original mesh model of cow (2904 vertices 
and 5804 faces); simplification results obtained by the proposed algorithm with (a  = 
0.4, ,8 = 0) at 20% ( vertices and faces), 83% (494 vertices and 980 faces) and 91% 
(260 vertices and 512 faces) simplification ratios; simplification results obtained by the 
proposed algorithm with ( a  = 0, ,B = 0) at 20%, 83% and 91% simplification ratios. 

Fig. 3. From upper left to lower right : Original mesh model of toup (5055 vertices 
and 10008 faces); simplification results obtained by the proposed algorithm with ( a  = 
0.6, ,8 = 0) at 10% (4549 vertices and 9052 faces), 50% (2527 vertices and 5022 faces), 
90% (505 vertices and 993 faces) and 99% (75 vertices and 134 faces) simplification 
ratios; simplification results obtained by the proposed algorithm with (a = 0, ,8 = 0) 
at lo%, 50%, 90% and 99% simplification ratios. 
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Abstract. Human face and voice are often used biometric characteristics to es-
tablish personal identity. While an automatic personal identification system 
based sorely on faces or voices is often not able to meet the system perform-
ance requirements when the environment light changes or there exists environ-
ment noises. We have developed a personal identification system integrating 
human faces and voices. Experimental results show that the recognition accu-
racy of the fusion system is much higher than the single channel. D-S theory is 
one of the method often used in integrating multiple clues. It’s essence is to un-
draw the basic probability of each class after fusion. 

1   Introduction 

Biometrics, which refers to the identification of a person based on her physiological 
or behavioral characteristics [1], is reported more often than ever before, since it is 
more reliable than the traditional way to identify a person. While all the biometric 
indicators have their own advantages and disadvantages in terms of accuracy, user 
acceptance, and applicability. So a multi-modal biometric system which makes per-
sonal identification based on multiple physiological or behavioral characteristics is 
preferred. Some work on it has already been reported in the literature. Takahiko 
Horiuchi formalized a pattern classification theory using feature values defined on 
closed interval in the framework of Demster-Shafer measure and also an integration 
algorithm which integrates information observed by several information sources with 
considering source values is proposed [2]. Lin Hong and Anil Jain have developed a 
multi-modal identification system which integrates two different biometrics (face and 
fingerprint) that complement each other [1]. Robert W. Frischholz and Ulrich Dieck-
mann have developed a biometric system named BioID, which integrates lip move-
ment, face and voice based on the principle that a human uses multiple clues to iden-
tify a person [3]. 

The purpose of this paper is to push forward a multi-modal biometric system based 
on Dempser-Shafer evidence inference theory (often called D-S theory), which inte-
grates human face recognition and voice speaker recognition. For convenience we use 
the same definitions and symbols as reference [2]. In section 2 application of D-S 
theory in the biometric fusion system is discussed; and in section 3, four experiments 
for different purposes are taken and then in section 4 conclusions are drawn. 
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2   D-S Theory in Biometric System 

For the specific biometric system of this paper, discernment frame Θ is all the identi-
ties of personal identification system. And the following definition of basic probabil-
ity distribution function is used in this paper [4]: 
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The identity recognition classification rule used in this paper is the very classical 
one as used in reference [5]. 

3   Experimental Results and Analysis 

Based on D-S theory, an identity recognition system integrating human face and 
voice is developed. First, the system gets the human face image and voice data re-
spectively using CCD and microphone, then both channels take their pattern recogni-
tion pre-judging according to their own recognition model, and the quality informa-
tion of each channel is recorded when pre-judging, then the pre-judging results and 
quality information are sent to the fusion module at the same time. The fusion module 
uses D-S theory to integrate information from both channels and give the final recog-
nition results according to the identity recognition classification rule. 

3.1   Experiment 1 - System Recognition Accuracy  

In this experiment we try to see if the fusion system recognition accuracy is higher 
than the sub-systems. From Table 1 we can see that when qualities of both channels 
become worse, recognition accuracy of the fusion system will get lower too, but the 
decrease scope is less than that of either channel; When one of the two channels is in 
good quality, fusion system has high recognition accuracy too, and it is still greater 
than that of the single channel; And when both channels are in good quality, recogni-
tion accuracy of the fusion system reaches the fusion peak. 
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Table 1. System Recognition Accuracy 

Serial 
Number 

Human 
Face  
Recognition 
Channel 

Voice
Speaker
Recognition 
Channel 

Fusion 
System 

Recognition 
Accuracy
Added 

1 71.5% 90.4% 97.0% 6.6% 
2 71.5% 80.0% 88.1% 8.5% 
3 71.5% 73.0% 84.1% 11.8% 
4 71.5% 65.9% 79.6% 8.1% 
5 72.2% 91.9% 97.0% 6.1% 
6 72.2% 73.0% 79.3% 5.2% 

3.2 Experiment 2– Relationship between Fusion Weight and System Accuracy 

Figure 1.gives the relationship between changes of fusion weight and fusion system 
recognition accuracy. 

Fig. 1. The Relationship Between Fusion Weight and Fusion System Recognition Accuracy 

The horizontal axis is weight value of voice speaker channel, while that of human 
face channel is the difference between 1 and the weight of voice speaker channel, the 
vertical axis is the system recognition accuracy. The number of samples used in this 
system is 270, and the human face recognition accuracy is 71.5%, while that of the 
voice speaker channel is 73.0%. It can be obviously seen from the figure that the 
system recognition accuracy curve is a process from ascending to descending, with 
the increasing of the voice speaker channel weight, i.e., the decreasing of the human 
face channel weight, and the fusion system recognition accuracy changes from 76.7% 
to 74.1%. It reaches the peak value when the voice channel weight is about 0.2, the 
reason for which is that the recognition accuracy of the fusion system is higher than 
the single channel and the first ascending and then descending process reflects the 
changing process of the contribution done by both channels to improve the fusion 
system’s recognition accuracy, and in this process there exists fusion peak. In each 
fusion process, under some channel quality, there do exist fusion peak, i.e., when 
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each channel has the appropriate fusion weight value, the fusion system recognition 
accuracy can reach it’s peak value. 

3.3   Experiment 3 – Relationship between Channel Quality and Fusion Peak 

Figure 2. depicts the situations of fusion peak under different channel qualities. 

Fig. 2. The Distribution of Fusion Peak 

The horizontal axis is the fusion weight of the voice speaker channel, the vertical 
axis is the system right recognition number (total 270 images and 270 segments of 
voice data). The corresponding recognition accuracy of the voice speaker channel for 
the three curves from low to high are respectively 51.9%, 73.0% and 91.9%, and the 
human face channel recognition is the same 71.5% for all. It can be seen from the 
figure that the fusion peak of each curve moves forward with the ascending of the 
voice speaker channel recognition accuracy, i.e., moves to the direction of greater 
voice speaker channel weight, and the moving scope is relevant to recognition accu-
racy of the human face channel and voice speaker channel. When the recognition 
accuracy of the voice speaker channel is lower, the fusion peak is where the weight of 
the human face channel is greater and that of the voice speaker channel is lower. With 
the voice speaker channel recognition accuracy ascending, the system fusion peak 
moves to the direction where weight of the human face channel is lower while that of 
the voice speaker is higher. However the improvement of the fusion system recogni-
tion accuracy is limited, which can be obviously seen from the figure that when the 
recognition accuracy of the voice speaker is higher than 91.9%, the fusion system 
recognition accuracy is steady after reaching fusion peak where weight of voice 
speaker channel is 0.3. 

3.4   Experiment 4 - About Construction Function 

Table 1 shows that the fusion system based on D-S theory operates very well. While 
it’s essence is to reduce the uncertainty )(Θm and undraws the basic probability of 
each class after fusion, which can be verified that )(Θm of the fusion system is less 
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than that of original single channel. The following will discuss two extreme situations 
and the usual situation of it. 

Consider a fusion system CF composed of two biometric channels C1 and C2, let 1

and 2 be the fusion weight of C1 and C2 respectively, 1m , 2m , Fm  be the basic prob-
ability distribution function of C1, C2 and CF respectively, 

1I ,
2I ,

FI be the class 
which has the maximum basic probability assignment for C1, C2 and CF respectively, 
then we have: 
(1) If 1=0, 2=1, then )()( 111 Θ< mIm , that is this does not meet the identity rec-

ognition rule that the basic probability assignment of the target class should be
greater than the uncertainty value )(Θm ; and )()()( 12 Θ<Θ<Θ mmm F , that is
weight of C1 is too little, and the fusion system takes the uncertainty of the chan-
nel as too high, so reduces its uncertainty, and doesn’t reduce that of C2, as this
rate, the recognition accuracy of C1 is turned to 0 while that of the C2 is not af-
fected, however, the recognition accuracy of the fusion result is much higher
than C2, which is because that the system does not completely mask C1 and only
set this: 3/)()( 11 jCjm = , 3/2)(1 =Θm )()( 22 jCjm = , and 0)(2 =Θm , so C1 still
have some effects on the system, and was not completely abandoned, that is why
the recognition accuracy of CF is still higher than C2.

(2) If 1=1, 2=0, everything is opposite to the situation described above.
(3) If 1,0 21 << ωω , then )()( 1 Θ<Θ mmF

and )()( 2 Θ<Θ mmF
i.e., the fusion system

thinks both channels have their certainty and uncertainty, and reduces the uncer-
tainty of both channels, recognition accuracy of fusion system is higher than ei-
ther of the two channels. The following table 2 shows the specific data of the
system we developed.
In table 2, WI indicates weight of human face image channel, WV - weight of 

voice speaker, I - Human face image channel, V - Voice speaker channel, F - Fusion 
system, and the item ‘ m(result) > m(Θ)’ means the number of tests meeting rule that 
the basic probability assignment of the target class must be greater than the 
uncertainty probability value )(Θim respectively for the human face recognition, voice 
speaker recognition and fusion system; and the item ‘NDU’ means ‘Number of De-
crease in Uncertainty’, that is the number of tests in which m(Θ) of the fusion system 
is less than the subsystems including human face recognition and voice speaker rec-
ognition. The table can verify the conclusion described above about D-S theory’s 
essence. 

Table 2. Data About m(Θ)

Recognition 
Rate 

m(result) > m(Θ) NDU 
W I WV 

I V F I V F I V
0.0 1.0 0 91.1 97.0 0 270 270 270 0
0.2 0.8 0 25.2 30.7 0 68 83 270 270
0.4 0.6 0 0.7 1.1 0 2 3 270 270
0.6 0.4 0 0 0 0 0 0 270 270
0.8 0.2 0 0 0 0 0 0 270 270
1.0 0.0 72.2 0 78.1 270 0 270 0 270
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4   Conclusions and Future Work 

We have developed a specific biometric fusion system, which integrates human face 
and voice in authenticating a personal identification. The proposed system based on 
D-S theory operates in the identification mode. The basic probability distribution 
function and decision rule used in this system enables performance improvement by 
integrating multiple clues with different confidence measures and different quality 
evaluations. The quality information makes the fusion system recognition accuracy 
reach it’s fusion peak. Experimental results show the system works well. Essential 
feature of D-S evidence inference theory is to reduce the uncertainty of evidence. 

However, there still remain some future researches. For example, the test set isn’t 
big enough, and the construction function of basic probability distribution used in this 
paper is not the best for this fusion system, then how to find the best function for a 
specific biometric system is a research topic for us. 
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Abstract. In this paper we propose a method to verify the existence
of eyeglasses in the frontal face images by support vector machine. The
difficulty of such task comes from the unpredictable illumination and the
complex composition of facial appearance and eyeglasses. The lighting
uncertainty is eliminated by feature selection, where the orientation and
anisotropic measure is chosen as the feature space. Due to the nonlinear
composition of glasses to face and the small quantity of examples, sup-
port vector machine(SVM) is utilized to give a nonlinear decision surface.
By carefully choosing kernel functions, an optimal classifier is achieved
from training. The experiments illustrate that our model performs well
in eyeglasses verification.

1 Introduction

In literature, the designing of face detection and recognition models is always
focused on the faces without eyeglasses. It is always the case that the detection
algorithms miss the existance of the faces wearing eyeglasses. A face recognition
system would probably not verify a person if he wears eyeglasses, who in fact
has already been recorded in the database without eyeglasses. The appearance
of eyeglasses heavily affects face detection and recognition, but it does not gain
appropriate attentions. There might be two reasons: in some applications the
eyeglasses can be assumed not exist; the problem itself is too hard.

There are a variety of eyeglasses in the world, circular, oval, rectangular in
shape, transparent, dark, even red in color, and different transmissible, refrac-
tive and reflective glass properties. The substance of the frame might be metal
or plastic. Such variations make it very difficult to build a sophisticated and
accurate appearance model for eyeglasses.

Although rather difficult, eyeglasses analysis is needed in many applications.
In face detection, we can train a detector using the facial images with eyeglasses
to reduce the miss ratio. In face recognition, the eyeglasses analysis is inevitable
needed because the visual appearance changes a lot if a person wearing eye-
glasses. Current face recognition systems might report different individuals, when
input two images of the identical person with and without eyeglasses respectively.
Suppose an eyeglasses verification and removal subsystem is anteceded the recog-
nition module, such problem will be well solved after the eyeglasses are verified
and removed. In literature, there has been some works on eyeglasses analysis.

H.-Y. Shum, M. Liao, and S.-F. Chang (Eds.): PCM 2001, LNCS 2195, pp. 1126–1131, 2001.
c© Springer-Verlag Berlin Heidelberg 2001
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[2] gives a method to detect eyeglasses by deformable contour. [9] removes the
eyeglasses based on the correspondence between eyeglasses and non-eyeglasses
images by PCA. However, both of them assume the input image already verified
to be eyeglasses one. It is obvious that eyeglasses verification is the first step.
But how to automatically verify eyeglasses on face image? We shall illustrate it
in this paper.

Since eyeglasses introduce too much lighting variation to the intensity face
image, transformed or filtered image insensitive to illumination should be se-
lected as feature. We chose the orientation image as feature considering its ca-
pability of distinguishing eyeglasses and non-eyeglasses patterns, as well as its
stability to illumination and shadowing. Further we find in linear subspace these
two patterns are nonlinearly classifiable. Support vector machine (SVM) is then
utilized in classification because of its great success on nonlinear classifications
with only a few examples. By carefully choosing kernel functions, the recognizing
rate by our classifier achieves no less than 95%, based on merely 14 positive and
12 negative examples in a leave-one-out experiment.

This article is formulated as follows. The feature selection is discussed in
section 2. Section 3 introduces in details how to design and train the classifier,
in particular Gaussian and SVM models. Some experiments are shown in section
4. Section 5 gives the conclusion and future work.

2 Feature Selection

Compared with other facial parts, e.g. eyes, nose, mouth, the eyeglasses pattern
looks more regular with respect to orientation and symmetry. In most cases (the
illumination is smooth and gentle), the eyeglass is transparent such that the
frame and its shadow are the main part in image. We employ the orientation
image as the feature such that the main information of eyeglass is kept.

The orientation in [5] is used for reference in our model, computed as

θ(u, v) =
1
2

arctan

∫ ∫
Ω(u,v)

2I ′
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ydxdy
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(I ′2

x + I ′2
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where I ′
x and I ′

y are the partial derivatives of the intensity image I(x, y) with
respect to x and y, and Ω(u, v) is the local neighborhood of (u, v). Note in
above equations, not only the orientation θ(u, v), but also an anisotropic measure
χ(u, v) is obtained for each pixel. Such measure counts the ratio of the pixels
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with nearly the same orientation in a local area. The more pixels share the same
orientation, the larger the anisotropic measure would be.

The orientation images of both eyeglasses and non-eyeglasses faces are dis-
played in Figure 1. It is obvious that such features around eyes in eyeglasses
images are much more intense than those in non-eyeglasses images. The face in
(c) has thin eyebrows, which make the feature around eyes inconspicuous. The
face in (d) however has thick eyebrows which form very strong feature on the top
of eyes, but it is still very weak on the bottom for no eyeglasses on it. The faces
in both (a) and (b) have strong features all around eyes. On the other hand,
although the illumination and quality of the four images vary a lot, the feature
images remain stable to them. Moreover, the orientation has been widely used
in many applications [6].

(a) (b) (c) (d)

Fig. 1. The orientation image of face. Above: intensity images; below: orientation im-
ages. The 2/3 upper part of the orientation image is chosen as the feature.

(a) (b)

Fig. 2. The illustration of why the orientation image rather than the intensity one is
chosen as feature space. (a) and (b) are the marginal distributions of observed examples
projected on the 26 eigenvectors of the intensity and orientation image, respectively. *
and o indicate positive and negative examples, respectively.

Furthermore PCA is utilized to compare the intensity and the orientation
image. Since the whole face will bring much redundant information to the original
problem, we use 2/3 upper part of the face. We regularize each face image to
64×64, thus the dimensionality of feature space is 64×43 = 2752. We only have
26 examples (12 positive and 14 negative) on hand, composing a 26-dimensional
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subspace without loose of any information (the detail is discussed in section 3.1).
The marginal distributions of the observed examples along each eigenvectors are
shown in Figure 2, with (a) the intensity image and (b) the orientation image.
The positive and negative examples are marked by * and o respectively. It is
obvious that all the samples in (a) crowd together but those in (b) are more
separable, which leads us to choose the orientation image as the feature.

3 Classifier Designing

3.1 Gaussian Model

Based on Bayesian rule, the classification can be easily drawn if the probability
density functions (pdf ) of the likelihood and prior are known. Suppose the pdf
of eyeglass and non-eyeglass face image is ge(x) and gn(x) respectively, where x
is the variable in the d=2752 dimensional feature space. It is natural to presume
that the prior of eyeglass and non-eyeglass face is equal. Therefore the Bayesian
rule can be written as

if ge(x) > gn(x), x is eyeglass face image. (3)

What we shall do is to model ge(x) and gn(x). Since the observed example is so
rare (totally 26), we can simply estimate the distribution in a Gaussian form.
Note the distribution only occupies a 26-dimensional subspace spanned by 26
eigenvectors of the covariance matrix.

However, the performance of the Gaussian model based on (3) is poor. In the
leave-one-out experiment, the recognition ratio is only 46.2%. This demonstrates
that the two classes are not linearly classifiable. Further we use some combination
(not all) of the eigenvectors to constitute the subspace in which the Gaussian
model is estimated, but no obvious improvement appears. These facts indicate
that the addition of eyeglasses to face does not affect the image value in a linear
way. We have to seek for a nonlinear classifier.

3.2 Support Vector Machine

The most popular nonlinear classifier must be the nearest neighborhood method,
namely a segmental linear one. If the quantity of samples goes infinite, the lower
limit of the recognition error will touch the error of Bayesian model. However,
we have only 26 examples on hand, too insufficient to label a test one by the
class which the nearest example belongs to. In the leave-one-out experiment, the
recognition ratio is as poor as 27.8%. Other probability density model like mix-
ture of Gaussians can be utilized in pdf estimation. However, the small quantity
of examples makes them too complex to be unbias.

Support vector machine (SVM) [1,10] is a general method of designing a
nonlinear classifier with small quantity of examples. While most of the methods
used to train classifiers are based on minimizing the training error, also called the
empirical risk minimization(ERM), SVM deals with another induction principle
called structural risk minimization(SRM) which minimizes an upper bound on
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the generalization error. It has been successfully used in many applications such
as face detection [7] and text categorization [3].

We have l labelled examples {(xi, yi)l
i=1}, where yi ∈ {−1, 1} indicates

negative and positive class respectively. In SVM, the nonlinear decision sur-
face in the low (original)-dimensional space can be mapped to a linear deci-
sion surface in a high-dimensional space. This is easily done by projecting the
original set of variables x to a higher dimensional space: x ∈ Rd =⇒ z(x) =
(φ1(x), φ2(x), · · · , φn(x)) ∈ Rn and by formulating the linear classification prob-
lem in that higher dimensional space. The solution has the form

f(x) = sign(
l∑

i=1

λiyiz
T (x)z(xi) + b) (4)

where coefficients vector Λ = (λ1, · · · , λl)T is the solution of the following QP
problem:

Λ∗ = arg min
Λ

W (Λ) = arg min
Λ

(−ΛT 1 +
1
2
ΛT DΛ) (5)

subjected to
ΛT y = 0, Λ − C1 ≤ 0 and − Λ ≤ 0

where 1 is a vector with all element 1, C is a positive constant as trade off
between the margin of two classes and the misclassification error, and Dij =
yiyjz

T (x)z(xi). It turns out that only a small number of coefficients λi are
different from zero, associated with which are data points called support vectors.
The support vectors, intuitively the data points that lie at the border between
the two classes, are the only ones to be relevant with the solution of the problem.

In Hilbert space, the computation of scalar product zT (x)z(xi) in the higher
dimensional space can be simplified to that in the original space by:

zT (x)z(y) = K(x, y) (6)

where K(x, y) is called kernel function, which must be positive definite sym-
metric and subjected to the Mercer-Hilbert-Schmidt theorem. As a result, the
SVM classifier has the form: f(x) = sign(

∑l
i=1 λiK(x, xi) + b). Some possible

kernel functions are listed in [7], such as Polynomial, Gaussian RBF, Multi-layer
Perception etc. We choose SVMlight[4] as our training algorithm by comparing it
with SMO[8]. The optimal kernel function is chosen to minimize the classification
error.

4 Experiments

We collect 26 facial images (14 contain eyeglasses and 12 non-eyeglasses) from
MIT and Yale face library as training set. They are mainly westerns. Another
37 images of Chinese captured in our lab are used to test the classifier. Before
training the classifier, we normalize the original image to the same scale and
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orientation by constellating two eyes in horizontality and with similar distance.
Each face image is thus regularized to 64 × 64. The 2/3 upper part of the face,
i.e. 64 × 43 image patch is defined to be the original input. The threshold of
anisotropic measure is empirically chosen as 0.8. The radius of neighborhood
in equation (1) is 3. Standard principal component analysis (PCA) technique
is employed to find the subspace where lie the examples. To train the SVM
classifier, we use the SVMlight program (version 2.01) [4]. The parameters are
all set default.

In the leave-one-out experiment, we find the polynomial kernel function with
degree 2 is the optimal one, with the recognition ratio 96%. While in the test by
another 37 images, the recognition ratio is 81%. Such results convince us that
the SVM classifier performs well in eyeglasses verification.

5 Conclusion and Future Work

In eyeglasses pattern analysis, although the feature selection is difficult, the
orientation image has been proven to be a good feature to represent the eye-
glasses. The result of simple Gaussian model demonstrates that the eyeglasses
and non-eyeglasses patterns are nonlinearly classifiable indeed. Considering the
small quantity of samples, a SVM classifier with two-degree polynomial kernel
function is trained, which is robust and effective revealed by the experiment.

In our future work, we shall integrate the eyeglasses verification module with
the removal module to automatically remove eyeglasses from face images.
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